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Editorial on the Research Topic
 Artificial intelligence in animal behaviour, veterinary behaviour and neurology




Recent technological breakthroughs—ranging from computer vision and sensor-based analytics to robotics and large language models—are transforming veterinary science. This Research Topic brings together nine studies illustrating how these innovations can address both longstanding and emerging challenges in animal health, behavior, and welfare.

A central theme in several of the contributions is precision livestock management. One study proposed a three-phase monitoring system that integrates a multi-part detection network for flock inventory, a facial classification model for identity recognition, and a facial expression analysis network for health assessment (Zhang, Zhao et al.). By refining deep learning architectures, the authors achieved marked gains in detection accuracy and efficiency, underlining how targeted enhancements such as multi-link convolution fusion blocks and re-parameterizable convolution can elevate both performance and speed. Their framework exemplifies how machine learning (ML) solutions can help farmers more efficiently monitor livestock in large-scale or complex settings, potentially reducing labor requirements and supporting better animal welfare outcomes.

Several articles in this Research Topic highlight the synergy between bioinspired engineering and animal-based research. One study, motivated by goose neck biomechanics, designed a bionic robotic arm that prioritizes both flexibility and bearing capacity in confined spaces (Zhang, Sun et al.). By systematically analyzing the goose neck's movements in narrow environments, the authors derived parameters that could inform more advanced and adaptive robotic systems. Their approach bridges animal physiology with practical robotics, opening new possibilities for applications in veterinary procedures, agritech, and beyond.

While precision livestock approaches often focus on optimizing herd management, another cluster of papers underscores how machine learning augments veterinary diagnostics and clinical practice. A large-scale study demonstrated that Bayesian Networks and Random Forests can accurately predict structural epilepsy in dogs (Flegel et al.). This approach, validated through tens of thousands of ML models, showcases how data-driven methods can strengthen clinical decision-making. The authors' success in isolating features highly predictive of structural epilepsy paves the way for improved diagnostic protocols, potentially reducing uncertainties for both clinicians and pet owners.

Expanding on these applications of ML, other researchers explored automated approaches in canine science, reflecting the growing need to analyze complex, high-volume behavioral data (Farhat et al.). By systematically reviewing existing literature and conducting empirical work with animal behavior researchers, they pinpointed both the promise and challenges of automation. Their recommendations could lead to greater acceptance of automated methods, ultimately promoting more robust and reproducible behavioral studies in companion animals.

Meanwhile, in an investigation of grazing behaviors on the Qinghai-Tibetan Plateau, researchers combined field observations with meta-analysis to uncover how temporal and spatial factors shape yak foraging patterns (Yang et al.). Their findings highlight how local climate conditions, forage quality, and livestock traits intertwine to influence grazing behaviors. Such insights can help refine herd management practices, ensuring that rangelands remain sustainably productive under changing environmental pressures.

A complementary line of research explores non-invasive indicators of cattle welfare, specifically vocalization patterns under negative affective states (Gavojdian et al.). By categorizing low- and high-frequency calls, the authors developed deep learning and explainable machine learning frameworks to identify individual cows and gauge stress responses. This work reinforces the importance of acoustic monitoring as part of a precision livestock farming toolkit, offering a tangible route toward earlier detection of distress or discomfort in herd animals.

Another study tackled the early detection and prediction of digital dermatitis—a prevalent cause of lameness in dairy herds—using sensor-based ML models (Magana et al.). The application of automated pipelines, including the Tree-Based Pipeline Optimization Tool (TPOT), shows promise for alerting farmers to emerging disease outbreaks before clinical signs fully manifest. By leveraging subtle shifts in cow behavior, these models could lead to timely interventions that improve overall herd health and productivity.

As these data-driven methods proliferate, the role of generative AI has become a topic of both excitement and caution. One team posed the question: “Can ChatGPT diagnose my collapsing dog?” and delved into how large language models might intersect with veterinary triage or diagnostics (Abani, De Decker et al.). Their findings underscore the need for critical evaluation of AI-suggested “diagnoses,” given that statistical pattern-matching differs fundamentally from true clinical reasoning. In a related article, the authors examined ChatGPT's potential influences on research in veterinary neurology (Abani, Volk et al.). While acknowledging the efficiencies in literature exploration, they also highlight ethical concerns, such as overreliance on AI-generated texts or the spread of misinformation.

Collectively, these nine contributions exemplify how innovation in artificial intelligence, robotics, and data analytics can reshape the practice of veterinary science, from farm management and clinical diagnostics to animal welfare and fundamental research. While each study addresses a distinct question, they converge on a shared principle: harnessing technology to generate timely, actionable insights that benefit both animals and the humans who care for them. Yet, these advancements are not without challenges: ensuring data quality, building transparent models, and maintaining ethical oversight remain vital to the responsible adoption of such tools.

We hope this Research Topic serves as a stepping stone for cross-disciplinary collaboration. Whether you are a veterinarian, researcher, engineer, or policy-maker, the findings outlined here illustrate the rapid evolution of veterinary science in our data-driven era. By embracing these methods while engaging in thoughtful discourse on their limitations, we can collectively advance a more sustainable, innovative, and compassionate future for animal care.
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Introduction

The new wave of technology known as generative artificial intelligence (AI), while both awe-inspiring and intimidating due to its transformative potential, has become a worldwide phenomenon this year (1). Generative AI refers to a class of AI models that can create new content, such as text, images, sounds, and videos, based on patterns and structures learned from existing data (2, 3).

Since its launch in November 2022, ChatGPT® (OpenAI®, L.L.C., San Francisco, CA, USA), a state-of-the-art language model, has taken the world by storm and captured the attention of the scientific community (GPT stands for “generative pretrained transformer”) (4, 5). The model is trained to predict the next word in a sentence using hundreds of gigabytes of online textual data and has been further fine-tuned with both supervised and reinforcement learning techniques (6, 7). Although models like ChatGPT® can generate highly plausible and sometimes remarkably coherent text in a wide range of contexts, they rely solely on statistical representations of language and lack any understanding of the meanings behind their generated output (8).

Many challenges and concerns arise regarding the dual-use nature of Large Language Models (LLMs), such as ChatGPT®, particularly in scholarly publishing (9). While some believe that journals must take action against such tools to battle the flood of AI-generated manuscripts that could potentially ruin the scholarly publishing industry, others argue that these technologies will break down language barriers and increase global participation in scholarly conversations (10, 11).

As AI chatbots become more integrated into our daily lives, it is predictable that the way internet users find information online will change (12). However, while using AI chatbots makes finding information faster and simpler compared to traditional search methods, there is still a tendency for such models to “hallucinate” and create inaccurate fictional answers, which can mislead individuals (12, 13). Moreover, unlike search engines, ChatGPT® engages users in conversation or provides a concise answer, rather than directing them to numerous websites that offer a plethora of information from various sources and letting users decide what they trust. Additionally, ChatGPT® (free version, June 2023) does not browse the web to gather real-time information; instead, its knowledge is restricted to the limited dataset it learned until 2021 (5). Consequently, its responses may not reflect the most recent information and are constrained by the content it was trained on OpenAI (5). LLMs like ChatGPT® have applications far beyond search engines. Among others, ChatGPT® is even capable of generating a credible scientific manuscript when provided with the appropriate prompt. Surprisingly, the AI-generated papers were “convincing enough” to initiate debates in academic community concerning the use of such tools in scholarly publishing (14).

Almost everywhere in the research community, the disruptive potential of AI tools is being eagerly debated. There are some observers who worry that in the worst-case scenario AI-generated technologies will increase the output of “pseudo-scientific papers” even faster and cheaper (15, 16). Another major concern related to the utilization of LLMs like ChatGPT® in scientific writing is so called “AI-based plagiarism” or “copyright laundering” (17, 18). Chan (17), define it as AI-giarism, referring to “the unethical use of AI to create content that is plagiarized from either original human-authored work or directly from AI-generated content, without appropriately acknowledging the original sources or AI's contribution.” Concerning this, shortly after the launch of ChatGPT®, some publishers established new policies regarding the disclosure of such tools, while others have taken a step further and announced a complete ban on text generated by ChatGPT® or any other AI tools (19). However, it remains uncertain whether there is currently an enforcement tool capable of consistently detecting AI-generated text (15).

While there has been a rapidly growing academic literature investigating the potential and limitations of ChatGPT® across diverse domains, there is no published work (as of June 2023) on the potential uses and misuses of ChatGPT® and its ethical boundaries in the context of scientific writing within the field of veterinary medicine. First and foremost, this opinion article reflects the authors' viewpoints and experiences rather than providing a comprehensive, critical review. In the current study, we present a user-based experience to determine if ChatGPT® can generate convincible scientific papers in the field of veterinary neurology. We evaluated the ChatGPT® generated abstracts as well as introduction sections with references for three research papers focusing on different subjects in veterinary neurology. We used an AI output detector and a plagiarism detector to analyse the generated content. Furthermore, we asked thirteen Board-Certified neurologists by the European College of Veterinary Neurology or American College of Veterinary Internal Medicine (subspecialty of Neurology), who have experience in writing and reading scientific papers, to try to evaluate whether the sets were original or AI-generated. The purpose of this study is to focus on the potential limitations and advantages associated with the application of ChatGPT® in scientific writing within the field of veterinary neurology.



Materials and methods

We selected three research papers authored by the team of the Department of Small Animal Medicine and Surgery at the University of Veterinary Medicine Hannover, Hannover, Germany focusing on different subjects in the field of veterinary neurology, including SARS-CoV-2 scent detection in dogs (20), potential biomarkers for steroid-responsive meningitis-arteritis (21), and staining of cannabinoid receptor type one (22). These articles were published between November 2022 and April 2023 in three different journals: BMJ (23), PLOS ONE (24), and Scientific Reports (25). As stated on the OpenAI® homepage, ChatGPT® does not have access to data beyond 2021 (26). Therefore, we assume that the model has not accessed any of these publications. Given the diverse research interests and familiarity levels of the specialist reviewers with the subjects, the three subjects were classified into three familiarity classes:

In Test 1, the subject of SARS-CoV-2 scent detection in dogs was categorized as less familiar, assuming limited familiarity by the reviewers with this topic.

In Test 2, the subject of potential biomarkers for steroid-responsive meningitis-arteritis in dogs was classified as highly familiar.

Lastly, in Test 3, the staining of cannabinoid receptor type one was classified as a moderately familiar subject.

We hypothesized that reviewers might show different levels of ability in distinguishing between AI-written manuscripts and human-written ones, depending on their familiarity with the subject or research interest. We utilized two different plagiarism detection tools to analyse both the original and AI-generated manuscripts. The first tool used is a paid Internet-based similarity detection service called Turnitin® (27), offering a similarity index ranging from 0 to 100 percent. A higher value on Turnitin indicates a greater level of text redundancy with existing sources. The second tool used is a free online plagiarism checker platform called Plagiarism Detector (28), which provides a plagiarized score ranging from 0 to 100 percent. A higher plagiarized score indicates more detected plagiarism. In addition, we evaluated all the original and generated manuscripts using two different AI-generated content detectors. The first AI-detector is called the AI Detector (29), which provides scores indicating the percentage of human-written content. A score of 100% indicates the absence of any detected AI-written content. The second AI-detector is known as the AI Text Classifier (OpenAI®) (30), which categorizes contents as either very unlikely, unlikely, unclear, possible, or likely to be AI-generated.


Generating the abstract and introduction with references

We utilized ChatGPT® to generate abstracts, introductions, and references for three mentioned scientific papers based on the title, keywords, journal style and characteristics of each author.



Prompts

To generate scientific abstracts and introduction sections with references, we used different prompts. We prompted ChatGPT® with following request “Write an academic abstract with a focus on (subject) in the style of (author characteristics, i.e., position, gender and age) at (university name) for publication in (journal name), (keywords).” Additionally, during a separate chat session, we asked “Write an introduction on (subject), including the following keywords ….” Subsequently, we requested “Generate 15 references to support the content.”

During our interactions with ChatGPT® for generating scientific papers (May 2023), we noticed that the model sometimes disobeyed the requests. For example, when we prompted it to generate references to support the content, the model answered: “As an AI language model, I don't have direct access to a specific database or the ability to provide real-time references. I can provide general information and knowledge based on what has been trained on. For accurate and up-to-date references, it's recommended to consult academic databases, research papers, and scholarly sources.” In contrast, when the prompt was changed to “Generate 15 fictitious references to support the content” the model generated 15 fictitious references and responded with the following sentence: “Please note that these references are fictional and not based on real publications.” Although it feels rather odd to be lectured by an AI model, we acknowledge that the model demonstrates some knowledge of producing fake or inaccurate data. In addition, ChatGPT®'s generated responses are sensitive to the way it is prompted, and it can generate different responses even for the same prompt multiple times (31). To enhance the believability and persuasiveness of the responses generated by ChatGPT®, we prompted it multiple times with additional refinements, such as font and reference styles, within the generated text.



Evaluation

We requested thirteen expert reviewers, all Diplomates of the European College of Veterinary Neurology or American College of Veterinary Internal Medicine (SDD, JF, ClR, MC, RG, RGQ, SL, TF, CaR, TK, HS, MK, NM), to evaluate three tests; all three tests are available in the Supplementary material. Each test contained two sets of abstracts and introductions with references, with one set being written by ChatGPT® and the other by a veterinary neurologist. The reviewers were asked to indicate whether the manuscripts were written by human, generated by an AI algorithm, or if they were unable to determine the source. All specialist reviewers were blinded to the information who generated the text they evaluated. All manuscript headings, as well as any references containing the names of authors or reviewers involved in this current study, were deleted, to avoid bias in the evaluation. To ensure the accuracy of our study, we requested that reviewers avoid opening all three tests simultaneously for comparison. Additionally, we asked them not to use the internet, AI output detector software, or any external sources such as books or scientific papers during the survey. The process for each of the three tests consisted of the following stages:

Initial assessment stage: abstract identification. The reviewer was requested to read both abstracts and determine which one was written by AI, without referring to the introduction or references.

Final assessment stage: introduction and reference review. The reviewer was asked to read the introduction and references for the corresponding abstract. Considering all the information provided (abstract, introduction, and references), the reviewers were asked to select the manuscript they thought was written by an AI, and to provide supporting evidence and an explanation for their choice.




Results

In Test 1 and Test 3, which were referred to as less familiar and moderately familiar subjects, respectively, only four out of 13 specialist reviewers (31%) correctly identified the AI-generated abstracts (initial assessment stage). In the final assessment stage of both Test 1 and Test 3, which included the introduction and references, nine out of 13 reviewers (69%) successfully identified the generated abstracts and introductions. In Test 1, four reviewers, and in Test 3, five reviewers, who initially could not identify the AI-generated abstracts, identified the manuscripts as being generated by the AI algorithm after reading the introduction and references. In the initial assessment stage of Test 2, which was classified as a highly familiar subject in the field of veterinary neurology, seven out of 13 reviewers (54%) were able to correctly identify the AI-generated abstracts. In the final assessment stage, which included the introduction and references, 10 out of 13 participants (77%) correctly identified the AI-generated manuscript. Furthermore, five reviewers, who initially misidentified the human-written abstract as AI-generated in Test 2, re-evaluated their decision after reading the introduction and references. They subsequently correctly identified the manuscript as being written by a human (Figure 1).


[image: Heatmap showing assessments by thirteen reviewers across three tests with initial and final evaluations. Colors indicate correctness: blue for correct, gray for uncertain, and orange for incorrect responses.]
FIGURE 1
 Presents the performance of specialist reviewers in identifying ChatGPT®-generated scientific manuscripts vs. original published manuscripts in three tests, each containing two stages; the initial assessment, referred to as abstract detection, and the final assessment, which includes the introduction with references. The reviewers' assessments are represented using colors, with red indicating “Incorrect” (misidentification), green indicating “Correct” (accurate identification), and yellow indicating “Uncertain” (indicating uncertainty). Reviewers demonstrated a better performance in identifying ChatGPT®-generated manuscripts in Test 2 (the highly familiar subject of steroid-responsive meningitis-arteritis in dogs) vs. Test 1 (SARS-CoV-2 detection dogs) and Test 3 (Cannabinoid receptors in canine epilepsy), which were referred to as less familiar and moderately familiar subjects. In the final assessment, reviewers demonstrated improved performance in three tests, indicating that the reviewers were able to refine their assessments and make more accurate conclusions by incorporating specific information and references.


Specialist reviewers provided various explanations to determine whether the manuscript was generated by AI or written by a person. They commented that AI-generated manuscripts sometimes contain “incredibly human-sounding” texts and might have better English proficiency and structure. As a result, it was occasionally impossible to differentiate the AI-generated manuscripts from the original ones without relying on scientific background information and references. However, some reviewers also pointed out that AI-generated manuscripts were verbose, superficial, and less creative compared to human-written ones.

In addition, both the original and AI-generated manuscripts, were analyzed using the paid Internet-based similarity detection service called Turnitin® (27) and the free online plagiarism checker website called Plagiarism Detector (28). When using Turnitin®, it indicated a similarity index of 100 (higher value indicates more similar text) for all original published manuscripts in Test 1, Test 2, and Test 3. In comparison, the AI-generated manuscripts in Test 1, Test 2, and Test 3 had similarity indices of 2%, 8%, and 18%, respectively, on Turnitin®. When utilizing the free online plagiarism checker website, it indicated plagiarism scores of 62%, 74%, and 58% for the original manuscripts in Test 1, Test 2, and Test 3, respectively. In contrast, the website detected 0% plagiarized content in the AI-generated manuscripts of Test 1, Test 2, and Test 3, indicating the potential absence of any detected plagiarism.

When the original manuscripts were run through the online platform AI Detector (29), it indicated that all the original manuscripts contained 0% AI-written content. Among the AI-generated manuscripts, the AI Detector identified AI-generated manuscript in Test 2, indicating that 100% of the content was written by an AI algorithm. However, it identified two other AI-generated manuscripts in Test 1 and Test 3 as having 0% content written by an AI algorithm. The AI Text Classifier (30) indicated that the original manuscript in Test 1 unlikely, in Test 2 and Test 3 was very unlikely to being generated by an AI algorithm. Nonetheless, the AI Text Classifier correctly identified all the abstracts and introductions generated by ChatGPT® as possibly AI-generated.



Discussion

The present study showed that experts in the field increasingly struggled to distinguish between ChatGPT®- and human-written abstracts with a decrease in subject knowledge. In the subject matter which was least familiar, only four out of 13 reviewers correctly identified the text written by AI, whereas when the topic was more familiar, this rate increased to around half, with seven out of 13 reviewers correctly identifying the AI-written abstract. The expert reviewers did, however, show improvement in accurately detecting the text when they had access to additional sections, including the introduction and reference list. This led to an increase in their performance, with approximately two out of three texts being correctly identified. A software tool, AI Text Classifier (OpenAI®), on the other hand, correctly identified the generated texts. The reviewers commented on different factors to judge whether a manuscript was written by AI or a human, sometimes relying on the same aspect of the text to reach contrasting conclusions. Hence, human reviewers can be tricked by sophisticated AI-generated articles, as LLMs like ChatGPT® are trained to mimic human writing styles and produce coherent, plausible sounding texts. Furthermore, scientific manuscripts may sometimes present poor grammar or readability, when written by humans. Ultimately, relying solely on naturalness, fluency and writing patterns may not always assist reviewers in distinguishing between content written by humans and content generated by AI (32). Specialists comments which highlights this were:

	“The English in manuscript B [AI-generated] is better….” [Reviewer 11, Test 3]
	“I found this [Test 1] difficult. I think abstract B [human written] is worded in a slightly more robotic manner, although this could just be concise wording.” [Reviewer 2, Test 1]

On the other hand, the inclusion of the introduction, along with references, improved the reviewers' ability to differentiate between human-written and AI-generated articles. Many reviewers' comments focused on the textual content and emphasized that the detailed information helped them judge whether the texts were original or contained fabricated information.

“My only reason to select abstract A [AI-generated] as written by AI is the ‘generic references'; Davis, Johnson, and Smith can appear a bit random, the reference list comes across as potentially legit.” [Reviewer 10, Test 3]

Language models, like ChatGPT®, could generate convincing scientific manuscripts with fabricated data that might also include fictitious or inaccurate information (see the generated manuscripts in Supplementary material).

Despite recent improvements, LLMs like ChatGPT® are still prone to “hallucination.” Thus, this raises concerns regarding the integrity of utilizing such models in academic writing. Moreover, plagiarism detection tools may not flag AI-generated manuscripts. Since ChatGPT® is trained on vast datasets from the internet, some content may include the intellectual property of authors without explicit permission or proper citation (17). Consequently, AI-generative models might create new texts that resemble the original works without acknowledgment, leading to “AI-giarism.” Furthermore, reviewers demonstrated varying levels of confidence and success in distinguishing between AI-written manuscripts and the original published work, depending on their level of subject knowledge. Specialist reviewers found Test 1, which we referred to as the less familiar subject, and Test 3, which we referred to as a moderately familiar subject, more challenging due to their unfamiliarity with these subjects.

	“I struggled more with the COVID abstracts [SARS-CoV-2 scent detection in dogs] as it is not a topic I know much about…” [Reviewer 9, Test 1]
	“The references were difficult to assess: the specific topic [staining of cannabinoid receptor type one] falls outside my personal field of research interest and seem to originate all from more ‘basic science' journals.” [Reviewer 10, Test 3]

In contrast, for Test 2, which focused on the highly familiar subject area of steroid-responsive meningitis-arteritis in dogs, specialist reviewers showed better performance in identifying the ChatGPT®-generated manuscript. In conclusion, specialist reviewers mentioned that when the manuscript was related to their research field, it was easier to distinguish between human-written and AI-written texts.

“In Abstract B [AI-generated]—SRMA can cause severe neurological deficits—but that is rare. SRMA is only life-threatening if not treated. I don't think a neurologist would write this sentence as the first introductory sentence.” [Reviewer 11, Test 2]

It seems that AI-based generative tools have already touched the scientific publishing flow and as they continue to improve, they will create opportunities, as well as threats in every aspect of science in the future (33). We believe that AI- models, if trained and tested properly on diverse, reliable, and representative datasets, with a focus on transparency and accuracy, could serve as valuable tools for a wide range of applications in research and publishing. These include AI-tools to assist with semantic search, writing, editing, summarizing papers, statistical analysis, submission screening, citation validation, and peer reviewing (33, 34). In the age of globalization, diversity, equity, and inclusivity bring new ideas, dynamics, and creativity to every domain, and science is not an exception. However, English is a dominant or “standard” language in science, thus can create language barriers for non-native English-speaking researchers who are enthusiastic about contributing to scholarly publishing. Undeniably, publishing in the world's influential scientific journals requires the privilege of being a so-called “native English speaker.” AI tools like ChatGPT® have the potential to address the often neglected challenge of the language barrier in science, offering valuable assistance to non-native English speaker researchers and facilitating the transfer of scientific knowledge in both directions. Some researchers already utilize AI tools such as Grammarly® (35), Paperpal® (36), Hemingway Editor (37), and Writefull (38) to assist in editing and improving their manuscripts, aiming to increase readability, clarity, and correctness (34, 39).

Language models might become a “game-changer” in scientific writing, enabling researchers to use these models as tools to translate knowledge into their language or improve their English scientific writing skills. This could ultimately be advantageous not only for the researchers but also for the other side of scholarly literature—journals, by reducing the rejection of scientific papers due to poor English.

In the context of the implications of AI technology on scientific writing, journals defined different policies. Some publishers, such as Frontiers (40) and Springer Nature® (41), state that AI writing tools like ChatGPT® cannot be credited as authors. However, researchers are allowed to use such tools if their usage is appropriately documented in relevant sections.



Limitations

The current study's findings should be interpreted with caution due to limitations in study design. The reviewers might have read the original papers before the survey was conducted and might have known which abstracts were written by humans. In addition, reviewers knew that each test contained two manuscripts, with one set written by an AI-algorithm and the other by a human. As a result, in real-world scenarios, journal reviewers might show different performance in identifying AI-generated manuscripts. These might be less. Moreover, there are numerous language models available for streamlining scientific writing. However, for this study, we chose to use ChatGPT® due to its rapidly growing popularity, as well as its free and user-friendly platform that can be utilized by individuals without requiring any technical expertise (42).



Conclusion

Although this study initiates and opens a conversation regarding the utilization of language models like ChatGPT® in the scientific publishing flow in veterinary neurology, the use of AI technology in scientific practice remains debatable in academia. While there is an accurate concern regarding the misuse of AI-based tools in scientific publishing, only simply setting strict boundaries may not always be the most effective way to prevent malpractice. LLMs can either pose a threat to science integrity and transparency or assist researchers, depending on how they are used. Therefore, we suggest integrating education on both proper use and potential misuse of AI-based tools in academia, as part of good scientific practice for both pre- and post-graduate students in university programs. These training programs could effectively raise awareness and address the ethical considerations associated with AI models in research integrity. The growing popularity of AI requires interdisciplinary scientific collaboration to establish clear and comprehensive guidelines and recommendations for the utilization of AI tools by publishers and journals, thus ensuring the integrity and transparency of the published literature.
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Introduction

Not long ago, the latest advances in artificial intelligence (AI) were mostly evident to insiders who closely followed the most up-to-date research articles and conference presentations. However, in 2022, generative AI broke into the public consciousness (1). Generative AI refers to a class of AI models that create new data based on statistical probable patterns and structures learned from existing data. The release of text-to-image models like DALL-E 2 and Stable Diffusion, text-to-video systems like Make-A-Video, and specially chatbots like ChatGPT (Chat Generative Pre-trained Transformer) allowed individuals without technical expertise to explore and harness the power of generative AI technology (1–4).

ChatGPT is a Natural Language Processing (NLP) model developed by OpenAI in San Franscisco, California that generates text in response to user inquiries (5). ChatGPT is based on the GPT-3.5 architecture, which is a substantial upgrade of the GPT-3 model released by OpenAI in 2020. GPT-3.5 is essentially a smaller version of GPT-3, with 6.7 billion parameters compared to GPT-3's 175 billion parameters (the values that a neural network tries to optimize during training). Despite having fewer parameters, GPT-3.5 produces impressive results in many areas of natural language processing tasks, such as language understanding, text generation, and language translation (2, 4, 6, 7). In comparison to earlier models, ChatGPT is unique as it has been trained on a large dataset from a vast web corpus and has been further fine-tuned for the specific task of generating conversational responses. As a result, it generates human-like responses to user queries or prompts (8–10).

Shortly after its launch, ChatGPT reached 100 million monthly active users, making it the fastest-growing consumer application in history (11). This phenomenal surge not only highlights its effectiveness with diverse tasks but also reflects a widespread and profound curiosity of people wanting to interact with human-like computer interfaces.

Like any other lead innovation, ChatGPT's introduction triggered a range of optimistic and skeptical responses (10, 12–14). The Insider reported that “The newest version of ChatGPT passed the US medical licensing exam with flying colors—and diagnosed a 1 in 100,000 [medical] condition in seconds,” (14). Shen et al. (15) stated that “ChatGPT and other Large Language Models (LLMs) may have unintended consequences and become double-edged swords.”

Regardless of whether you are an optimist or a skeptic in this debate, it is expected that these language AI models will persist and have an enormous impact on every aspect of society. Consequently, a crucial question arises: Are we prepared for the benefits and challenges presented by emerging AI technologies? (12).

Over the past few years, medical experts have been cautioning the public about the potential consequences of relying on inaccurate health information obtained from internet search engines, such as Google (16). Veterinary surgeons frequently encounter situations where pet owners rely on inaccurate diagnoses obtained from sources like online medical searches, commonly referred to as “Dr. Google,” or misleading information shared by the so called “Facebook Experts” (17, 18). Given the remarkable ability of language models to engage individuals through human-like conversation, it is conceivable that in the future, people may increasingly rely on them to quickly find information and seek medical advice (14).

While “foresight is not about predicting the future,” it is crucial to prepare for probable scenarios. In one possible scenario, following the veterinary consultation, pet owners may use ChatGPT to verify whether the proposed diagnosis is correct and if the treatment is appropriate. They can take it a step further and utilize ChatGPT to obtain possible diagnoses from a list of clinical signs or generate treatment plans, even though it is not specifically designed for these purposes (19). If the diagnosis, treatment, or prognosis contradicts what the veterinarians provided, what impact will it have on the relationship and trust between the pet owner and the veterinarian? Are we prepared to handle such situations with pet owners?

While it cannot be advisable at the moment to rely on ChatGPT for diagnostic applications, in another likely scenario, veterinary surgeons may utilize ChatGPT as a “second eye” in complex situation or as a decision support tool to assist in their clinical reasoning for finding accurate diagnoses, treatment recommendations, or even use it as a search engine to access background information.

Despite recent investigations into the potential benefits and obstacles of LLMs like ChatGPT in healthcare education, research, and practice, there is a lack of data regarding their implementation within the field of veterinary medicine (20–25). This opinion article discusses the potential advantages and challenges associated with integrating of AI-powered chat systems like ChatGPT in veterinary medicine.

Furthermore, here we report, as an example, a user experience of utilizing ChatGPT to diagnose episodic conditions. We used case histories and materials, for which a board-certified neurologist should have no problems to reach a diagnosis. The aim of this publication is to start a discussion about the potentials and threats of using ChatGPT in veterinary medicine. It will not be an all-comprehensive study about all of ChatGPT's potentials or pittfalls, but our initial thoughts and opinions. We believe that the findings of this opinion article can provide valuable information for veterinary professionals, enabling them to educate pet owners and help them set realistic expectations regarding the use of AI-powered chat systems such as ChatGPT.



Materials and methods

The electronic database of the Small Animal Referral Hospital, Royal Veterinary College, University of London, was retrospectively searched for data of dogs being diagnosed with four disorders characterized by an episodic nature: idiopathic epilepsy, structural epilepsy, paroxysmal dyskinesia, and syncope. The following inclusion criteria were used for patient database research and were mandatory for case selection: A complete case history, clinical/neurological examination, and final clinical diagnoses.

The diagnosis of idiopathic epilepsy (tier II), and structural epilepsy, was made based on the consensus statement by the International Veterinary Epilepsy Task Force (26). For cases being diagnosed with paroxysmal dyskinesia, the diagnostic approach followed the guidelines outlined in the European College of Veterinary Neurology's (ECVN's) consensus statement (27). Furthermore, cases with syncope were included in the study, if they underwent cardiovascular examination and echocardiography as part of the diagnostic process. Twenty cases, five cases for each disorder, were randomly selected, and data, including signalment, case history, and findings from physical/neurological examinations, were extracted from the medical records for stepwise evaluations.

In the first evaluation, the original signalment, as well as the case history of each case were entered into ChatGPT, and the generated responses were recorded. In the second step, separate chat sessions were conducted to input additional physical/neurological examination findings, and the respective responses were also recorded (see the example below).

In the second evaluation, the grammar and choice of words in the medical records were slightly modified without changing the context, in order to assess the reproducibility and overall quality of the AI-generated output. The same approach was conducted again. As ChatGPT utilizes previous interactions with users to generate personalized and tailored responses, a different user, with a distinct IP address, added modified records to ChatGPT (28) (see the example below).


Prompts

ChatGPT's generated responses are significantly influenced by the way it is prompted, and different questions can lead to different answers. Therefore, throughout both evaluations, the conversation was initiated and concluded in a consistent manner to maintain consistency (29). In the first chat session, the conversation started with “Act as a veterinarian” and then the signalment as well as case history were added. In the second step, the conversation started with “Act as a Board-Certified Veterinary Neurologist in the Queen Mother Hospital Neurology department” and additional clinical examinations were entered. For the second evaluation, the same approach was conducted again.



ChatGPT's diagnostic performance for identifying cases of idiopathic epilepsy

In the first evaluation using original materials, ChatGPT identified idiopathic epilepsy based solely on case histories in two out of the five cases. In the second step, when clinical examinations were included, it successfully recognized four out of five cases. In one case, it correctly identified idiopathic epilepsy solely based on signalment and case history, and it maintained its accuracy after including additional clinical/neurological examination. However, in another case, the inclusion of clinical examination information altered its generated diagnosis, resulting in a change of “diagnosis” from idiopathic epilepsy to epilepsy. In three other cases, providing additional clinical/neurological examinations improved the ChatGPT's diagnostic capabilities, leading to a change in “diagnosis” from epilepsy to idiopathic epilepsy.

In the second evaluation, where the grammar and choice of words from the medical records were slightly modified, in the first step, when relying solely on the case history, ChatGPT did not correctly identify any of the five cases of idiopathic epilepsy. However, in the second step, when clinical/neurological examinations were included, ChatGPT's performance improved, correctly diagnosing idiopathic epilepsy in three out of the five cases.

The results suggest that the inclusion of clinical/neurological examination improved ChatGPT's diagnostic capabilities for idiopathic epilepsy. In addition, in one chat, the model emphasized that idiopathic epilepsy is typically observed in young dogs aged between 6 months and 5 years. However, according to the International Veterinary Epilepsy Task Force, idiopathic epilepsy is typically seen in young to middle-aged dogs between 6 months and 6 years old (26). From our perspective, it is concerning that Chat GPT's generated content lacks scientific literature to support its numerous factual statements, which, despite appearing remarkably plausible, are not always correct. Furthermore, even subtle modifications to the grammar and wording in the medical records had a noticeable impact on its diagnostic capabilities.




An example of a query for a case with idiopathic epilepsy. ChatGPT's generated answers is in italics


First evaluation utilizing the original medical records
 
The prompt for the case history

Act as a veterinarian on 3rd October 2006. My dog Milo, is an intact male Border Collie. He is 2 years and 9 months old. Milo has experienced multiple seizure like events since June 24th, 2006. In total, he has had eight events- on August 26th and September 3rd, 2006, he had two and three episodes within a 24-h period. These episodes typically happen when Milo is at rest and last ~10-15 seconds. During these episodes, he shows limb rigidity, paddling, and a vacant expression and distinctive facial expression with his ears back. Following each episode, Milo appears distressed and he is unsteady on his feet for about one to two minutes. I have noticed some mild changes in his behavior as Milo being more passive around other dogs. However, this might coincide with his return from a two-month stay in kennels. Otherwise, Milo has been in good health, and there is no known exposure to toxins. What is the most likely diagnosis?


ChatGPT's “Diagnosis”

Based on the clinical signs described, the most likely diagnosis for Milo would be epilepsy. Epilepsy is a neurological disorder characterized by recurrent seizures. The seizure episodes that Milo has experienced, including the limb rigidity, paddling, vacant expression, and distinctive facial expression with ears back, are all consistent with seizures. The fact that the seizures occur mostly at rest and that Milo is unsteady on his feet after the episodes also support this diagnosis.

Although the cause of epilepsy is often unknown, it can be inherited or caused by brain injury or disease. In some cases, epilepsy may be triggered by environmental factors such as toxins, but as you mentioned that there was no known exposure to toxins, this is less likely to be the cause. It is important to note that there are other conditions that can cause seizures, such as metabolic disorders, infections, and brain tumors, so further diagnostic tests may be required to rule out these possibilities. Milo's veterinarian may recommend a complete physical and neurological examination, blood tests, and possibly imaging tests such as a CT or MRI scan to help confirm the diagnosis and rule out any underlying causes. Treatment for epilepsy typically involves medications such as anticonvulsants to help control the seizures. Your veterinarian may also recommend making changes to Milo's diet or lifestyle to help manage his condition. It is important to work closely with your veterinarian to develop a comprehensive treatment plan for Milo to help minimize the frequency and severity of his seizures and improve his overall quality of life.




The prompt for the case history and neurological examination

Act as a Board-Certified Veterinary Neurologist in the Queen Mother Hospital Neurology department on 3rd October 2006, your patient is a lovely dog Milo, he is a 2 years and 9 months old male - entire Border Collie. He presented to the QMHA after experiencing several seizure-like episodes that started on the 24th of June 2006. Since then, he has had a total of eight known seizures, including two episodes of cluster seizures that occurred on the 26th of August and the 3rd of September 2006. The owner describes limb rigidity, paddling, and a vacant expression and distinctive facial expression with his ears back, lasting around 10–15 s. These episodes occur mostly at rest, and are followed by a post-ictal period of one to two minutes when Milo is distressed and unsteady on his feet. The owner has also noticed some mild behavioral changes, such as Milo being more passive around other dogs, although this may have coincided with his return from a two-month stay in kennels. He has been otherwise well in himself and there was no known exposure to toxins. During the physical examination, Milo appeared bright and alert and was in good body condition. All parameters were within normal limits, except for mild proprioceptive deficits on the left hind leg. Postural reactions such as hemistanding were also very slightly reduced in the left hind leg. The neurolocalisation was right forebrain. What is the most likely diagnosis?


ChatGPT's “Diagnosis”

Based on the clinical signs and physical examination findings, the most likely diagnosis for Milo is idiopathic epilepsy. The classic presentation of seizures characterized by limb rigidity, paddling, and a vacant expression lasting around 10–15 s, followed by a post-ictal period of one to two minutes, is consistent with seizures of an epileptic nature. The cluster seizures also suggest a diagnosis of idiopathic epilepsy. The mild proprioceptive deficits and postural reaction abnormalities on the left hind suggest a right forebrain lesion, which can be seen with idiopathic epilepsy.

However, other differential diagnoses should be considered, such as structural brain lesions, infectious diseases, metabolic disorders, and toxicities. An MRI or CT scan would be necessary to rule out structural brain lesions. Additionally, blood work and cerebrospinal fluid analysis should be performed to assess for infectious diseases and metabolic disorders. Nevertheless, the most likely diagnosis based on the clinical presentation is idiopathic epilepsy.





Second evaluation utilizing medical records with minor grammar and word choice adjustments
 
The prompt for the case history

Act as a veterinarian on 3rd October 2006. My dog, Milo, is a 2¾-year-old male Border Collie, and he hasn't been neutered. Since June 24th, 2006, Milo has had several episodes that seem like seizures, probably totaling eight in number. I believe he had multiple seizures on August 26th and September 3rd, 2006. During these, he experienced two seizures within a 24-hour period on August 26th and three seizures on September 3rd. Typically, these episodes occur when Milo is at rest and last around 10 to 15 seconds each. During these seizures, he becomes rigid in his limbs, starts paddling, and his ears are pulled back. After each seizure, Milo appears distressed and struggles to stand steadily for about one to two minutes. I've also observed some slight changes in his behavior, particularly when he's around other dogs, where he seems more passive than before. However, it's worth noting that this change might coincide with his return from a two-month stay in kennels. Apart from these episodes, Milo has been generally healthy, and there's no known exposure to any harmful substances. What is the most likely diagnosis?


ChatGPT's “Diagnosis”

Based on the information provided, the most likely diagnosis for Milo's symptoms would be epileptic seizures. Seizures in dogs can present in various ways, and the symptoms you've described, such as becoming rigid, paddling, and distressed behavior afterward, are consistent with seizure activity. Cluster seizures, where multiple seizures occur in a short period, can also be a sign of epilepsy. It's important to consider other potential causes as well, such as metabolic issues, toxins, or other neurological conditions. A thorough physical examination, along with neurological and possibly blood tests, could help the veterinarian rule out other possible causes.

Since there's a mention of a change in behavior coinciding with Milo's return from kennels, stress and environmental changes might also be contributing factors. Changes in routine or environment can sometimes trigger stress-related symptoms in dogs.

Given the complexity of the situation, your best course of action would be to schedule an appointment with a veterinarian as soon as possible. They can perform a comprehensive evaluation, including a detailed medical history and potentially additional diagnostic tests, to determine the underlying cause of Milo's seizures and recommend an appropriate treatment plan.




The prompt for the case history and neurological examination

Act as a Board-Certified Veterinary Neurologist in the Queen Mother Hospital Neurology department on 3rd October 2006. Your patient is Milo, a 2¾-year-old intact male Border Collie, was brought to the QMH due to multiple episodes of seizures that began on June 24th, 2006. He has experienced a total of eight known seizures so far, including two instances of cluster seizures on August 26th and September 3rd, 2006, where he had two and three seizures, respectively, within a 24-h period. The owner reports that during these episodes, Milo displays limb stiffness, paddling movements, a vacant expression, and a distinctive facial expression with his ears pulled back. Each episode lasts ~10–15 s and primarily occurs when Milo is at rest. Following the seizures, there is a post-ictal period lasting one to two minutes during which Milo appears distressed and has difficulty maintaining balance. The owner also noticed some mild changes in Milo's behavior, such as him being more passive around other dogs. However, it's worth noting that this change coincided with Milo returning home after a two-month stay in kennels. Milo has been generally healthy, with no known exposure to toxins. During the physical examination, Milo was alert and had a good overall body condition score. All measured parameters fell within normal ranges. The examination revealed mild deficits in proprioception in his left hind leg and slight reductions in postural reactions, including hemistanding, in the same leg. The neurolocalization indicated involvement of the right forebrain. What is the most likely diagnosis?


ChatGPT's “Diagnosis”

Based on the information provided, the most likely diagnosis for Milo's condition is idiopathic epilepsy. Idiopathic epilepsy is a common neurological disorder in dogs characterized by recurrent seizures with no underlying structural or metabolic cause identified. The history of Milo's seizures, their frequency and characteristics, as well as the clinical signs he displays during and after the episodes, all align with the typical presentation of epilepsy.

Key points supporting the diagnosis of idiopathic epilepsy in Milo's case include:

	1. Age of Onset: Milo is a 2¾-year-old dog, which falls within the typical age range for the onset of idiopathic epilepsy in Border Collies.
	2. Recurrent Seizures: Milo has experienced multiple episodes of seizures, including cluster seizures, which is a common pattern seen in dogs with epilepsy.
	3. Seizure Characteristics: The description of Milo's seizures, including limb stiffness, paddling movements, vacant expression, and distinctive facial expression with ears pulled back, is consistent with generalized tonic-clonic seizures often seen in epilepsy.
	4. Duration of Seizures: The duration of Milo's seizures, lasting approximately 10-15 seconds, is in line with the typical duration of epileptic seizures.
	5. Post-Ictal Period: The post-ictal period of distress and balance difficulties Milo experiences after the seizures is a characteristic feature of epilepsy.
	6. Behavioral Changes: The mild behavioral changes, such as increased passivity around other dogs, could be associated with the effects of seizures or the post-ictal period.
	7. Normal Physical Examination: The normal physical examination and blood parameters suggest that there might not be an underlying metabolic or structural cause for the seizures.
	8. Neurolocalization: The involvement of the right forebrain, as indicated by the clinical signs and neurological examination findings, is consistent with a diagnosis of epilepsy.

Given Milo's history, presentation, and the absence of other significant findings, idiopathic epilepsy is the most likely diagnosis. It is important to note that a diagnosis of idiopathic epilepsy is one of exclusion, meaning that other potential causes for seizures should be ruled out before confirming the diagnosis. Additional diagnostic tests, such as blood work, imaging (such as an MRI), and possibly cerebrospinal fluid analysis, might be considered to rule out other potential causes and further support the diagnosis of idiopathic epilepsy. Treatment options and management strategies can then be discussed with the owner to help control Milo's seizures and improve his quality of life.





ChatGPT's diagnostic performance for identifying cases of structural epilepsy (intracranial neoplasia)

In the first evaluation using original materials, ChatGPT identified brain tumors as a potential differential diagnosis in four out of five cases, and structural abnormalities (without specifying brain tumors) in one out of five cases. ChatGPT also listed metabolic disorders, intoxication, infection, encephalitis, and other conditions as potential differential causes. In the second step, when clinical/neurological examinations were included, the model identified brain abnormalities in two out of five cases, brain tumors in two out of five cases and forebrain lesions in one out of five cases as a potential differential diagnosis.

In the second evaluation, where the grammar and choice of words from the medical records were slightly modified, in the first step, when relying solely on the case history, ChatGPT identified brain tumor as a potential diagnosis in one case out of five cases, and epilepsy in three out of five cases and idiopathic epilepsy one out of five cases. It also listed epilepsy, infectious diseases affecting the nervous system, or metabolic disorders as potential differential causes. However, in the second step, when clinical examinations were included, in one case out of five the inclusion of clinical examination information altered its generated diagnosis, resulting in a change of differential diagnosis from brain tumors to neurological disorder. In one case out of five, providing additional clinical/neurological examinations improved the ChatGPT's diagnostic capabilities, leading to a change in suggesting the “diagnosis” from epilepsy to brain tumor.

These results reveal that while ChatGPT may be able to generate potential differential diagnoses, and the output appears plausible on the surface, a closer investigation reminds us that ChatGPT is neither a thinking machine nor an AI model with medical-specific training. When considering the inclusion of a slightly modified materials, it failed to accurately diagnose conditions and generated erroneous answers (Table 1).


TABLE 1 Representative examples of ChatGPT-generated diagnoses compared with the final diagnosis.

[image: A table compares medical diagnoses from the Royal Veterinary College and those generated by ChatGPT in two evaluations across twenty cases. Columns detail case numbers, final diagnoses at RVC, and ChatGPT's diagnoses with varying levels of information—case history, clinical/neurological examination, or both. Diagnoses include epilepsy, seizure, syncope, neurological and metabolic disorders, among others.]



ChatGPT's diagnostic performance for identifying cases of paroxysmal dyskinesia

When relying solely on the case history, ChatGPT did not correctly diagnose any of the five cases with paroxysmal dyskinesia. Similarly, in the second step, which included clinical/neurological examinations, the model did not diagnose any of the five cases.

In the second evaluation, where the grammar and choice of words from the medical records were slightly modified, in the first step, when relying solely on the case history, ChatGPT identified paroxysmal dyskinesia as a potential differential diagnosis in one out of five cases. In the second step, when clinical/neurological examinations were included, it changed differential diagnosis from diagnosing paroxysmal dyskinesia to idiopathic epilepsy. Nevertheless, it correctly diagnosed paroxysmal dyskinesia in one out of the five cases.

The limited diagnostic ability of ChatGPT in identifying cases with paroxysmal dyskinesia can be linked to two reasons. Firstly, the identification and characterization of canine paroxysmal dyskinesias pose significant challenges due to their infrequent and unpredictable nature (27). Since these episodes may not occur while the dog is at the veterinary clinic, veterinarians face difficulties in directly observing and diagnosing them (27). Secondly, there is lack of comprehensive and well-defined information about this disorder in the veterinary literature on internet. It is important to note that ChatGPT's access to data only extended until 2021, which further restricts its recognizing capabilities for paroxysmal dyskinesia. The model may not be up to date with the latest advancements and insights, such as breed-specific paroxysmal dyskinesias in veterinary medicine (30).



ChatGPT's diagnostic performance for identifying cases of syncope

In the first evaluation using original materials, ChatGPT identified cardiovascular syncope as a potential differential diagnosis based solely on case histories in four out of five cases. ChatGPT also listed collapsing trachea, brachycephalic airway syndrome, seizure, neurological problems such as brain tumors, vestibular disease, and or metabolic disorders as potential differential causes. In the second step, when clinical examinations were included, the model identified cardiovascular syncope as a potential differential diagnosis in three out of five cases. In two out of five cases, when additional clinical examination results were included, the model changed the potential differential diagnosis from cardiovascular syncope to exercise-induced collapse syndrome and portosystemic shunt with episodes of hepatic encephalopathy.

In the second evaluation, when grammar and choice of words from the medical records were slightly modified, ChatGPT correctly diagnosed all of the five syncope cases when only examining the case history. However, in the second step, when clinical examinations were included, ChatGPT's generated diagnoses changed; it correctly identified cardiovascular syncope as a potential diagnosis in four out of five cases. In one case model ChatGPT responded “difficult to determine without further diagnostic tests, probably a potential neurological issue.”

Although it can be quite challenging to differentiate cardiovascular syncope from seizure activity and other causes of collapse, ChatGPT has demonstrated sufficient performance in identifying cardiovascular syncope based solely on the case history. However, the inclusion of clinical examination information altered ChatGPT's generated diagnoses for cardiovascular syncope. This finding suggests that due to the lack of both medical-specific training in this model and a clinical reasoning algorithm, the excessive inclusion of physical exam findings for other organs could introduce confounding factors that may confuse and hinder its diagnostic abilities.




Pitfalls and challenges


Bias

Despite considerable potentials of LLMs technology for research and clinical applications, there are redoubtable challenges and risks particularly in terms of validating these models for integration into animal healthcare. Veterinary professionals must carefully consider the potential biases that can arise from the limited datasets used to train ChatGPT. These biases limit its capabilities and have the potential to result in factual inaccuracies. What is particularly concerning is that these biases may appear scientifically plausible, which is a phenomenon known as “hallucination” (25). Indeed, when veterinary surgeons excessively rely on ChatGPT's responses, potential erroneous outcomes can lead to serious consequences for patient care.

Veterinary surgeons, being aware of the biases, should be able to identify if the information, “diagnosis” or treatment provided does not only sound plausible, but also is plausible for the individual patient. The owners on the other hand might be misled by the information provided by ChatGPT. The current study highlighted that despite ChatGPT providing a reasonably logic sounding reply, it was incorrect in quite a few cases with its diagnostic “judgement.” In comparison to “Dr Google,” which provides links to information and brief summaries, ChatGPT provides a more personalized and plausible sounding reply, which can be misleading and will make it even more difficult for non-medical trained individuals such as owners to differentiate between correct and incorrect information. Moreover, as stated on the OpenAI homepage, “ChatGPT is sensitive to tweaks in the input phrasing or attempts with the same prompt multiple times. For example, when presented with one phrasing of a question, the model might claim not to know the answer, but with a slight rephrase, it can answer correctly” (31). Hence, as observed in the current study, the effectiveness of this generative AI model for clinical applications might be hindered by its inability to reproduce consistent results (Table 1 illustrates examples of AI-generated diagnoses from two evaluations performed by different users).

The phrase “garbage in, garbage out” concisely describes the concept that the quality of the output generated by an AI model is directly correlated with the quality of the data it is trained on (32). To address the propensity of language models for hallucinations and routine biases, some studies emphasize the potential of training domain-specific language models, while others propose augmenting LLMs with domain-specific external tools for specific medical tasks (33, 34). Nevertheless, a version of ChatGPT as a Veterinary Support System would need to be trained and validated based on current, reliable scientific data, such as textbooks, academic literature, as well as comprehensive collection of medical records from multiple institutions. The model should also provide citations, ensuring that the information provided is accurate and up to date before its integration into clinical practice.

During our interactions with ChatGPT, we have consistently noticed that the diagnoses provided by the model always conclude with a recommendation to visit a veterinarian for a comprehensive diagnostic evaluation. Additionally, we consider OpenAI's acknowledgment of potential limitations, such as the use of outdated data and the potential for bias in generated responses, to be an essential step in demonstrating a commitment to advancing AI technology responsibly (31). This was also highlighted in the current study, where ChatGPT performed markedly worse to “diagnose” paroxysmal dyskinesia compared to the other conditions. The poorer performance could be explained in parts as the data used to train ChatGPT did not include the rapidly increasing number of publications about paroxysmal dyskinesia. The data for the current version of ChatGPT included information until 2021.



Privacy

Additionally, privacy concerns are an important consideration when using an AI tool. According to the OpenAI website, the content provided by users is actively and continuously collected to improve the service or conduct research (35). ChatGPT utilizes both supervised learning and reinforcement learning, incorporating human feedback in its fine-tuning process. This approach has the potential to enhance its capabilities and progressively offer users more relevant and accurate assistance over time (2, 28). It is advisable to be cautious when entering sensitive data like patients' information on Chat GPT to ensure data security and privacy.




Potential advantages


Clinical practice and research

The integration of AI technologies in clinical research and decision making could be highly advantageous due to their capability to collect and analyse large amounts of data (36).

Language models like ChatGPT can assist e.g. clinicians to summaries case history, and clinical data to improve efficiencies in clinical decision making. ChatGPT can also help in finding relevant clinical scientific background information and help researchers across various stages of the research process, from study design to scientific literature writing.

These models can or will be able in the future to efficiently analyze and summarize concisely vast amounts of scientific literature, identify relevant studies, highlight research gaps, and extract information that goes beyond the expertise of an individual researcher (20). They can accelerate data collection, automate processes such as summarizing patient data and extracting information from diverse sources. Additionally, these models have the capability to assist in manuscript writing by generating well-structured drafts that conform to journal guidelines (37). However, as documented in the current study, clinicians and researchers need to be trained to use the tool, e.g., how to prompt and interpret the often plausible written text appropriately, and to be aware of its limitations (see Limitation Section).

Clinical documentation and communication are a vital component of good clinical practice and patient care (38). The challenges concerning the time and accuracy of clinical documentation is not a new dilemma. Interns and residents often spend long hours outside of office hours on documentation, a phenomenon known as “pajama time,” which is associated significantly with burnout (39–41). Furthermore, these documentations may often contain numerous pages of extraneous information, which can lead to overlooking key aspects (42). Large generatives LLMs present a unique opportunity to assist veterinary clinicians with these hidden, time-consuming administrative tasks in their day-to-day workflow by generating high quality clinical documentation and discharge summaries in real-time.



LLMs as clinical decision support systems and remote diagnostic solutions

Clinical Decision Support Systems based on LLMs have the potential to utilize patient histories, physical findings, laboratory and imaging results to suggest or revise differential diagnoses or recommend complementary tests for further confirmation or ruling out of diseases and constructing therapy plans (43).

Based on our interaction with ChatGPT, we believe that despite its limitations and the fact that it is not designed to answer veterinary practice questions, the performance of language models like ChatGPT represents a significant improvement over using Google search, even without any content-specific training. Therefore, we are cautiously optimistic about the future potential of utilizing LLMs in our field to improve clinical decision-making and optimize the overall clinical workflow. Additionally, integrating AI-enabled chatbot-based symptom checker applications could improve accessibility and support users with self-triaging especially during periods of limited veterinary services, such as night hours or weekends (44).



Training and clinical care

Even though continuous training for veterinary clinicians beyond their increasingly specialized fields is desirable and crucial to ensure the best practice, staying up to date in all areas of expertise is challenging and cannot be guaranteed. LLMs could serve as valuable resources for veterinary clinicians, facilitating the evaluation and integration of up-to-date scientific articles and guideline recommendations, and ultimately improving clinical routines.



Owner education

Language Models could enable the instant generation of personalized patient education materials that cover a wide range of topics, including diet, medication usage, and potential side effects. These materials could provide comprehensive information to clients in a concise and easily understandable manner. By utilizing Language Model, veterinarians can enhance efficiency and increase client satisfaction by minimizing post-visit inquiries (45).



Limitations

The current study has several limitations in terms of its study design, and caution must be taken when attempting to generalize its findings. The study relied on information obtained from an electronic database of Small Animal Referral Hospital, Royal Veterinary College, University of London that combines notes from owner reports, and summaries from veterinary students and clinicians. As a result, this data source may not accurately reflect how pet owners describe their pets' clinical signs in real-world scenarios. Pet owners are not one homogenous group, but a heterogeneous group varying in educational and socioeconomic background. It will therefore be difficult to conduct a truly representative study of how it is used by the general public for various conditions. As soon these AI tools will become part of general internet search engines, then there were will be another leap in their usage. Then enhanced tools similar to for example google analytics might provide us with further and deeper insights.

Since the results generated by ChatGPT are highly sensitive to factors such as the presentation of information and the specific wording of questions, it is predictable that the results in everyday situations may vary significantly from those observed in this study. This review not only presents the challenges and opportunities associated with LLMs like ChatGPT in veterinary medicine but also highlights the importance of conducting further research to investigate the best practices for integrating such models in veterinary medicine. Furthermore, training of veterinary students, professionals and owners will be required to overcome the above highlighted limitations. In this regard, the findings presented in this review should only serve as a starting point for further exploration and discussions.
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The present study aimed to employ machine learning algorithms based on sensor behavior data for (1) early-onset detection of digital dermatitis (DD) and (2) DD prediction in dairy cows. Our machine learning model, which was based on the Tree-Based Pipeline Optimization Tool (TPOT) automatic machine learning method, for DD detection on day 0 of the appearance of the clinical signs has reached an accuracy of 79% on the test set, while the model for the prediction of DD 2 days prior to the appearance of the first clinical signs, which was a combination of K-means and TPOT, has reached an accuracy of 64%. The proposed machine learning models have the potential to help achieve a real-time automated tool for monitoring and diagnosing DD in lactating dairy cows based on sensor data in conventional dairy barn environments. Our results suggest that alterations in behavioral patterns can be used as inputs in an early warning system for herd management in order to detect variances in the health and wellbeing of individual cows.
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1 Introduction

Digital dermatitis (DD) is one of the most prevalent infectious diseases in dairy cows worldwide, being responsible for substantial economic losses due to impaired production and reproduction, higher risks of culling, and treatment costs while having detrimental effects on animal welfare (1–3).

DD in cattle is regarded as a complex disease influenced by multiple microbes. While its exact pathogenesis is still not fully understood (4, 5), foot lesions are often associated with various phylotypes of Treponemes. Consequently, the Treponema genus is considered the primary causal agent (6). Other bacteria species such as Porphyromonas, Fusobacterium, and Dichelobacter are believed to act synergistically (7–9). DD in cattle manifests in the form of ulcerative or growth-like skin lesions, primarily located digitally and on the coronary band of the hoof. The hind legs are affected in over 90% of cases (10), and this condition is typically associated with lameness. It can also coexist with other issues such as foot rot, sole ulcers, sole hemorrhages, and white line disease.

The highly contagious nature and reduced treatment responses of DD (11–13) were shown to result in increased prevalence of up to 91% at the herd level while affecting up to 41% of the animals (14–16). Diagnosis for DD is based on the visual inspection of the feet using the Mortellaro-stage (M-stage) scoring system described and modified by Berry et al. (17), where lesion type and size are differentiated.

Although the etiopathogenesis of bovine DD is not well understood (18), in recent years, several studies have been conducted to identify risk factors associated with the occurrence of DD in dairy cattle. At the individual animal level, the main risk factors for developing DD were found to be breed, milk yield, parity, lactation stage, presence of metabolic diseases, interindividual differences in the immune response, and animal behavior (3, 19, 20), while the main risk factors at the farm level are represented by the housing system, flooring type, plan of nutrition, general farm biosecurity, and preventive practices used to mitigate bovine digital dermatitis (21, 22).

With the recent advent of precision livestock farming (PLF), an increasing body of research addresses machine learning approaches for the early detection of cattle diseases (23–27). Furthermore, several studies have already successfully applied computer vision for detecting and classifying DD in cattle (28–30). As a result, sensor-based behavior monitoring technologies are promising, more affordable, and operationally simpler alternatives for disease monitoring and diagnostics. Currently, a wide range of commercially validated systems are available (31), which monitor behaviors such as feeding, ruminating, activity, and lying. Some of these behavioral patterns have been directly linked to DD in cattle, with ill animals spending more time lying down than their healthy counterparts and devoting less time to feeding and rumination (32, 33). However, to the best of our knowledge, the use of machine learning for the detection of DD from behavioral sensor data has not yet been explored in cattle.

The present study aimed to employ machine learning algorithms based on sensor behavior data for (1) early-onset detection of DD and (2) DD prediction, with the ultimate goal of setting up early warning tools for DD prediction. These warning tools would then enable farmers and veterinarians to better monitor and manage DD in commercial settings, resulting in a decrease in DD prevalence and severity while improving animal welfare.



2 Materials and methods


2.1 Animal management and data collection

All procedures involving animals used in the current study were approved by the Washington State University Institutional Animal Care and Use Committee (IACUC), with the approval code ASAF#6770. The data collection process occurred over 60 consecutive days at the Washington State University Knott Dairy Center (KDC) in Pullman, Washington, USA (GPS: 46.6937°N, 117.2423°W).

The experimental cattle facility at the KDC experimental farm houses 180 Holstein pedigreed purebred cows, with lactating animals being housed in a free-stall barn with individual cubicles, using composted manure as bedding. Cows are milked twice per day using a 6×6 ‘herring-bone’ milking parlor, have ad libitum access to two water troughs, and are fed a total mixed ration twice per day. The KDC farm practices zero-grazing for lactating cows (indoor housing year-round), with movement alleys and the outside paddock having concrete flooring. During the dry period, the cows are housed in deep-bedded packs with access to grazing areas. Each cow at the KDC experimental farm was fitted with a CowManager® (CowManager B.V., Harmelen, Netherlands) ear tag that continuously records animal behavior, rumination, and ear temperature 24 h per day. The measurements of interest in this study were activity (non-active, active, and highly active), eating time, rumination time, and ear temperature. All behavioral data were calculated as the proportion of time each cow spent exhibiting each behavioral pattern and computed in hours devoted to that behavior per 24 h.

The CowManager® sensor is a molded microchip that has been adapted into a cattle ear identification tag (Supertag; Dalton ID Ltd., Oxfordshire, UK). A three-dimensional accelerometer within the sensor continuously registers the activities of the cow, with the raw data being sent through a wireless connection via routers to a central computer. The raw sensor data are continuously collected, and each minute is classified into one of the four measurement categories: “ruminating,” “eating,” “resting,” and/or “active,” with a proprietary model of the sensor. Data obtained are subsequently expressed as minutes of behavior per hour as well as hours per day and were retrieved through a web-based application. The ear temperature was presented as the average/day and expressed in °C. The sensor used has been previously validated to effectively monitor the behavior of free-stall housed dairy cattle (34).

Cattle were enrolled in the study if they met two criteria: (1) no lesions for at least 7 days prior to the first observation of an active lesion and (2) had at least 2 consecutive days of DD lesion observed. During the study, 21 cows that were between the 1st and 5th lactation periods developed DD. Each cow that developed a DD episode was then matched with a healthy counterpart that had the same parity, reproduction status (open/pregnant), and lactation period (early/mid/late). Lactation periods were classified as early (< 100 days in milk [DIM]), mid (101–199 DIM) or late (> 199 DIM). Therefore, the final dataset included 21 cows with DD and 21 healthy cows. As a prevention method for DD, an acidified copper-, sulfate-, and zinc footbath solution was placed at the exit of the milking parlor. The footbath solution was replaced twice a week, following the recommendations of a hoof specialist. The observer for this study was trained by a hoof specialist to evaluate digital dermatitis (DD) lesions. All hoofs were visually assessed during the first milking in the morning inside the milking parlor, looking exclusively at the hind feet. To date, there has been no golden standard for making observations to determine if a cow has DD. In most on-farm cases, cows are observed for lameness, and those with signs of lameness are further evaluated for hoof disorders. The DD lesion scoring system implemented in this study follows the widely used M-stage scoring system (35). When observed, lesions were categorized as active (red and painful with hair on lesions) or digressing (no hair or little hair, no pain, and scabbing on lesions). Lesion size was categorized as either small (<0.635 cm), medium (0.635–3.81 cm), or large (>3.81 cm) based on the lesion diameter. The same observer recorded the DD status and lesion size daily during the trial to avoid interobserver biases.



2.2 Machine learning models

The data used in this study are of time series type, which is a sequence of data points measured at successive points in time spaced at uniform time intervals. All measurements were continuous and aggregated to time frames of a single day. We analyzed 2,520 entries in total (i.e., the daily data about a cow) as part of our dataset. Namely, we analyzed the data, which are the product of 7 days over 6 features, collected for 60 cows. Due to the challenging nature of the problem, we took a two-step approach to tasks of increasing difficulty. The first task was detection, namely whether the cow has DD or not on day 0, looking at data from all days prior to day 0 (−7 days). The second, and a more challenging task, was the prediction/forecasting of DD episodes, especially classifying whether the cow will have DD or not on day 0 based on data x days before day 0 (where the optimal value of x needs to be determined).



2.3 Detection machine learning model

The first task we address is providing a machine learning classifier of whether a specific cow has DD or not on day 0. In this section, we describe the training process of the machine learning model. We first divided the dataset into training and testing cohorts such that the training cohort contained 80% of the dataset, while the remaining 20% belonged to the test cohort. Importantly, we ensured the distribution of the target feature in both the training and test cohorts using the Monte Carlo method, taking the best random split out of n = 100 attempts. The training cohort was then used to train the model, and the testing cohort was used to evaluate its performance. Importantly, samples from the same individual were either included in the training or testing cohort in order to avoid potential data leakage between the two. Moreover, to make sure the results were robust, we further divided the training cohort using the k-fold cross-validation method (36) with k = 5. Using the training cohort, we then used the Tree-Based Pipeline Optimization Tool (TPOT) automatic machine learning library method (37). Formally, given a dataset D∈Rr,c with c∈N features and r∈N samples, we utilized TPOT, which uses a GA-based approach, to generate and test ML pipelines based on the popular scikit-learn library (38). Formally, we run the TPOT classifier search method to obtain an ML pipeline that aims to optimize the classifier’s mean accuracy over the k-folds (39). Once the pipeline was obtained, we further aimed to improve the model’s performance over the training cohort using the grid-search hyperparameters method (40) such that the hyperparameter value ranges were chosen manually (41). Finally, the obtained model was evaluated using the testing cohort. This model development process was similar in nature to other recent studies in sensory data of dairy cattle (42); however, rather than manually testing multiple ML models, we used the automatic machine learning approach, which performed this task more efficiently in terms of time.



2.4 Prediction machine learning model

Two important concepts in the context of time series forecasting are ‘lag’ and ‘window’. A ‘lag’ in time series prediction is a way of referencing past data points, e.g., a lag of 1 would mean the previous data point, a lag of 2 would mean the data point two periods back, and so forth. A (rolling) ‘window’ refers to a fixed-size subset of a time series dataset. The aim was to take a portion of the data of a particular length (window size) and move those data across the time series. Having a window allowed us to create aggregated features such as moving averages, sums, and standard deviations. The question, then, becomes, what lag and what window size would yield better performance of the model for prediction? Obviously, with lag 0, we are back to the prediction problem. Going to lags 1, 2, and 3 will decrease our accuracy, but it will also mean that we are able to make the prediction sooner. We thus had a time series task with some lag l∈N and a window size w∈N. In this representation, the disease occurrence prediction takes a binary classification form. However, naturally, the number of negative samples is much larger than the number of possible samples, as these occur once for each cow, by definition. Hence, to balance the data, we undersampled the negatively labeled samples using the K-means method (43) such that the number of clusters equals the number of positive samples. Building on these grounds, we repeat the same computational process as the one used to obtain the disease detection classifier. In addition, to investigate the influence of the lag and window size parameters, the disease occurrence predictor was obtained for all possible combinations of these parameters. To control the balancing method, we also used the class weight fixing method, where the number of samples is kept the same but the weight of each label is different to count for the differences in the labels’ group sizes. Both models were implemented using the Python programming language (version 3.8.1) (44) and set at a value of p of ≤0.05 to be statistically significant.




3 Results


3.1 Digital dermatitis detection on day 0

For a preliminary exploration, we computed the Pearson correlation matrix (45) between the sensor’s data and the target variable (presence/absence of DD in the cow). Figure 1 presents the matrix. As can be noticed, most of the values were less than 0.3, which strongly indicates that the inputted space was mostly linearly independent (46). Hence, a non-linear-based model should be investigated for the proposed challenge.
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FIGURE 1
 Pearson’s coloration matrix between the input features for the disease detection model.


To this end, we investigated the pairwise relationship of the inputted features and their relationship with the target feature, as presented in Figure 2, such that the red (square) markers indicate DD sick cows while the green (circle) markers indicate healthy cows. The lines indicate the kernel density estimate of each pairwise distribution. In more pairwise plots as well as the features’ histograms, it can be visibly observed that there is no clear separation between the target feature sets.
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FIGURE 2
 Pair plot between the features of the model, divided by the target features such that the red (square) markers indicate DD sick cows while the green (circle) markers indicate healthy cows. The lines indicate the kernel density estimate of each pairwise distribution.


Based on the above, for disease detection, we obtained an ensemble model that combines a random forest model (47, 48) and a k-nearest neighbors algorithm (49), which received a second-order polynomial extension of the inputted features after min–max normalization (50). For this model, we obtained an accuracy of 81.2% for the training set with 5-fold cross-validation. More importantly, for the testing set, we obtained an accuracy of 79.2%. These results indicate that the proposed model was well-fitting, due to the relatively small difference between the mean performance over the training and testing sets. Nonetheless, the standard deviation of 4.6% indicated that the model might be somewhat non-data stable (51). Considering the standard deviation with a probability of 95% CIs, we estimated that the proposed model would have an accuracy of at least 72%.

To learn which features contribute the most to the model’s classification capabilities, we computed the model’s features by removing one feature at a time, evaluating how this influences the model’s accuracy, and normalizing these results once all values were obtained. We repeated this process on the entire dataset with a 5-fold cross-validation. Figure 3 shows the results of this analysis, where it can be observed that ‘activity’ is the most important feature, followed by the ‘not-active’ feature.
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FIGURE 3
 Disease detection model’s feature importance measures the relative information gained from each feature. The results are shown as the mean ± standard deviation of 5-fold cross-validation performed on the entire dataset.


In a complementary manner, Figure 4 presents the feature that is important using the SHapley Additive exPlanations (SHAP) value, which connects optimal credit allocation with local explanations using the classic Shapley values from game theory. Specifically, it shows how the value of each feature corresponds to the model’s prediction. One can notice that higher values of ear temperature and non-activity are associated with a higher probability of DD occurrence.
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FIGURE 4
 Disease detection model’s feature importance is measured by the SHapley Additive exPlanations (SHAP) value of each feature.




3.2 Digital dermatitis prediction prior to day 0

To find the optimal parameters for window and lag, Figure 5 shows a sensitivity analysis of the model’s accuracy, which was computed for the test set as a function of the lag and window size of the prediction. We can see that, for example, 2 days prior to the appearance of the first clinical signs, we have an accuracy of 64% by looking at a window from 3 days ago. One day prior to day 0, the accuracy increases to 71% (with a window of 3 days). It is important to point out that a 50% accuracy of a binary prediction, such as the one presented in this case, indicates a random choice, thus taking into account that a larger window or looking more days ahead yields low performance, indicating that the model failed to learn any significant pattern and, as a result, more or less guessing the result with some minor (false) bias obtained from slightly overfitting of the training set. In addition, the results are comparable as we downsampled the train and test set sizes to be identical for all cases such that the train and test sets include 98 and 28 samples, respectively.
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FIGURE 5
 Heatmap of the models’ accuracy on the test set (presented in percentage) as a function of their lag and window size. Notably, a 50% accuracy of a binary prediction indicates a random choice; thus, all results below shows that the model failed to learn any significant pattern.





4 Discussion

In this study, we present a machine learning model for DD detection on the first day for the appearance of clinical signs with an accuracy of 79% and a model for the prediction of DD 2 days prior to the appearance of the first clinical signs with an accuracy of 64%. The accuracy attained for the detection of DD was higher in our study when compared to reports by Cernek et al. (28), which applied computer vision approaches for detecting DD in cattle.

In the current study, activity was found to be the most important sensor feature for DD detection. Similarly, Tsai et al. (52) reported that activity and, most importantly, changes in time devoted to walking represent valid indicators for disease detection in cattle. The same authors outline that the current use of PLF needs an improvement in detection accuracy at the farm level. Our results are also in line with the findings by Soriani et al. (53), who reported changes in lying time for cows affected by lameness. Contrary to our findings, these authors found a significant decrease in the time devoted to ruminating during the first days of subclinical diseases or health disorders.

Barker et al. (54) validated the combined use of an animal neck-mounted sensor with a location device to classify cattle behavior, with feeding behavior patterns being used for lameness detection. Interestingly, feeding behavior has not played a significant role in DD detection or prediction in our case. This can be explained by the differences in sensor devices, as well as differences in the machine learning models used, and deserves further exploration.

Regarding temperature variations, Harris-Bridge et al. (55) found a significant temperature rise at the foot level in dairy cows with DD using infrared thermography, with similar results reported by Pirkkalainen et al. (56) for rectal temperature in DD vs. healthy cows, with authors attributing the temperature rises to the effects of inflammation at the foot level. However, such temperature fluctuations have not been observed in our study, most likely due to the sensor being placed in the animal’s ear, and thus, the assumed temperature rise in cows with DD might have occurred only in the plantar region.

The results of our study highlight the potential applications of behavioral sensor data extracted from commercially available sensors for the prediction of digital dermatitis. Current findings are in accordance with those reported by Benaissa et al. (57), which found that cattle sensor behavior data are strongly linked to the animals’ health and welfare. Furthermore, Hosseininoorbin et al. (58) found that both lameness and infectious diseases can be detected via the use of cattle behavior. However, further studies are needed to expand this exploration, focusing on studying the forecasting parameters of lag and window revealed in this study. The use of other, more complex sensor systems that provide more fine-grained behavioral data can potentially increase the performance of the machine learning models presented here.

The main drawback for the lack of adoption of sensor data combined with other PLF systems in commercial settings is the additional cost to be incurred for the farms. It is important to note that farmers are more likely to adopt a PLF system if the system provides useful information they can use to make informed decisions. The activity monitoring device used in the current study is currently used by farmers to identify potentially unhealthy animals; however, the system is not able to differentiate between different types of sickness. One of our intentions for this study is to demonstrate how activity monitoring device data can be used to identify cows with DD. If the system could incorporate this type of alert for cows with DD, the system would have added value and may be more widely adopted. Overcoming bottlenecks such as user adoption could result in better monitoring of the herd by improving estrous and early disease detection, which would then translate into improved overall farm efficiency. For instance, in a study that coupled accelerometer and GPS location data, Cabezas et al. (59) found a high accuracy of 93% for classifying four dairy cattle behavioral patterns. The grouping of these two sensors was also used to track the social interactions between cows and social behavior, which was significantly linked to both health and animal welfare (60). These aspects are of high importance, given that Proudfoot et al. (61) reported their observation of sick cows isolating themselves and avoiding both allogrooming and agonistic interactions with herd-mates, mainly throughout the use of less frequented cubicles located at the far ends of the barn and away from resources such as feeding alleys and water troughs.

This study is not without limitations. First, the number of developed DD cases during the trial-period and that qualified for enrolment in the study-herd could be increased, hopefully leading to higher performance for both detection and prediction models. Therefore, for our future studies, we plan to include more farms with different barn designs and test the machine learning models in more diverse farming settings. Furthermore, the currently commercially available behavior sensors are focused on monitoring a rather limited number of behavioral patterns, providing data mainly on feeding, ruminating, and activity time budgets. The detection of behaviors that are less frequent or are being expressed during shorter periods of time, such as social interactions, the resting position of the animal, or drinking bouts and rates, and even changes in the behavioral circadian rhythm could be altered during a disease episode; however, to date, the validation of sensors to monitor such behaviors remains a challenge. To overcome these shortcomings, several authors recommend the integrated use of additional PLF tools, such as image analysis-based systems, pressure sensors, radio-frequency identification, and ultra-wideband technology (62–64); thus, progress on this front is expected.



5 Conclusion

In conclusion, a machine learning model that is capable of predicting and detecting bovine digital dermatitis in cows housed under free-stall conditions based on behavior sensor data has been proposed and tested in this exploratory study. The model for DD detection on day 0 of the appearance of the clinical signs has reached an accuracy of 79%, while the model for the prediction of DD 2 days prior to the appearance of the first clinical signs has reached an accuracy of 64%. The proposed machine learning models might help to achieve a real-time automated tool for monitoring and diagnosing DD in lactating dairy cows based on behavior sensor data in conventional dairy barn environments. Our results suggest that alterations in behavioral patterns at individual levels can be used as inputs in an early warning system for herd management in order to detect variances in the health and wellbeing of individual cows.
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There is a critical need to develop and validate non-invasive animal-based indicators of affective states in livestock species, in order to integrate them into on-farm assessment protocols, potentially via the use of precision livestock farming (PLF) tools. One such promising approach is the use of vocal indicators. The acoustic structure of vocalizations and their functions were extensively studied in important livestock species, such as pigs, horses, poultry, and goats, yet cattle remain understudied in this context to date. Cows were shown to produce two types of vocalizations: low-frequency calls (LF), produced with the mouth closed, or partially closed, for close distance contacts, and open mouth emitted high-frequency calls (HF), produced for long-distance communication, with the latter considered to be largely associated with negative affective states. Moreover, cattle vocalizations were shown to contain information on individuality across a wide range of contexts, both negative and positive. Nowadays, dairy cows are facing a series of negative challenges and stressors in a typical production cycle, making vocalizations during negative affective states of special interest for research. One contribution of this study is providing the largest to date pre-processed (clean from noises) dataset of lactating adult multiparous dairy cows during negative affective states induced by visual isolation challenges. Here, we present two computational frameworks—deep learning based and explainable machine learning based, to classify high and low-frequency cattle calls and individual cow voice recognition. Our models in these two frameworks reached 87.2 and 89.4% accuracy for LF and HF classification, with 68.9 and 72.5% accuracy rates for the cow individual identification, respectively.
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Introduction

Farm animal welfare is commonly defined as the balance between positive and negative emotions, where positive emotions are considered as the main indicators of a moral animal life (“a life worth living” concept), with most of the recent research body of literature outlining the importance of affective states in farmed animals’ health and wellbeing (1, 2). Non-human mammals’ affective states might vary in valence (positive to negative) and arousal levels (high to low), having functional adaptations linked to behavioral decisions that facilitate individual survival and reproduction while promoting approaches toward rewards and avoidance (3, 4).

There is an evident need to develop valid non-invasive animal-based indicators of emotions in domestic animals in order to integrate them into future on-farm assessment protocols, potentially via the use of precision livestock farming (PLF) tools, such as novel sensors (5, 6). To this end, the use of bioacoustics to evaluate health, emotional states, and stress responses has been validated for some of the most important livestock species such as pigs (Sus scrofa domesticus), goats (Capra hircus), horses (Equus caballus), and poultry (Gallus gallus domesticus). The research findings consistently show that vocal parameters differ substantially during positive and negative experiences (7–15). Consequently, these developments started to be implemented and used in commercial settings in order to automatically classify animal vocalizations and identify health issues. For instance, the AI-based solution SoundTalks® was introduced in pig farms to detect respiratory diseases. However, compared to the aforementioned species, there is a significant knowledge gap regarding cattle communication behavior (16, 17). A potential explanation of this might be that cattle have a lower incidence of emitting vocalizations (16, 18), especially alarm and pain-specific vocalizations, developed as an adaptive response of the species as prey animals in order to avoid the risk of alarming potential predators.

Domestic cattle vocalizations were shown to contain information on individuality, given the high levels of inter-cow variability in the acoustic characteristic of the vocalizations emitted under various contexts, as well as allowing facilitation of short-and long-distance interactions with herd-mates. This variability found in vocalizations produced by cattle allows for each animal to be identified by the “fingerprint” of their call (19–22). Cattle are highly gregarious and form complex social relationships, having a strong innate motivation for continuous social contact (23, 24), with isolation from conspecifics resulting in physiological changes such as increased heart rates, cortisol levels, ocular and nasal temperature, and an increase in vocalization production (22, 25). Furthermore, it was suggested that individual cattle vary in susceptibility to emotional stressors and challenges (26–28), with limited research being undertaken to evaluate the effects that isolation over prolonged periods of time has on vocalization response in adult cattle. Throughout a typical production cycle, dairy cows face a series of negative emotional challenges and stressors, such as separation from a calf immediately after calving, frequent regrouping based on production levels and lactation phase, re-establishing social hierarchy and dominance, frequent milking, isolation from herd-mates for insemination, pregnancy check-ups, being at high risks of developing metabolic disorders, isolation in sickness pens, etc.

Cattle are known to produce two types of vocalizations, which are modulated by the configuration of the supra-laryngeal vocal tract (21). The first type is low-frequency calls (LF), produced by the animal with the mouth closed or partially closed, used for close distance contact, and regarded as indicative of lower distress or positive emotions. The second type is open-mouth emitted high-frequency calls (HF), produced for long-distance communication, and indicating higher arousal emotional states, generally associated with negative affective states (22, 29).

In domestic ungulates, individuality was proven to be encoded in a wide range of vocal parameters, most evidently in the F0-contour (15, 30), amplitude contour and call duration (31), as well as in filter-related vocal parameters including formant frequencies (21). Individuality expression was shown to be distinct for each call type (22, 30), with individual differences in cattle high-frequency calls being attributed mainly to sound formants (21, 22), while vocalization formants are being modulated in turn by the caller vocal tract morphology (32). Given that cattle can produce vocalizations with fundamental frequencies of over 1,000 Hz (30), which are more likely to occur during times of higher arousal affective states, it was hypothesized by the authors that high-frequency calls encode a larger amount of individuality information, than their low-frequency equivalents, due to their propagation over longer distances where vision and/or olfactory signaling are not possible.

Methods of studying animal vocal communication are becoming increasingly automated, with a growing body of research validating the use of both hardware and software that are capable of automatically collecting and processing bioacoustics data [reviewed by Mcloughlin et al. (18)]. In this vein, Shorten and Hunter (33) found significant variability in cattle vocalization parameters, and suggested that such traits can be monitored using animal-attached acoustic sensors in order to provide information on the welfare and emotional state of the animal. Therefore, automated vocalization monitoring could prove to be a useful tool in precision livestock farming (18, 34, 35), especially as dairy farming systems become increasingly automated with wide-scale use of milking and feeding robots, all this having the potential to dynamically adjust the management practices while the number of animals per farm unit tends to increase.

Machine learning techniques are therefore increasingly applied in the study of cattle vocalizations. Some tasks that have been addressed to date include the classification of high vs. low frequency calls (33), ingestive behavior (35), and categorization of calls such as oestrus and coughs (34).

This study makes the following contributions to the investigation of cattle vocalizations using machine learning techniques. First of all, we present the largest dataset to date of (n = 20) cows’ vocalizations collected under a controlled “station” setting, exclusively for negative affective states. Furthermore, we develop two types of AI models: deep-learning-based and explainable machine-learning-based for two tasks: (1) classification of high and low-frequency calls, and (2) individual cow identification. Finally, we investigated the feature importance of the explainable models.



Materials and methods


Ethical statement

All experiments were performed in accordance with relevant guidelines and regulations. The experimental procedures and protocols were reviewed and approved by the Ethical Committee from the Research and Development Institute for Bovine, Balotesti, Romania (approval no. 0027, issued on July 11, 2022), with the isolation challenge producing exclusively temporary distress to cows.



Subjects and experimental approach

The study was carried out at the experimental farm of the Research and Development Institute for Bovine in Balotesti, Romania. At the experimental facilities, cattle were managed indoors year-round (zero-grazing system), being housed under tie-stall conditions (stanchion barn) in two identical animal barns with a housing capacity of 100 heads/barn, having access to outdoor paddocks (14–16 m2/head) 10 h/day, between milkings (7:00–17:00). Cows had ad libitum access to water and mineral blocks, receiving a daily feed ration of 30 kg corn silage (37% dry matter, DM), 6 kg of alfalfa hay (dehydrated whole plant, 90.5% DM), and 6 kg of concentrates (88.3% DM). Concentrates were given immediately after morning and evening milkings (3 kg/feeding session); while silage and hay were offered at the feeding rails in the outside paddocks, assuring a feeding space of 0.7 m/cow. In total, 20 lactating adult multiparous cows of the Romanian Holstein breed were tested between August and September 2022. The Romanian Holstein breed (RH, national name Bălțată cu Negru Românească) belongs to the dairy Holstein-Friesian strain, with a current census of 264,000 cows, representing 22% of the breed structure in Romania (36). The RH originates in the 19th century, being the result of systematic crossbreeding between Friesian bulls imported from Denmark and Germany and local cattle, such as Romanian Spotted and Dobruja Red. The average milk yield for the RH breed ranges between 6,000 and 8,500 kg of milk/lactation, with adult body weights of cows ranging between 550 and 650 kg. The selection index for the RH breed is focused on milk yield (90%) and fertility related traits (10%) (37). In order to avoid bias and to have a homogeneous study group, cattle included in our research were of similar age (lactations II & III), were habituated previously to the housing system (min. 40 days in milk), and were comparable for body weight (619.5 ± 17.40 kg, mean ± SEM). Cows were individually isolated inside the two identical barns, remaining tethered at the neck to their stall (stall dimensions of 1.7/0.85 m), starting at 7:00 AM for 240 consecutive minutes post-milking when the rest of the herd members were moved to the outside paddocks. The two paddocks were in the immediate vicinity of the barns, having one lateral shared concrete compact wall, thus the animal that remained inside the barn was visually isolated, while being able to hear and communicate vocally with their herd-mates. The isolated cows had ad-libitum access to water throughout individual drinkers and fresh wheat straws bedding was provided for animal comfort. After the commencement of recordings, animal caretakers were restricted from access to barns, and human traffic and machinery noise production outside the two barns were limited as much as possible.



Vocalization recordings

The vocalizations for this study were obtained using two identical directional microphones (Sennheiser MKH416-P48U3, frequency response 40–20.000 Hz, max. sound pressure level 130 dB at 1 kHz, producer Sennheiser Electronic®, Wede-mark, Germany) attached to Marantz PMD661 MKIII digital solid-state recorders (with file encryption, WAV recording at 44.1/48/96 kHz, 16/24-bit, recording bit rates 32–320 kbps, producer Marantz Professional®, United Kingdom). The microphones were directed toward the animal using tripods placed on the central feeding alleys at a distance of 5–6 m from the cows. For shock and noise reduction, Sennheiser MZW 415 ANT microphone windshields were used. After the end of each experimental day, vocal recordings were saved as separate files in the WAV uncompressed format, at 44.1 kHz sampling rate and a 16-bit amplitude resolution. Despite the fact that all 20 multiparous lactating cows were isolated and recorded for 240 min post-milking, under identical conditions, not all cows vocalized with a similar frequency during the trials, resulting in the analysis of 1,144 vocalizations (57.2 vocalizations per cow, ranging between 33 and 90 vocalizations per cow), out of which 952 were high-frequency vocalizations (HF) and 192 low-frequency vocalizations (LF). All sounds included in our investigation had undergone quality control check, while looking for clear, under- and un-saturated vocalizations, without combined environmental noises such as rattling equipment, chains clanging, or wind. Vocalizations were visualized on spectrograms using the fast Fourier transform method, at window lengths of 0.03 s, time steps of 1,000, frequency steps of 250, dynamic range of 60 dB, and a view range between 0 and 5,000 Hz (Figure 1).

[image: Two sets of audio analyses, labeled LFC and HFC. Each set includes three charts: top graphs show intensity over time, middle graphs depict waveform amplitude, and bottom spectrograms illustrate frequency distribution over time. The LFC covers 0.9879 seconds, while the HFC spans 2.112 seconds.]

FIGURE 1
 Example of a Low Frequency Call (LFC) left-side and a High Frequency Call (LFC) right-side with intensity contours (above), oscillograms (middle), and spectrograms [below; fast Fourier transform (FFT) method, at window lengths of 0.03 s, time steps of 1,000, frequency steps of 250, dynamic range of 60 dB, and a view range between 0 and 5,000 Hz] of typical vocalizations produced by cows during the isolation challenge.


Vocalization recordings were then analyzed using Praat DSP package v.6.0.31 (38), as well as previously developed custom-built scripts (10, 15, 39–41), for the automatic extraction of the 23 acoustic features of each vocalization, with the vocal parameters studied and their definitions being presented in Table 1, the output data being exported to Microsoft Excel for further analysis.



TABLE 1 Abbreviations and definitions of the 23 vocal parameters studied (21, 29).
[image: Table listing abbreviations and definitions of acoustic measures. It includes terms like F0Mean, F0Max, F0Min, F0Range, Q25, Q50, Q75, Fpeak, Sound duration, AMVar, AMRate, AMExtent, Harmonicity, F1Mean to F8Mean, Formant dispersal, and Wiener entropy mean. Each term is followed by its definition related to frequency, amplitude, or modulation.]



Classification models

We developed two different computational frameworks of the following types:

	i. Explainable model—a pipeline that uses as features the 23 vocal parameters described in Table 1, which have been studied in the context of cattle vocalizations. By using features that are highly relevant to our domain, we increase the explainability of our pipeline, allowing for the study of the feature importance of our model.
	ii. Deep learning model, which uses learned features and operates as a “black box” that is not explainable. This model was expected to be more flexible and to have increased performance.

The explainable framework was based on the TPOT (42), AutoSklearn (43), and H2O (44) automatic machine learning libraries. Namely, we assumed a dataset represented by a matrix [image: Mathematical notation indicating that \( x \) is an element of the set of real numbers \( R \) raised to the power \( n \times m \), representing an \( n \) by \( m \) matrix.] and a vector [image: \( y \in \mathbb{R}^n \)], where n is the number of rows and m is the number of features in the dataset. Notably, we used the features described in Table 1, which made the model more explainable, as the contribution of each feature to the model’s prediction could be computed. This dataset was divided into training and testing sets, such that the first has 80% of the data and the latter the remaining 20%, divided randomly. The training cohort was used to train the model and the testing cohort was used to evaluate its performance. Moreover, we randomly picked 90% of the training dataset each time for r = 50 times, making sure each value was picked at least half of the times. For each of these cohorts, we first obtained a machine learning pipeline from TPOT, AutoSklearn, and H2O aiming to optimize the following loss function: [image: Summation from i equals one to k of the expression \( a^i + \frac{f^i}{2k} \).] where [image: Lowercase letter "a" raised to the power of "i".] and [image: Mathematical notation showing a variable "f" with a superscript "i".] are the [image: Italicized lowercase letter "i" followed by a lowercase letter "h".] model’s instance accuracy and [image: It seems like there was an issue with the image upload. Please try uploading the image again, and I will be happy to help with the alternate text.] scores, respectively, where k was the number of k-folds in the cross-validation analysis (45). Once all three models were obtained, we used all three of them to generate another cohort containing their predictions and the corresponding y value. These were then used to train an XGboost (46) model for the final prediction. For the hyperparameter tuning of the XGboost, we took advantage of the grid-search method. Finally, a majority vote between the r instances was used to determine the final model’s prediction. We reported the results for k = 5 fold cross-validation over the entire dataset.

The DL framework was adopted from Ye and Yang (47) which proposed a deep-gated recurrent unit (GRU) neural network (NN) model, combining a two-dimensional convolution NN and recurrent NN based on the GRU cell unit that gets as input the spectrogram of the audio signal. Generally, the two-dimensional convolution NN is used as a feature extraction component, finding spatio-temporal connections in the signal which than is being fed into the recurrent NN that operates as a temporal model able to detect short-and long-term connections in this feature space over time, these being effectively the rules for the voice identifications. For the hyperparameters of the model such as batch size, learning rate, optimization, etc., we adopted the values from Ye and Yang (47).




Results

In this section, we examined the data obtained and outlined the performance of the proposed explainable and DL models for the two different tasks based on the collected dataset. First, we provided a descriptive statistical analysis of the obtained dataset and its properties. Secondly, we present the performance of the models in classification between high and low-frequency calls. Finally, we present the models’ ability to identify each cow according to its vocalizations, divided into low, high, and all low + high vocalizations. Table 2 summarizes the results of the explainable and DL models’ performance in separating between the high and low-frequency calls. The results are shown as mean ± standard deviation for k = 5 fold. Importantly, we made sure that the train and test cohorts had vocalizations from both classes at each fold and that the ratio between the classes was kept between folds. Both models achieved good results with almost nine out of 10 correct detections. One can notice that the DL model outperforms the explainable model. One explanation for this is that the DL is more expressive and therefore captures more complex dynamics, which are not necessarily expressed by the features provided to the explainable model (see Table 2). Figure 2 presents the features’ importance of the explainable model for the high and low-frequency calls calculated by reducing one feature from the input and calculating its influence on the model’s performance. One can notice that AMvar, AMrate, AMExtent, Formant dispersal, and the Weiner entropy mean are the most important features, with a joint importance of 55.36%.



TABLE 2 The high- and low-frequency calls (LF and HF) classifier models’ performances.
[image: Table comparing model accuracies. The explainable model shows 89.9% ± 2.2% train accuracy and 87.2% ± 4.1% test accuracy. Deep learning model shows 91.5% ± 2.6% train accuracy and 89.4% ± 3.8% test accuracy. Results shown as mean standard deviation for k equals 5 fold.]

[image: Bar chart showing the importance of 22 features as a percentage. Features F10, F11, and F12 are significantly more important, each above 10 percent. Other features vary from 0 to about 7 percent, with error bars indicating variability.]

FIGURE 2
 The distribution of the features’ importance for the high and low frequency calls (LF and HF) explainable classifier model. The results are shown as the average of a k = 5 fold cross-validation where the error bars indicate one standard deviation.


Table 3 summarizes the results of the explainable and DL models’ individual cow identification accuracy. The results are shown as mean ± standard deviation for k = 5 fold. For this case, we made sure that the train and test cohorts had vocalizations from all cows such that the proportion of the vocalizations of each individual cow was present both in the train and test cohorts at each fold. The models obtained around 70% accuracy, with a relatively low standard deviation. Like the previous experiment, the DL model outperformed the explainable model.



TABLE 3 The individual identification classifier models’ performances.
[image: A table compares train and test set accuracies for different datasets and models. For Low Frequency + High Frequency, explainable models have train accuracy of 73.0% ± 3.3% and test accuracy of 68.9% ± 5.1%, while deep learning models have 76.3% ± 4.2% and 72.5% ± 4.7%. For Low Frequency, explainable models show 58.2% ± 1.3% and 50.9% ± 2.8%, and deep learning models show 65.5% ± 1.8% and 46.8% ± 3.3%. For High Frequency, explainable models have 79.6% ± 2.6% and 68.4% ± 3.2%, and deep learning models have 74.9% ± 3.0% and 70.8% ± 3.4%. Results are shown as mean standard deviations for k equals five fold.]

Figure 3 presents the features’ importance of the explainable model for the cow identification task, calculated by reducing one feature from the input and calculating its influence on the model’s performance. The sound duration played a critical role with 14.27% importance, indicating that different cows have a significant pattern in their vocal duration, or at least a non-linear connection between the vocal duration to other features that allows for capturing unique identification patterns. The Wiener Entropy mean is the second best, with 11.65% importance.

[image: Bar chart showing feature importance as a percentage with error bars for features F1 to F22. F9 and F22 have the highest importance, around 17 and 11 percent respectively, while others vary between approximately 1 and 8 percent.]

FIGURE 3
 The distribution of the features’ importance for identification explainable classifier model for the Low Frequency + High Frequency dataset. The results are shown as the average of a k = 5 fold cross-validation, where the error bars indicate one standard deviation.




Discussion

In this study, we present a dataset of cattle vocal recordings during negative affective states caused by isolation of the cows, which is, to the best of our knowledge, the largest dataset collected to date. The data from n = 20 cows has been manually cleaned from background noises and trimmed to contain only the low-frequency (LF) and high-frequency (HF) calls, to ensure as high quality of data as possible. The resulting dataset comprises 1,144 records in total. Based on this data, we conducted two sets of tasks. Firstly, we provided a classifier for separating between low and high-frequency calls. Secondly, we provided a classifier for identifying individual cows based on their high-, low-, or high + low-frequency vocalizations produced.

As shown in Table 2, both the explainable and DL models were able to accurately classify between the low- and high-frequency calls, with 87.2 and 89.4% accuracy, respectively. This outcome slightly outperforms (2%, 4.4%) the current state-of-the-art model (33), which used a smaller dataset of n = 10 individuals. Notably, the differences between the models’ performances between the training and testing cohorts was around 2.5% toward the training cohort, compared to the state-of-the-art, which reports a 14.2% difference. As such, our model resulted in less over-fitting, if any at all, than the previous model. In addition, as the standard deviations of both models were 4.1 and 3.8%, this indicates that both models are robust.

For the individual cow identification task for both the LF and HF data, the explainable and DL models obtained 68.9 and 72.5% accuracy, respectively. When focusing only on the HF calls, the results were similar, with only 0.5 and 1.7% decrease in performance. On the other hand, when using only the LF samples, the accuracy sharply dropped to 50.9 and 46.8%, respectively, while also revealing overfit over the training dataset. This may be an indication that high-frequency calls contain more individuality information than low-frequency calls in cattle. These results are in accordance with previous findings across non-human mammals (29, 48), where an increase in the arousal states was shown to lead to higher frequency vocalizations for both F0 and formant-related features, with vocalization parameters being more variable in negative-high arousal states. An alternative explanation for this might be attributed to the reduced amount of LF data, which contained 192 samples (i.e., 16.8% of the entire dataset). While the performance of the model of Shorten and Hunter (33) was better, this study worked with a reduced dataset for LF calls. In addition, their results may be indicative of overfitting, while explainable frameworks were not considered.

Considering homologies in the physiology of vocalization production and the commonalities found across species (48), the current findings could be extrapolated to other European cattle (Bos taurus), both dairy and beef specialized breeds. In a comparative study conducted on the two cattle sub-species (B. taurus and B. indicus), Moreira et al. (49) found B. indicus animals to be more reactive to both low and high frequencies sounds, which the authors attributed to the smaller auricle and greater interaural distance found in B. taurus, when compared to the indicine cattle. Although the hearing range might differ among closely related species, Maigrot et al. (14) found the functions of vocalizations to exceed intraspecies exchanges of information in domestic horses and Przewalski’s horses, wild boars, and domestic pigs, these species being able to discriminate among positive and negative vocalizations produced by heterospecifics, including humans. Moreover, another potential contribution of the current research becomes apparent based on the experimental design and data collection. Whereas the studies conducted on cattle communication behavior to-date analyzed predominantly vocalizations emitted by cows either in an un-controlled setting (e.g., mob on pasture or inside the barn), or assessed and compared calls among a wider set of contexts (e.g., positive and/or negative, with different putative valences and arousal levels) (21, 22, 33, 35). Conversely, our experimental setting was exclusively focused on a single negative context, while changes in affective states of the same animal being proven previously to result in modulations of the vocal parameters and behavior, e.g., during dam-calf separation and reunion in beef cattle (50). However, it is worth pointing out that our isolation challenge replicates an event that is occurring frequently under production conditions, with cows being individually isolated for health (e.g., sickness and veterinary visits) and reproduction (e.g., artificial insemination, fertility treatments, and pregnancy diagnosis) reasons.

Moreover, the use of vocalization scoring as an indicator of welfare during cattle handling at slaughter was shown to be a feasible approach, with vocalizations frequency and cortisol levels being influenced by the use of electric prods, deficient stunning and aversive handling (51, 52).

Our results are in alignment with previous research which showed that isolation from herd-mates induces a wide range of behavioral and physiological responses in cattle (22, 25), given the much higher incidence of HF calls observed during the isolation challenge, and taking into account the previous research results which suggested that the production and broadcasting of a repetitive single call type is indicative of persistent negative affective states (53), while reflecting a high urgency for the animal itself (54).

This research is, however, not without its limitations. Factors such as emotional contagion among herd-mates, and thus the potential biological role of the distress vocalizations emitted by cows during the isolation challenge were not studied in the current trial. For instance, Rhim (55) found that vocalization and behavior of Holstein cows and calves during partial separation (with vocal and olfactory communication) has led to significantly higher vocalization rates in both cows and calves, when compared to complete separation. To address this, in our future research, we plan to include the use of additional sensors such as heart rate monitors, infrared thermography, and stress-related biomarkers, to have a more generalized approach when evaluating emotional responses to negative contexts. Moreover, considering the psychology and behavioral patterns of the species, mental processes such as learned helplessness could have contributed to the time-modulation of the vocal parameters following herd isolation, with animals abandoning their attempts to signal the negative event due to a perceived lack of control, which, however, does not mean that the negative event is being perceived as neutral by the animals. Additionally, the study herd consisted of multiparous adult cows, with various degrees of existing habituation to social isolation being presumed.

To summarize, cattle vocalizations can be seen as commentaries emitted by an individual on their own internal affective state, with the challenges lying in understanding and deciphering those commentaries. Looking forward, significantly more work needs to be done, taking into account a wider range of contexts and potential influencing factors on the vocal cues, in order to be able to draw strong conclusions regarding arousal or valence in cattle bioacoustics. Our study highlights the promising applications of machine learning approaches in cattle vocalization behavior. In order for such approaches to be validated for commercial use and adopted at farm-level, further important developments need to occur, such as designing of hardware and software capable to filter and limit external farm noises, and to process vocalizations automatically. Furthermore, in order for vocalizations to be reliable welfare and health predictors, the training and testing vocalization sets need to include a significant wider variety of negative affective states (e.g., sickness, cow-calf separation, weaning, estrous, and pain inducing vocalizations), all while keeping a special focus on changes in individual animal vocalizations.



Conclusion

In this study, we compiled a data set of dairy cattle vocal recordings during the negative affective state of isolation, which is one of the largest and cleanest datasets of its kind. Through our experiments using explainable and DL models, we have demonstrated the effectiveness of these models in classifying high- and low-frequency calls, as well as for identifying individual cows based on their vocalization productions. These results highlight the future potential of vocalization analysis as a valuable tool for assessing the emotional valence of cows and for providing new insights into promoting precision livestock farming practices. By monitoring cattle vocalizations, animal scientists could gain crucial insights into the emotional states of the animals, empowering them to make informed decisions to improve the overall farm animal welfare. Future work endeavors can take these results a step forward, gathering cattle vocalizations at different critical affective states to identify possible health risks or early real-time disease diagnostics.
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Introduction: Grassland-livestock balance is an important principle of sustainable development of grassland livestock production and grassland ecosystem health. Grassland degradation becomes more serious at global scales and especially at the area that is sensitive to climate change and human activities. Decreases in pasture biomass and shifts in plant community composition in degraded grasslands can largely affect grazing behaviors of livestock. Up to date, however, it is unclear that whether livestock behaviors change across spatial and temporal scales and what key factors are to shape observed behavioral patterns of livestock.
Methods: Here, yak behaviors including grazing, rumination and walking on the eastern Qinghai-Tibetan Plateau (QTP) were monitored by a continuous visual observation, to investigate temporal and spatial variations of grazing behavior of yaks (Bos grunniens); based on the data from public database in the past 18 years, a meta-analysis was conducted to examine the main factors that affect grazing behaviors and intake of yaks.
Results: We showed that grazing behaviors of yaks differed significantly within hours, among hours of each day and among days as well as across different observation sites. Intake rate of yaks was higher in the morning than in the afternoon, but walking speed showed an inverse trend compared with intake rate. Resting, altitude, the mean annual precipitation (MAP), the mean annual temperature (MAT), forage ash, yak age and season were the main predictors for yak intake, and forage and yak individual characteristics had direct effects on grazing behaviors and intake of yaks.
Discussion: The findings confirm that grazing behaviors of yaks can vary even at small temporal scales and regional scales, which is closely related to the shift in forage quality and biomass caused by environmental changes. The study suggests that multiple factors can be responsible for the variation in livestock behaviors and shifts in behavioral patterns may consequently lead to positive or negative feedback to grassland ecosystems through plant-animal interactions.
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1 Introduction

Livestock are key components in a natural grassland ecosystem and play essential roles in regulating grassland ecosystem health and services. Traditionally, since the land use in the grassland is associated closely with animal husbandry, many grasslands worldwide have heavily relied on grazing for hundreds of years for the purpose of satisfying increasing demands for products (1, 2). However, negative effects of anthropogenic activities on rangeland ecosystems are being intensified due to grazing-induced shifts in ecosystem structure, functioning and stability (3, 4). Particularly, at local and regional scales, changes in plant community composition such as decreased numbers of palatable forage in degraded grasslands, have affected heavily on the behavior of livestock, especially for large herbivores (5). Livestock behaviors can also produce an impact on above-belowground ecological processes such as plant succession and nutrient cycling via grazing, treading and excreta return (4, 6). Understanding the changes of livestock behaviors can provide important parameters for modeling livestock intake and improve predictions of grassland ecosystem health, and consequently achieving sustainable management of livestock grazing in grassland ecosystems (6, 7).

Grazing, ruminating, and walking are the three primary activities carried out by livestock. Generally, free-ranging livestock spend much energy on grazing and walking. It is reported that ruminants spend 90–95% of their daily time grazing, ruminating, and resting in the pasture-based system (8). This may result in a significant increase in the amount of energy that is consumed (6, 9). The higher consumption of energy associated with physical activity may raise animals’ maintenance energy requirements and reduce the energy availability for growth and development (10). The daily intake capability of forage is thus dependent greatly on the amount of time spent grazing and the rate of forage consumption throughout that period. Daily consumption of forage is proportional to the number of bites per unit time (bite rate) and the mass of forage consumed per bite (bite mass) (11). Rumination is the behavior utilized by ruminants after grazing, which is crucial for feed breakdown because it raises the specific gravity of forages, shreds plant tissue coverings, and provides more of the forage surface area to the rumen microbiota. Some studies have shown that grazing and ruminating behaviors of ruminants are cyclical (12) and can change based on the forage quality and types, environmental conditions, individual characteristics of livestock, and different grazing intensities (13–16).

Livestock behaviors in natural grassland vary temporally and spatially, depending strongly on resource availability and changing environments that they live (17, 18). Due to the energy and metabolic demands, vegetable dynamics is mainly responsible for livestock behaviors. Plant composition and distribution have been well demonstrated to vary largely over space and time (5, 19). One of the important consequences of such variations is to lead to temporal and spatial variations in livestock behaviors. For example, ruminants’ grazing behavior often changes with a shift in herbage biomass and pasture nutritional quality (20). In a ranch with abundant vegetation, ruminants generally gather around the areas that have good quality forage (21, 22). In a ranch with spatially homogenous resources, the herbage resources are often utilized through selective grazing by ruminants to meet their nutrient demand and energy supply so that plant community shows a mosaic pattern (23). As a result, the factors that influence plant growth and physiological activities, including climate, altitude and soil conditions etc. can affect directly and indirectly the grazing livestock behaviors. Soil spatial heterogeneity strongly influences the growth and physiology of individual plants (24, 25), the dynamics of plant populations (26) and interspecific interactions (25), and plant community composition (27). Alternatively, temporal and spatial variations in climatic conditions, such as the inter- and intra-annual variability of precipitation and temperature have also led to significant shifts in the plant community characteristics (28, 29). However, up to date, our understanding about how livestock behaviors change across spatial and temporal scales and what factors are main drivers that shape these behavioral patterns of livestock remains very limited.

The Qinghai-Tibetan Plateau (QTP) is the largest grassland ecosystem in Eurasia, where the yak is the most important livestock grazing on the highlands (30). It is estimated that there are over 13.3 million domesticated yaks (Bos grunniens) that freely graze in this area (31, 32), ranging from the extensive grassland of the QTP to regions surrounding the Himalayan Mountains. Throughout the year, yaks are grazed on natural pastures of traditional ranches without the need for supplementary feeding (33). Therefore, the yak can adapt well to variations of plant community composition, biomass, and abiotic environments induced by seasons via an adjustment of their own grazing behaviors (34, 35). However, only a few studies have examined the behavioral patterns of grazing yaks of the QTP (36, 37). A recent study on the QTP has even shown that yak behaviors can vary throughout a day (38), but more field-based survey is needed to understand whether the yak behavior can vary at temporal and spatial scales and what factors are crucial to affect yak behaviors.

In this study, we hypothesized that (i) yak behavior would vary at both short temporal scales (hour, day and week) and at ranch scales with similar grazing intensity; and (ii) grazing behaviors of yak would be also strongly influenced by multiple factors including climate, season, altitude and forage characteristics, which would consequently affect intake of yak on the QTP. To test these hypotheses, first, three main yak behaviors including grazing, rumination and walking were continually monitored for 1 week at Maqu Research Station on the QTP; secondly, we selected four ranches nearby Maqu with similar grazing intensity to investigate spatial variations in grazing behavior; thirdly, we conducted a meta-analysis for yak behaviors based on a search of papers that were achieved in public database over the past 18 years, to examine the main factors that affect yak behaviors and intake. We aim to reveal the temporal and spatial variations of yak behaviors and figure out what factors are main drivers that shape observed behavior patterns of yak on the QTP.



2 Materials and methods


2.1 Study areas and animals

All trial procedures strictly followed rules and regulations of the Experimental Field Management protocols (files 2010–1 and 2010–2) of Lanzhou University and were approved by the Animal Ethics Committee of Lanzhou University.

Yak behaviors were monitored by visual observation during 12 July to 20 July near the peak of the plant growth at Maqu, Jiuzhi and Gande County on the eastern QTP of China (Figure 1). The three locations are typical areas where yaks are raised on the QTP, where the mean annual temperature (MAT) is 1.2°C and mean annual precipitation (MAP) is 620 mm. A total of five sites with yak grazing in the three locations were selected; one site (Maqu) was located in Maqu Country (101°52′E, 33°40′N) with an altitude of 3,536 m a.s.l., three sites (JZ_SO, JZ_NBYZ and JZ_MT) were located in Jiuzhi Country (101°29′E, 33°25′N; 101°16′E, 33°26′N; 101°3′E, 33°46′N) with an altitude of 3,650 m, 3,888 m and 3,782 m a.s.l., and one site (GD_XZK) was located in Gande Country (100°42′E, 34°5′N) with an altitude of 3,853 m a.s.l. The main grassland type in these regions is typical alpine meadow, with Kobresia capillifolia, Carex thibetica, Elymus nutans, Poa pratensis, Stipa aliena, Anemone rivularis var. flore-minore, Halenia corniculata, and Ligularia virgaurea being dominant plant species. In each site, yaks were free to be grazed with a grazing intensity of 1.5–2 head of yak/ha from 9:00–17:00 every day, housed in shelters overnight and did not receive any supplementary feed during the experimental period.

[image: Topographic map highlighting different plots in a region of China, with elevation ranging from three thousand meters (green) to five thousand meters (blue). Red dots signify plot locations: GD-XZK, JZ-MT, JZ-NBYZ, JZ-SO. The town of Maqu is marked. An inset shows the region’s location within China.]

FIGURE 1
 The location of five survey sites with showing geographical coordinates and altitude on the eastern Qinghai-Tibetan Plateau, China. The sites of Maqu and JZ_MT are located in Maqu and GD_XZK Country, respectively. The sites of JZ_SO, JZ_NBYZ are located in Jiuzhi County. The graph was generated using ArcGIS (version 8.0).




2.2 Grazing behaviors

We carried out a continuous 6-day monitor of yak behaviors at Maqu. To minimum the effect of differences in individual characteristics on the grazing behaviors, yaks were selected based on their body weight (BW) and age across all survey sites in this study. Thus, a total of 18 yaks with BW of around 200 kg and an age of 3 years were selected as survey objects. Yak behaviors including the intake rate (bites per min), walking speed (steps per min) and rumination frequency per min were visually recorded by independent observers who were divided into two groups (three independent observers within each group). All participants have rich experiences in monitoring yak behaviors and were trained well before the data were collected. Yak behaviors including intake rate (bites per min), walking speed (steps per min), rumination frequency (per min) were recorded every 10 min within each hour between 9:00 and 17:00 (9:00–10:00, 10:00–11:00, 11:00–12:00, 14:00–15:00, 15:00–16:00, and 16:00–17:00). Each behavior was calculated based on the average of obtained data from all observations of two groups. Bite rate was determined as the time that animals spent taking 60 bites. If the time between bites was longer than 15 s the measurement was canceled and started over (39). To examine ranch-scale variations in grazing behavior, we also carried out a similar observation of yak behaviors for the other four sites from 18 July to 20 July.



2.3 Meta analysis

A meta-analysis was conducted to assess the main factors that affect grazing behaviors and intake of yaks on the QTP. The related references published on the QTP were identified based on a search of keywords including “grazing behavior” or “behavior” or “feed intake” or “intake” and “yak” during the past 18 years (2004–2021), which was recorded in the online database of WoS (Web of Science, http://www.webofknowledge.com/) and CNKI (China National Knowledge Infrastructure, https://www.cnki.net/). The geographic coordinates in each reference were uniformly converted by the online software.1 The data sets of each graph in the reference were extracted by online software Web Plot Digitizer.2 Ultimately, a total of 15 articles were collected in which 43 observations were used for subsequent analysis (40) (Supplementary Figure S3 and Supplementary Table S1), including altitude, climate (MAP, MAT), grazing behavior [intake, walking, resting and rumination (Rum)], season (cold and warm), forage characteristics [ash (ASH), crude protein (CP), neutral detergent fiber (NDF) and acid detergent fiber (ADF)], individual characteristics of livestock (age and weight) and grazing intensity (GI).



2.4 Statistical analysis

All statistical analysis and figure generation were performed in R (v.4.0.3). The bar charts and box plots were generated using the geom_boxplot, geom_bar, and geom_smooth functions of the ggplot2 package. One-way analysis of variance (ANOVA) with post hoc tests were used to test the significant differences in the intake rate, rumination and walking among different times and survey sites. A quantile-quantile plot (Q–Q plot) was carried out to assess whether the residuals of each variable in the collected data sets are normal distributed by qqPlot function. We used Random Forest model to determine which variables in the data sets are the main predictors of the intake rate. Since the randomForest package of R statistical software does not provide significance of the prediction variable, the significance of each prediction variable to the response variable was assessed by using the “rfPermute” package. Structural Equation Modelling (SEM) was performed using IBM SPSS Amos 24.0 software to further evaluate the direct and indirect relationships between prediction variables selected by Fandom Forest model and the intake rate. Before doing SEM, all the data were standardized and carried out principal component analysis (PCA) for each module including climate, forage characteristics, grazing season, grazing behavior and individual characteristics of yak with vegan package. We only chose the first principal component (PC1) of each module as the variables in the SEM. The best fit of SEM was assessed by the chi-square test (p < 0.001) and RMSEA.




3 Results


3.1 Temporal and spatial variations of grazing behavior

The number of bites was observed and counted three times in total within each hour (10 min per time in all animals). We found large variations in the intake rate of yaks within hours, among hours of each day and among days (Figures 2, 3; Supplementary Figure S1). The intake rate differed significantly within each hour of each day during 12 July to 17 July (p < 0.05) (Figure 2). Likewise, intake rate also differed significantly among hours of each day (p < 0.001) (Figure 3) and among days (p < 0.001) (Supplementary Figure S1). The intake rate generally reached maximum at 11:00–12:00 and decreased to minimum at 14:00–15:00 in each day (Figure 3).

[image: Box plot charts show intake rates in bites per minute from July 12 to July 17, separated by time slots. Each chart represents a different day with color-coded times: red for 9:00-10:00, brown for 10:00-11:00, blue for 11:00-12:00, teal for 13:00-15:00, dark blue for 15:00-16:00, and green for 16:00-17:00. Intake rates vary across time slots and days, with annotations indicating statistical significance levels.]

FIGURE 2
 Differences in intake rate (bites/min) of yaks within hours (9:00–10:00, 10:00–11:00, 11:00–12:00, 14:00–15:00, 15:00–16:00, and 16:00–17:00) of each day. Asterisk indicates significant difference at *p < 0.05, **p < 0.01, ***p < 0.001.


[image: Line graphs depict intake rates in bites per minute over time from July 12 to July 17. Each day shows varying trends, with peaks typically around midday. Each graph includes P-values and F-values, indicating significant data points. The y-axis represents intake rate, while the x-axis shows time intervals from 9 AM to 5 PM. Red points with error bars mark data points.]

FIGURE 3
 Differences in intake rate (bites/min) of yaks among hours of each day. The bars represent the standard errors. The statistically significance was tested by ANOVA at p < 0.05.


The intake rate was significantly higher in the morning than in the afternoon in July 12 (p < 0.001), July 13 (p < 0.001), July 15 (p < 0.001), July 16 (p = 0.008) and July 17 (p = 0.009), but was marginally significantly higher in July 14 (p = 0.073) (Figure 4). Walking speed of yaks showed an inverse trend compared with the intake rate, with showing higher speed in the afternoon than in the morning (Figure 5; Supplementary Figure S2). Walking speed of yaks also differed significantly among hours of each day (p < 0.001) (Figure 5) and among days (p < 0.001) (Supplementary Figure S2).

[image: Bar chart showing intake rate in bites per minute across six days in July, comparing morning (AM) and afternoon (PM) sessions. Each day indicates significant differences, with July 12, 13, and 15 showing highly significant differences (P < 0.0001), July 16 (P = 0.008), July 17 (P = 0.009), and July 14 showing a non-significant trend (P = 0.073). AM consistently has higher intake rates across all days.]

FIGURE 4
 Differences in intake rate (bites/min) of yaks between in the morning and in the afternoon. The bar charts display standard errors. The statistically significance was tested by ANOVA at p < 0.05.


[image: Six line graphs showing the walking speed in steps per minute across different time intervals from July 12 to July 17. Each graph indicates significant changes in walking speed throughout the day, marked by red dots and error bars. All graphs show a p-value less than 0.0001, suggesting strong statistical significance. Walking speed varies noticeably each day, with peaks and troughs at different times.]

FIGURE 5
 Differences in walking speed (step/min) of yaks among hours of each day. The bars represent the standard errors. The statistically significance was tested by ANOVA at p < 0.05.


Rumination of yaks generally occurred at 14:00–16:00 in the afternoon with a frequency of 0.4–1.8 per minute, but rumination time was observed to vary in each day from July 12 to July 17 (Figure 6). Based on an observation across five survey sites, the intake rate, walking speed and rumination of yaks showed spatial variations and differed significantly among sites (p < 0.001) (Figure 7 and Supplementary Figure S4). The intake rate of yaks in GD_XZK and JZ_NBYZ was significantly higher than in JZ_SO and Maqu (p < 0.05) (Figure 7). The intake rate of yaks in JZ_MT was only significantly higher than in JZ_SO (p < 0.05) (Figure 7).

[image: Six line graphs depict rumination rates per minute from July 12 to 17. Each graph shows time intervals from 9:00 a.m. to 5:00 p.m. on the x-axis and rumination rates up to 1.5 on the y-axis. Data varies daily, with some peaks in the afternoon across different dates.]

FIGURE 6
 Distribution of rumination time of yaks across each day.


[image: Violin plot depicting intake rate in bites per minute across five groups: GD_XZK, JZ_MT, JZ_NBYZ, JZ_SO, and Maqu. Each group is represented by a differently colored violin shape. ANOVA results show significant differences with \( P < 0.001 \). Different letters above violins indicate significant differences among groups.]

FIGURE 7
 Violin diagram of the differences in feed intake (bite/min) of yaks across different observation sites of Qinghai-Tibetan Plateau. Lowercase indicates statistically significant differences at p < 0.05 by ANOVA.




3.2 Meta-analysis for grazing yaks on the QTP

Among the variables we obtained from online database, resting, altitude, MAT, ASH, MAP, livestock age and season were found to be the most important predictors for the intake of yaks (p < 0.05) (Figure 8), while other variables including weight, grazing intensity (GI), walking, ADF, CP, rumination (Rum) and NDF were not significant predictors for the intake rate of yaks (p > 0.05) (Figure 8), based on the analysis of Random Forest model. Structural equation model (SEM) showed that climate, altitude, forage characteristics, season, grazing behaviors, and livestock individual characteristics had direct or indirect effects on the intake (Figure 9). Altitude did not significantly affect the intake directly (λ = −0.33; p > 0.05), but significantly positively affected forage characteristics (λ = 0.65; p < 0.001) (Figure 9). Climate did not significantly affect the forage characteristics, grazing behaviors, livestock individual characteristics and the intake (λ = −0.04, 0.13 and 0.07, respectively; p > 0.05), but had a significantly negative effect on season (λ = −0.28; p < 0.05) (Figure 9). Forage characteristics had a significantly positive effect on grazing behavior (λ = 0.82; p < 0.001) and intake of yaks (λ = 0.50; p < 0.05), but did not significantly affect yak individual characteristics (λ = 0.06; p > 0.05) (Figure 9). Livestock individual characteristics significantly negatively affected grazing behaviors (λ = −0.19; p < 0.05) and the intake of yaks (λ = −0.31; p < 0.05) (Figure 9). We also found that compared with forage characteristics and grazing behaviors, only altitude had a strongly negative effect on yak intake (Figure 9).

[image: Bar chart showing the importance of various factors measured by %IncMSE. Significant factors in blue include Resting and Altitude with highest impact, followed by MAT, ASH, MAP, Age, and Season. Non-significant factors in red include Weight, Rum, GI, Walking, ADF, CP, and NDF. Significance is indicated by asterisks, with Resting and Altitude being highly significant.]

FIGURE 8
 Random Forest model for evaluating significant factors affecting yak intake on the Qinghai-Tibetan Plateau, based on the data from public database during the past 18 years. Significance levels of each predictor are *p < 0.05 and **p < 0.01. ASH, Ash; MAT, mean annual temperature; GI, grazing intensity; CP, crude protein; ADF, Acid detergent fiber; Rum, rumination; NDF, neutral detergent fiber; MAP, mean annual precipitation; Age, yak age; Season, livestock season; Weight, yak weight.


[image: Path diagram illustrating relationships between factors affecting grazing behaviors and intake. Positive effects are shown with blue arrows, negative effects with brown arrows. Key factors include climate, altitude, season, forage characteristics, grazing behaviors, intake, and individual characteristics, each with associated R-squared values. Statistical significance is indicated by asterisks. Model fit is reflected by chi-squared and RMSEA values.]

FIGURE 9
 Structural equation model describing the effects of multiple factors including climate, altitude, season, forage characteristics, grazing behaviors and individual characteristics on yak intake. Numbers adjacent to arrows are indicative of the effect size of the relationship. Arrows reflect causality with blue (positive) and red (negative). R2 denotes the proportion of variance explained. Significance levels of each predictor are p < 0.10, *p < 0.05, and **p < 0.01. In all cases, there was a non-significant deviation of the data from the model (χ2 = 3.80, df = 4; p = 0.44; RMSEA = 0.00; p = 0.49). ***p < 0.001.





4 Discussion

Grassland systems play pivotal roles in ecosystem services such as livestock products and health through livestock grazing (41–43). However, global grasslands are undergoing serious degradation due to climate change and land use (44–48). The alpine grasslands on the QTP have been continuously used as pasturelands for millennia by herders for grazing of livestock (e.g., yak and Tibetan sheep) (49). Numerous evidence has reported that the QTP’s grasslands have been overgrazed during past decades by rapidly increasing human and livestock populations (44). A direct consequence of grassland degradation is to lead to a decrease in pasture biomass and palatable grass species and consequently has a great impact on grazing behaviors of livestock (50, 51). In grassland ecosystems, plant communities often show patchy distribution patterns over space due to soil spatial heterogeneity and increasing disturbance of human and animals (50) or variations of an environmental gradient (e.g., altitude). Also, plant community composition and diversity can vary temporally (52), depending greatly on the differences in soil and climatic factors induced by season or short-term variability in precipitation and temperature (53–56). In this case, grazing behaviors of livestock will thus probably change at spatial–temporal scales with the shift in plant communities. We did find in the study that grazing behaviors of yak varied at both temporal and ranch scales relying on a visual observation in the fields, and importantly, intake of yaks was affected distinctly by multiple factors including climate, altitude, season, grazing behaviors, and forage and livestock individual characteristics based on a meta-analysis on the QTP. The findings verified our hypotheses about temporal and spatial variability in grazing behaviors of yaks and different factors that affecting yak intake at regional scales.


4.1 Temporal and spatial variations of grazing behavior

There were significant differences in grazing behaviors of yak including intake rates and walking speed within hours, among hours of each day and among days as well as across different observation sites. In this study, we only selected to carry out an observation for similar age of yaks, that is, the differences in individual characteristics such as the size and weight of yaks may be very small. Therefore, shifts in yak behaviors may result mainly from the differences in composition and biomass of plant communities and the nutrients of pasture in the local ranch or among ranches (44, 57). It is well known that plant communities are often found to have a mosaic distribution at different spatial scales (58). Even at a small local scale, the composition and biomass of palatable pasture may differ due to the effects of soil water content (54), grazing intensity (57, 59) and animal excrement (60). In fact, temporal variability in livestock behaviors has been reported in some previous studies. For example, several recent researches on the QTP have shown that grazing intensity may be the main factor affecting grazing behavior of yaks, and grazing behavior differed significantly between foraging time and distance traveled at light grazing (61, 62). Similarly, previous studies have reported that grazing season can affect heavily yak activities as well (63, 64). However, different from these reports, our findings provide evidence that even at a short temporal scale, such as within hours and among days, grazing behaviors of yaks also showed pronounced differences. In addition, we found that intake rate of yak was higher in the morning than in the afternoon. The finding might be related to the energy and metabolism of livestock. For instance, grazing yak generally grazing yaks generally need to acquire energy through daytime intake behavior after an overnight residence in the cattle sheds. The increased intake rate in the morning can be also explained by the fact that the ruminal pool is usually at its smallest in the morning due to the body’s natural process of expelling digesta (65, 66). The finding is consistent with prior reports in which showed that yak behaviors change with milking time and day/night cycles, which play major roles in the temporal distribution of intake rate (67, 68).

In contrast, we found a converse trend for walking speed in comparison to intake rate, that is, walking speed was relatively lower in the morning and higher in the afternoon. Such a discrepancy is reasonable because walking behavior generally increases energy consumption. Yaks need to save energy and allocate more time for foraging in the morning, but they commonly have higher rate of digestion through increasing walking and rumination in the afternoon. Actually, numerous studies have shown that forage acquisition is closely negatively correlated with walking speed in energy consumption of livestock (69–72). In addition to intake and walking behavior, rumination of yaks in the local ranch was mainly concentrated in the afternoon. The finding is in agreement with many previous studies showing that rumination activity in grazing yaks more frequently occurred in the afternoon (6, 33, 73, 74), probably because of the result of the high air temperature and solar radiation (7, 75).



4.2 The driving factors underlying the variations of yak intake based on meta-analysis

Despite observed temporal–spatial variability of grazing behaviors of yak, more focuses are needed to explore the consequence of varied grazing behaviors on foraging. For example, considering close associations between behaviors and feed intake of grazing livestock, we need clarify what factors affect livestock intake and which of them play direct or indirect roles in feed intake of livestock. As we can see from the Random Forest modeling base on a meta-analysis of the past 18-year dataset on the QTP, we indeed found that grazing behavior of yaks including resting, altitude, MAT, ASH, MAP, livestock age and season were the main predictors for yak intake in this area. The effects of these factors on yak intake have been reported in a recent study in which researchers found a close correlation between grazing behaviors of yaks and their intake (61). Some evidence has also shown that altitude would be an important predictor for grazing behaviors of yaks in summer if the pasture was utilized effectively (76). In addition, the influences of season and climate (e.g., MAP and MAT) on feed intake of yaks is likely to be related to the changes in plant communities induced by changed hydrothermal conditions over space and time. For example, yaks on the QTP are usually grazed relying on seasonal migrations between summer and winter pasture, with migrating to higher altitude pastures in summer and then moving back to lower altitude winter pastures in order to maintain the energy consumption (74, 77–79). This can be further supported by the results from structural equation model, showing that forage characteristics were affected by altitude and resulted in direct effects on grazing behaviors and intake of yaks. Individual characteristics of yaks were also found to directly affect their grazing behaviors and intake. This suggests that the differences in yak age, size and weight may lead to totally different amounts of grasses they eat.



4.3 Implications

Our findings confirm that grazing behaviors of yaks on the QTP can vary even at both small temporal scales and regional scales. Temporal and spatial variations of yak behaviors are strongly affected by the environments including climate, altitude, season and forage quality and biomass. This implies that multiple factors can be responsible for the variations in livestock behaviors and shifts in behavioral patterns may consequently lead to positive or negative feedback to QTP’s grassland ecosystems through plant–animal interactions. Future work could focus on sustainable grassland management via modulating behaviors of grazing livestock on the QTP.




5 Conclusion

Altogether, we provide evidence that grazing behaviors of yaks on the QTP varied at small temporal and regional scales, and multiple factors involved in climate, altitude, season, forage and individual characteristics can have an effect on yak intake. Admittedly, some research limitations might exist in this study as only a visual observation was conducted for monitoring grazing behaviors of yaks, although a direct observation is generally reckoned as one of an effective way to investigate animal behaviors. It is necessary that more technologies such as developed wearable wireless sensors for continuously monitoring eating, rumination, laying and body temperature etc. in combination to visual observation should be widely utilized in the future studies, to provide more accurate parameters for modeling the relationships between grazing livestock and forages in rangeland ecosystems.
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The emerging field of canine science has been slow in adopting automated approaches for data analysis. However, with the dramatic increase in the volume and complexity of the collected behavioral data, this is now beginning to change. This paper aims to systematize the field of automation in canine science. We provide an examination of current automation processes and pipelines by providing a literature review of state-of-the-art studies applying automation in this field. In addition, via an empirical study with researchers in animal behavior, we explore their perceptions and attitudes toward automated approaches for better understanding barriers for a wider adoption of automation. The insights derived from this research could facilitate more effective and widespread utilization of automation within canine science, addressing current challenges and enhancing the analysis of increasingly complex and voluminous behavioral data. This could potentially revolutionize the field, allowing for more objective and quantifiable assessments of dog behavior, which would ultimately contribute to our understanding of dog-human interactions and canine welfare.
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1 Introduction

Dogs, canis lupus familiaris, are of increasing interest in many different disciplines, as can be witnessed by the increase in the scientific production on their cognitive and behavioral aspects (1). First of all, this interest can be attributed to the fact that dogs are useful clinical models for hundreds of human disorders. Indeed, they are large animal models, being physiologically and clinically more similar to human than other commonly used animal models, such as mice. Moreover, as companion animals also share the environmental conditions of their owners, similarly to humans they are affected by them. Numerous canine conditions are analogous to human diseases such as diabetes, cancers, epilepsies, eye diseases and autoimmune diseases, as well as rare diseases (2). Additional factors explaining dogs' popularity in science include fascination with the origins of dogs and their domestication, behavior, and cognition, as well as the need to better understand and regulate consequences of dog-human interactions and welfare, e.g., of working dogs and shelter dogs (1).

As a consequence of their living close to humans as pets, working or sheltered animals, dogs exhibit immense behavioral variability, stemming from their innate capacities as well as from environmental influence (3). Therefore, methods of canine behavioral testing are popular in research and practice. They are extensively used in cognitive science, veterinary science, working dog organizations, shelters for various purposes such as selection for breeding (4), learning abilities (5), prediction of suitability for work (6), adaptability in shelters (7, 8), animal models for human diseases (9), welfare (10).

Traditionally, data analysis in behavioral testing paradigms is done through direct and systematic human observation (11, 12) in a process where behaviors are defined in precise terms (usually they can have types of either event or state), deciding on the type of measurement, sampling method, etc. Properly trained human observers can typically provide accurate measures of almost any behavior. However, relying on human observation imposes severe limitations on behavioral data acquisition and analysis. As highlighted by Anderson and Perona (13), it is firstly a laborious and tedious task, limiting the volumes of processed data, as well as the number of analyzed behaviors or behavioral variables. But even more importantly, human analysis of behavior is prone to subjectivity, strongly depending on human perceptual abilities, leaving room for human error. Moreover, human understanding and interpretation of behavior is in itself subjective and sometimes inconsistent.

Advances in artificial intelligence (AI) open the door to new exciting opportunities to overcoming these limitations. Automated methods in human applied behavior research are already revolutionizing the field (14), as they can provide increased precision of measurement across smaller temporal units and for longer periods of time compared with human observers. These advancements have significant implications for understanding human behavior (15), mental health (16), and cognitive processes (17).

In the animal domain the need for promoting more objective and quantifiable assessment and measurement of behavior is also well-acknowledged [cf. (18–20)], pushing what is referred to “computational animal behavior analysis” (CABA) (13, 21, 22), also referred to as “behavioral imaging” (23). The release of deep learning frameworks such as DeepLabCut (24) has unleashed the potential of video-based motion tracking and pose recognition in many animal species. Additional tools such as EZtrack (25), LEAP (26), DeepPoseKit (27), idtracker.ai (28) provide more light-weight options, and support advanced settings such as large group tracking. An additional step in the field of CABA is taken by the paradigm shift from two-dimensional to three-dimensional data using multi-view cameras, enhancing our abilities to track every single point on the animal's body and addressing full behavioral repertoires of various species. Large scale projects employ systems integrating multiple camera views to allow continuous 3D tracking of freely behaving animals, such as CAPTURE (29) and CaT-z (30) for rodents, and Open Monkey Studio (31) for rhesus macaques.

In canine science, however, the adoption of automation for data analysis has been quite slow. One reason for this is that the generic deep learning platforms discussed above are not easily adaptable from controlled laboratory environments. For instance the JAABA system (32) which allows the user to annotate a small set of data to train a model specific to the study and is likely to perform poorly on dogs due to the diversity of morphologies and breeds. DeepLabCut (24) has been recently utilized for canine pose detection for emotion recognition (33) and recognition of stress related behaviors (34); both these studies noted the limitations of the system due to breed diversity.

The lack of tools tailored for the canine domain leads to the need for self-developed, domain-specific systems, which in its turn implies the necessity for multidisciplinary collaborations, leading to differences in terminology, research methods and expectations of different stakeholders. We explore in this study, this and other human-related adoption barriers for automation in the field.

The growing interest in automation in canine research, makes this a timely moment for a reflection and systematization of processes in this domain. What is usually presented in scientific papers applying automation in dog behavior analysis are just the end results, with the process of getting to them being left out of scope. Scientific papers focusing on the use of automation in analyzing dog behavior often only report the final outcomes, typically omitting the detailed process that led to these results. However, these details are essential to evaluate the insights gained and to explore future directions in this field.

This paper aims to promote automation in canine science by gaining a better understanding not only into its current usage, but also into barriers toward a wider adoption, and by scrutinizing not only artifacts of such analysis (i.e., study results), but also the ways to obtain them. To this end, we address the following research questions:

	• How is automation currently used in canine science for dog behavior analysis?
	• What are the challenges and barriers toward a wider adoption of automation in this context?

To answer the first question, we provide a comprehensive review of N = 16 studies that have applied some kind of automated analysis in the context of dog behavior. We dissect and categorize the reviewed works, identifying important dimensions, which represent the way automation is used today in this field. To address the second question, we perform an empirical study with N = 24 researchers who have experience with applying automation in the field, scrutinizing their perceptions and attitudes of the integration of automation and potential barriers toward their wider adoption.

The remainder of this paper is structured as follows: Section 2 encompasses a comprehensive review of studies that implement automated analysis in the realm of canine behavior. In Section 3, we present an empirical inquiry into the perceptions and attitudes of researchers in an effort to clarify the challenges impeding the broader adoption of automation in this field. The paper concludes with a discussion.



2 A mapping of automated approaches in dog behavioral data analysis

To promote systematization, as well as to provide an overview of the automated analysis methods that are relevant for animal behavior analysis outside of laboratory settings, we survey in this section studies that apply automated analysis in the form of machine learning techniques of some type.


2.1 Review protocol
 
2.1.1 Search strategy

We conducted the literature search using a snowballing approach (35) employing Google Scholar, as it has a broad reach covering most academic databases to avoid publisher bias, and because it includes relevant gray literature and pre-prints, which is particularly relevant to include in literature reviews of novel fields where new approaches are rapidly developed and published online.

We used the following query in Scholar to identify a first set of relevant core papers:

	(animal OR dog OR canine AND (automated OR machine learning OR deep learning OR artificial intelligence OR ML OR AI) AND (behavior recognition OR behavior analysis)

The chosen keywords were selected to ensure a comprehensive and inclusive search. The terms “animal”, “dog”, and “canine” were used to focus on studies specifically related to dogs. The terms “automated”, “machine learning”, “deep learning”, “artificial intelligence”, “ML”, and “AI” were picked to capture all studies utilizing these computational methods in their research. Finally, “behavior recognition” and “behavior analysis” were included to focus on studies that apply these automated methods to behavior analysis or recognition, which is the core subject of our review.

We then identified a number of core papers, which we then conducted forward and backwards snowballing from, reading through both the literature cited and citing these works. We continued this approach by identifying relevant works using the selection criteria below, and for each identified relevant work, again snowballing by reviewing the cited and citing literature to identify further relevant literature to include.

We stopped the snowballing when we no longer identified any potentially relevant works to assess in the lists of works citing or cited by the selected papers.



2.1.2 Selection criteria

We liberally applied the following inclusion criteria while reading papers:

	• inc1 The paper applies an automated approach in dog behavior analysis;

and then refined the selection with these more concrete exclusion criteria:

	• exc1 The paper does not apply the automated approach in the context of a concrete question related to dog behavior, health, welfare, cognition, etc. Thus, papers which solely design or propose new computational methods were excluded.
	• exc2 The approach is not applied on animal data (e.g., human behavioral data, or animal data obtained by human scoring).



2.1.3 Data extraction and dissection

We extracted the following data from the included papers (see Supplementary Table 1):

• What is the general domain/topic of the study, in the context of which the behavior is analyzed? The topics include dog-human relationships, health, welfare, etc.

	• What are the concrete research questions explored in the study?
	• How was the data obtained?
	• How is behavior quantified, measured or computationally represented?
	• What are the extracted features from the behavior representation?
	• How are the extracted features used to answer the research questions?

The first author extracted the data from the included papers, which another author independently verified.




2.2 Findings
 
2.2.1 Selected papers

Supplementary Table 1 presents a table of the 16 selected papers. Four of them address the topic of dog-human relationships (36–39), five of them focus on clinical behavioral aspects, of which three focus on ADHD-like behavior (40–42), one on separation anxiety (43), and one on ataxic gait patterns (44). Three of them focus on automation of scoring and assisting in behavioral testing (45–47), an additional three on emotion recognition (33, 48, 49), and one on shelter dog welfare (50).



2.2.2 Quantification of behavior

The idea behind automation of behavior analysis in these studies is in transforming obtained raw data into some computational representations of behavior that can then be manipulated either by machine learning or statistical methods. In most collected works, the data is obtained as visual data (videos or images) and needs to be manipulated. The most common representation of behavior used in the majority of these works is by tracking the dog's body (either in two or three dimensions). Bleuer-Elsner et al. (41), Karl et al. (36), Byosiere et al. (50), Fux et al. (40), Menaker et al. (51), Farhat et al. (46), Tsiourti et al. (47), and Watanangura et al. (42) use a convolutional neural network for object detection, producing a time series representing a trajectory of the dog from an above view, see examples in Figure 1. Similarly, Völter et al. (37, 38) and Ren et al. (39) use a convolutional neural network on multiple cameras producing a 3D time series representation of multiple key points on the dogs' bodies. More subtle behavioral representations include Ferres et al. (33) which uses a convolutional neural network for landmark detection, producing up to 24 points on the dogs' body in images, and Boneh-Shitrit et al. (48) which uses deep learning to extract both facial action units and deep learning learnt features from frontal images of dog faces. The remainder of works obtain acceleration and angular velocity measurements of movement from the accelerometer and gyroscope sensors on the dog's body. Aich et al. (49), Wang et al. (43), and Engelsman et al. (44) format the collected signals as 3D time series of the dog's body parts.


[image: Panel A shows two images of a small animal in a rectangular enclosure; one highlights movement paths in red and white. Panel B depicts an overhead view of the same setup with red and green boxes indicating specific areas. Panel C presents three images of a small animal, each marked with a green rectangle, in various enclosures with different flooring.]
FIGURE 1
 Examples demonstrating the application of a convolutional neural network to generate a 2D time series representation of the dog from the selected papers. (A) Menaker et al. (45): detection of dog and person and the resulting trajectory. (B) Karl et al. (36): detection of dog. (C) Bleuer-Elsner et al. (41): detection of dog. Reproduced with permission.




2.2.3 Extracted features

As highlighted in (52), a major focus in computer vision is on the use of features that can be extracted from images. Features can be hand-crafted, or manually designed, or learnt, as is the case in deep learning paradigms. Most of the studies reviewed here represent behavior in the form of time series or trajectories. Some of them extract from these trajectories some high-level meaningful features, such as average speed, residence in areas of interest, distance from and interaction with certain objects or people, studies that used time series of key points additionally extracted specific limb movement such as head angle, tail angle, velocity and amplitude. Two studies (46, 48) used deep learning to extract features automatically from the computational representation of the behavior.



2.2.4 Answering the research question: statistical testing vs. machine learning

The way in which (automatically) extracted features are used for addressing a biologically meaningful research question deserves special attention, as this point is not sufficiently studied in animal behavior research. Traditionally in this research a hypothesis is formed, for which animal behavior is measured (either by manual coding, or in the more novel automated approaches discussed here). The measurements are then used for statistical testing of the hypothesis. However, the integration of the machine in data analysis means that we can use a different strategy. Machine learning classification is an alternative, powerful approach which is not discussed enough in the scientific community addressing animal behavior.

Li and Tong (53) discuss the differences between the two approaches of statistical testing vs. machine learning classification, which are rooted in two different cultures of inference vs. prediction. Inferential tasks aim to infer an unknown truth from observed data, and hypothesis testing is a specific framework for doing so. Prediction tasks, on the other hand, aim to predict an unobserved property of an instance based on the available (observed) features of that instance. Such prediction relies on building a prediction rule from the features to the unobservable property of interest, either based on human knowledge, or established from data.



2.2.5 The automation process: from quantification of behavior to answering research questions in behavior

We now present a conceptual model of the process of automation emerging from our analysis of the studies reviewed here. The steps involved in automated analysis in these works are presented in Figure 2. They are typically the following: (1) quantification of behavior, (2) extraction of features, and (3) using these features to answer some biological question related to behavior. Each of these steps can be done manually, or involving automation. Traditional ethological analysis keeps all of these stages manual: coding behavioral categories, quantification and then statistical analysis.


[image: Flowchart showing three stages: Quantify Behavior, Identify Features, Hypothesis Testing. Analysis is divided into Manual and Automated. Manual includes Coding, Hand Picked, Statistical Analysis; Automated includes Tracking, Extracted or Learnt, Machine Learning.]
FIGURE 2
 The proposed conceptual model of the process of automating behavior analysis.


Below, we explore how the reviewed works make use of automation at each of these steps:

	1. Bleuer-Elsner et al. (41) and Fux et al. (40) addressed the analysis of ADHD-like behavior in dogs. Dogs were recorded moving freely during a behavioral consultation visit in a veterinary clinic, with some diagnosed with ADHD-like behavior and others in a control group with no reported behavioral problems. RQ: Are there differences in behavior in the consultation room between dogs diagnosed with ADHD-like behavior and control group dogs? Behavior Quantification: 2D time series (trajectory) of the dog was extracted. Feature Extraction: The features extracted were hand-picked (traveled distance, average speed, straightness, intensity of use, etc.)Answering the RQ: A machine learning model was developed to separate between the two types of dogs' behaviors.
	2. Aich et al. (49) explored the feasibility of using wearable sensors for analyzing activity and emotional patterns of dogs. Data was collected using sensors placed on the necks and tails of the participants N = 10, while preforming seven distinct activities and three emotional states (positive, neutral and negative). These sensors, equipped with accelerometers and gyroscopes, measured linear and rotational motions in all directions. RQ: Can machine learning techniques recognize activity and emotional patterns of dogs from wearable sensors?Behavior Quantification: 3D time series of the head and tail, received from the wearable sensors. Feature Extraction: The extracted features were hand-picked (statistical and peak based features). Answering the RQ: Two machine learning models were developed, the first detects the activity, the second detects the emotional state.
	3. Karl et al. (36) investigated the engagement of an attachment-like system in dogs when they see human faces. Stimuli in the form of videos of the caregiver, a familiar person, and a stranger were presented to the dog participants N = 24, showing either happy or angry facial expressions. RQ: What are the neural, visual, and behavioral responses of dogs to human faces, and how do they differ between caregivers, strangers, and familiar persons?Behavior Quantification: 2D time series (trajectory) of the dog was extracted. Feature Extraction: The extracted features were hand-picked (time of residence in areas of interest, distance from screens, field of view, see Figure 3).Answering the RQ: Statistical analysis was used to test the differences between conditions.
	4. Byosiere et al. (50) examined the behavior of shelter dogs before COVID-19 pandemic restrictions and during the restrictions for a period of two weeks each. The participants N = 34 were recorded in their kennels for 15 seconds each hour in daytime. RQ: Are there differences in shelter dogs activity levels before and during the COVID-19 pandemic?Behavior quantification: 2D time series (trajectory) of the dog was extracted. Feature extraction: The extract feature was hand-picked (step count; which is a quantification of the participants' movement). Answering the RQ: Statistical analysis was used to test the differences between conditions and times of day.
	5. Ferres et al. (33) addressed the different dog emotional states and detecting them based on posture analysis of images. Four emotional states were used (anger, fear, happiness, and relaxation) RQ: Can machine learning techniques recognize emotional state of dogs from body language in images? Behavior quantification: 24 key points on the dogs' body. Feature extraction: The extracted features were hand-picked pose metrics (tail position, weight distribution, mouth condition etc.). Answering the RQ: Machine learning models (neural network on landmarks, and a classification tree on the extracted features) were used to classify the different emotional states.
	6. Völter et al. (37) aimed to investigate whether dogs are sensitive to the intentions underlying human actions using the unwilling-unable paradigm. The study involved two pre-registered experiments, the first, a within-subject design where the participants N = 48 observed a human actor who either intentionally (teasing) or unintentionally (clumsiness or blocked area) failed to provide a treat. In the second experiment, participants N = 48 observed two different human actors who performed either a clumsy or teasing demonstration of attempting to provide a treat. RQ: Are dogs sensitive to the intentions underlying human actions? Behavior quantification: 3D time series of four key points on the dog's body (snout, head center, base of tail, and tip of tail). Feature extraction: The extracted features were hand-picked (visited areas, tail angel, visiting caregiver). Answering the RQ: Statistical analysis was used to test the differences between the dog's reaction to the experimenters' intentions.
	7. Menaker et al. (45) explored the automatic analysis of dogs' behavior in a behavioral test. Participating dogs N = 30 were recorded during a stranger test, which allowed the dog to move freely in a room with a stranger. RQ: What is the potential use of unsupervised learning for pattern discovery dog behavior during a stranger test?Behavior quantification: 2D time series (trajectory) of the dog and stranger were extracted. Feature extraction: The chosen features were hand-picked (speed, covered movement area, approaching test person etc.). Answering the RQ: Machine learning (k-means clustering) was used to identify dogs with similar behavior in the stranger test.
	8. Boneh-Shitrit et al. (48) explored the recognition of dog emotional state, comparing the results of facial action units and deep learning techniques. Participating dogs N = 29 were recorded in a controlled experiment, inducing negative (frustration) and positive (anticipation) emotional states using treats. RQ: Can machine learning techniques recognize emotional state of dogs from facial expression?Behavior quantification: Facial action units Feature extraction: The extracted features were automatically learned from the video using deep learning. Answering the RQ: Machine learning models (neural network on extracted features, tree based models on facial action units) were used to classify the different emotional states.
	9. Ren et al. (39) investigated the effects of social cues on tail wagging during dog-human interactions. The participating dogs N = 10 were recorded over three consecutive days, interacting with the experimenter for 5 minutes (neutral postured experimenter, provided treats without direct contact). RQ: How does the dog's tail wagging behavior during dog-human interactions manifest, and what are the underlying neural and behavioral mechanisms of this behavior? Behavior quantification: 3D time series of four key points on the dogs' body (withers, back, croup, and tail tip). Feature extraction: The extracted features were hand-picked (tail angel, amplitude, and velocity).Answering the RQ: Statistical analysis was used to test the differences in tail wagging behavior across the test days.
	10. Wang et al. (43) aimed to monitor and detect dog separation anxiety symptoms using wearable sensors. The sensors, placed on back and neck, were used to monitor home-alone cage-free N = 8 participants to identity behavior patterns that indelicate separation anxiety symptoms. RQ: Can machine learning detect and manage separation anxiety in dogs? Behavior Quantification: 3D time series of the head and body, received from the wearable sensors.Feature Extraction: The features were automatically extracted using machine learning models (head posture and body posture events).Answering the RQ: Machine learning (Complex event processing and fuzzy logic) was used to classify the dogs' behavior pattern as normal or abnormal, the latter indicating a symptom of separation anxiety.
	11. Engelsman et al. (44) investigated the use of smartphone sensors to measure ataxic gait patterns in dogs. The sensor was attached to the participating dog's back using a harness, and the dog was then walked on a leash at a steady pace 5 times. Which resulted to the capture of 770 walking sessions of N = 55 healthy dogs, and N = 23 dogs with ataxia. RQ: What is the feasibility of using body-worn smartphone sensors to automatically classify between dogs diagnosed with ataxia and a healthy control group? Behavior quantification: 3D time series of the dog, using body worn sensor.Feature extraction: The extracted features were hand-picked statistical and frequency features.Answering the RQ: Machine learning was used to classify the gait patterns as either healthy or ataxic.
	12. Völter et al. (38) examined the behavioral change of dogs N=37 exploring a room with new objects in the presence of the owner and/or stranger. RQ: How does separation from their caregiver, and presence of a stranger, affect dogs' exploratory behavior in a novel environment?Behavior quantification: 3D time series of eight key points on the dog's body (snout, head center, right ear, left ear, base of neck, hip region, tail base and tail tip). Feature extraction: The extracted features were hand-picked (residence in areas of interest, traveled distance, distance from objects, field of view, and tail angel). Answering the RQ: Statistical analysis was used to test the differences between the dog's behavior in presence and absence of owner.
	13. Farhat et al. (46) investigated a computational approach to assess behavioral traits. The participated dogs N=53 were recorded in a behavioral test reacting to the presence of a strange, their coping styles were categorized into neutral, negative (reacting away from the stressor), and positive (reacting toward the stressor) reactions. RQ: Can the machine learning techniques identify different behavioral profiles in an objective, human-free way in the stranger test? Behavior quantification: 2D time series (trajectory) of the dog and stranger was extracted. Feature extraction: The chosen features were automatically learned using machine learning (unsupervised clustering). Answering the RQ: Machine learning models were used to classify dogs to the different behavior groups.
	14. Tsiourti et al. (47) RQ: Do dogs use logical reasoning or associative learning to solve an invisible displacement task?Behavior quantification: 2D time series (trajectory) of the dog was extracted. Feature extraction: The chosen features were hand-picked (pace, travel straightness, covered area). Answering the RQ: Statistical analysis was used to test the differences between the dogs' travel based on placement type (visible/invisible) and object (toy/food).
	15. Watanangura et al. (42) investigated the effects of fecal microbiota transplantation (FMT) on behavioral comorbidities in a dog model of epilepsy. Participants N = 9 underwent FMTs from a donor with controlled epilepsy three times, two weeks apart. Follow-ups were conducted at three and six months post-FMTs. Various evaluations were performed, including behavioral analysis and a range of biological tests. RQ: Can FMT improve behavioral comorbidities and cognitive dysfunction in dogs with drug-resistant epilepsy? Behavior quantification: 2D time series (trajectory) of the dog (and owner and/or stranger when relevant) was extracted. Feature extraction: The extracted features were hand-picked (time spent in areas of interest, movement area, speed etc.). Answering the RQ: Statistical analysis was used to test the FMTs effect overtime in the various follow-up tests (behavioral and biological).


[image: Two overhead views of a rectangular setup in panels A and B. Both show a black mouse on a gray surface with a setup containing two small black enclosures at the bottom. Panel A has a red and purple overlay of paths or areas, while Panel B highlights in yellow.]
FIGURE 3
 Examples of hand-picked features in Karl et al. (36). (A) Defined areas of interest that were used to calculate time of residence. (B) Example of participant field of view calculation. Reproduced with permission.





2.3 Conclusions

The aim of this review was to assess the existing landscape of automation applications in canine science for dog behavior analysis. We have mapped the current situation with respect to how automation is currently utilized, analyzing 16 studies applying state-of-the-art automation in the context of dog behavior analysis. A conceptual model consisting of three steps arose from our analysis: (i) quantification of behavior, (ii) feature extraction, and (iii) hypothesis testing/answering the research question (either using statistical analysis or machine learning).

Overall, we observe a tendency to use straightforward and basic techniques at both stages (i) and (ii). In particular, a significant portion of the studies we reviewed utilized relatively simple object tracking methods for quantifying behavior [stage (i)]. However, there is a vast array of more sophisticated techniques in computer vision–like landmark localization (54), activity recognition (55), segmentation (56), and zero-shot learning (57) that hold great potential for this field. These more advanced approaches are yet to be fully explored and harnessed in the future.

Furthermore, most of the studies we reviewed tend to select a restricted range of features by hand (stage (ii)). Although these features are chosen based on expert knowledge in the field and can be quite informative, this method has its limitations. Specifically, the narrow scope of these hand-picked features might not provide the comprehensive data necessary to fully address the research questions at hand. Using alternative approaches in machine learning, such as deep learning, automated feature selection and unsupervised learning may be beneficial in this domain [see, e.g., the approaches used in (46, 48)] and should be further explored.

It is also notable that testing the hypothesis [stage (iii)] is most commonly addressed by statistical methods, following traditional approaches in behavior research (58). However, some recent studies have applied machine learning techniques.



2.4 Threats to validity

In conducting this literature review, several potential threats to validity were considered, acknowledging the need for a critical assessment of the findings.

	• Incomplete retrieval of studies: despite thorough search strategies, there is a risk of incomplete retrieval. Cross-referencing citations and consulting multiple databases were employed to minimize this threat.
	• Inappropriate or incomplete search terms in automatic search: the procedure of determining the search query was based on iterative refinement using identified papers as example inputs.
	• Review process: this review is not a systematic review, and as such, the inclusion of studies may not follow a strict protocol. While efforts were made to conduct a comprehensive and thorough review, the absence of a formal systematic approach introduces a limitation in terms of standardized study selection.




3 Barriers to adoption of automation: an empirical study

To investigate the perceptions of animal researchers toward automated analysis tools, an exploratory study (59) was designed. This group consisted of researchers working on both fundamental and applied animal behavior research, excluding those in laboratory settings, and having at least some experience with dog behavior. The study adopted a mixed-method approach, incorporating both qualitative and quantitative approaches, as detailed in the “Procedure” subsection. The experimental design was reviewed and approved by the Ethical Committee of the University of Haifa. Informed consent was obtained from all participants. All relevant institutional guidelines and codes of conduct for ethical research were followed.


3.1 Participants

Twenty-four animal researchers were recruited via an invitation to participate in our study posted on an active international Facebook group on animal-centered computing, and by using the authors' own networks. To ensure privacy, we did not collect any personal information that could be used to identify any demographic subgroups. All participants volunteered to take part in the study and did not receive any compensation. Table 1 provides an overview of the participants' backgrounds, the species they currently investigate, and their years of experience in their respective fields.


TABLE 1 Overview of the backgrounds of the animal researchers, the species they investigate, and their years of experience in their respective fields.

[image: Table listing individuals' backgrounds, species being investigated, and years of experience. Backgrounds include cognitive science, animal behavior, veterinary science, and more. Species range from companion animals to laboratory animals. Experience varies from zero to over ten years.]



3.2 Procedure

The data collection instrument was designed as a questionnaire incorporating both Likert-like scale and open-ended questions, designed to gather comprehensive insights into participants' experiences and perceptions. The formulation of questions drew from the authors prior involvement in collaborations with animal researcher (36, 46, 50). Furthermore, the questionnaire underwent a pilot phase, involving a behavioral veterinarian who had experience with an automated tool, and an animal behavior researcher who had not previously utilized an automated analysis tool. The valuable feedback provided by both participants contributed to the refinement and improvement of the questionnaire's content.

We structured the questionnaire into multiple sections to examine both current experience and future perspective on automation in the context of animal research. Concretely, we elicited the following data:

	• Section 1: Background information. Inquires about participants' background, the animal species they study, their years of experience in animal behavior, and their previous experience using automated tools for data analysis.
	• Section 2: Experience with automated tools. Asks participants about their experience with automated tools for data analysis, the reasons for choosing automated tools, their satisfaction with the results achieved, challenges faced while collaborating with data scientists, and how the outcome compared to their initial expectations.
	• Section 3: Issues and challenges. Explores participants' confidence in understanding the precision of the automated analysis tool, their trust in the outcomes produced by the tool, steps data scientists can take to help participants understand and trust the results, difficulties in communication with data scientists, preprocessing required for data preparation, benefits of automated analysis for research, and preference for non-automated analysis methods.
	• Section 4: Reflection on the future of automation in animal behavior research.: Asks participants about barriers to wider adoption of automated analysis tools, suggestions to overcome these barriers, likelihood of using automated tools in future research, and use of other technologies to assist in previous projects.

The full questionnaire can be found in Supplementary Data Sheet 1.



3.3 Data analysis

We obtained 24 responses to the questionnaire, which were analyzed using thematic analysis (60). All authors individually familiarized themselves with the data. Following on from this, multiple collaborative sessions were held where all authors discussed and framed interpretations of the data to propose and refine key themes focused on the challenges of adopting automation in animal behavioral data analysis, with a particular focus on dogs.

The first author coded the qualitative data obtained in the questionnaire in two iterations, identifying repeated meaningful patterns and using this to construct an initial classification framework for the data. This framework was then applied to the data in a similar iterative fashion and discussed with all authors. In total, we constructed three core themes that encapsulated the different codes.



3.4 Findings
 
3.4.1 Descriptive analysis

When queried about their prior experience with automated data analysis tools, 11 respondents (46%) affirmed previous use, while the remaining 13 (54%) indicated otherwise. Figure 4A provides an overview of the satisfaction levels reported by participants who have employed these automation tools, reflecting on their achieved results. Figure 4B presents the participants' anticipated likelihood of incorporating automated data analysis tools into their future work.


[image: Bar chart A shows satisfaction levels with 9% not satisfied at all, 9% not satisfied, 9% neutral, 45% satisfied, and 27% highly satisfied. Bar chart B compares likelihood of using analysis tools, with and without automation. Using automation: 2.18% not likely at all, 2.18% not likely, 9.92% neutral, 9.92% likely, 9.82% very likely. Without automation: 2% not likely at all, 3.21% not likely, 3.21% neutral, 8.62% likely, 8.62% very likely.]
FIGURE 4
 (A) Participants' satisfaction with the achieved results from an automated analysis tool. (B) The likelihood of participants using an automation data analysis tool in future work divided by their previous use of an automated analysis tool.




3.4.2 Thematic analysis

The thematic analysis of the qualitative data yielded two prominent themes, which we explore next.

Automation is useful for overcoming human limitations

One important motivation for opting to work with automated tools for analysis of behavioral data, mentioned by some participants, was the need to increase accuracy and objectivity of analysis [“My interest was to find an objective measurement tool” (P5); “I was looking for objectivity” (P8); “It is the most accurate way I have heard of for tracking multiple animals.” (P24)].

Another reason was the necessity to work with large volumes of data and reducing time for manual labor [“I needed to do a huge amount of tracking behavior in limited time” (P7).; “It removed hundreds of hours of work and was reapplied to nearly a dozen experiments.” (P16)].

Perhaps the most interesting reason for using automated analysis as revealed by several participants, was the need for an analysis that could not (or are extremely hard to) be performed manually [“Without the use of automated analysis, we would not have been able to calculate the main behavioral parameters of interest for our experiment.” (P14)]. Specific examples of such parameters are:

	• Speed of movement [“We wanted to analyze behavioral measurements (specifically speed of movement of a dog) that were very hard to calculate ‘manually' though video observation. Therefore we resorted to the use of an automated video analysis software.” (P14)].
	• Length of trajectory [“We wanted to code travel length of free-moving dogs in an open field, which would have been very difficult manually.” (P10)].
	• Approximating a dog's visual field [“We needed a sophisticated analysis, e.g. dogs visual field.” (P23)].

However, human limitations also challenge the adoption of automation

The majority of the barriers challenging the wider adoption of automation were discovered to be human-related. Among the barriers that have been mentioned by participants for a wider adoption of automation in the field of animal behavior analysis, particularly dominant were lack of awareness to existing tools and a steep learning curve. The complexity of computational tools is another issue, which is closely related to the latter [“... tools should be simple and minimal and not try to cover every variation. They can become a lot more complicated to learn and there are more issues that could come up which we may not realize when building it.” (P16)].

Suggestions to overcome these barriers included enhancing education on computational topics; some interesting suggestions were:

	• “Courses organized for universities/post grad schools/animal behavior departments” (P15),
	• “Animal Behavior courses should teach programming in a fun way! Make it less daunting to learn. Also easier no-code tools are now possible, esp with LLMs” (P17).
	• “Make the technology more accessible and more outreach/demos on how they work.” (P21).

An important factor mentioned by our participants was also communication gaps between people from different disciplines, which can be overcome by having more discussions about the tools and the implicit assumptions made about them:

• “There is often a communication gap between the authors of the tool and researchers, making the tools harder to adopt and leading to potential problems where the researchers don't know what went wrong and may think the entire tool doesn't work or they aren't qualified.” (P10).

• “Being aware about different hidden assumptions of the collaborators and talking about those explicitly is helpful.” (P14).

The availability of adequate funding is another obvious issue contributing to the limited adoption of automation in the field of animal behavior. [“... budget not obtained for this research.” (P1), “Price of software capable of this ...” (P21), “... cost or lack of university subscription.” (P22)].




3.5 Threats to validity

This section addresses potential threats to the validity of the exploratory study. The examination of these threats aims to provide a transparent acknowledgment of limitations associated with the design, execution, and findings of this section.

	• Questionnaire Formulation: The formulation of questionnaire questions by the same author introduces a potential bias in the inquiry process. Despite piloting for understandability, the selective framing of questions may have overlooked relevant obstacles, potentially affecting the comprehensiveness of participant responses.
	• Selective Inquiry: Deliberate crafting of questions focusing on challenges in utilizing automated analysis tools might inadvertently neglect other pertinent obstacles. This selective inquiry may introduce response bias, limiting the our ability to capture a comprehensive view of participants' experiences.
	• Participant Pool and Recruitment: The generalization of results is constrained by the relatively small number of participants, and the recruitment from social circles and collaborative networks. A larger and more diverse sample is essential for enhancing the validity of the findings and ensuring broader generalizability.




4 Discussion

The aim of this work was to advance the application of automated techniques in the field of canine science. We have mapped the current situation with respect to how automation is currently utilized, by analyzing 16 studies applying state-of-the-art automation in the context of dog behavior analysis. A conceptual model consisting of three steps arose from our analysis: (i) quantification of behavior, (ii) feature extraction, and (iii) hypothesis testing/answering the research question (either using statistical analysis or machine learning). The outcomes of these analyses underscored the necessity of understanding the perceptions and attitudes of animal researchers, particularly in identifying barriers hindering the broader adoption of automation in the field. This realization prompted the initiation of the empirical study. Together, these parts aid in a broader understanding of the current and future use of automation in the field of canine science.

Overall, our analysis reveals a tendency to employ straightforward and basic techniques in both the behavior quantification and feature extraction stages [stages (i) and (ii)] within the proposed conceptual model. This underscores the need for more accessible introductory materials tailored for canine science researchers, providing insights into new methods for both behavior quantification and feature extraction. Additionally, our findings indicate that the testing of hypotheses [stage (iii)] is predominantly addressed through statistical methods. This observation highlights the current reliance on traditional statistical approaches in the canine science research community. However, some recent studies have applied machine learning techniques. By making this distinction explicit, we aspire to spark productive discussions within the canine science, and the more general animal behavior community about the methodological issues related to these complementary data analysis approaches. We also hope this will encourage a greater openness to these alternative approaches among community members.

The above discussion highlights the predominance of basic and straightforward computational methods in current applications, that need to evolve further. However, feedback from the participants in our empirical study points to current challenges in mastering even these computational tools. Many participants expressed concerns over steep learning curves and a general lack of understanding regarding the operation and underlying assumptions of these tools. The relatively small number of participants, as well as using our network to reach them should be acknowledged as a limitation of this study, and future research should include a more representative sample of relevant researchers.

We believe that in today's rapidly evolving research landscape, AI proficiency is becoming increasingly vital for the field of animal behavior. Without this expertise, researchers might struggle to effectively apply AI in their research, potentially missing out on critical findings or misinterpreting AI-generated data. Moreover, a lack of proficiency could lead to a knowledge gap, hindering collaboration with other disciplines and slowing the progress of multidisciplinary research. Therefore, the development of AI education tailored to the needs of this community, as well as fostering multidisciplinary collaboration and dialogue between various communities seem to be the right way forward.
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Machine learning algorithms predict canine structural epilepsy with high accuracy
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Introduction: Clinical reasoning in veterinary medicine is often based on clinicians’ personal experience in combination with information derived from publications describing cohorts of patients. Studies on the use of scientific methods for patient individual decision making are largely lacking. This applies to the prediction of the individual underlying pathology in seizuring dogs as well. The aim of this study was to apply machine learning to the prediction of the risk of structural epilepsy in dogs with seizures.
Materials and methods: Dogs with a history of seizures were retrospectively as well as prospectively included. Data about clinical history, neurological examination, diagnostic tests performed as well as the final diagnosis were collected. For data analysis, the Bayesian Network and Random Forest algorithms were used. A total of 33 features for Random Forest and 17 for Bayesian Network were available for analysis. The following four feature selection methods were applied to select features for further analysis: Permutation Importance, Forward Selection, Random Selection and Expert Opinion. The two algorithms Bayesian Network and Random Forest were trained to predict structural epilepsy using the selected features.
Results: A total of 328 dogs of 119 different breeds were identified retrospectively between January 2017 and June 2021, of which 33.2% were diagnosed with structural epilepsy. An overall of 89,848 models were trained. The Bayesian Network in combination with the Random feature selection performed best. It was able to predict structural epilepsy with an accuracy of 0.969 (sensitivity: 0.857, specificity: 1.000) among all dogs with seizures using the following features: age at first seizure, cluster seizures, seizure in last 24 h, seizure in last 6 month, and seizure in last year.
Conclusion: Machine learning algorithms such as Bayesian Networks and Random Forests identify dogs with structural epilepsy with a high sensitivity and specificity. This information could provide some guidance to clinicians and pet owners in their clinical decision-making process.
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1 Introduction

Medical decisions on diagnostic interventions, interpretation of results of diagnostic tests and treatment protocols in an individual case are currently heavily influenced by the attending clinician’s level of veterinary training, participation in continuing education courses, level of knowledge of pertinent scientific literature and personal experiences gained from prior cases. That may result in completely different decisions in cases that are presented with identical clinical signs.

There are first attempts to add more objective information to the medical decision-making process using artificial intelligence (AI) (1–8). Several of those are centered around forecasting seizures. A support vector machine algorithm was investigated to predict seizures in 5 dogs based on intracranial electroencephalography (EEG) tracings (4). Authors highlight the importance of correct feature selection. Another study describes the training of a subject-specific deep-learning convolutional neural network model to predict seizures in 4 dogs based on ambulatory intracranial EEG recordings (8). This model forecasted seizures with a mean sensitivity of 0.79. Similarly, a precision-recall genetic algorithm in line with a probabilistic support vector machine classifier was used for seizure forecasting in canine epilepsy, again based on intracranial EEG recordings in 3 dogs (2).

Another focus is the prediction of epilepsy types with the regard to the underlying etiology. Epilepsy can be classified as idiopathic or structural. The latter is defined as epileptic seizures that are caused by a structural intracranial pathology, whereas the underlying cause is either genetic or not known yet in idiopathic epilepsy (9). Abani et al. (1) investigated the possibility to use ChatGPT to determine the underlying pathology causing seizures in dogs based on age, clinical signs, seizure characteristics and results of the neurological examination (2023). ChatGPT correctly identified dogs with idiopathic epilepsy based on the clinical history in 2 out of 5 cases. Adding results of the clinical examination improved the correct rate to 4 out of 5 dogs. Cases with structural brain abnormalities were correctly diagnosed in 1 out of 5 cases just based on clinical history, which could again be improved to 2 out of 5 cases by adding the results of the clinical examination. Cases with paroxysmal dyskinesia, however, were not identified by ChatGPT.

In this study we evaluated two machine learning algorithms to detect structural epilepsy in dogs.



2 Materials and methods


2.1 Data acquisition

This study is based on data that has been collected retrospectively and prospectively. In the first phase, the hospital database of the Department for Small Animals at Leipzig University was screened for dogs using the following search terms: astrocytoma, adenoma, adenocarcinoma, encephalitis, epilepsy, esthesioneuroblastoma, glioma, hydrocephalus, intoxication, lymphoma, meningioma, neoplasia, neuroblastoma, postictal, seizures, shunt, status, and cluster. The following information was extracted for dogs being identified: age, sex, breed, body weight, age at first seizure, first symptoms observed by the owner, type of seizure, number of seizures before first presentation, observed cluster of seizures, observed status epilepticus, results of neurological examination, results of diagnostic investigation, survival time, and final diagnosis. In a second phase, the features identified to be most relevant in the first phase based on the validation of different feature selection methods were collected prospectively for patients being presented to the hospital from this time point on.



2.2 Data preprocessing

Dogs were included retrospectively as well as prospectively. Data sets of both groups of dogs were not identical. In order to integrate the data from both groups of dogs, the following parameters were chosen for further analysis: age at presentation, body weight, sex including castration status, age at first seizure, duration of seizure history, seizure in last 24 h, seizures in last week (excluding those in the last 24 h), seizures in last month (excluding those in the last week), seizures in last 6 months (excluding those in the last month), seizures in last year (excluding those in the last 6 months), neurological deficits at presentation, history of cluster seizures, history of status epilepticus, lateralized neurological deficit at presentation, first clinical signs observed by the owner, and seizure type (generalized tonic–clonic, partial, both). Entries with missing values were removed. Table keys were adapted and unified, the values were cleaned. First clinical signs were grouped to paroxysmal events, abnormal behavior, vocalization, abnormal coordination, abnormal motor movements, gastrointestinal signs, recumbency, salivation and head tremor. All classes with less than 5 members were labeled with other clinical signs. The resulting table was extended by three further columns “age in days”, “structural brain disease” (yes or no) “and “weight groups” to represent breeds. The final resulting table was preprocessed in two different ways in order to allow further processing using two different algorithms, the Bayesian Network algorithm and the Random Forest algorithm. The Bayesian Network algorithm does not allow analysis of numerical data. Therefore, numerical parameters were grouped based on clinical relevance as shown in Table 1. The grouping is done separately for each numerical parameter.



TABLE 1 Grouping of numerical data based on clinical relevance in order to allow analyzes using the Bayesian Network algorithm.
[image: Table listing seizure-related information. Categories include body weight in kilograms with ranges: 0–7, 7–15, 15–30, and over 30. Grouped age is detailed with age brackets for different weight categories and specific notes for Boxers and French Bulldogs. Number of seizures before first presentation is categorized by timeframes: within the last 24 hours, week, month, 6 months, and year, with seizure counts from 0 to over 10. Duration of seizure history before first presentation is recorded in months: 0–1, 1–3, 3–12, and over 12.]

For the Random Forest model, one hot encoding was used for the features “first clinical signs observed by the owner” and “type of seizure” in order to adapt categorical data. The column “sex” was subdivided in two boolean columns “sex” and “castrated”.



2.3 Feature selection

After data preprocessing, a total of 33 features for the Random Forest algorithm and 17 for the Bayesian Network algorithm were available for analysis. In general, a smaller number of features is advantageous to achieve better results, since this reduces overfitting and generates more robust and more explainable models. Non-informative features can distract the model and may cause poorer results. Therefore, we focused on identifying features that are most relevant for the prediction. The following four feature selection methods were used: Permutation Importance, Forward Selection, Random Selection and Expert Opinion.

Permutation Importance measures the decrease in model score when a single feature value is randomly shuffled. During Forward Selection, a model is trained for every single feature. The feature that performed best and the corresponding accuracy score is stored. For the remaining features each is combined with the selected feature and a model is trained. The two features performing best are selected and the model score is stored. For the remaining features the process is continued until no feature is left. That way, the features performing best are added step wise. Finally, the scores of the model series are compared and the feature set of the model with the best score is chosen. In Random Selection, a subset of the features is randomly selected to train a model. The feature subset and the accuracy score are stored. The process is repeated 1,000 times and the feature subset with the best score is chosen. In Expert Opinion, the feature subset is selected by a clinician with 20 years of experience in this field.

For the Random Forest model, additional mean decrease in impurity (MDI), a feature importance score for tree models, was used for feature selection. MDI counts the times a feature is used to split a node, weighted by the number of samples it splits (10). Feature Selection based on MDI was utilized similar to Forward Selection, but the MDI score, previously calculated through training a model with all features, determined the order of the sequentially added features. For model selection, the accuracy score was used too.



2.4 Data analysis

For data analysis, we applied two machine learning algorithms, the Bayesian Network and the Random Forest. The Bayesian Network is a probabilistic graphical model that allows to compute probabilities between symptoms and diseases (11). Given clinical data (including symptoms), it allows to compute the probability of structural epilepsy. The Random Forest is a classifier which is based on multiple decision trees and is a widely used approach for this type of classification task (12).

We used the RandomForestClassifier from the package scikit-learn in Python with its default parameters (100 trees, Gini criterion to measure the quality of a split, no maximal tree depth, at least two samples for a split, at least one sample in a leaf, initialization with the same random state 0).

For model validation, we performed a 10-fold cross validation. A k-fold-cross validation is a resampling method for model validation. For k = 10, the data is split into 10 parts, whereas 9 parts of the data is used for training and one part for testing. This is repeated 10 times, resulting in 10 different collections of disjoint training and testing data sets. Thus, it is guaranteed that the trained models are never tested on the same data. The accuracy metric was used for model comparison and the best model was chosen.




3 Results

A total of 444 dogs of 119 different breeds were identified retrospectively between January 2017 and June 2021. Some dogs had to be removed because of incomplete data, whereas 279 dogs have been used for further analysis. An additional 49 dogs were included prospectively resulting in a total number of 328 dogs included. The most frequent breeds that were represented by at least 5 individuals were: mixed breed dog (n = 90), French bulldog (n = 39), Labrador retriever (n = 20), Chihuahua (n = 11), Bolonka zwetna (n = 9), Yorkshire terrier (n = 8), Beagle (n = 8), Pug dog (n = 7), Australian shepherd dog (n = 6), Jack Russell terrier (n = 6), Golden retriever (n = 5), and Great Swiss mountain dog (n = 5). The type and number of observed features in those 328 dogs are summarized in Table 2 for categorical features and Table 3 for numeric features. The statistics of the grouped features are in Table 1 of the supplementary.



TABLE 2 Features selected for training both models (Bayesian Network and Random Forest).
[image: Table comparing attributes of dogs with structural and no structural epilepsy. Attributes listed include sex, neurological deficits, seizure types, clinical signs observed, and body weight. Total count is 328, with columns for all, structural epilepsy, and no structural epilepsy. Data specifies figures for each characteristic, such as sex distribution, neurological deficits, seizure occurrences, and observed clinical signs.]



TABLE 3 Comparison of numerical features between dogs with structural epilepsy and no structural epilepsy (n = 328) with median, range, and IQR (Q1–Q3).
[image: A table comparing characteristics of dogs with and without structural epilepsy, including body weight, age, age at presentation, and seizure frequency. The table provides medians (m), interquartile ranges (IQR), and p-values. Significant p-values are noted with asterisks for varying significance levels, indicating statistical differences in certain characteristics between the two groups.]

In total, 89,848 models were trained. The following five features performed best for the Bayesian Network algorithm based on Random Selection: cluster seizures, grouped age of first seizure, seizure in last 24 h, seizure in last 6 months, and seizure in last year. The mutual correlations of these features as well as the target variable structural epilepsy are shown in Figure 1. For the Random Forest based on MDI feature selection, the following five features performed best: age at first seizure, age at presentation, age, duration of seizure history, and body weight. The mutual correlations of these features as well as the target variable structural epilepsy are shown in Figure 2.

[image: Heatmap showing correlation between variables related to seizures and epilepsy. Variables include cluster seizures, grouped age of first seizure, and structural epilepsy. The correlation values range from negative one to one, with a color gradient from blue to red.]

FIGURE 1
 Correlation of selected features for the Bayesian Network algorithm and the target variable “structural epilepsy”. Cramer’s V is used as metric.


[image: Correlation heatmap showing relationships between six variables: age at first seizure, age at presentation, age, duration of seizure history, body weight, and structural epilepsy. Positive correlations are in blue; negative in red. Notable correlations include age at first seizure and presentation (0.96), and structural epilepsy with age at first seizure (0.5). The color scale ranges from -1 (red) to 1 (blue).]

FIGURE 2
 Correlation of selected features for the Random Forest algorithm and the target variable “structural epilepsy.” The Pearson correlation coefficient is used as metric.


The performance of the applied feature selection methods to predict structural epilepsy in dogs is shown in Table 4. The best results were obtained for the Bayesian Network combined with Random Selection as well as the Random Forest combined with MDI. Both approaches reached an accuracy of 0.969. The Bayesian Network reached slightly better values for sensitivity (0.857) and AUC (0.971). The selected features for all feature selection methods can be find in Table 2.



TABLE 4 Performance of the Bayesian Network and the Random Forest combined with the different feature selection methods to predict structural epilepsy (AUC: area under the curve; MDI: mean decrease in impurity).
[image: Table comparing Bayesian Network and Random Forest models across different metrics and feature selection methods. Metrics include Sensitivity, Specificity, Accuracy, and AUC. Values are presented for Permutation Importance, Forward Selection, MDI, Random Selection, and Expert Opinion. Notable highlights are Sensitivity of Random Forest in Expert Opinion at 0.857, and Specificity in Bayesian Network with Expert Opinion at 1.000.]

By varying the thresholds inside the two best performing models, the receiver operating characteristic (ROC) curves of the models can be obtained (Figure 3). The false positive rate (1 – specificity) on the x-axis is plotted against the true positive rate (sensitivity) on the y-axis. The ROC curves are both far away from the diagonal (dashed line), corresponding to a random classifier, and the Areas Under the Curve (AUC) are close to 1. By walking along the ROC curve (which is done by varying the threshold inside the model), a sensitivity of 1.000 can be obtained at the cost of a lower specificity (0.800 for Bayesian network and 0.667 for Random Forest).

[image: ROC curve comparing two models: Bayesian Network (solid blue line) with an AUC of 0.971, and Random Forest (dashed orange line) with an AUC of 0.937. X-axis shows False Positive Rate, and Y-axis shows True Positive Rate. Both lines are above the diagonal reference line, indicating good performance.]

FIGURE 3
 Receiver operating characteristics for both algorithms used (blue: Bayesian Network using Random Selection; orange: Random Forest using MDI Selection).


The Random Forest computes a feature importance based on the Gini index for each available feature as a side result. These feature importance are shown in Figure 4 (for the Random Forest combined with the MDI score). The five most important features (MDI value >0.75) were selected by the feature selection algorithm. After that, the feature importance drops considerably. The performance of the model would deteriorate if more than the five most important features were used by the model.

[image: Bar chart showing feature importance using MDI in a random forest model. The top features are age at first seizure, age at presentation, and age, with mean decreases in impurity exceeding 0.15. Other features include duration of seizure history, body weight, and seizures in various time frames. Features with the least importance include head tremor, abnormal motor movements, and vocalisation.]

FIGURE 4
 Feature importance using the Random Forest algorithms with Forward Selection in combination with the mean decrease in impurity (MDI).




4 Discussion

By applying the machine learning algorithms Bayesian Network, a sensitivity of 0.857 and a specificity of 1.000 resulting in a total accuracy of 0.969 could be obtained when classifying dogs with and without structural epilepsy. Thus, dogs with structural epilepsy and those without were identified correctly in about 97% of cases. The Random Forest model with MDI feature selection performed similar to the Bayesian Network. It reached also an accuracy of about 97% but with slightly smaller values for sensitivity and AUC than the Bayesian Network.

There are hardly any studies for comparison in veterinary medicine. However, these accuracies are higher than previously reported results, where ChatGPT did accurately identified structural epilepsy in 2 out of 5 dogs (1). These differences may be caused by the different approach applied in this study. ChatGPT that was used for prediction is a language processing model, that largely depends on random input made by internet users. It was applied to data without previous training. In contrast, in the study presented here, we have trained two different algorithms for prediction and the results were validated. In addition, the differences in accuracy to identify dogs with structural epilepsy may result from the large number of 238 dogs included here, whereas the study using ChatGPT looked at the small number (5 dogs) with structural epilepsy only (1).

Using artificial intelligence is an important step to support clinical reasoning. So far, most clinical decisions were based on clinicians’ expertise and personal experiences combined with knowledge derived from studies describing cohorts of patients. Attempts to predict the risk of certain intracranial pathologies in dogs with seizures were already made in the past. It was found that dogs having just one single seizure were less likely to suffer from a lateralized structural brain disease, whereas those dogs with abnormal findings on the neurological examination had a 16.5 times higher risk for such a lateralized lesion and a 12.5 times higher risk for a symmetrical structural lesion (13). However, that is a completely different approach than in our study, which was aiming for the prediction of the individual risk of dogs to suffer from structural epilepsy.

In the study presented here, two algorithms, the Bayesian Network and the Random Forest had been intentionally selected in order to make usage of the advantages of different algorithms. A Bayesian Network is a probabilistic graphical model. It treats uncertainty explicitly, and is thus suitable for small and incomplete data sets and inference with incomplete data. This algorithm provides a conditional probability distribution for every combination of variable values. However, the Bayesian Network requires discretization of continuous variables, hence it is poor in finding linear relationships, but it performs well if relationships between the variables are non-linear and complex.

The Random Forest model is an ensemble method using decision trees. It is robust to outliers and overfitting, can deal with linear and non-linear relationships and offers feature importance as a byproduct. It can handle numeric and categorical variables. It is not necessary to construct artificial categories when transforming numeric variables into categorical ones. To use categorical variables with equal order, these variables can be transformed with one hot encoding to boolean variables. Strongly correlated features are often problematic, however, Random Forest can handle them much better than linear regression models. If there are two strongly correlated features, the Random Forest algorithm randomly picks only one of them in a split. Thus, the correlated features are less likely to show up together at the same position in a tree.

For the reasons explained, we considered those two algorithms to be among the best for analyzing the data obtained in this study. However, it cannot be excluded that other algorithms could have resulted in an even higher diagnostic accuracy. We used the standard parameters when training the models. A hyperparameter tuning might be applied to further improve the classification results.

For any of the algorithms available, the decision on which features to be included is crucial (4). Feature selection allows to identify and rank the clinical parameters according to their importance with respect to the classification. Therefore, different features selection methods have been tested here, all of which have advantages and disadvantages. The Random Selection method can identify feature subsets consisting of low ranked single features but it does allow double selection. Forward Selection, however, provides good performing feature sets, where multiple solo ranked features may perform potentially better, but it can be a relatively slow model, whereas Permutation Importance is fast, easy to use and it is readily available since it is included in scikit-learn, a freeware online library for machine learning tools.

The Random Selection methods provided best results here if applied to the Bayesian Network or Random Forest algorithm. However, it cannot be excluded that other features that had been excluded during the initial phase of feature selection or features, that were not even collected could perform better. In addition, the number of dogs included, even though it appears relatively large for a veterinary study, was still not large enough to investigate certain features. Specifically, including the feature “breed” would have been very interesting, since clinical observation indicates that certain canine breeds are predisposed for specific structural intracranial diseases. For instance, Pug dogs and Yorkshire terriers are predisposed for necrotizing encephalitis, whereas Boxers and French bulldogs are more frequently affected by intracranial neoplasias (14–18). However, only 12 of the 88 different breeds were represented by at least 5 individuals and only 5 breeds were represented by at least 10 individuals. Therefore, a meaningful analysis of the feature “breed,” as interesting as it would have been, was not feasible.

Interestingly, the feature selection method Expert Opinion did not perform as good as the Random or MDI feature selection methods in identifying features to determine if dogs are affected by structural epilepsy, although an accuracy of about 94% was reached. It performed better than Forward Selection and Permutation Importance. This method is the closest of all methods to the current clinical decision-making process, where intracranial neoplasias are commonly associated with neurological deficits (specifically lateralized neurological signs) and therefore those had been included as features into the Expert Opinion model (13, 19). This discrepancy between clinical experience and a slightly lower accuracy of the Expert Opinion model may be at least partially explained by the fact that neoplasias in certain brain areas such as the olfactory and frontal lobes rarely cause interictal neurological deficits (18). In addition, pituitary neoplasia may be associated with rather unspecific signs such as disorientation or obtundation, that do not present any lateralization (20). Therefore, the importance of lateralized neurological deficits for prediction of structural epilepsy may have been overrated by the expert in the Expert Opinion feature selection method. That is supported by an only mid-range MDI of lateralized neurological deficits using the Random Forest algorithms with Forward Selection (Figure 4).

Of the 328 dogs, only 102 were diagnosed with structural epilepsy, therefore the target variable is slightly imbalanced. In order to also capture the performance of the model on the minority class, we used the metrics sensitivity, specificity, accuracy, did a ROC analysis, and computed AUC values. In some scenarios, a specificity of 1.000 was reached, but this often comes at the cost of lower sensitivity.

To avoid overfitting, feature selection and cross-validation were used. Feature selection acts as regularization, as only the most important features are selected for the final model. Cross-validation ensures that the trained model is always tested on test data that has not been used for training the model.

A weakness of this study is that some of the data was based on the observations made by the owners during collecting the clinical history of the pet. Different owners may have described the same clinical signs in a different way resulting in seemingly different observations. However, the data could only be extracted retrospectively from the patients’ files for most dogs based on the study designs. We have grouped some of this information during data processing in order to reduce the tremendous amount of different observations made by the owners for a meaningful analysis. Erroneous classification may have occurred in some cases during this grouping process that was done in order to transform individual verbal owner descriptions into repetitive clinical findings. That obstacle could be overcome in the future by providing pet owners and clinicians with a set of specific questions that have to be answered by selecting options from a predetermined menu. Another potential weakness of this study might be, that some data was based on the subjective assessment of the dogs’ neurological status by clinicians. Neurological examination performed by other clinicians may have resulted in slightly different findings. Therefore, the results presented here may not be safely applied to every other clinical setting. For further studies, it is desirable to identify features or feature expressions that can be repeatably and reliably obtained by different clinicians.

In conclusion, it can be said that structural epilepsy can be predicted with high sensitivity and specificity in dogs with seizures using machine learning algorithms. This information is not meant to replace further diagnostic tests in affected dogs, but it may rather facilitate client communication. The knowledge of the likelihood of structural epilepsy could be used as guidance to decide about appropriate diagnostic steps in dogs presented for seizures.
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Introduction: Inspired by the obstacle avoidance mechanism of goose neck, a theoretical design method of bionic robotic arm was proposed to solve the contradiction between high flexibility and strong bearing capacity in narrow space.
Methods: Taking the goose neck as the test object, a narrow space test environment with a width of 10 cm was built, and a 6 × 4 obstacle matrix was set up, to analyze the maximum value of joint angle, motion rate and trajectory in different target areas.
Results: The test results showed that the goose neck movement has continuity and transmissibility. The overall posture of the goose neck was adjusted through the synergistic movement of the anterior, middle and posterior segments to move toward the target position. The regulating effect of the anterior segment was significantly stronger than that of the middle and posterior segments. Specifically, the anterior segment of goose neck exhibited mostly transverse movement, with significant horizontal regulation; the middle segment of the goose neck was coupled with longitudinal movement, with similar movement ability in all directions, the posterior segment of the goose neck has mostly longitudinal movement, with significant height regulation.
Conclusion: In addition, the YOLOv7-pose recognition network was used to recognize goose neck motion pose, which provides a new method for animal behavior research.
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1 Introduction

Robotic arms have been used in a wide range of applications in fields such as healthcare, automotive manufacturing, aerospace, food production, and agricultural production (1–3). With the increase of industrialization level and equipment integration, a large number of jobs need to be operated in narrow space, which has high requirements for the flexibility, stability and load capacity of robotic arms (4–6). Traditional robotic arms, while having high structural rigidity and strong load capacity, lack the dexterity required for operations in narrow space. Bionic flexible robotic arms offer high flexibility and the ability to continuously deform, exhibiting greater movement and operational capabilities in narrow spaces compared with traditional articulated robotic arms. However, it is accompanied by the problem of lower load capacity. Avian neck has ultra-high motion stability with the cervical vertebra serving as the most flexible part of its spine (7). Typically, the number of vertebrae ranges from 11 to 25 (8), each capable of bending in two directions, providing flexible and stable control of the head, which can weigh several times more than the neck, to perform various activities (9). Research into the motion mechanism of the avian neck in narrow spaces can provide a theoretical basis for resolving the contradiction between the flexibility and load capacity of robotic arms.

Existing research on avian neck kinematics primarily focuses on domestic chickens, owls, ostriches, geese, etc. Movement forms include natural walking, feeding, and flying. van der Leeuw et al. (10) analyzed the characteristics and patterns of feeding and drinking movements in domestic chickens and geese, revealing that the cervical vertebrae of domestic chickens adhere to the geometric principle of maximizing angular efficiency. Furet et al. (11, 12) used CT scanning to obtain the three-dimensional surface characteristics and static maximum range of flexion of an owl's cervical vertebrae, and established a motion model imitating the bird neck linkage based on surface contact characteristics. Krings et al. (13, 14) employed X-ray technology to capture the natural neck posture when the heads of live and cadaveric owls were rotated, and utilized CT scanning to study the shape of a single vertebra. Their study indicated that rotational motion can be described as a combination of movement on the yawing axis (yawing) and the cross-rolling axis (rolling). Panyutina et al. (15) utilized CT scanning and a joint coordinate system (JCS) to investigate extreme head turns in owls, discovering that during full head turns, the maximal joint angles alternate along the neck in three planes, with maximal axial rotation (to the side of the head turn) followed by maximal sagittal bending (in the ventral direction) and then by maximal lateral bending (to the side of the head turn). Kambic et al. (16) categorized the range of motion of the avian neck into three areas: the cranial joints, predominantly in ventral flexion with high axial rotation and lateral flexion activity; the caudal joints, predominantly in dorsiflexion with low axial rotation activity and high lateral flexion activity; and the intermediate joints, variable in axial rotation activity and exhibiting low lateral flexion. Wang et al. (17, 18) studied the structural characteristics of the bird neck skeleton and static motion characteristics using CT scanning, while employing biplane X-ray techniques to study the passive stabilizing motion of the goose neck. The results indicated that the goose neck has the best passive motion stability in the sagittal plane for two directions of motion. Abourachid et al. (19, 20) combined the contact characteristics of the vertebrae to establish an intervertebral motion model suitable for birds, demonstrating that the saddle-shaped articular processes of avian vertebrae limit joint mobility, with the position and orientation of the articular processes determining vertebral mobility. The orientation of the articular eminence surfaces dictates the range of motion in dorsiflexion and lateral flexion, while the axial angle of the articular zygapophyses surfaces effectively restricts longitudinal rotation. Dzemski and Christian (21) studied the ostrich's neck and showed that it could be divided into three segments with varying flexibility, the upper portion being more flexible in the dorsal-ventral and lateral directions, the middle portion having the highest dorsal-ventral flexibility, and the bottom portion having the highest lateral flexibility. Gunji et al. (22, 23) analyzed typical ostrich neck behavior by establishing an ostrich neck dynamics model and found that ostrich neck movement involved both lever and rolling actions. He et al. (24) observed that during walking, a chicken's neck extends and contracts alternately to provide intermittent fixed stability for the head. They designed a bionic vertebrae unit combining springs and universal joints to simulate chicken cervical vertebrae, investigated the connection and motion characteristics, and found that the unit could achieve an S-shaped bionic bending configuration and successfully wind and lift objects of interest, proving that the proposed robot has excellent flexibility and application potential, and that the design method is effective.

Research has been conducted on the structural characteristics of bird neck, range of motion, and the maintenance of head stability, among other aspects. Most of the studies have used CT scanning equipment to obtain the structural characteristics of bones. Anatomical methods were used to obtain the structural characteristics of muscles. In vivo motion studies have used X-ray video or biplane X-ray motion analysis system to test the motion of bird neck vertebrae. The research on the structure and motion characteristics of live bird neck have mainly focused on free motion in open space, and mostly on vertebral kinematic analyses. However, the motion characteristics of the bird neck in narrow space based on the overall motion posture and muscle distribution characteristics of the bird neck are still unclear, and the research to analyze its obstacle avoidance mechanism in depth has not been reported. In this research, the goose neck was selected as the subject of investigation, muscle distribution characteristics were analyzed by using goose neck MRI data. The high-speed camera system was used to collect the movement data of the goose neck in the narrow space, and the goose neck motion pose was extracted by YOLOv7-pose recognition network. Then, combining the characteristics of goose neck muscle distribution and movement posture to analyze the angular changes and movement trajectories of goose neck joints. Finally, the movement mechanism of the goose neck was explored in the narrow space, which provide the theoretical basis for the research on goose neck kinematics and design optimization of the bionic multi-joint robotic arms.



2 Materials and methods


2.1 Experimental equipment and software

The following equipment and software were used in this research:

	1) MRI scanning was accomplished by Siemens Spectra 3.0T MRI scanning system (Siemens, Munich, Germany).
	2) Goose neck motion data acquisition and analysis was by Phantom Miro series M110 high-speed camera system (Vision Research Inc, New Jersey, USA), and the PCC software (Vision Research Inc, New Jersey, USA).
	3) Goose neck key point dataset was produced Labelme software (Massachusetts Institute of Technology, Boston, USA).
	4) The Pytorch framework was used to build the YOLOv7-pose pose recognition network, and the model was trained on a DELL Precision 7820 workstation. The hardware configuration of the workstation was as follows: CPU is Intel® Xeon® Silver 4210R with a main frequency of 2.4 GHz, RAM is 32 GB, GPU is NVIDIA Quadro RTX 5000, Video Memory is 16 GB, and the operating system is Windows 10 Professional. For the software platform, PyCharm 2023.2.1 was used as the IDE, CUDA 12.1 as the GPU-accelerated computing platform, Python version 3.10, and PyTorch version 2.1.0.



2.2 Goose neck MRI experiment

In order to investigate the effect of goose neck muscles on its movement, Magnetic Resonance Imaging (MRI) data was collected from the neck of goose to obtain the distribution of goose neck muscles. The body of the goose was cleaned before the test to ensure that there is no dirt or foreign matter on the surface of the goose's body in order to minimize the noise points of the MRI data. To prevent the goose from moving and affecting the scanning effect, the goose was injected with an appropriate amount of Zoletil 50 anesthesia drug before the MRI scanning to ensure that was in sleeping state during the test and could return to the normal state after the test. The anesthesia process was completed by a professional veterinarian.

The goose neck MRI scanning test was performed at Dongfang Hospital, Luoyang City, Henan Province, P. R. China, with Siemens Spectra 3.0T MRI scanning system. The feeding conditions of test animals are in accordance with the standard (GB14925) and comply with the requirements of animal welfare (GB/T 42011-2022). Adult gray goose with growth period of 2 years and weight of about 4 kg was selected as test subject, which was able to move neck freely and had no history of neck disease. The sleeping goose was positioned in a recumbent posture on the MRI scanning platform to ensure stable fixation on the platform to minimize movement and distortion. The neck of the goose was adjusted according to the requirements of the experiment ensuring the location of the area of interest within the scanning range.

Appropriate scanning parameters were set according to the characteristics of the goose neck as shown in Table 1. The MRI scanner was started and goose neck was scanned according to the preset parameters. The stable and accurate scanning process were ensured, and the scanning time and sequence were recorded.


TABLE 1 MRI scanning parameters.

[image: Table displaying MRI parameters for different planes: Sagittal plane has TR 1100 ms, TE 36 ms, slice thickness 0.80 mm, SNR 1.00. Coronal plane has TR 2950 ms, TE 98 ms, slice thickness 4.00 mm, SNR 1.00. Transverse plane has TR 8550 ms, TE 95 ms, slice thickness 3.50 mm, SNR 1.00.]

Based on the MRI scanning images, the sagittal plane, coronal plane, and transverse plane muscle distribution of the anterior, middle, and posterior segments of the goose neck were comparatively analyzed. Observing from the sagittal plane of the goose neck, it can be seen that the goose neck muscle was a long muscle that extends from the anterior to the posterior segment, as shown in Figure 1. This long muscle controlled the movement of the goose neck by means of a longitudinal connection. A similar muscular connection can be seen from the coronal plane of the goose neck in Figure 1. The muscle still showed a longitudinal distribution, connecting the anterior and posterior ends of the goose neck and controlling the lateral bending and rotational movements of the goose neck.


[image: MRI image of a spinal cord showing three cross-sections labeled as anterior, middle, and posterior. Dorsal and ventral orientations are indicated. Each section displays the internal structure of the spinal cord.]
FIGURE 1
 Goose neck muscle distribution. Goose neck sagittal plane muscle and transverse plane muscle distribution.


From the transverse plane of the goose neck, the area of the ventral muscles in the anterior segment of the goose neck was significantly larger than that of the dorsal muscles. The distribution of the muscles in the middle segment of the goose neck was relatively uniform, and there was no significant difference in the area of the ventral and dorsal muscles. The area of the ventral muscles in the posterior segment of the goose neck was significantly smaller than that of the dorsal muscles. It indicated that the ventral muscles in the anterior segment of the goose neck required greater muscle strength to support the ventral flexion movement of the anterior segment of the goose neck, the dorsal muscles in the posterior segment of the goose neck required greater muscle strength to support the dorsiflexion movement of the posterior segment of the goose neck.



2.3 Narrow space goose neck motion test

To investigate the movement of a goose neck in a narrow space, it was necessary to establish a testing area containing obstacles. When constructing the test space, it was important to ensure that the space was safe and stable to ensure a reliable and accurate test. Two transparent acrylic panels were used, and arranged in parallel at 10 cm intervals to form the narrow space. Using transparent acrylic rods with a diameter of 4.5 mm, a matrix of obstacles with six rows and 4 columns was set up at 10 cm intervals in the narrow space as shown in Figure 2.


[image: Gray panel with staggered cylindrical protrusions arranged in three columns and five rows, each cylinder separated by 10 centimeters. Panel dimensions are 60 centimeters wide, 80 centimeters tall, and 10 centimeters deep. Red measurement lines outline the panel.]
FIGURE 2
 Experiment space.


According to the distribution of goose neck muscles, the goose neck was divided into three parts, named as anterior, middle and posterior. Marking points were made at the goose cervical vertebrae C2, C5, C8, C10, and C12 with a red marker pen, labeled as L1, L2, L3, L4, and L5, respectively. The change of angle L1–L2–L3 was selected to indicate the motion of the anterior segment of the goose cervical vertebrae relative to the anterior middle segment of the cervical vertebrae. The change of angle L2–L3–L4 indicated the motion of the anterior middle segment of the goose cervical vertebrae relative to the middle segment of the cervical vertebrae. While, the change of angle L3–L4–L5 indicated the motion of the middle segment of the goose cervical vertebrae relative to the posterior segment of the cervical vertebrae. They were labeled as θ1, θ2, and θ3, respectively, to facilitate the subsequent analysis.

The experiments were conducted using Phantom Miro series M110 high-speed camera system for the acquisition of goose neck motion data in a confined space, and PCC software was used for the data acquisition and processing.

The motion of the goose neck exhibits uncertainty. Hence, for the ideal joint angle, motion trajectory, motion posture and other such parameters, the specific test preparation and process were carried out as follows:

	1) A narrow space test environment with a width of 10 cm was built before the test.
	2) In order to obtain a complete image sequence, the lens shooting direction was kept perpendicular to the direction of goose neck movement.
	3) To set the high-speed camera parameters, Resolution was 1,280 × 720, Sample Rate was 200 fps, Exposure Time was 4,999.54 μs, Exposure Index was 6,400.
	4) In the six rows and four columns obstacle matrix, the target position was adjusted in turn, every test was repeated and saved.

The experiment as shown in Figure 3.


[image: Diagram showing a box grid with numbered sections one to six on the left, dimensions of sixty centimeters by eighty centimeters. On the right is a goose with labeled parts L1 to L5 along its head and neck.]
FIGURE 3
 Experiment Schematic. Experimental area: Area 1, Area 2, Area 3, Area 4, Area 5, Area 6. Goose neck marker point: L1, L2, L3, L4, L5.




2.4 Goose neck motion data processing
 
2.4.1 Goose neck motion joint angle treatment

In order to obtain the joint angle of the goose neck movement in a narrow space, the goose neck movement data was processed by PCC software. The measurement unit parameters and the scale were set and calibrated. The distance unit was set to meters (m), the velocity unit was set to meters per second (m/s), the acceleration unit was set to meters per square second (m/s2), the angle unit was set to radians (rad), and the angular velocity unit was set to radians per second (rad/s). The 3-point method was used to measure the angle data of the goose neck joint angles θ1, θ2, and θ3, and the measurements were carried out by extracting 1 frame at every interval of 10 frames.

Goose neck kinematic joint angles θ1, θ2, and θ3 were processed by Matlab software. The smoothing of joint angle data was performed by six data smoothing methods, namely, moving, lowess, loess, sgolay, rlowess and rloess. The Root Mean Square Error (RMSE), Signal-to-Noise Ratio (SNR) and decidability coefficient (R2) were used as the evaluation indexes to select the optimal data smoothing method. Among these metrics, the RMSE value indicates the deviation between the denoised data and the original data, with smaller values indicating less deviation. The SNR value reflects the credibility of the data, with larger values indicating higher credibility. Lastly, the R2 value signifies the fit between the denoised data and the original data, with larger values indicating a higher degree of fit. It can be found from Table 2, that the sgolay method has the smallest RMSE value and the largest SNR and R2 values, so it was finally chosen for data smoothing.


TABLE 2 Data smoothing results.

[image: Table comparing different smoothing techniques—Angel, Moving, Lowess, Loess, Sgolay, Rlowess, and Rloess—across three metrics: RMSE, SNR, and R² for parameters θ₁, θ₂, and θ₃. Each technique displays varying performance values.]

According to the different distances and heights of the target points, the experimental areas were divided into six distinct areas labeled as Area 1, Area 2, Area 3, Area 4, Area 5, and Area 6. The distribution of these areas is depicted in Table 3 and illustrated in Figure 3.


TABLE 3 Experimental area distribution.

[image: Table displaying experimental areas with corresponding height and length ranges in centimeters. Areas one, two, and three have heights of fifteen to thirty, thirty to forty-five, and forty-five to sixty centimeters with lengths of twenty to thirty centimeters. Areas four, five, and six have the same height ranges, with lengths ranging from thirty to forty centimeters.]



2.4.2 Goose neck motion trajectory processing

In order to obtain the trajectory of the goose neck in a narrow space, the data collected by the high-speed camera needed to be processed to obtain the coordinates of each marking point. First, the high-speed camera system was calibrated and a reference coordinate system was established. A two-dimensional reference coordinate system was established according to the fore-and-aft and pitching motion directions of the goose neck. The lower right corner of the image area was taken as the origin of the coordinate system, and the forward and backward motion direction of the goose neck was taken as the X-axis, and the pitching motion direction of the goose neck was taken as the Y-axis. Among them, the forward movement direction of the goose neck was defined as the positive direction of X-axis, and the upward movement direction of the goose neck was defined as the positive direction of Y-axis, and the reference coordinate system as shown in Figure 4.


[image: A goose puppet is shown next to a transparent plastic panel with a grid of peg holes. A small ball is suspended above the panel. Red arrows are marked with "X" and "Y" at the bottom right corner.]
FIGURE 4
 Reference coordinate system establishment.


YOLOv7-pose recognition algorithm was used to extract the coordinate information of the marker points of the goose neck. Firstly, the *.cine format video data collected through the high-speed camera system was transcoded and converted all into *.mp4 format video data. Second, the *.mp4 format video data were processed by using video processing algorithms to extract all the frame images. Then, in order to construct a complete dataset, frame images under different postures and lighting conditions were selected to ensure that the dataset could cover various postures and lighting conditions. Finally, the labeling tool Labelme software was used to label the selected frame images, including the whole goose neck and goose neck key point information, and generated *.json type labeling files. The YOLOv7-pose network structure is shown in Figure 5.


[image: Flowchart of a multi-stage image processing model for keypoint detection. Sections include: 1) Backbone with CSP and ELAN modules processing input at 640x640. 2) PANet combining feature maps. 3) YOLOHead for detection. 4) Keypoints Output refining results. Each section details processes with arrows indicating connections. Modules like CNN, RFP, and CBS are labeled with dimensions.]
FIGURE 5
 YOLOv7-pose network structure.


The 2:1 ratio was used to divide the training set (3,685 images) and test set (1,806 images). Among them, the training set was used for model training and parameter optimization, and the test set was used to evaluate the model performance. In order to augment the dataset, increase the difficulty of model training and improve the model recognition accuracy, physical transformation operations were performed on the divided dataset using the following four augmentation methods; random rotation, Gaussian noise, horizontal flip, and luminance change.

The YOLOv7-pose recognition network was used, and the software platform was Pycharm 2023.2.1+CUDA 12.1+Python 3.10+torch 2.1.0. In terms of the parameter settings for the YOLOv7-pose pose recognition network, the size of the training image was set to 640 × 640 pixel, the training batch size was set to 16 and the epoch was set to 300. The optimal weights would be automatically saved after each test.

The YOLOv7-pose network was used for 300 epoch, and the AP reached 99.6% after training, with excellent training results. Based on the YOLOv7-pose pose recognition model, goose neck pose recognition was performed on all frames extracted from the high-speed camera video, as shown in Figure 6 and Table 4. The recognition results showed that the goose neck as a whole as well as the five marking points of the neck could be accurately recognized under different poses and different lighting conditions, which can be used for the analysis of the goose neck movement trajectory.


[image: Four-panel sequence showing an experiment with a bird pecking a transparent board punctured with holes. (a) The bird prepares to peck. (b) The bird pecks a spot on the board. (c) The bird retracts its head. (d) The bird moves away. Each panel includes an inset highlighting the bird's action.]
FIGURE 6
 YOLOv7-pose recognition results. (a) Recognition in goose neck bent pose. (b) Recognition in goose neck extended pose. (c) Recognition in low light condition. (d) Recognition in bright light condition.



TABLE 4 Network inspection performance results.

[image: Table displaying performance metrics: Precision is 99.4%, Recall is 95.1%, F1 score is 98%, Average precision is 99.6%, Detection speed is 36.7 FPS, and Weight size is 153 MB.]





3 Results


3.1 Goose neck motion joint angle analysis

The joint angles of the goose neck moving at different heights and distances in a narrow space were analyzed to obtain the maximum, minimum and range of the rotation angles of each joint of the goose neck, as shown in Table 5.


TABLE 5 Goose neck motion joint angles.

[image: Table displaying measurements for L1–L2–L3 (θ₁), L2–L3–L4 (θ₂), and L3–L4–L5 (θ₃) across six rows. Each section lists maximum, minimum, and variance in degrees. Values vary across the table.]

From the Table 5, the maximum values and rotation ranges of each joint angle of the goose neck were analyzed. The maximum rotation angle of the anterior segment θ1 was 179.89°, the minimum rotation angle was 88.38°, and the maximum rotation range was 91.51°. The maximum rotation angle of the middle segment θ2 was 178.51°, the minimum rotation angle was 96.15°, and the maximum rotation range was 82.36°. The maximum rotation angle of the posterior θ3 was 179.66°, the minimum rotation angle was 100.95°, and the maximum rotation range was 78.71°. The maximum rotation angle of the end segment θ3 was 179.66°, the minimum rotation angle was 100.95°, and the maximum rotation range was 78.71°.

Origin software was used to analyze and process the test data of the joint angles. The rotation angles between different joints of the goose neck in each area of the narrow space are plotted in Figure 7.


[image: Six line graphs labeled a to f show changes in angles over frames. Each graph has three lines representing different variables: black for θ1, red for θ2, and blue for θ3. The graphs display various patterns of increase and decrease in angles across different frame ranges.]
FIGURE 7
 Angle of rotation of goose neck joints in different areas. (a) Area 1 goose neck joint rotation angle. (b) Area 2 goose neck joint rotation angle. (c) Area 3 goose neck joint rotation angle. (d) Area 4 goose neck joint rotation angle. (e) Area 5 goose neck joint rotation angle. (f) Area 6 goose neck joint rotation angle.


As shown in Figure 7a, when the goose neck moved toward the target Area 1, the anterior segment joint angle θ1 firstly decreased about 10°, then gradually increased to about 180°, and finally decreased 15°; the middle segment joint angle θ2 firstly decreased about 20°, and then gradually increased to about 180°; and the posterior segment joint angle θ3 firstly increased about 10°, and then decreased about 40°, and finally increased to about 170°.

As shown in Figure 7b, when the goose neck moved toward the target Area 2, the anterior segment joint angle θ1 firstly decreased by about 10° and then increased to about 170°; the middle segment joint angle θ2 of firstly decreased by about 30° and then increased to about 175°; and the posterior segment joint angle θ3 of firstly decreased by about 20° and then increased to about 165°.

As shown in Figure 7c, when the goose neck moved toward the target Area 3, the anterior segment joint angle θ1 firstly decreased by about 10° and then increased to about 170°; the middle segment joint angle θ2 firstly decreased by about 10° and then increased to about 174°; and the posterior segment joint angle θ3 firstly decreased by about 5° and then increased to about 178°.

As shown in Figure 7d, when the goose neck moved toward the target Area 4, the anterior segment joint angle θ1 firstly decreased by about 40° and then increased to about 180°; the middle segment joint angle θ2 firstly decreased by about 40° and then increased to about 170°; and the posterior segment joint angle θ3 firstly decreased by about 20° and then increased to about 160°.

As shown in Figure 7e, when the goose neck moved toward the target Area 5, the anterior segment joint angle θ1 firstly decreased by about 55° and then increased to about 180°; the middle segment joint angle θ2 firstly decreased by about 40° and then increased to about 170°; and the posterior segment joint angle θ3 firstly decreased by about 10° and then increased to about 168°.

As shown in Figure 7f, when the goose neck moved toward the target Area 6, the anterior segment joint angle θ1 continued to increase to about 174°; the middle segment joint angle θ2 firstly decreased by about 15°, and then increased to about 170°; and the posterior segment joint angle θ3 firstly decreased by about 8°, and then increased to about 176°.



3.2 Goose neck motion trajectory analysis

To further analyze the motion of the goose neck in the narrow space, the YOLOv7-pose pose recognition algorithm was used to extract the position information of the marker points L1, L2, L3, L4, and L5, and the goose neck motion trajectory is plotted in Figure 8.


[image: Six line graphs labeled a to f, each plotting various lines (L1 to L5) with different colors against X and Y axes. The lines represent different trends across the graphs, with varying patterns of increasing and decreasing values. Legends identify each line by color: L1 is black, L2 is red, L3 is blue, L4 is green, and L5 is purple. The graphs illustrate changing relationships between the X and Y values across different scenarios.]
FIGURE 8
 Motion trajectory of each marker points of the goose neck. (a) Area 1 goose neck motion trajectory. (b) Area 2 goose neck motion trajectory. (c) Area 3 goose neck motion trajectory. (d) Area 4 goose neck motion trajectory. (e) Area 5 goose neck motion trajectory. (f) Area 6 goose neck motion trajectory.


As shown in Figure 8a, when the target position was in Area 1, the overall goose neck was firstly moving downward and then forward. During the forward movement of the goose neck, the marker points L1, L2, and L3 of the anterior-middle segment moved further downward, and the movement heights of the marker points L4 and L5 of the posterior segment were basically unchanged.

As shown in Figure 8b, when the target position was in Area 2, the overall goose neck was firstly moved downward, then adjusted upward, and finally moved forward. During the forward movement of the goose neck, the movement heights of the marker points L1, L2, and L3 in the anterior-middle segment were basically unchanged, and the marker points L4 and L5 in the posterior segment moved further upward.

As shown in Figure 8c, when the target position was in Area 3, the goose neck as a whole moved forward first, followed by a compound motion in the forward and upward directions. During the forward motion of the goose neck, the motion height of each marker point was basically unchanged; when the goose neck carried out the composite motion in the forward and upward directions, the forward motion magnitudes of each marker point decreased in turn, and the upward motion magnitudes increased in turn.

As shown in Figure 8d, when the target position was in Area 4, the overall goose neck moved downward first, and then forward. During the forward movement of the goose neck, the movement heights of the marker points L1 and L2 in the anterior-middle segment were basically unchanged, and the marker points L3, L4, and L5 in the middle-posterior segment moved further downward.

As shown in Figure 8e, when the target position was in Area 5, the overall goose neck firstly moved downward, then moved upward previously, and finally carried out a compound motion in the forward and upward directions. During the forward movement of the goose neck, the movement height of the marker points L1 and L2 of the anterior segment was basically unchanged, and the marker points L3, L4, and L5 of the middle-posterior segment further moved upward; when the goose neck carried out the composite movement in the forward and upward directions, the amplitude of the forward movement of each marker point decreased in turn, and the amplitude of the upward movement increased in turn.

As shown in Figure 8f, when the target position was in Area 6, the overall movement of the goose neck was upward first, followed by forward movement. During the forward movement of the goose neck, anterior segment marker point L1 movement height was basically unchanged, middle-posterior segment marker points L2, L3, L4, L5 forward movement amplitude decreased in turn, and upward movement amplitude increased in turn.




4 Discussion

From the most values of the angles of the goose neck joint angles θ1, θ2, and θ3, it was found that the maximum rotation angles of the goose neck anterior segment joint angle θ1, the middle segment joint angle θ2 and the posterior segment joint angle θ3 are similar. Both the maximum and the minimum rotation angles decreased in order. It indicated that when the goose neck moved in a narrow space, the anterior segment exhibited the greatest adjustment capability, followed by the middle segment, with the posterior segment demonstrating relatively weaker adjustment ability. It could be seen that the adjustment effect of the anterior segment was stronger than that of the middle and posterior segments of the goose neck, and its flexibility was also better than that of the middle and posterior segments.

From the goose neck motion joint angle analysis, the overall trend of change for each joint angle was quite similar. Primarily, the angles of goose neck anterior joint θ1, middle joint θ2, and posterior joint θ3 reach their respective troughs sequentially before reaching to peak values. Following the trough of angle θ1, the rate of change of angle θ2 begins to decline. Similarly, after the trough of angle θ2, the rate of change of angle θ3 starts to decrease. Subsequently, after the trough of angle θ3, the rate of change of angle θ1 begins to decrease, while the rates of change for angles θ2 and θ3 start to rise.

From the goose neck motion trajectory analysis, the motion trajectories of the marker points were similar, the motion trend was basically the same, and the motion of the joints exhibited obvious transmissibility. In particular, the transverse motion amplitude of the goose neck key points L1, L2, L3, L4, and L5 decreased in turn, and the longitudinal motion amplitude increased in turn. When the target position was in Area 1 and Area 4, the overall goose neck was firstly moving downward and then forward. During the forward movement of the goose neck, the marker points L1, L2, and L3 of the anterior-middle segment moved further downward, and the movement heights of the marker points L4 and L5 of the posterior segment were basically unchanged. When the target position is in Area 2 and Area 5, the overall goose neck was firstly moved downward, then adjusted upward, and finally moved forward. During the forward movement of the goose neck, the movement heights of the marker points L1, L2, and L3 in the anterior-middle segment were basically unchanged, and the marker points L4 and L5 in the posterior segment moved further upward. When the target position was in Area 3 and Area 6, anterior segment marker point L1 movement height was basically unchanged, middle-posterior segment marker points L2, L3, L4, L5 forward movement amplitude decreased in turn, and upward movement amplitude increased in turn.

To summarize, the goose neck movement had continuity and transmissibility, and the overall posture of the goose neck was adjusted through the synergistic movements of the anterior, middle, and posterior segments to complete the movement toward the target positions. Among them, the anterior segment mostly carried out transverse movement, with the significant horizontal adjustment; the middle segment combined transverse and longitudinal movement, with similar movement ability in all directions; and the posterior segment mostly carried out longitudinal movement, with a significant height adjustment.

This research investigated the muscle distribution characteristics in sagittal plane, coronal plane and transverse plane, researched the joint rotation characteristics and partition motion law, and revealed the mechanism of goose neck motion in narrow space. The next step will construct obstacle avoidance posture curve and analysis based on goose neck motion posture in narrow space to establish the bionic obstacle avoidance trajectory of robotic arms in narrow space and experimentally verify the reasonableness and superiority of the trajectory design. At present, the mechanism of the synergistic motion of the anterior, middle, and posterior segments of the goose neck based on the overall motion postures of the goose neck was analyzed only combined the high-speed camera motion data of the goose neck. The goose neck is a rigid-flexible coupled complex structure as a whole, and the bone-muscle synergy of the goose neck motion in the narrow space is still needed to be explored, which will provide theoretical support for the combination of robotic arms control strategies and structural design and further improve the flexibility and load capacity of the bionic robotic arms.



5 Conclusions

In this article, the goose neck was used as the test object to research the movement mechanism in different target areas in a narrow space. Firstly, goose neck MRI image data was collected. It was found that there are longitudinal muscles in both sagittal plane and coronal plane connecting the anterior and terminal parts of the goose neck, which controlled the lateral bending and rotational movements of the goose neck. The muscle areas in the transverse plane of the goose neck were different, the anterior segment was dominated by ventral flexion movement, so the ventral muscle area was larger; there was no significant difference in the area of the ventral and dorsal muscles in the middle segment; and the posterior segment was dominated by dorsiflexion movement, so the dorsal muscle area was larger.

Then, the motion data of the goose neck in the narrow space was collected by a high-speed camera system to analyze the goose neck motion:

	1) The optimum value and the range of variation of the motion joint angle of the goose neck were analyzed, it was found that the anterior segment exhibited the greatest adjustment capability, followed by the middle segment, with the posterior segment demonstrating relatively weaker adjustment ability. It indicated that the regulation of the anterior segment of the goose neck was stronger than that of the middle and posterior segments, and its flexibility was better than that of the middle and posterior segments.
	2) The joint angles of goose neck movement were analyzed. It was found that the overall trend of change for each joint angle was similar, mostly decreased first and then increased. In terms of the rate of change of the angles, mostly when the anterior segment joint angle θ1 reached the trough, the rate of change of the middle segment joint angle θ2 and the posterior segment joint angle θ3 decreased in turn. When the posterior segment joint angle θ3 reached the trough, the rate of change of the anterior segment joint angle θ1 began to decrease, and the rate of change of the middle segment joint angle θ2 and the posterior segment joint angle θ3 began to increase.
	3) The motion trajectory of the goose neck was analyzed. It was found that the motion trajectories of each marker point were similar, the motion trend was basically the same. The motion travels of the marker points L1, L2, L3, L4, and L5 decreased in turn, and the motion of the joints exhibited obvious transmissibility. From the motion process, the overall goose neck was first height-adjusted, and when the height of the head was nearly the same as that of the target position, the horizontal movement was performed, and finally reached the target position.

The research results showed that the goose neck has excellent motion flexibility in narrow space and excellent obstacle avoidance effect. Its muscle distribution characteristics, joint rotation characteristics and partition motion law provided the important theoretical basis for designing the high flexibility and adaptability bionic robotic arm. In addition, the feasibility of the YOLOv7-pose recognition network for goose neck motion pose recognition was verified to provide a new method for animal behavior research.
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Intelligent management of large-scale farms necessitates efficient monitoring of individual livestock. To address this need, a three-phase intelligent monitoring system based on deep learning was designed, integrating a multi-part detection network for flock inventory counting, a facial classification model for facial identity recognition, and a facial expression analysis network for health assessment. For multi-part detection network, The YOLOv5s path aggregation network was modified by incorporating a multi-link convolution fusion block (MCFB) to enhance fine-grained feature extraction across objects of different sizes. To improve the detection of dense small targets, a Re-Parameterizable Convolution (RepConv) structure was introduced into the YOLOv5s head. For facial identity recognition, the sixth-stage structure in GhostNet was replaced with a four-layer spatially separable self-attention mechanism (SSSA) to strengthen key feature extraction. Additionally, model compression techniques were applied to optimize the facial expression analysis network for improved efficiency. A transfer learning strategy was employed for weight pre-training, and performance was evaluated using FPS, model weight, mean average precision (mAP), and test set accuracy. Experimental results demonstrated that the enhanced multi-part identification network effectively extracted features from different regions of the sheep flock, achieving an average detection accuracy of 95.84%, with a 2.55% improvement in mAP compared to YOLOv5s. The improved facial classification network achieved a test set accuracy of 98.9%, surpassing GhostNet by 3.1%. Additionally, the facial expression analysis network attained a test set accuracy of 99.2%, representing a 3.6% increase compared to EfficientNet. The proposed system significantly enhances the accuracy and efficiency of sheep flock monitoring by integrating advanced feature extraction and model optimization techniques. The improvements in facial classification and expression analysis further enable real-time health monitoring, contributing to intelligent livestock management.
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1 Introduction

Sheep inventory counting, facial recognition, and health analysis are crucial components of daily management on large-scale farms. Accurate counting of sheep in a flock allows for the development of effective breeding plans, which align with animal welfare standards while also reducing farm costs (1). Facial recognition enables precise identification of individual sheep, supporting better tracking and management. The information can be used to tailor feeding plans for each sheep, promoting precise breeding and scientific farm management (2). Additionally, facial expression analysis helps assess the health status of sheep, enabling timely treatment of sick or injured animals and minimizing the risk of disease spread (3). As such, sheep inventory counting, facial recognition, and health analysis hold significant potential for application in precision sheep farming, making them essential tasks for improving farm efficiency and animal welfare (4–6).

Livestock identification methods are generally classified into contact and non-contact types. Contact methods are traditional approaches, including ear markings, ear tags, and radio frequency identification (RFID) (7, 8). Non-contact recognition, on the other hand, typically involves identifying livestock based on physiological characteristics, such as iris and retinal blood vessels (9, 10). Traditional contact methods are limited by distance, and improper installation can cause stress in animals or harm to personnel. Additionally, ear tags and similar methods require manual registration, which is time-consuming and prone to errors. Non-contact recognition, currently reliant on combining retinal and iris data with traditional machine learning, is primarily used for identifying individual animals. However, it does not meet the requirements for identifying sheep or livestock in complex environments (11, 12). Moreover, non-contact methods often involve complicated data collection processes, which are not easily cooperative with livestock, limiting their practical applicability.

In recent years, with the advancement of convolutional neural networks (CNNs), face recognition technology has become increasingly mature. However, studies on sheep recognition remain limited (13, 14). Drawing inspiration from face recognition, several studies have explored the use of CNNs to identify livestock using various biometric features (15–18). Facial recognition technology offers advantages such as being natural, intuitive, and non-contact, eliminating the need for livestock to cooperate with fixed gestures. Additionally, face recognition systems are known for their strong anti-interference capabilities and good scalability. As a result, contactless recognition using visual biometric features has become a promising trend for individual livestock identification. For instance, Xie et al. (19) developed an improved DenseNet-CBAM model for pig face recognition, integrating the Convolutional Block Attention Module (CBAM), which enhanced recognition performance. Wang et al. (20) proposed a multi-scale convolutional neural network-based model for contactless individual pig detection in complex environments, achieving an accuracy of 92%. Li et al. (21) introduced a CNN-based method for detecting pig face feature points, addressing the challenge of accurate feature point detection in livestock recognition. Wang et al. (22) implemented a lightweight pig face recognition model based on a deep convolutional neural network, which demonstrated a high recognition rate in complex environments. Yang et al. (23) applied a YOLOv4-based target detection network that incorporated coordinate information to accurately identify individual cows, with an average recognition accuracy of 93.4%. Traditional cattle identification methods require external tools, which pose safety risks for breeders and may cause physical harm to the cattle. To overcome this, Zhu et al. (24) proposed a bovine face biometric feature extraction method based on image analysis, achieving an accuracy of 95.1%.

The studies mentioned above primarily focus on facial recognition research for pigs and cattle. In contrast, research on sheep facial recognition and expression analysis has made significant progress in the following studies. Xu et al. (25) fine-tuned seven different pre-trained classification network models through transfer learning to assess the effectiveness of existing target classification networks for sheep face recognition, achieving an average detection accuracy of 99.8%. Zhang et al. (26) proposed an improved MobileFaceNet network for sheep face recognition, which achieved 97.91% accuracy in recognizing sheep with small differences, at long distances, and under conditions of low recognition accuracy. Song et al. (27) applied the YOLOv3 recognition network for sheep face recognition, achieving fast and accurate results. Billah et al. (28) introduced a deep learning-based goat facial recognition method, which demonstrated good accuracy, with a recognition rate of 96.4%. For facial expression detection, Han et al. (29) proposed an improved STVGGNet-based algorithm for detecting sheep pain expressions, which achieved an accuracy of 96.06%, addressing the challenges of high experience requirements, low recognition accuracy, high costs, and delays in disease treatment in manual recognition of sheep pain. Noor et al. (30) used transfer learning to fine-tune an existing classification network, achieving effective detection of painful expressions in sheep with accuracies of 96.69% in the validation set and 100% in the test set.

Existing livestock recognition technologies do not integrate individual counting or facial expression analysis functions, which are essential for accurate feeding and real-time health monitoring of individual sheep. To address these limitations, a three-stage system for group sheep recognition and individual multi-part classification is proposed. The system consists of three main steps: multi-part recognition of flock sheep, facial classification, and facial expression analysis. A multi-part recognition network is used to achieve flock counting by targeting the back of the sheep, facial classification is employed for individual sheep identification, and a facial expression analysis network is utilized to assess the health status of the sheep.



2 Methods


2.1 Production of datasets


2.1.1 Experimental data sources

The video footage of sheep faces used was captured in the standardized indoor sheep farm environment of Luoyang Xiangshun Agricultural and Animal Husbandry Technology Company, located in Luoyang City, Henan Province, China. The test subjects consisted of 30 adult sheep in four different states: nulliparous, fertilized, pregnant, and postpartum. A Canon camera was used for semi-monthly tracking of the sheep in a herd environment, with each video session lasting no less than 30 min. The frame rate was set to 30 fps, and the shooting scenes are shown in Figure 1.

[image: Four images of sheep in different stages of reproduction. (a) Nulliparous: a group of sheep in a pen. (b) Fertilized: sheep resting closely together. (c) Waiting to give birth: sheep gathered in a pen. (d) Having given birth: sheep with lambs in a pen.]

FIGURE 1
 Schematic diagram of the shooting scene. (A) Nulliparous. (B) Fertilized. (C) Waiting to give birth. (D) Having given birth.




2.1.2 Data similarity processing

The videos were captured at a rate of 25 frames per second, and clear, effective images were selected as sample data. To further filter out similar images and avoid overfitting of the model due to similarity, the perceptual hash algorithm (d-Hash) was used to eliminate the similar images. Both images were resized to 8 × 9 × 3 pixels and then converted to grayscale. The pixel values of each row were compared sequentially: if the former value was larger than the latter, a difference value of 1 was assigned; otherwise, 0 was assigned this process generated two binary 8 × 8 difference matrices. The four characters before and after each row of the difference matrix were converted to hexadecimal, forming two 16-character hash strings. The Hamming distance between the images was then calculated using the XOR method. Only images with a Hamming distance greater than or equal to 12 were retained to eliminate interference from similar images. As a result, a total of 3,078 effective and clear images were selected.



2.1.3 Data amplification and annotation

The sheep face recognition network consisted of three parts: a multi-site recognition network for individual flock sheep, a facial classification network, and a facial expression classification network. Three separate datasets—Dataset A, Dataset B, and Dataset K—were used to train the networks, with the overall processing flow shown in Figure 2.

[image: Flowchart depicting a process for lamb identification using a YOLOv5 Facial Network. The process starts with video frame selection, followed by a perceptive hash algorithm, data annotation, and partitioning, leading to a facial network. There are two paths: one for face data set enhancement and classification, and another for facial expression data set enhancement. It culminates in lamb identification, inventory count, and health checks, supported by labeled photos of lambs and a penned group.]

FIGURE 2
 Overall flow chart of facial identity recognition and expression analysis system.


Dataset A contained 3,078 pre-screened images. The annotation tool LabelImage was used to annotate the images according to the Pascal VOC format, generating an annotation file in.xml format. Dataset A was then split in a 2:1 ratio. Dataset B consisted of 30 sheep, each with 90 face images, totaling 2,700 images. This dataset was divided in a 2:1 ratio between the training and test sets. Dataset K included two categories of images: healthy and sick sheep, with specific differences between the two categories shown in Figure 3. The healthy images were taken from 15 adult sheep in Dataset B, while the sick images were sourced from an additional five sheep identified as diseased by a local veterinarian.

[image: Ten images of sheep arranged in two rows. The top row shows five sheep displaying expressions labeled as "Pain," with varying degrees of possible discomfort. The bottom row shows five sheep with more relaxed expressions labeled as "Normal."]

FIGURE 3
 Facial images of sheep in pain and normal states.


To enhance the generalization performance of the facial identity and expression analysis system, Datasets A, B, and K were augmented after splitting. Dataset A was augmented using four methods: random rotation (−15° to 15°), horizontal flip, MixUp, and brightness change. The corresponding annotation files were transformed accordingly, generating Training Set C (10,260 images) and Test Set D (5,130 images). For Dataset B, augmentation was performed using random rotation and brightness change, resulting in Training Set E (5,400 frames) and Test Set F (2,700 frames). Dataset K was augmented in the same way as Dataset B, creating Training Set M (2,400 frames) and Test Set N (1,200 frames).




2.2 Multi-part identification network for individual flock sheep


2.2.1 Improved face detection model for YOLOv5 sheep

Face and back recognition were used to identify individual sheep and lambs, enabling face interception and sheep counting functions. YOLOv5s was chosen for target detection due to its small model size, fast detection speed, and ease of deployment on mobile devices. YOLOv5s was applied to detect faces, backs, and lamb targets. However, the large number of sheep often led to issues such as stacking and partial occlusion in the large-scale breeding environment, posing significant challenges for the YOLOv5s sheep individual multi-part recognition network. Additionally, the sheep’s body texture features were relatively uniform, with most being pure white, which made it difficult for the YOLOv5s network to distinguish between different parts of the sheep. To address these challenges, improvements were made to the neck and head networks of YOLOv5 to enhance detection performance in obstructed environments and improve the accuracy of sheep individual counting.

A depth factor of d = 0.33 was applied to the YOLOv5s backbone network to scale down the main architecture of CSPDarkNet53, reducing the number of model parameters and creating a lighter network. A width factor of w=0.5 was used to decrease the input image size, reducing computational effort and improving detection speed for the multi-part recognition network of individual flock sheep. However, this adjustment also affected the detection performance for small, medium, and large targets, making it less suitable for multi-target detection in complex group sheep environments. Due to variations in sheep body shapes, occlusion, and the different sizes of individuals, especially in the farrowing room where lambs are often obscured by ewes, the model faced significant challenges in detecting sheep in such conditions.

To address these issues in complex breeding environments, it was essential to enhance the target detection algorithm’s ability to screen fine-grained features across multiple scales, ensuring effective detection of both large and small objects. A multi-link convolution feature fusion structure was proposed, shown in Figure 4, capable of refining features for small, medium, and large targets. The input feature map was divided into multiple sub-blocks, improving the detection of fine features. Convolution kernels of sizes 1, 3, and 5, along with various convolution types (separable, normal, and group convolution), were applied in specific blocks to enhance feature fusion. The introduction of multi-link convolution reduced the feature fusion path in YOLOv5s, improving the model’s ability to extract higher-order semantic features of sheep while preserving shallow coordinate information. This change allowed for better feature transfer and enhanced recognition of herd sheep. Additionally, multi-link convolution reduced the network model’s parameters by dividing the feature map into smaller blocks, thereby improving detection accuracy and speed for each sheep and lamb part.

[image: Schematic diagram illustrating multi-link convolution structures in three blocks, with components like convolution, ReLU, and concatenation. Below it is a spatial diagram showing stacked layers, highlighted by arrows indicating transformation or flow between them.]

FIGURE 4
 Multi-link convolution blocks. (A) Schematic diagram of multi-link convolution structure. (B) Spatial diagram of multi-link convolution structure.


The Repconv convolution structure was introduced before the head network to improve the detection effect of different sizes of the group sheep’s face, back and young under complex environment. Repconv contained two different convolution structures of 1 × 1 and 3 × 3. 1 × 1 convolution can further enhance the attention to small target features, and 3 × 3 convolution kernel can enhance the information fusion of high and low order features. Compared with a single common convolution structure, Repconv had a more diversified screening effect on target details to improve the detection effect on targets of different sizes.

The multi-part recognition network of the improved YOLOv5s sheep is shown in Figure 5. It was easy to see that the network was divided into three parts: ① the CSPDarkNet53 trunk network structure after the same scale; ② the improved path aggregation network (PANet) and ③ the Head network structure.

[image: Flowchart illustrating a complex neural network architecture. It includes layers such as Focus, CBS, CSP1_X, UP, CSP2_X, and others arranged in three main stages. Connections between components are shown with arrows, leading to three output blocks. Additional network details like Residual blocks, Concat, Conv, and other operations are depicted. Color coding differentiates various layers and operations.]

FIGURE 5
 The improved YOLOv5s multi-part recognition network.


Note: CSPn_X stands for Cross stage partial structure, Conv stands for convolutional, BN stands for Batch Norm, CBL stands for Conv+Batch BN + SiLU activation function synthesis module, ResUnit stands for the residual connection module, Concat stands for the feature concatenation operation, UP stands for upsampling operation and Maxpool stands for the pooling operation. Block1, Block2 and Block3, respectively, represent the improved combination structure. Focus represents the focusing module, and slice represents the corresponding slicing operation.



2.2.2 Anchor frame re-clustering

The anchor frame sizes in the YOLOv5s target detection network are based on clustering from the COCO dataset, which includes 80 categories. Since the anchor frame sizes vary across categories, they cannot be directly applied to sheep face detection. The multi-part recognition network for sheep in this work primarily identifies the face, back, and lamb, each with different shapes and sizes. To improve detection across large, medium, and small targets, the k-means clustering algorithm was used to re-cluster the sizes in the annotation files. This process resulted in 9 anchor frame sizes with different length-to-width ratios: (29, 68), (67, 38), (50, 77), (46, 117), (78, 73), (104, 56), (74, 114), (79, 187), and (142, 115).



2.2.3 Multi-part identification network loss function

YOLOV5s target loss function consists of four parts: positive sample coordinate loss, positive sample confidence loss, negative sample confidence loss and positive sample classification loss. The loss function is calculated as shown in Equation 1. Where [image: Greek letter lambda subscripted with the word "coord" in italics.] and [image: Greek letter lambda with subscript text "noobj" in italic font.] respectively represent positive sample weight coefficients and negative sample coefficients; [image: Double summation notation with outer sum from i equals zero to K times K and inner sum from j equals zero to M.] represents traversal all prediction boxes; [image: Mathematical notation represented as \( I_{ij}^{\text{obj}} \).] and [image: The mathematical notation shows \( I_{ij}^{noobj} \), indicating a specific variable or value with subscripts i and j and a superscript "noobj".] respectively represent whether there is an object, that is, there is an object is 1, and there is no object is 0; [image: The image shows the mathematical notation "C sub i" with a circumflex accent over the letter C.] and [image: The image shows the letter "C" with a subscript "i."] respectively represent the predicted and true values of the samples; [image: Lowercase letter "p" followed by a subscript lowercase letter "i".] represents the predicted probability for a certain class; Complete Intersection of Union loss (CIOU) represents the loss function used between the prediction frame and the true as shown in Equation 2; [image: The mathematical expression shows rho squared multiplied by the difference between b and b superscript gt, within parentheses.] represents the diagonal distance of the minimum closure region between the prediction frame and the true frame; [image: Lowercase Greek letter alpha, commonly used in mathematics and science.] is used to measure the consistency parameter between the predicted frame and the real frame, and v represents a trade-off parameter as shown in Equation 3.

[image: Mathematical formula for Loss1 in an object detection model, featuring lambda terms, summations over indices i and j, and object and no-object classifications. Includes components for coordinate loss with CIOU, confidence loss, and classification loss across classes.]

[image: CIOU equation: CIOU equals one minus IOU plus rho squared times the distance between b and b superscript gt, divided by c squared, plus alpha v.]

[image: Equation for v: \( v = \frac{4}{\pi^2} \left( \arctan \left(\frac{w^{gt}}{h^{gt}}\right) - \arctan \left(\frac{w}{h}\right) \right)^2 \).]




2.3 Facial classification network of sheep

Aiming at the phenomenon of feature redundancy in feature extraction networks, GhostNet proposed a lightweight network model, which used linear operations instead of partial convolution to generate a large number of redundant feature graphs to reduce the amount of network computation and improve the speed of the model. GhostNet network was composed of a series of Ghost stream modules stacked. Ghost vector was mainly composed of two structures, separable convolution structure (DWConv) and Ghost module, to achieve the effect of reducing the number of model parameters and improving the detection rate of the model.


2.3.1 Improved GhostNet facial distribution network

Although GhostNet feature network generated efficient feature graphs through simple linear feature mapping, its separable convolution structure reduced the information interaction between different feature graphs and may neglect the extraction of key features. In view of the similar facial texture of sheep, small differences in intra-class features, and difficult to distinguish fine grained features, the four-layer spatially separable self-attention mechanism (SSSA) was adopted to effectively replace the sixth stage network structure in GhostNet, so as to improve the extraction of important features in the facial region. The SSSA consisted of the local self-attention mechanism (LSA) and the global subsampled attention mechanism (GSA), the structure is shown in Figure 6. The LSA module captures fine-grained features and short-range information with a window size of 7 × 7, while the GSA processes long-distance and global information, enabling fusion of local features and information exchange between different regions. The fine features of sheep face can be screened and the detection effect of facial classification network can be improved using the alternating link of LSA and GSA.

[image: Diagram illustrating a neural network architecture with two stages. Stage 1 consists of blocks: LN, LSA, LN, and MLP, with skip connections. Stage 2 replaces LSA with GSA, maintaining other blocks. An MLP section on the right includes layers: FC (197×112), GELU, FC (197×448), and Dropout.]

FIGURE 6
 Structure diagram of separable self-attention mechanism.




2.3.2 Facial classification network loss function

CrossEntropy Loss function was used for regression training of sheep face classification network in the improved face classification network, as shown in Equation 4, [image: The image shows the mathematical notation "y" with a subscript "j".] represents the unique thermal coding form corresponding to the real category, and [image: Lowercase letter "o" with a subscript "j".] represents the probability that the network predicts a certain category.

[image: Mathematical formula representing a loss function equation: \( \text{Loss2} = \sum_{j=1}^{q} y_j \log \sum_{j=1}^{q} \exp(o_j) - \sum_{j=1}^{q} y'_j o_j \), with the equation labeled as number 4.]




2.4 Expression analysis network of sheep face

The sheep facial expression analysis network is based on the EfficientNet detection framework, which consists primarily of MBConv convolution blocks. These blocks come in 3 × 3 and 5 × 5 modes, each incorporating three components: standard convolution, separable convolution, and a channel management attention mechanism. After the facial images of sheep are captured, issues such as low resolution and blurred facial expression features often arise, making it challenging for deep networks to extract and train important features. Additionally, the deep layers of the EfficientNet model and high input resolution lead to unnecessary computation, affecting the model’s detection speed. To address these issues, the EfficientNet model is scaled using depth scaling factor d and resolution scaling factor r. The model was compressed with scaling factors of 1.0, 0.5, and 0.25, reducing the number of parameters, improving detection accuracy, and enhancing the speed of the sheep recognition and classification system.


2.4.1 Facial classification network loss function

Focal Loss function was used to classify sheep faces and regression training sheep facial expressions in the facial expression analysis network as shown in Equation 5. [image: Mathematical expression with the letter "P" followed by a subscript lowercase "t".] represents a probability factor as shown in Equation 6. When the prediction category is consistent with the real category, [image: The image shows the symbol "P" with a subscript "t".] is equal to the probability value of correct prediction, and conversely, the prediction probability value is inverseed; [image: Lowercase Greek letter gamma.] represents the adjustable focusing parameter.

[image: Loss function equation labeled as equation five: Loss subscript three equals negative open parenthesis one minus P subscript t close parenthesis raised to the power of gamma times the logarithm of P subscript t.]

[image: Equation labeled as six shows \( P_t \) defined as a conditional expression: \( p \) if \( y = 1 \), and \( 1 - p \) otherwise.]




2.5 Model training


2.5.1 Model training and parameter configuration

The facial identity recognition and expression classification system was developed using the PyTorch framework. The system consists of three networks, each trained separately before being integrated for sheep facial identity recognition, individual counting, and facial expression analysis. Transfer learning was applied to enhance the generalization ability and accelerate convergence of the system.

For the improved YOLOv5s multi-part recognition network, pre-training was conducted using the COCO dataset, with the network weights serving as the initialization. This process improves detection accuracy for sheep faces, backs, and lambs in a complex environment. The training settings include an image size of 640 × 640, a batch size of 16, and 300 epochs. After each epoch, the system automatically saves the best-performing weights. The backbone network is frozen for the first 50 epochs, with an initial learning rate (LR) set to 0.001, which is reduced to 0.0001 for the next 250 epochs. The LR is smoothed using the cosine annealing algorithm to enhance feature extraction in the facial recognition network.

Regarding the sheep facial classification and expression analysis networks, the Mini-ImageNet dataset was used for transfer learning. The input image size was set to 224 × 224, and the LambdaLR scheduling strategy was employed to adjust the LR periodically. The initial LR was set to 0.01 for both sub-networks, with the SGD optimizer used to optimize the model parameters.



2.5.2 Model evaluation index

To comprehensively evaluate the network detection performance of the facial identity recognition and expression classification system, several evaluation metrics are employed, including average precision (AP), mean average precision (mAP), accuracy, precision, recall, frames per second (FPS), model weight size (Weight), model parameter count (Params), model computation (FLOPS), and memory usage during model inference (Memory). FPS refers to the number of images processed per second. AP is calculated by plotting the precision-recall (P-R) curve, with recall on the horizontal axis and precision on the vertical axis, and integrating to find the area under the curve. mAP is the mean of the AP values across all categories. The calculation formulas for these metrics are as follows:

[image: Formula for precision, represented as TP divided by the sum of TP and FP, where TP is true positives and FP is false positives. Equation number seven in the context.]

[image: Recall formula: Recall equals TP divided by the sum of TP and FN. Equation number eight. TP stands for true positives, and FN stands for false negatives.]

[image: Accuracy formula shown as: (TP + TN) divided by (TP + TN + FP + FN), where TP is true positives, TN is true negatives, FP is false positives, and FN is false negatives.]

[image: Formula showing average precision \( AP = \int_{0}^{1} Precision \cdot Recall \).]

[image: The formula for mean Average Precision (mAP) is shown as mAP equals the sum from i equals one to N of AP sub i, divided by N. The equation is labeled as (11).]

In Equations 7–11, TP represents the number of positive samples predicted by the model that are consistent with the real label; FP represents the number of samples predicted by the model that are inconsistent with the actual positive samples; FN (False Negative) represents the number of samples predicted by the model that are inconsistent with the actual negative samples; TN represents the number of samples predicted by the model that are consistent with the actual negative samples.





3 Results and analysis


3.1 Comparison of the results of multi-part recognition model of sheep individual


3.1.1 Comparison of the results of different types of recognition algorithms

The same dataset C was used to train common target detection algorithms, such as the YOLO series, SSD, Faster-RCNN, CenterNet, and EfficientDet, to comprehensively evaluate the performance of the improved individual multi-part identification network. These detection algorithms were tested using test set D from the multi-part identification data of sheep individuals. The network models were assessed across six aspects: FPS, weight, mAP, Params, FLOPs, and memory usage. The test results are presented in Table 1. The mAP values in Table 1 were all obtained with an IOU threshold of 0.5.



TABLE 1 Comparison of the results of different models.
[image: A table comparing various models based on performance metrics. Columns include model name, frames per second (Fps/s), mean average precision (mAP/%), weight in megabytes (Weight/M), number of parameters (Params), floating point operations per second in gigabytes (Flops/G), and memory in megabytes (Memory/M). Models listed are SSD, CenterNet, Faster-RCNN, EfficientDet, YOLOv4-Tiny, YOLOv4, YOLOX-Nano, YOLOX-Tiny, YOLOX-s, YOLOX-m, YOLOX-l, YOLOX-x, YOLOv5-s, YOLOv5-m, YOLOv5-l, and YOLOv5-x. The table details their respective values under each category.]

As shown in Table 1, the highest FPS of YOLOv4-tiny is 129, making it the fastest in terms of detection speed; however, its mAP is only 77.12%, indicating low detection accuracy. YOLOv5-x achieves the highest detection accuracy with an mAP of 95.98%, but its weight, parameters, and FLOPs are too large, making it less suitable for lightweight model applications. YOLOv5-s has an FPS of 64, mAP of 93.29%, weight of 27.1, parameters of 711,785, and FLOPs of 8.27, offering a good balance between detection accuracy and speed. Therefore, YOLOv5-s is chosen as the baseline model for the multi-part recognition network.



3.1.2 Comparison of the results of improved multi-part recognition models of sheep individual

Improvements were made to YOLOv5s and experiments were conducted, as shown in Table 2. YOLOv5s-MCFB refers to the multi-part recognition network for sheep individuals that incorporates multi-link convolution feature fusion blocks into the path aggregation network, while YOLOv5s-MCFB+ further integrates the Repconv convolution structure on top of the multi-link convolution feature fusion blocks.



TABLE 2 Comparison of the test results of the improved multi-part identification models of sheep individual.
[image: Comparison table of three models: YOLOv5s, YOLOv5s-MCFB, and YOLOv5s-MCFB+. Metrics include FPS, mAP percentage, weight, parameters, FLOPS, and memory. YOLOv5s has the highest FPS at 64, while YOLOv5s-MCFB+ has the highest mAP at 95.84% and the most parameters at 18,580,104. YOLOv5s-MCFB has the highest weight at 73.9 million, while using 485.93 million memory.]

According to Table 2, the mAP for YOLOv5s-MCFB and YOLOv5s-MCFB+ reaches 95.77 and 95.84%, respectively. The FPS of these models is slightly lower than that of YOLOv5s, at 57 FPS and 53 FPS, respectively. Compared to YOLOX Nano, YOLOX Tiny, YOLOX-s, YOLO-m, YOLOX-1, YOLOX-x, YOLOv5s, YOLOv5m, and YOLOv5l, the mAP of YOLOv5s-MCFB+ increased by 7.75, 2.93, 2.44, 1.25, 1.52, 1.83, 2.55, 1.67, and 0.01%, respectively. This demonstrates the effectiveness of the improvements proposed in this paper.

To evaluate the detection performance of the improved multi-part recognition network for individual sheep counting, the backs, faces, and lambs in 120 images were counted. As shown in Table 3, a total of 187 faces, 936 backs, and 185 lambs were identified, with 35 individuals experiencing severe occlusion, bringing the total to 1,173 sheep. YOLOv5s-MCFB+ achieved the highest detection accuracy in counting sheep individuals, detecting 1,161 individuals with only 12 missed detections, resulting in a detection accuracy of 98.97%. When compared with YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x models, the results showed increases of 5.2, 3.32, 2.13, and 0.68%, respectively.



TABLE 3 Comparison of individual counting between the improved multi-part recognition model and the YOLOv5 series models.
[image: Table comparing YOLOv5 models with categories: Face, Back, Lamb, Total, Shelter, Predict, Omission, and Accuracy. All models have consistent scores for Face (187), Back (936), Lamb (185), Total (1,138), and Shelter (35). Predictions and accuracy improve from YOLOv5s to YOLOv5s-MCCB+, with highest accuracy of 98.97% for YOLOv5s-MCCB+.]

Since discussed in Figure 7, the prediction outcomes of the YOLOv5s-MCFB+ multi-part recognition model were visualized using class activation heat maps in order to further confirm the efficacy of the enhanced multi-part recognition network. The areas that the model concentrated on throughout the identification phase are indicated by these heat maps. It is clear that the model focuses more on the back and lamb aspects of the sheep and less on the face, which explains why the model is more successful at identifying the back and lamb than the face.

[image: Four images showing thermal detection scenarios of a group of sheep in a pen. Each image has colored heat maps overlaying the sheep, indicating levels of heat distribution. Scenario 1 and Scenario 3 show more concentrated heat spots on multiple sheep, while Scenario 2 and Scenario 4 display fewer and larger heat regions. The background shows a barn setting with slatted flooring.]

FIGURE 7
 Class activation heat map of different sheep parts in the improved multi-part recognition network.





3.2 Comparison of the results of the improved facial classification network model

ResNet50, MobileNetV2, MobileNetV3, MobileVit, GhostNet and the improved facial classification network model were used for comparative training of sheep face classification dataset E. The performance of these networks was tested using test set F, and the results are summarized in Table 4. MobileNetVit, MobileNetVitxs, and MobileNetVitxxs represent different versions of the same classification network. GhostNetVits, GhostNetVitm, and GhostNetVitl correspond to networks in which varying amounts (1, 2, 3) of LSA-GSA three-stage face classification networks were introduced into the sixth-stage structure of the GhostNet classification network. The Multi-Head Attention mechanism, which integrates different network modules for deeper feature extraction, was also explored. Specifically, GhostNetVitm2, GhostNetVitm, and GhostNetVitm8 represent the variations of the network structure with 2, 4, and 8 Multi-Head Attention layers, respectively.



TABLE 4 Results comparison between the improved sheep face classification model and other models.
[image: Table comparing models with columns for precision, recall, frames per second (fps/s), training accuracy (Train_acc), test accuracy (Test_acc), and weight in millions (Weight/M). Models include ResNet50, MobileNetV2, MobileNetV3, MobileNetVit variations, and GhostNet variations. Notable results: ResNet50 shows 99.4% precision and recall with 98.3% test accuracy, while GhostNetVitm2 has the best test accuracy at 98.9%. MobileNetVitxs is the lightest model with a weight of 7.81 million.]

As shown in Table 4, the Precision, Recall, and Accuracy of the GhostNetVitm on the training and testing datasets are 99.4, 99.6, 96.7, and 98.7%, respectively, outperforming GhostNet, GhostNetVits, and GhostNetVitl network. This indicates that adding the two-layer LSA-GSA structure to the GhostNet network yields the best results. Comparing different numbers of multi-head attention mechanisms, the results show that adding the four-layer multi-head attention mechanism yields the best performance. Therefore, the GhostNetVitm network is chosen for facial identity recognition of sheep.

To verify the effectiveness of the improved face classification network, the loss change curves for GhostNet, GhostNetVits, GhostNetVitm2, GhostNetVitm, GhostNetVitm8, and GhostNetVitl on test set F are plotted, as shown in Figure 7.

As observed in Figure 8, the loss curve for the GhostNet facial recognition model exhibits significant fluctuations and a slow convergence rate. In contrast, the loss curve for GhostNetVits fluctuates more gently, although the overall loss value is slightly higher than that of the other networks. The loss curves for GhostNetVitm2, GhostNetVitm, GhostNetVitm8, and GhostNetVitl show minimal differences. Among these, the improved GhostNetVitm face classification network achieves the lowest loss value and the fastest convergence, further demonstrating the effectiveness of the improved sheep face classification network.

[image: Line graph showing the performance of different GhostNet models across 100 epochs. The y-axis represents performance, while the x-axis shows epochs. Each line represents a model: Ghostnet, GhostnetViTs, GhostnetViTm2, GhostnetViTm, GhostnetViTm8, and GhostnetViTl. Performance spikes appear between 10 and 40 epochs, with stabilization after.]

FIGURE 8
 Loss curve of the improved face classification network ablation test.


Additionally, to demonstrate that the improved face classification network model focuses on the features of different facial regions of sheep, 12 facial images from ID001 to ID012 were selected. The class activation heat map was applied to visualize the last layer of the convolutional feature map. The specific results are shown in Figure 9.

[image: Twelve thermal images of sheep faces, each labeled with an ID from 001 to 012. The images display varying heat patterns using a color gradient, with hotter areas in red and cooler areas in blue.]

FIGURE 9
 Improved facial classification network class activation heat map.


The darker regions in Figure 8, which correspond to higher activation areas, indicate that the facial classification network model places more emphasis on the features in those regions. This suggests that these areas play a more significant role in the recognition process of the sheep’s facial identity. The facial features of sheep are primarily focused around the bridge of the nose, with some concentration on the sides of the nose bridge. This highlights that the improved facial classification model primarily differentiates individual sheep based on the nose bridge area. For sheep with less distinct features in the nose bridge region, the model relies more on the sides of the nose bridge for identification.



3.3 Comparison of results of improved facial expression network model

In order to show the detection effect of the improved facial expression classification network, the model is trained and verified by using facial pictures of healthy sheep in the natural state and painful expression pictures in the pathological state. EfficientNet0.5 represents scaling of the depth of the network layers and the input image resolution size by 0.5 times, respectively. In Table 5, EfficientNet0.25 represents scaling for the depth of network layers and the resolution size of the input image by 0.25 times, respectively. EfficientNet0.5 facial expression classification network can achieve 99.5, 98.0%, 140Fps/s, 99.2%, and 2.64 M in terms of Precision, Recall, Fps, test set accuracy, and Weight size, respectively. Compared with EfficientNet, it has improved 5.4, 4.4 and 3.6% in Precision, Recall, test set accuracy and other metrics imitations. Compared to EfficientNet0.25, the improvement is 0.6, 2.3 and 0.5%, respectively. In terms of detection frame rate, EfficientNet0.25 has the fastest detection speed, up to 185Fps/s. EfficientNet0.5 has a detection speed of 140Fps/s, which is a significant improvement over EfficientNet and slightly lower than the detection speed of EfficientNet0.25 In terms of weight size, the EfficientNet0.25 model is the smallest, with a weight of only 0.55 M. The weight of EfficientNet0.5 is 2.64 M, which is a substantial reduction compared to EfficientNet.



TABLE 5 Comparison of ablation test results of the improved facial expression classification network.
[image: Comparison table of three models: EfficientNet, EfficientNet\(_{0.5}\), and EfficientNet\(_{0.25}\). Metrics include Precision, Recall, FPS/s, Train accuracy, Test accuracy, and Weight in millions. EfficientNet\(_{0.5}\) shows the highest Precision and Test accuracy, while EfficientNet\(_{0.25}\) has the highest FPS/s. EfficientNet has the largest weight.]

To further verify the effectiveness of the network improvement, the loss curves of the above three network structures in the test set were plotted in this experiment, as shown in Figure 10A. EfficientNet0.5 loss curve has the best smoothness with increasing epoch, and the loss value is the lowest among the three curves. Therefore, for the sheep facial expression analysis network, appropriately reducing the depth of the network and the resolution of the input images helps improve both the detection accuracy and speed. It effectively reduces the risk of losing important features during the feature extraction process, enhancing the robustness of the model. In addition, this study selected facial images of sheep in healthy state and painful images in sick state, a total of 16 images. Heatmap visualization was performed on the facial expression analysis network EfficientNet0.5, as shown in Figure 10B.

[image: Graph showing network loss curves for improved facial expression analysis using EfficientNet, EfficientNet0.5, and EfficientNet0.25. Below, a series of heatmaps display facial expressions labeled as pain and normal. The heatmaps use color gradients to indicate areas of activation.]

FIGURE 10
 Network loss curve and activation heat map. (A) Network loss curve of improved facial expression analysis. (B) Improved facial expression class activation heat map.


The heat map reveals that the improved facial expression classification network primarily focuses on the eye region for sick sheep. In contrast, for facial images of sheep in a healthy state, the network emphasizes the region between the two eyes and the side face area. The distribution of important features in the facial visualizations indicates that the eye region plays a crucial role in distinguishing between the two conditions—healthy and sick sheep. This highlights the eye area as the key feature for identifying the different morphological states of the sheep.




4 Discussion

This study focused on the analysis and summary of the detection results of individual multi-part recognition network, facial classification network and facial expression network of sheep. It was found that the improved individual multi-part recognition model focused more on the back and lamb features of sheep, but lacked focus on the facial region of sheep from the results of the improved individual multi-part recognition network. The improved multi-part recognition network for individual flock sheep may be missing when physical, behavioral and side faces are included. However, considering the robustness of the individual multi-part recognition network, the network should selectively discard some images with obviously incomplete faces, so as to reduce the risk of misidentification and improve the accuracy of the facial classification network Guo et al. (31). Therefore, this balancing issue needs to be discussed further. In conclusion, the improved individual multi-part recognition network of sheep needs to be improved the detection effect of face as much as possible in all aspects, as well as back and pup detection performance.

The facial classification network is mainly responsible for judging the individual facial images captured by the multi-part recognition network to realize individual identity recognition in the herd environment. The detection results of the improved facial classification network showed that the network mainly discriminates the nasal bridge region of sheep to achieve the identification of individual sheep. And when individual nasal region features are not obvious, the model needs to make critical distinctions by features on both sides of the nasal bridge. Whether or not individual sheep identity can be reliably determined by features on the nasal bridge is still to be verified in future work, considering whether it is influenced by sheep species and the number of individual sheep Hitelman et al. (32).

For the facial expression analysis network, this study focuses on the differences and connection between the natural expression of healthy sheep and the painful expressions of sick sheep to achieve the initial health management of group sheep. Through the visualization of the training process, it was observed that the eyes of healthy sheep are more lively, while the eyes of sick sheep appear dull Fitzpatrick et al. (33). Therefore, it is feasible to judge the health status of sheep by using the features of sheep eye region in a certain principle.



5 Conclusion

	(1) For the problems that the target recognition algorithm with large number of network parameters has low detection speed but it has low detection accuracy with small network parameters, an improved multi-part recognition algorithm was proposed based on YOLOv5s as the prototype. A multi-link convolution residual feature fusion structure was introduced into the YOLOv5s path aggregation network structure to improve the screening ability of fine-grained features of objects of different sizes. In order to further improve the detection effect of dense targets and the detection ability of small targets, a layer of Repconv convolution structure was added to the head part on the basis of the introduction of the multi-convolution residual feature fusion structure in the sheep individual multi-part recognition algorithm, so as to realize the detection of small targets in complex environments.
	(2) Aiming at the characteristics of sheep with similar facial texture, small intra-class feature variability, and fine-grained features that were not easy to distinguish, improvements were made on the basis of the Ghostnet facial classification network. In order to effectively replace the sixth stage network structure in GhostNet, the four-layer SSSA was used to enhance the feature extraction ability of sheep facial features and improve the detection accuracy of the facial classification network.
	(3) For the improvement of the detection speed and effectiveness of the facial expression classification network, model compression tests were performed for the expression analysis network EfficientNet. The test results showed that certain compression EfficientNet helped to improve the model detection accuracy and enhance the model robustness and generalization performance.
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Model Precision Recall Fps/s Weight/M
EfficientNet 94.1 93.6 76 9.7 956 15,50
EfficientNetys 995 98.0 140 982 9.2 264

EfficientNet,.; 98.9 95.7 185 98.0 98.7 055
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Model Recall Fps/s Train_acc Weight/M
ResNet50 99.4% 99.4% 47 96.5% 98.3% 813
MobileNetV2 96.2% 93.8% 76 94.3% 94.9% 886
MobileNetV3 96.5% 96.2% 66 94.7% 95.2% 163
MobileNetVit 92.8% 92.7% 52 90.7% 91.3% 192
MobileNetVitxs 95.8% 95.3% 55 93.4% 94.3% 781
MobileNetVitxxs 96.1% 96.3% 66 94.5% 94.7% 411
GhostNet 97.4% 96.3% 7 95.3% 95.8% 152
GhostNetVits 88.3% 84.1% 66 90.1% 89.5% 127
GhostNetVitm2 99.3% 99.4% 58 96.5% 98.1% 191
GhostNetVitm 99.4% 99.6% 58 96.7% 98.9% 191
97.4% 96.0% 58 95.4% 96.2% 19.1

GhostNetVitl 99.3% 99.2% 47 95.8% 98.2% 210
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Model Face Back Lamb Total Shelter Predict

Accuracy/%

YOLOVSs 187 936 185 1138 35 1,100 73 93.77
YOLOVSm 187 936 185 1,138 35 1,122 51 95.65
YOLOWSI 187 936 185 1,138 35 1,136 37 96.84
YOLOVSX 187 936 185 1138 35 1,142 31 97.35
YOLOWSs-

187 936 185 1,138 35 1,153 20 98.29
MccB
YOLOVSs-

187 936 185 1,138 35 1,161 12 98.97

MCCB+
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Model Fps/s mAP/% /M Params Flops/G Memory/M
YOLOvSs 64 9329 27.1 711,785 827 28678
YOLOV5s-MCFB 57 95.77 597 14,522,120 1596 48593

YOLOVSs-MCFB+ 53 95.84 739 18,580,104 18.12 42577
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Model Fps/s mAP/% Weight/M Params Flops/G Memory/M

SSD 83 81.01% 916 26,151,824 3139 20692
CenterNet 7 92.60% 1240 32,665,432 215 61050
Faster-RONN 18 91.88% 5210 28,469,983 46165 53234
EfficientDet 19 85.85% 150 3,839,060 212 30624
YOLOVA-Tiny 129 77.12% 24 5918006 343 7294

YOLOV4 34 92.74% 244 64,040,001 2995 606,54
YOLOX-Nano 50 88.09% 37 900,459 124 23000
YOLOX-Tiny 64 9291% 194 5,038,395 759 26022
YOLOX-s. 61 93.40% 343 8945035 1334 34670
YOLOX-m 46 94.59% 9.8 25,291,755 3678 646.21
YOLOX-I 29 94.32% 2070 54,162,635 77.70 1030.10
YOLOX-x 18 9401% 3780 99,013,675 1408 149836
YOLOVS-s 64 93.29% 7.1 711,785 827 28678
YOLOVS-m 46 94.17% 80.6 21,133,185 2533 55553
YOLOVS-| 29 95.83% 1780 46,733,665 57.28 908.65

YOLOVS-x 18 95.98% 3780 87,257,832 10868 134452





OPS/images/fvets-12-1404564/fvets-12-1404564-g010.jpg
— effcienthet
— effcentiern.s

06
— Eficienthet0.2s

05

02

01

00

[ I A
E %K 85 s s

Normal Normal Normal Normal
(b) Improved facial expression class activation heat map





OPS/images/fvets-12-1404564/fvets-12-1404564-g009.jpg
D009 D010 D011 D012





OPS/images/fvets-11-1393136/fvets-11-1393136-g002.jpg
H

Intake rate (bites/min)

3

S " uly13 - " ulyi4
£ z, =
g, o
g & ks § &=
H = - Ll
Fa ] L T etm f
i - i
£ o .l
-
"""" T T
- July 16
.%:sn - %
-y o e f‘“-— i - w3
- Em - - ; 1
e i"_ - i - H
- p E
g e






OPS/images/fvets-11-1393136/fvets-11-1393136-g003.jpg
Intake rate (bites/min)

Intake rate (bites/min)

0. July 12| o July 13| _4s§
E 60 £ 0!
e i i
2, b
o | S Bl
»<oaunn £ reoson $o] r<oom
124 » F=14916 EY pan, 1
» » * » » A
; - o
o o g o
% Juy 15| July 16] 20 July 17
£ £
‘ |
“ H g
= & eno-
o H
" £ £
< s P <0.0001 8307 P<0.0001
30/ P<0.0001 |3 o. ] 0.0

5.671

7.153






OPS/images/fvets-11-1357109/fvets-11-1357109-t002.jpg
Model Train set accuracy Test set accuracy
Explainable 899+22% 87.2£41%
Deeplearning 915£2.6% 89.423.8%

The results are shown as mean standard deviation for k =5 fold.
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Dataset Model Train set accuracy Test set accuracy

Low Frequency + High Frequency Explainable 730£33% 689%5.1%
Deep learning 763£4.2% 725£47%
Low Frequency Explainable 582£13% 509£28%
Deep learning 655¢1.8% 46833%
High Frequency Explainable 79.642.6% 68.4£32%
Deep learning 749£3.0% 70.834%

The results are shown as mean standard deviation for k=5 fold.
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Abbreviation/Unit of

measure

Definition

FOMean (Hz)
FOMax (Hz)
FOMin (Hz)
FORange (Hz)
Q25 (Hz)

Q50 (Hz)

Q75 (Hz)

Fpeak (Hz)
Sound duration (s)
AMVar (dB/s)
AMRate (s-1)
AMExtent (dB)
Harmonicity (dB)
FlMean (Hz)
F2Mean (Hz)
F3Mean (Hz)
F4Mean (Hz)
F5Mean (Hz)
F6Mean (Hz)
F7Mean (Hz)
F8Mean (Hz)
Formant dispersal (Hz)

Wiener entropy mean

Mean FO* frequency value across the call
Maximum FO frequency value across the call

Minimum FO frequency value across the call

Difference between minimum and maximum FO

Frequency value at the upper limit of the first quartiles of energy (below 25%)
Frequency value at the upper limit of the second quartiles of energy (below 50%)
Frequency value at the upper limit of the third quartiles of energy (below 75%)
Frequency of peak amplitude

Duration of the call from start to end, measured on the oscillogram

Cumulative variation in amplitude divided by the total call duration

Number of amplitude modulations in a certain time frame

Mean-to-mean peak variation of each amplitude modulation

Degree of acoustic periodicity; also called harmonic-to-noise ratio—higher values indicate more tonal voice
Mean frequency value of the first formant

Mean frequency value of the 2nd formant

Mean frequency value of the 3rd formant

Mean frequency value of the 4th formant

Mean frequency value of the 5th formant

Mean frequency value of the 6th formant

Mean frequency value of the 7th formant

Mean frequency value of the 8th formant

Minimum spacing of the formants

Spectral flatness of a sound, calculated as the ratio of a power spectrums geometric mean to ts arithmetic mean measured on a

logarithmic scale
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