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Introduction: The mechanical properties of skeletal muscle are indicative of its capacity to perform physical work, state of disease, or risk of injury. Ultrasound shear wave elastography conducts a quantitative analysis of a tissue’s shear stiffness, but current implementations only provide two-dimensional measurements with limited spatial extent. We propose and assess a framework to overcome this inherent limitation by acquiring numerous and contiguous measurements while tracking the probe position to create a volumetric scan of the muscle. This volume reconstruction is then mapped into a parameterized representation in reference to geometric and anatomical properties of the muscle. Such an approach allows to quantify regional differences in muscle stiffness to be identified across the entire muscle volume assessed, which could be linked to functional implications.
Methods: We performed shear wave elastography measurements on the vastus lateralis (VL) and the biceps femoris long head (BFlh) muscle of 16 healthy volunteers. We assessed test-retest reliability, explored the potential of the proposed framework in aggregating measurements of multiple subjects, and studied the acute effects of muscular contraction on the regional shear wave velocity post-measured at rest.
Results: The proposed approach yielded moderate to good reliability (ICC between 0.578 and 0.801). Aggregation of multiple subject measurements revealed considerable but consistent regional variations in shear wave velocity. As a result of muscle contraction, the shear wave velocity was elevated in various regions of the muscle; showing pre-to-post regional differences for the radial assessement of VL and longitudinally for BFlh. Post-contraction shear wave velocity was associated with maximum eccentric hamstring strength produced during six Nordic hamstring exercise repetitions.
Discussion and Conclusion: The presented approach provides reliable, spatially resolved representations of skeletal muscle shear wave velocity and is capable of detecting changes in three-dimensional shear wave velocity patterns, such as those induced by muscle contraction. The observed systematic inter-subject variations in shear wave velocity throughout skeletal muscle additionally underline the necessity of accurate spatial referencing of measurements. Short high-effort exercise bouts increase muscle shear wave velocity. Further studies should investigate the potential of shear wave elastography in predicting the muscle’s capacity to perform work.
Keywords: shear wave elastography, muscle, biomechanics, ultrasound, stiffness, elasticity
INTRODUCTION
The mechanical properties of muscles are of relevance in the context of clinical examination and various scientific endeavors. During voluntary contraction, a muscle’s stiffness can be related to muscle functional properties, as it is directly related to the tension it produces (Ettema and Huijing, 1994; Morgan, 1977), while localized alterations of stiffness may underlie deleterious conditions, including dysfunctional innervation, muscle contractures and fibrosis (Kawai et al., 2018; Alfuraih et al., 2019). Assessing the change in passive muscle stiffness over the corresponding joint’s range of motion yields an estimate for passive tension (Johns and Wright, 1962; Gennisson et al., 2010; Miyamoto et al., 2018; Wang et al., 2019), which in turn may be pivotal in understanding certain injury mechanisms or may help explain conditions of idiopathic musculoskeletal pain or dysfunction (Vandervoort, 1999). Muscle stiffness at rest depends on its structure and composition as well as the nature of any preceding stimuli (Siracusa et al., 2019). Moreover, the extracellular matrix (ECM), the intramuscular connective tissue network of skeletal muscle, is considered a key element contributing to whole muscle stiffness (Kjær, 2004; Fouré et al., 2011). For instance, repeated high-effort muscular contraction generates ECM creep, potentially disturbing the finely tuned interplay between the contractile and noncontractile elements, which may in part account for peripheral fatigue (Siracusa et al., 2019; Lacourpaille et al., 2017).
Whereas manual palpation provides a simple and useful means to assess muscle stiffness (Kvåle et al., 2003), more sophisticated approaches are needed to quantify this muscle feature. Shear wave elastography (SWE) has arisen as one method of choice because it yields quantitative estimates of tissue mechanical properties. Localized displacement induces shear motion propagating through the tissue, the velocity of which is in part dependent on tissue stiffness, with increasing stiffness yielding increasing shear wave velocity (SWV) (Nightingale, 2011). In principle, any soft tissue imaging modality with sufficient spatial and temporal resolution can be used to observe shear wave propagation, but ultrasound (US) has specific appeal due to its low cost and large availability. Moreover, the US transducer can induce the required tissue micromotion by transmitting properly timed compressive waves that superimpose into localized shear displacement.
US SWE has been successfully used on skeletal muscle to estimate active and passive mechanical tension (Hug et al., 2015; Zimmer et al., 2022), to detect disease (Alfuraih et al., 2019; Boulard et al., 2021; Tisha et al., 2018) or exercise-induced damage (Siracusa et al., 2019; Lacourpaille et al., 2017; Chalchat et al., 2020; Lacourpaille et al., 2014) and other stimuli (Sions et al., 2012). The most commonly used US SWE systems work with one-dimensional piezo array transducers, which consequently yield quasi-two-dimensional (2D) measurements of tissue stiffness. 2D arrays of piezo elements for three-dimensional (3D) SWE exist, but their volume of view is limited (Dong et al., 2022).
For the assessment of large structures such as skeletal muscle, 2D US SWE hence carries a significant limitation in that a single measurement only samples a minute portion of the volume of interest. However, the rate of measurement of state-of-the-art US devices is sufficiently high (∼2 Hz) that even large skeletal muscles can be sampled in their entirety at a relatively high spatial resolution within a few minutes. Provided that each measurement is annotated with its respective position and the movement of the structure of interest during the scan is negligible or accounted for, the set of acquired measurements can be projected into 3D space to yield a volumetric SWV representation of the structure (Götschi et al., 2021). To enable intra- and inter-individual comparisons of the local SWV, the retrieved volume can be mapped into an abstracted representation of the muscle of study in reference to selected geometrical and anatomical features. A similar approach has already been shown to be technically feasible, reproducible and clinically significant in previous studies for tendons (Götschi et al., 2021; Götschi et al., 2022a; Götschi et al., 2022b). However, it is not clear a priori whether this is directly transferable to muscle tissue, particularly given the much larger volumes of interest.
In the current proof-of-concept study, we propose and assess a framework for spatially resolved, three-dimensional anatomically referenced skeletal muscle US SWE measurements. Specifically, we aimed to (1) determine the test-retest reliability of the proposed approach, (2) explore its potential in aggregating measurements of multiple subjects, and (3) assess its capability of detecting changes in the three-dimensional shear wave velocity patterns, such as those induced by muscle contraction.
MATERIALS AND METHODS
Study design and study population
In the current study, we performed SWE measurements on the right vastus lateralis (VL) muscle and the left biceps femoris long head (BFlh) muscle of 16 adult participants who reported being free of any lower extremity musculoskeletal injuries/complaints. (eight females; age: 27.3 ± 2.8 years; height: 174.4 ± 9.2 cm; weight: 67.3 ± 9.2 kg; BMI: 22.1 ± 2.4 kg m-2).
For both muscles, first, two US SWE measurements were performed to determine the reliability of the method; then, a maximum effort task was performed specifically targeting both muscles, consisting of one isometric knee extension for VL and six repetitions of Nordic Hamstring Exercise (NHE) for BFlh muscle, immediately followed by a third US SWE measurement. Additionally, the BFlh muscle was scanned again 5 minutes after the initial post-contraction measurement. The maximum eccentric hamstring strength (MEHS) performed during the NHE was used to quantify the physical performance during the BFlh contraction exercise and explore any potential associations with the muscle’s SWV. The study involving humans was approved by the Cantonal Ethics Committee Zurich, Switzerland (KEK-ZH-NR: 2017-01395). All participants were informed in writing about the measurement procedures and provided written consent.
Shear wave elastography measurement
Participants laid on a physiotherapy bed at least 5 minutes prior to the first acquisition to allow body fluid stabilization and minimize potential confounding factors related to preceding physical activity. For both muscles, the portion between 0% and 70% of the femur length (where 0 was regarded as the mid-patellar point) was measured. The proximal measurement border was determined based on the distance between the patella center and the greater trochanter and marked with a permanent ink pen (Franchi et al., 2020a). For the VL measurements, the participants laid supine on the examination table. For the BFlh measurements, the participants laid prone on the examination table with their feet just outside the table frame. The initial measurements of both muscles were repeated once by the same operator between which the participants lied onto their back and then re-established the measurement position. Immediately after the respective muscle contraction tasks described below, we performed another SWE measurement. The BFlh was scanned 5 min after the first post-contraction measurement once more to track acute changes in SWV over a short period of time.
Maximum effort excercise
The maximum effort exercise for the VL muscle consisted of a 15-s isometric contraction of the knee extensors. The participants sat on the examination table with the knees flexed 90° and the right ankle fixated by a brace. For the BFlh contraction exercise, the participants performed 6 maximum eccentric knee flexion manoeuvres on a hamstring exercise board (NordBord, Vald Performance, Newstead, Australia). The participants were positioned with their knees on a padded board, without shoes, with the ankles secured by braces just above the l ateral malleoli. They were advised to maintain alignment of their shoulders, hips, and knees while crossing their arms in front of their body. They were then instructed to slowly advance forward and exert maximum resistance against the movement using both legs (Kiers et al., 2021). During exercise execution, we recorded the maximum force achieved by the participant during each repetition using the force sensors integrated into the exercise board (Opar et al., 2013). The six recorded maximum force values were aggregated by extracting the median, which was then normalized by the participant’s body weight to derive the normalized MEHS.
Shear wave elastography acquisition
The data acquisition procedure has been technically validated and described in detail previously (Götschi et al., 2021). Briefly, measurements of shear wave group velocity were acquired as provided by the ultrasound device (Aixplorer Ultimate, SuperSonic Imagine, Aix-en-Provence, France) using a linear 5 cm transducer (SuperLinear SL18-5). These measurements were transmitted on the fly to the measurement computer via ethernet and the MATLAB interface provided by the manufacturer. The transducer pose was tracked throughout the scan with an optical tracking system and optical markers attached to the transducer. We acquired both brightness-mode (B-mode) and SWV measurements in parallel. The B-mode images were reconstructed analogously to the SWV measurements, provided the basis for anatomical orientation and were segmented manually to mask the respective SWV volume. During scanning, the transducer was oriented parallel to the muscle fibres, and was carefully kept constantly in plane throughout the whole ROI by an expert operator (MVF). Adequate orientation can be ensured by observing and maximizing the striped appearance of the intramuscular structure in relation to transducer rotation (about its long axis). The region of interest was scanned in multiple consecutive swipes with the starting location randomized (distal/proximal). SWV measurements were acquired at 2 Hz.
Parameterization of the shear wave velocity map
To conduct meaningful spatially resolved comparisons and aggregations between different SWE acquisitions, each measurement was transformed into a standardized form. This was achieved by mapping the gridded SWV volume into a geometrically and anatomically referenced representation. Each VL measurement was first aligned along its distal-proximal axis (using principal component analysis). Slices orthogonal to the distal-proximal axis were then retrieved (eight and six for the VL and the BFlh, respectively), and each slice was mapped into a polar coordinate system with its origin given by the circle segment that best fit the respective segmentation mask (least squares). All shear wave velocity estimates within a slice were aggregated into discrete cells of uniform relative radial and azimuthal extent. BFlh measurements were processed analogously with the sole difference that the slice-specific polar coordinate system’s origin was given by the geometric mean of the respective segmentation mask. Figure 1 visualizes the parameterization procedure for the VL (top row) and the BFlh (bottom row).
[image: Figure 1]FIGURE 1 | Spatial parameterization of volumetric shear wave velocity (SWV) maps. Top row: Vastus lateralis SWV volumes were discretized into longitudinal slices (along z), and each slice was subdivided into angular (φ) and radial (r) partitions in reference to the centre of a best-fit circle (Taubin, 1991). Bottom row: Biceps femoris long head SWV volumes were handled analogously with the sole difference that the origin of the polar coordinate system was placed at the geometric mean of the respective cross-sectional slice.
Statistical analysis
Descriptive statistics are presented as the mean and standard deviation. Test-retest reliability was quantified in terms of the intraclass correlation coefficient (ICC(2,1)) (Shrout and Fleiss, 1979) based on a two-way random effects model assessing the absolute agreement of a single-measure approach and the related standard error of measurement (Sem) (de Vet et al., 2006). ICC values were classified as poor (≤0.2), fair (0.21–0.4), moderate (0.41–0.6), good (0.61–0.8), and very good (>0.8) (Ashby, 1991). We reported both the reliability of whole-muscle measurements and the reliability of measuring a distinct region of the muscle. The latter measurement was evaluated in both the context of assessing attributes within a subject-muscle (inter-regional) or across subjects (inter-subject). Whole muscle reliability metrics were reported with their estimates and the associated 95% confidence intervals. Analysis of regional reliability requires aggregation of different metrics; hence, we reported median and interquartile range. We conducted paired-sampled t-tests to evaluate the effect of muscular contraction on muscle SWV across both global and regional measurements stratified along one of three dimensions. To explore associations between normalized MEHS and BFlh SWV, we applied Spearman rank correlation tests at both the global and regional levels. The analysis was conducted with MATLAB (2022b, The MathWorks, Inc., Natick, MA, USA). Statistical significance was set at α = 0.05.
RESULTS
Global muscle assessment
Whole-muscle measurements were highly reliable in both assessed structures (Table 1).
TABLE 1 | Test-retest reliability of whole-muscle SWV measurements. ICC: Intra class correlation coefficient. CI: Confidence interval. SEm: Standard error of measurement.
[image: Table 1]The VL resting SWV was lower than the BFlh SWV (p = 0.025). Immediately following muscular contraction, SWV was elevated in both structures (VL: p = 0.026, BFlh: p = 0.002), and BFlh SWV remained elevated at the third measurement 5 min after the contraction (p = 0.038) (Figure 2).
[image: Figure 2]FIGURE 2 | Overall shear wave velocity before and after voluntary muscular contraction for the VL (15 s of isometric maximal effort) and after 6 repetions of the Nordic Hamstring Exercise for the BFlh muscle).
Whereas normalized MEHS was non-significantly associated with initial BFlh SWV (Spearman correlation coefficient: ρ = −0.485, p = 0.059) or absolute change in BFlh SWV (ρ = −0.076, p = 0.780), it was significantly associated with the immediate post-contraction BFlh SWV (ρ = −0.588, p = 0.019).
Regional muscle assessment
Regional muscle assessments yielded moderate to very good reliability. Inter-regional assessments yielded higher reliability than inter-subject assessments (Table 2).
TABLE 2 | Median test-retest reliability of regional muscle SWV measurements with regards to a repeated assessment of muscle regions within the same subject (Inter-regional) or over multiple subjects (Inter-subject). IQR: Interquartile range. SEm: Standard error of measurement.
[image: Table 2]Aggregation of multiple subject measurements revealed considerable but consistent regional variations in shear wave velocity. Figure 3 and Figure 4 provide visualizations of the parameterized SWV maps of the VL and the BFlh, respectively averaged over the pre-exercise measurements of all subjects.
[image: Figure 3]FIGURE 3 | Average vastus lateralis regional shear wave velocity at rest. The left side of the figure presents a schematic depiction of the vastus lateralis muscle with the measured region in blue. The right side of the figure shows the three-dimensional measurements of shear wave velocity of the same muscle at rest, averaged over all participant measurements.
[image: Figure 4]FIGURE 4 | Average biceps femoris long head regional shear wave velocity at rest. The left side of the figure presents a schematic depiction of the biceps femoris long head muscle with the measured region in blue. The right side of the figure shows the three-dimensional measurements of shear wave velocity of the same muscle at rest, averaged over all participant measurements.
The VL SWV showed a strong gradient over the radial axis of the muscle, with deep regions displaying lower SWV than superficial regions. Over the angular axis, a U-shaped relationship was evident, with central regions possessing lower SWV compared to the periphery (Figure 5, top row). The BFlh SWV displayed a steady increase from the radial centre to the muscle surface. The distal portion displayed considerably higher SVW than the central and proximal regions (Figure 5, bottom row).
[image: Figure 5]FIGURE 5 | Average shear wave velocity over the radial (first column), angular (second column) and longitudinal axes of the vastus lateralis (top row) and biceps femoris long head (bottom row) at rest before and immediately after contraction. Area of uncertainty: Standard error of the mean.
Preceding muscular contraction generally elevated SWV; however, no strong indicator for a region-specific response was evident.
We did, however, find strong regionality in the association between normalized MEHS and BFlh SWV. Specifically, normalized MEHS correlated strongly with the SWV assigned to the central portion (in the radial axis) of the muscle immediately after the exercise bout but not with the one at rest (Figure 6).
[image: Figure 6]FIGURE 6 | Association of the normalized maximum eccentric hamstring strength and the regional (from left to right: radial, angular, longitudinal) biceps femoris long head shear wave velocity before (blue line) and immediately after the exercise bout (grey line). Regions with associations of statistical significance (p < 0.05) are delineated with a solid line.
DISCUSSION
Test-retest reliability of global and regional muscle assessments
The presented approach revealed reliable results in both muscles assessed. Indeed, global muscle assessment reliability compares favorably with the available literature where reported ICC values for 2D SWV assessments are in the range of 0.800—0.937 (Lacourpaille et al., 2012; Phan et al., 2019; Bravo-Sánchez et al., 2021) and 0.842—0.850 (Lee et al., 2021; Šarabon et al., 2019) for the VL and the BFlh, respectively. VL measurements yielded higher reliability than BFlh measurements possibly because of the more complex architecture of the latter (Pimenta et al., 2018; Franchi et al., 2020b; Brusco et al., 2022), which usually presents a characteristic “s-like shape” fascicle architecture requiring careful alignment of the US transducer during the measurement (Charles et al., 2022). The vastus lateralis muscle, although showing regional architectural differences, is known to present a more “homogeneous” architecture compared to other muscle groups (Blazevich et al., 2006; Franchi et al., 2018; Sarto et al., 2021). Furthermore, the more irregular shape of BFlh complicated its segmentation on the US reconstruction which may have induced additional measurement variability. Global muscle assessments were also more reliable than regional assessments in both muscles. This indicates that many factors modulating muscle shear properties act on the global muscle or subject scale. Spatially resolved measurements suffer from random variability introduced by registration inaccuracies and other noise-generating processes that outweigh systematic regional variation. Many of these inaccuracies are dominant on the between-subject level, and hence, interregional within-subject reliability was superior to inter-subject reliability.
In both muscles, the aggregation of all subject measurements revealed large but consistent variations in SWV, underlining the necessity of accurate spatial referencing of the measurements.
Three-dimensional shear wave velocity variations across different anatomical locations
Our novel approach unveiled, for the first time, distinct regional differences in stiffness within human muscles. Specifically, the deeper regions of the VL displayed lower SWV than superficial regions, while the BFlh exhibited increases from the radial center to the muscle surface. Notably, the VL exhibited a U-shaped relationship over the angular axis, with central regions displaying lower stiffness compared to the periphery (i.e., medial and lateral regions of the VL). Additionally, distal portions of the BFlh showed remarkably higher SWV compared to more proximal regions. These location-dependent muscle mechanical properties may significantly contribute to providing new insights into muscle force production and susceptibility to muscle strain injuries in different regions. Several factors could account for these anatomical differences in muscle stiffness observed in different muscle regions. No previous studies have investigated potential regional differences in ECM distribution in humans. However, animal studies have shown that ECM sheaths at the muscle periphery are directly connected to the epimysium, the external layer of dense connective tissue which ensheaths the entire muscle (Sleboda et al., 2020). As the epimysium is known to possess larger collagen fibres, the ECM of external muscle regions may present similar properties, partially explaining the higher SWV at the muscle periphery observed in our study.
In addition, depth-dependent differences in fibre phenotype have been previously documented in seminal cadaver studies (Lexell et al., 1983a; Lexell et al., 1983b), with higher type I fibre percentages reported in deeper compartments of the VL. As resting tension is known to be higher in fast than in slow fibres (Schiaffino and Reggiani, 2011):this may contribute to the lower stiffness observed in deep regions of the VL, although this is just a speculation. Furthermore, the differences in motor unit potential properties observed when comparing different VL depths (Knight and Kamen, 2005; Jones et al., 2021) might suggest a differential muscle innervation profile, which could influence muscle tone. Last, regional differences in intramuscular fat content can also play a role, as it is generally considered inversely associated with muscle stiffness (Pinel et al., 2021). In support of this view, the region where we observed the lower stiffness in BFlh (∼40% of femur length) is known to have the highest amount of intramuscular fat in the hamstring muscles (Yoshiko et al., 2017). The determinants of anatomical differences in muscle stiffness warrant further investigation in future studies.
Muscle contraction-induced changes in the three-dimensional shear wave velocity patterns
We observed a spatially uniform increase in SVW in response to both a 15-s isometric contraction exercise for the VL and six eccentric contractions for the BFlh. There are multiple reports in the literature that investigate the 2D shear wave velocity of skeletal muscle at rest in response to physical work. Siracusa et al. had their subjects perform 60 repetitions of 5 s isometric maximum voluntary knee extensions and measured the SWV in one location in the VL (∼50% longitudinal, central in the mediolateral axis, in the superficial half of the muscle). SWV was measured every 10 repetitions and showed a significant decrease after the first 10 repetitions followed by further depression, reaching a minimum after 50 repetitions (Siracusa et al., 2019). In accordance with Siracusa et al.’s findings, an isometric trunk extension fatigue protocol depressed the apparent shear modulus of the deep multifidus muscles (Vatovec et al., 2022). Similarly, low-intensity, high-duration loading as generated during a long-distance race elicited a depression in SWV that persisted for at least 72 h (Andonian et al., 2016). Contrary associations were reported by Lacourpaille and others (Lacourpaille et al., 2017), who found increased SWV in elbow flexor and knee extensor muscles 30 min following high-repetition (>60) maximum voluntary eccentric contractions, as well as by Akagi et al., who reported an increase in triceps brachii stiffness immediately after a high effort (80% MVC) resistance training (Akagi et al., 2015). These contrary observations might be consistent insofar, in that muscle fatigue may lower while muscle damage may increase muscle stiffness (Ličen and Kozinc, 2022).
Muscular contraction likely modulates muscle shear properties through various factors. In a previous study, for instance, we found stretching of the tendon to result in an increase in SWV, which may be attributed to transient structural changes, such as collagen fibre relaxation and uncrimping, that occur after an initial load (Götschi et al., 2021; Purslow et al., 1998). Analogous mechanisms may be at play in the extracellular matrix of the muscle, in which collagen is a primary constituent (Csapo et al., 2020). Similarly, elevated perfusion leading to higher muscle blood volume that accompanies contraction may stretch the ECM, thereby increasing its apparent stiffness (Martin et al., 2018; Valic et al., 2005). The increased SWV could also more trivially be a result of involuntary low-level muscular activation following the high-effort contraction, although this mechanism is unlikely to be in effect over 5 minutes. Temperature changes in muscle tissue have been reported to be negatively associated with SWV (Bernabei et al., 2020). Related to its contractile component, preceding muscle activation may alter the myosin configuration caused by perturbations in intramuscular calcium homeostasis, thereby changing muscle shear properties (Colombini et al., 2010; Howell et al., 1993).
The association of maximum eccentric hamstring strength with biceps femoris long head shear wave velocity
The relationship between a muscle’s elasticity and its capacity to perform physical work has been studied before (Akkoc et al., 2018; Saito et al., 2019; Yamazaki et al., 2022; Djurić et al., 2023).
Most relevantly, Saito et al. found muscle elasticity (rectus femoris and gastrocnemius, assessed with strain elastography) to be negatively associated with various measures of physical function (Saito et al., 2019). Of note, muscle volume was not indicative of these measures of physical function, which was also not the case in our study (data not shown). In our study, normalized MEHS was negatively associated with post-contraction SWV, although SWV at rest failed to reach statistical significance by a small margin and showed an analogous direction. The change in SWV in response to the exercise bout was, however, not indicative of the exerted force. It therefore appears conceivable that structural or compositional properties of the muscle that positively affect its capacity to produce force, negatively interact with the apparent shear modulus (as assessed by SWE) and that the preceding muscular contraction served as a preconditioning, attenuating confounding factors of the SWV.
Exploiting our novel 3D approach that enables the investigation of regional analysis, we also observed that this relationship predominantly exists in the central (radially) portion of the muscle, providing further ground for this latter conjecture. Muscular contraction increases the hydrostatic pressure in the muscle caused by muscle fibres being oriented non-parallel to the direction of net force production (Sejersted and Hargens, 1995) and by the Poisson effect, the phenomenon in which a material avoids volume change by expanding in directions perpendicular to the direction of compression, being opposed by the ECM (Wheatley et al., 2018). This tissue pressurization affects interstitial fluid distribution (Sleboda and Roberts, 2020; Fleckenstein et al., 1988) and impedes blood flow (Hill, 1948), and it increases from the periphery to the center of the muscle (Sejersted and Hargens, 1995). Consequently, the central muscle region likely experiences the largest perturbation of fluid distribution during contraction, possibly leading to an equalization of this confounder across participants.
The exact nature of the underlying factors simultaneously affecting eccentric muscle strength and SWV remains to be determined. Loss in muscle strength during aging or due to degeneration has been associated with an increase in connective tissue, in turn increasing muscle elasticity (Wen et al., 2018; Zaid and Goldspink, 1984). On an unexamined avenue, muscle strength is closely related to muscle fibre composition (Frontera et al., 2000), which may in turn influence SWV, potentially caused by a different extent of wave guidance due to the different diameters of the muscle fibre types (Frontera et al., 2008).
Limitations
This study has limitations that should be addressed. Skeletal muscle is anisotropic, and rotations of the measurement plane (relating to the roll axis of the transducer) relative to the muscle fibre direction affect the measured SWV (Gennisson et al., 2010). Theoretically, not only probe orientation but also the load that is applied by the US transducer to the tissue may influence SWV (Gennisson et al., 2010; Eby et al., 2013), but this influence may be negligible at the loads to be expected during US examination (Alfuraih et al., 2018; Rominger et al., 2018). We tested this approach only in VL and BFlh and the reliability observed in this study could differ in other muscle groups. Furthermore, while performing repeated measurements of one subject in quick succession, as was done in this study, primarily provides information on the measurement reliability in terms of the technical aspects of the procedure, it may overlook potential unaccounted within-subject variability introduced by external factors. For instance, inter-day, as opposed to intra-day lower leg US elastography measurement repetitions, accounted for a drop of ∼0.15 in ICC in previous studies (Bravo-Sánchez et al., 2021; Taş et al., 2017). Of general note, whereas conversion of SWV into shear modulus is relatively simple in linearly elastic isotropic media, skeletal muscle may critically violate these assumptions, and we therefore decided to report SWV instead (Royer et al., 2011).
Future perspectives
With the proof-of-concept provided here, future studies may apply analogous procedures to investigate research questions both in the realm of medicine, integrative muscle physiology, and sports science. For example, it is known that mechanotransduction is one of the main regulators of muscle growth and adaptations to exercise (Wackerhage et al., 2019). A previous study from our laboratory (Franchi et al., 2014) observed that distinct mechanotransduction proteins show region-specific activation after eccentric exercise only vs. concentric exercise only; notably, such responses were associated with changes in muscle morphology and architecture. As changes in mechanotransductor proteins (i.e., integrins) could be related to an increase in muscle stiffness (Csapo et al., 2020), our novel 3DSWE method could be used in combination with other physiological approaches in an integrative manner, in order to further describe and unravel the basic mechanisms of muscular adaptations to distinct exercise modalities.
One potential application is in the assessment of muscle function and performance. By providing quantitative spatially referenced measurements of muscle elasticity, the method could help evaluate the impact of training interventions, exercise protocols, and performance-enhancing techniques on muscle properties. This information could aid in optimizing training programs, monitoring muscle adaptations, and identifying potential areas of improvement or risk for injury. Additionally, the method can be valuable in understanding the biomechanics of specific sports movements and techniques by assessing the muscle properties involved. This can contribute to the development of evidence-based training strategies and injury prevention protocols tailored to the demands of different sports disciplines (Sarto et al., 2021).
CONCLUSION
Three-dimensional mapping of skeletal muscle US shear properties as described herein provides reliable measurements and is capable of detecting variations both across anatomical locations and as induced by muscular contraction. A short high-effort exercise bout increases the SWV of skeletal muscle, the underlying mechanisms for which remain to be determined. Our finding that biceps femoris eccentric strength is associated with post-contraction SWV warrants further investigation.
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The present study aims to compare the volume surface area of the condyle, the horizontal condylar axial angle and the disc-condyle angle between temporomandibular disorder (TMD) and asymptomatic volunteers, explore and analyze the relationship between the temporomandibular joint (TMJ) disc position in oblique sagittal plane and the volume surface area of the condyle in young adults with TMD symptoms. 84 young adult volunteers were received TMJ examination by Magnetic Resonance Imaging (MRI) and Cone Beam Computed Tomography (CBCT). TMD and asymptomatic volunteers were 42 each. MRI was used to assess the position of TMJ disc in the oblique sagittal plane with the condyle apex method. CBCT data were used for three-dimensional (3D) reconstruction of condyle and the measurements of the horizontal condylar axial angle and the volume surface area of the condyle. The condylar volume surface area of the TMD group was smaller than that of the asymptomatic group (p < 0.05), the disc condyle angle was larger than that of the asymptomatic group (p < 0.05), and no significant difference was found in the horizontal condylar axial angle (p > 0.05). In terms of correlation, the volume surface area of the condyle were negatively correlated with the position of the articular disc in TMD patients (p < 0.05). This significant negative correlation suggests that the possibility of disc displacement can be considered when poor condylar morphology is found.
Keywords: temporomandibular joint disc, condyle apex method, the volume of the condyle, the surface area of the condyle, MRI, CBCT
1 INTRODUCTION
Mandibular condylar growth center can respond adaptively to stimulation of the surroundings through bone rebuilding. This adaptive response plays an important role in the growth and development period of individual maxillofacial growth stability (Krisjane et al., 2007), while in adulthood, it may cause changes in condylar bone such as flattening, sclerosis, osteophyte formation and erosion, resorption of the condylar head (Seo et al., 2022), thus changing the size and morphology of the condyle. Some researchers believe that anterior disc displacement alters the microenvironment of the condyle, which may irritate to impair condylar growth and remodeling (Xie et al., 2016; Yasa and akgül, 2018; Liu et al., 2023). In clinical practice, we have also found that condyle morphology changes in some TMD patients, such as the condyle of patients with joint click symptoms may show flattening in oblique sagittal CBCT, the bilateral condyle of patients with mandibular dyskinesia may show inconsistent size, and the condyle osteophyte formation and erosion of patients with pain symptoms. On subsequent MRI examination, we also found that these patients were accompanied by various degrees of changes in the position of the articular disc.
However, most previous studies have used linear or angular indices to assess the morphology of the condyle (Rabelo et al., 2017; de Pontes et al., 2019; Yildizer and Odabaşı, 2023), necessitating an examination of the disc-condyle relationship from the perspective of volume surface area of the condyle. Furthermore, our research group previously proposed that the condyle apex method was more accurate than the condyle center method in measuring the disc-condyle angle, suggesting that the position of the articular disc in asymptomatic young adults should be in the anterosuperior region of the condyle (Luo et al., 2022). This method was continued in this study to assess the angle of the articular disc in an oblique sagittal direction in young volunteers. In addition, as the mandibular condyle is divided into left and right sides, the horizontal condylar axial angle on both sides was also measured.
The aim of this study was to compare the volume surface area of the condyle, the horizontal condylar axial angle and the disc-condyle angle between TMD and asymptomatic volunteers, and to analyze the relationship between the position of articular disc in oblique sagittal plane and the volume surface area of the condyle in young TMD adults.
2 MATERIALS AND METHODS
2.1 Sample selection
Eighty-four students were selected from a university in Qingdao. The inclusion criteria of TMD volunteers were as follows: 1) volunteers were aged over 18; 2) volunteers had TMD symptoms such as joint clicking when opening or closing mouth through the examination of TMD specialists; 3) volunteers underwent MRI and CBCT examinations simultaneously. Exclusion criteria were 1) systemic diseases affecting bones; 2) TMJ surgery history or Congenital odontomaxillofacial deformity; 3) Malocclusion.
The inclusion and exclusion of asymptomatic volunteers was referred to the criteria of Luo (Luo et al., 2022). Inclusion criteria were 1) age >18 years; 2) no signs or symptoms of a TMD, as confirmed by an experienced clinical specialist; 3) the acquisition of CBCT and MRI in the oblique sagittal of the bilateral TMJ in closed-mouth position; 4) Consistent with individual normal occlusion. Exclusion criteria were 1) rheumatoid arthritis in childhood or systemic inflammatory arthritis; 2) any contraindication to CBCT and MRI due to a general condition such a claustrophobia or metal implants.
The study was approved by the Ethics Committee of the Affiliated Hospital of Qingdao University (NO. QYFYWZLL 27452). All volunteers gave written informed consent.
2.2 MRI acquisition and measurement analysis
MRI was used to examine the position of TMJ disc in the oblique sagittal plane with the condylar apex method. Images acquisition were executed by the Siemens Magnetom Prisma 3.0T MRI system (Siemens, Erlangen, Germany), with a 64-channel head coil that captures the global spatial information of the TMJ muscle and soft tissue structures. The volunteers were instructed to assume a supine position, while keeping the articular disc position in the oblique sagittal plane in the closed mouth position. The TMJ OSAG-PDW-FSE sequences were obtained by three-dimensional (3D) volume scanning and parallel acquisition technology, with an excitation time of 3s, repetition time (TR) of 2070 m, echo time (TE) of 28 m, field of view (FOV) of 120 × 120 mm, matrix of 192 × 144, and plane resolution of 0.6 × 0.6. A total of 16 images were taken (left and right TMJ, eight images each). The layer thickness of each one was 2 mm and the layer spacing 10%. Two dental imaging specialists with no prior knowledge of the sample data independently measured the disc condyle angle.
The condyle apex method, simply stated, entails first determining the apex of the condyle and drawing a line perpendicular to the axial plane (The axial plane of MRI is the plane perpendicular to the horizontal ground) through it, and then determining the posterior edge of the articular disc posterior band and connecting it to the apex of the condyle. The angle formed by the two lines can be used to determine where the articular disc is located (Figure 1).
[image: Figure 1]FIGURE 1 | (A) MRI diagram of oblique sagittal joint structure. (A) Condyle; (B) glenoid fossa; (C) Lateral pterygoid muscle; (D) External auditory meatus; (a) anterior band; (b) intermediate zone; (c) posterior band. (B) Schematic diagram of the condyle apex method (O) the apex of the condyle (O–Y) a line perpendicular to the axial plane (O–C) a line connecting the apex of the condyle and the posterior edge of the articular disc posterior band (∠COY) disc condyle angle.
2.3 CBCT acquisition and measurement analysis
CBCT was used to access the condylar bone condition, and i-CAT scanner (Imaging Sciences International 17–19, Hatfield, PA, United States) was adopted with the following parameters: 120KV, 5mA, exposure time of 26.9 s, image matrix size of 640 × 640, voxel size of 0.25 mm, and field of view (FOV) of 16.0 × 11.0 cm. All participants had their CBCT images acquired by a radiologist with the same parameter settings. They were required to sit up straight with their mandibles kept in the intercuspal position, the Frankfurt plane paralleled to the horizontal ground, and the midsagittal plane of the head perpendicular to the horizontal ground. The CBCT image data obtained were saved in a Digital Imaging and Communications in Medicine (DICOM) format.
The CBCT data in DICOM format was then imported into mimics21 (Materialise, Leuven, Belgium) software for 3D reconstruction of condyles (Figure 2). After setting the direction, the shape and size of the craniofacial bone could be observed in the coronal plane, sagittal plane and axial plane. The operator selected the software’s gray value range (226–3,071) of the bone for the first mask creation. At this point, the mask of skull and mandibular condyle can been observed.
[image: Figure 2]FIGURE 2 | The CBCT data in DICOM format was imported into mimics21 software.
The anatomical structure of the condyle was divided according to the method mentioned by Tecco et al. (Tecco et al., 2010). In the axial plane (The axial plane of CBCT is the plane parallel to the horizontal ground), the mask was slid sequentially from top to bottom until the first radiopaque point in the articular fossa was observed, defining this as the upper condylar boundary. When the interface between the condyle and the coracoid process was observed, the upper layer of the condyle mask of this interface was defined as the lower boundary of the condyle. The outer shape of the mask can be clearly observed between the upper and lower boundaries of the condyle, ranging from long ellipse to ellipse and then to water-drop roughly (Figure 3).
[image: Figure 3]FIGURE 3 | The shape of the condylar mask at different levels. (A) the upper condylar boundary; (B) long ellipse mask; (C) elliptic mask; (D) water-drop mask; (E) the lower boundary of the condyle.
The Region Growing tool was used to select a point from the original mask’s condylar region for the second mask creation. The mask of the condyle was thus separated from the mask of the majority of the skull. The surface quality of the final condyle mask was therefore improved by viewing the condylar mask layer by layer, filling the internal cavity, and smoothing the irregular artifacts on the outside. The final step was to calculate part from the condyle mask. Following the completion of the reconstruction of 3D model of condyle (Figure 4), the software automatically calculated the volume and surface area of the condyle.
[image: Figure 4]FIGURE 4 | The reconstruction of 3D model of condyle. (A) coronal view of the mask (B) sagittal view of the mask (C) overhead view of the mask; (a) coronal view of the model; (b) sagittal view of the model; (c) sagittal view of the model.
On the axial plane, the layer with the largest area of the condyle was selected as the measurement plane, and a line connecting the inner and outer poles of the condyle was made. The angle between this line and the perpendicular line of the sagittal axis was measured, that is, the horizontal condylar axis angle (Figure 5).
[image: Figure 5]FIGURE 5 | The measurements of the horizontal condylar axial angle (α).
2.3 Statistical analysis
SPSS 27 software (SPSS; IBM, Chicago, IL) was adopted to conduct statistical analysis, and p < 0.05 was considered statistically significant. Shapiro-Wilk testing confirmed normal distribution of all data. Data were expressed in terms of the maximum, minimum, mean, and standard deviation. Paired t-test for comparing data from different genders and sides within the same group, and two-sample t-tests was used to compare data between two groups. In terms of analyzing the correlation between the disc condyle angle and the volume surface area of the condyle, pearson test was employed, if the data conformed to the normal distribution; otherwise, the Spearman test was used. To test the magnitude of the measurement error, 20 joints were randomly selected for measurement and then measured again 4 weeks after the first measurement. The reliability of measurement had intraclass correlation coefficients higher than 0.95.
3 RESULTS
A total of 168 joints were analyzed, with 84 each in asymptomatic and TMD volunteers. The age distribution of the two groups were shown in Table 1. Age difference was not statistically significant (p ˃ 0.05).
TABLE 1 | The age distribution of the two groups (years old).
[image: Table 1]Table 2 have shown the condylar volume of asymptomatic and TMD volunteers. In the asymptomatic group, the condylar volume was significantly larger in males than that in females (p ˂ 0.05), however, no significant difference was found between the left and right sides (p ˃ 0.05). In the TMD group, the condylar volume was significantly larger in males than that in females (p ˂ 0.05), the left condylar volume was significantly larger than the right (p ˂ 0.05). Condylar volume was significantly reduced in the TMD group compared to the asymptomatic group, regardless of gender and side (p ˂ 0.05).
TABLE 2 | Condylar volume of asymptomatic and TMD volunteers (mm3).
[image: Table 2]Table 3 have shown the condylar surface area of asymptomatic and TMD volunteers. In the asymptomatic group, the condylar surface area was significantly larger in males than that in females (p ˂ 0.05), however, no significant difference was found between the left and right sides (p ˃ 0.05). In the TMD group, the condylar surface area was significantly larger in males than that in females (p ˂ 0.05), the left condylar surface area was significantly larger than the right (p ˂ 0.05). Condylar surface area was significantly reduced in the TMD group compared to the asymptomatic group, regardless of gender and side (p ˂ 0.05).
TABLE 3 | Condylar surface area of asymptomatic and TMD volunteers (mm2).
[image: Table 3]Table 4 have shown the disc condyle angle of asymptomatic and TMD volunteers. In the asymptomatic group, there were no significant gender and side differences (p ˃ 0.05), while in the TMD group, the disc condyle angle in females was significantly larger than that in males (p ˂ 0.05), the right disc condyle angle was significantly larger than the left (p ˂ 0.05). Compared with the asymptomatic group, the disc condyle angle was significantly larger in the TMD group, regardless of gender and side (p ˂ 0.05).
TABLE 4 | The disc condyle angle of asymptomatic and TMD volunteers (°).
[image: Table 4]Table 5 have shown the horizontal condylar axial angle of asymptomatic and TMD volunteers. In the asymptomatic group, there were no significant gender and side differences (p ˃ 0.05), while in the TMD group, the horizontal condylar axial angle in females was significantly larger than that in males (p ˂ 0.05), no significant difference was found between the left and right sides (p ˃ 0.05). Compared with the asymptomatic group, the horizontal condylar axial angle was significantly larger in the TMD group, regardless of gender and side (p ˂ 0.05).
TABLE 5 | The horizontal condylar axial angle of asymptomatic and TMD volunteers (°).
[image: Table 5]The disc condyle angle measurement results were displayed in Figure 6. The asymptomatic volunteers have a disc condyle angle of 20°–30° mostly, whereas TMD volunteers have a disc condyle angle of 40°–50°.
[image: Figure 6]FIGURE 6 | The disc condyle angle measurement results. (A) The gender distribution of disc condylar angle in asymptomatic volunteers (B) The gender distribution of disc condylar angle in TMD volunteers (C) The side distribution of disc condylar angle in asymptomatic volunteers (D) The side distribution of disc condylar angle in TMD volunteers.
Figure 7 have shown the analysis of correlation between condyle volume surface area and the disc condyle angle in TMD volunteers. There was a significant negative correlation between the volume surface area of the condyle and the disc condyle angle, regardless of gender and side (p ˂ 0.05).
[image: Figure 7]FIGURE 7 | The analysis of correlation (A) Condylar volume and the disc condyle angle in males and females (B) Condylar volume and the disc condyle angle in left and right (C) Condylar surface area and the disc condyle angle in males and females (D) Condylar surface area and the disc condyle angle in left and right.
4 DISCUSSION
TMD is an extremely challenging topic that affects people’s quality of life. Symptoms without imaging findings and imaging findings without symptoms may occur simultaneously in the population. Nevertheless, the necessary imaging examination are needed, such as CBCT and MRI. The advantage of CBCT is to show the condylar bone more clearly (Larheim et al., 2015), while the advantage of MRI is to show the soft tissues such as articular discs, muscles and blood vessels (Xiong et al., 2021). The combination of the advantages of the two examinations can be used in the clinical diagnosis and evaluation of TMD.
In this study, both TMD and asymptomatic volunteers underwent MRI and CBCT. Many studies have shown that the incidence of TMD is significantly correlated with changes in TMJ structure (Ahn et al., 2006; Seo et al., 2020), so joint morphological measurement based on these two examinations is clinically significant and may contribute to TMD diagnosis. Studies have confirmed that the progression of condylar osseous changes is strongly correlated with age (Ogura et al., 2012; de Farias et al., 2015), so the research subjects of this study are limited to young adults to reduce the effect of age on condylar bone.
Incesu proposed a method to determine the position of articular disc by measuring 122 TMJs of 61 TMD patients (Incesu et al., 2004). The anterior displacement of the articular disc was divided into 11°–30° (slight), 30°–50° (mild), 51°–80° (moderate), and over 80° (severe). The articular disc positions of 11°–30° were the most common. In this study, the disc condyle angles were measured by using the condyle apex method, and the distribution frequency of the disc condyle angles was greater in patients with TMD than in asymptomatic volunteers. Asymptomatic volunteers had a disc condyle angle of 20°–30° mostly, whereas TMD volunteers had a disc condyle angle of 40°–50°. This indicates an anterior articular displacement in TMD group compared to asymptomatic volunteers. In addition, here were gender and side differences in the TMD group (p < 0.05), but not in the asymptomatic group (p > 0.05). This suggests that bilateral articular discs are basically symmetrical in asymptomatic volunteers, as opposed to in the TMD group. In TMD volunteers, the degree of anterior disc displacement was higher in females than in males. This may correspond to the higher clinical incidence of TMD in females (Bagis et al., 2012).
3D visualization of dental imaging seems to be a new direction for future diagnosis. Tecco measured the volume surface area of bilateral condyles in 150 adult Caucasians (Tecco et al., 2010), and found statistically significant differences in condyle volume regardless of gender and side. For the condylar surface area, the difference between the right and the left sides is statistically significant, while those between males and females is not statistically significant. This may be related to racial differences and malocclusion in the study sample. In this study, the volume and surface area of the condyle were measured using CBCT and found to be smaller in TMD volunteers than in asymptomatic group (p < 0.05). This suggests that TMD patients may have degenerative remodeling of the condyle, which is consistent with previous findings (Cortés et al., 2011). Gender differences existed in both groups (p < 0.05), while side differences only existed in the TMD group (p < 0.05). This indicates that the volume surface area of the female condyle is smaller than that of the male, regardless of the presence or absence of TMD. In the TMD group, bilateral condylar morphology may not be consistent due to differences in the degree of disc displacement. Due to different imaging methods, research sample and determination of reference lines, the influence of horizontal condylar axis angle on condylar process morphology is still controversial (Alfaleh, 2021). In this study, the horizontal condylar axial angle was significantly larger in the TMD group (p < 0.05). This is consistent with the results of Kurita and Lee’s study (Kurita et al., 2003; Lee et al., 2017). Although there was no gender difference in the asymptomatic group (p > 0.05), the horizontal condylar axis angle in females was larger than that in males, this may explain why females are prone to TMD in terms of anatomical structure. Although no significant side differences were found in both two groups (p > 0.05), the left horizontal condylar axis angle was larger than the right in TMD group, this may be related to the occurrence of mandibular dyskinesia in some TMD patients.
In terms of correlation, most previous studies have used linear or angular indices to assess the correlation between condylar morphology and articular disc position. Ahn et al. confirmed that patients with disc displacement without reduction has a lower condylar height than those with disc displacement with reduction or normal disc position (Ahn et al., 2006). Guercio et al. had shown that subjects with disc displacement without reduction had a shorter medio-lateral condylar dimension than those with normal disc position. In the anterior-posterior sizes of the condyle, disc displacement without reduction had smaller dimension than disc displacement with reduction (Guercio Monaco et al., 2022). This suggests that condylar morphology is associated with the change of articular disc position. Animal studies corroborated the findings. Li et al. developed a modified model of anterior articular disk displacement in rabbits, where the contour of the condyle in the joint was reshaped and flattened with increasing tensile force and disc displacement (Li et al., 2014).
In this study, statistical analysis revealed a significant negative correlation between condylar volume surface area and oblique sagittal articular disc position in young TMD volunteers (p < 0.05), which is consistent with Chang’s research (Chang et al., 2018). The condylar volume of normal disk position, disk displacement with reduction and disk displacement without reduction were compared. The results show that the volume of the condyle decreases as anterior disc displacement increases. One possible explanation for this significant negative correlation is that osteoarthritis is more common in TMD patients with anterior articular disc displacement. As anterior disc displacement advances, bone resorption and remodeling of the condyle occur concurrently, and the trend of bone resorption becomes more obvious (Kurita et al., 2003; Campos et al., 2008).
5 CONCLUSION
The volume surface area of the condyle in TMD volunteers are inversely proportional to the position of the articular disc. This significant negative correlation suggests that the possibility of disc displacement can be considered when poor condylar morphology is found.
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Different head positions affect the responses of the vestibular semicircular canals (SCCs) to angular movement. Specific head positions can relieve vestibular disorders caused by excessive stimulating SCCs. In this study, we quantitatively explored responses of human SCCs using numerical simulations of fluid-structure interaction and vestibulo-ocular reflex (VOR) experiments under different forward-leaning angles of the head, including 0°, 10°, 20°, 30°, 40°, 50°, and 60°. It was found that the horizontal nystagmus slow-phase velocity and corresponding biomechanical responses of the cupula in horizontal SCC increased with the forward-leaning angles of the head, reached a maximum when the head was tilted 30° forward, and then gradually decreased. However, no obvious vertical or torsional nystagmus was observed in the VOR experiments. In the numerical model of bilateral SCCs, the biomechanical responses of the cupula in the left anterior SCC and the right anterior SCC showed the same trends; they decreased with the forward-leaning angles, reached a minimum at a 40° forward tilt of the head, and then gradually increased. Similarly, the biomechanical responses of the cupula in the left posterior SCC and in the right posterior SCC followed a same trend, decreasing with the forward-leaning angles, reaching a minimum at a 30° forward tilt of the head, and then gradually increasing. Additionally, the biomechanical responses of the cupula in both the anterior and posterior SCCs consistently remained lower than those observed in the horizontal SCCs across all measured head positions. The occurrence of these numerical results was attributed to the consistent maintenance of mutual symmetry in the bilateral SCCs with respect to the mid-sagittal plane containing the axis of rotation. This symmetry affected the distribution of endolymph pressure, resulting in biomechanical responses of the cupula in each pair of symmetrical SCCs exhibiting same tendencies under different forward-leaning angles of the head. These results provided a reliable numerical basis for future research to relieve vestibular diseases induced by spatial orientation of SCCs.
Keywords: semicircular canals, vestibulo-ocular reflex, biomechanical responses of the cupula, nystagmus, symmetry
1 INTRODUCTION
The vestibular semicircular canals (SCCs) in the human inner ear can detect the angular motion of the head (Jaeger et al., 2002; Hullar and Williams, 2006; Zuma e Maia et al., 2020; Yu et al., 2021), which play an important role in maintaining body balance and visual stability. The SCCs are located in the labyrinthine cavity of the temporal bone, which includes the horizontal, anterior, and posterior SCCs. The planes of each canal are approximately orthogonal to each other. When the SCCs experience angular motion, the endolymph fluid interacts with the cupulae because of inertia, the cupulae are deflected, and the bundle of sensory hair cells embedded in the cristae are bent. The cupulae in the vestibular SCCs plays a role in sensing both velocity and acceleration (Boselli et al., 2013; Goyens et al., 2019). Based on the principle of the vestibulo-ocular reflex (VOR) (Squires et al., 2004; Boselli et al., 2014; Rabbitt, 2019; Giannoni et al., 2020; Rey-Martinez et al., 2020), involuntary eye movements called nystagmus are generated. Slow-phase velocity (SPV) is a characteristic of nystagmus, which has a quantitative relationship with maximal cupula displacements and shear strain (Wu et al., 2020).
Most angular movements of the head do not generally occur in a single corresponding SCC plane. The labyrinth usually decomposes the rotational stimulus to the head into components along the direction of the three SCCs. Each SCC undergoes excitation or inhibition, producing and transmitting neural signals to the brain, which eventually causes contraction or relaxation of the corresponding extraocular muscles to induce nystagmus. The type of nystagmus and the magnitude of SPV are determined by the effects of excitation or inhibition generated by different SCCs. Rabbitt (1999) developed a mathematical model of three SCCs in toadfish and found that the volume displacements of the cupulae obey a simple cosine rule when the tilt angles of the SCCs change. Moreover, Wu et al. (2021a) investigated the biomechanical response of human SCCs and nystagmus SPV under different left-leaning head positions. They found that a variation in head positions affected the distribution of endolymphatic fluid pressure in SCCs. In addition, these studies suggested that the cupula response in each pair of SCCs located approximately in the same plane had similar variation trends and approximately complied with the cosine law, providing a quantitative numerical basis for analysing the magnitude and type of nystagmus under different left-leaning head positions.
However, for any rotation axis included in the midsagittal plane of the head, the positions of bilateral SCCs are mutually symmetric. Considering the pressure gradient of the endolymph fluid in the SCCs distributed along the direction of rotation, the transcupular pressure in mutually symmetric SCCs with respect to the mid-sagittal plane containing the axis of rotation may be similar when the head experiences a rotational stimulus. These conditions markedly differ from those observed in left-leaning head positions, where significant effects on the biomechanical response of each SCC to the angular motion of the head and the functional response of the VOR may result from the combined effects of excitation or inhibition generated by each SCC. In this study, we aimed to quantitatively explore the biomechanical responses of the cupulae in each SCC and the volunteers’ nystagmus SPV under different forward-leaning angles of the head by numerical simulation of the SCC model in human and VOR experiments. The forward-leaning angles of the head we investigated included the head tilted at 0°, 10°, 20°, 30°, 40°, 50°, and 60° forward (see Figure 1A).
[image: Figure 1]FIGURE 1 | Different head positions. (A) Different positions of the head tilted 0°, 10°, 20°, 30°, 40°, 50°, and 60° forward. (B) The location of SCCs with a normal head position.
2 MATERIALS AND METHODS
2.1 Model of SCCs
We built a geometrical model of the bilateral SCCs in the inner ear based on the geometrical parameters provided in the literature (Ifediba et al., 2007). However, the method for defining the geometry of the cupula has not been previously described in Ifediba et al. (2007). Thus, we constructed simplified geometries of the cupulae by trimming the ampullae regions in the SCCs. The cupula was simplified to a cylindrical structure with a thickness of approximately 4.03 × 10−4 m (Kassemi et al., 2005; Selva et al., 2009; Goyens et al., 2019), and the connection of the endolymph in the ampullae was blocked. The heights of the cupulae in the anterior SCC, horizontal SCC and posterior SCC were approximately 1.35 × 10−3 m, 1.32 × 10−3 m, and 1.29 × 10−3 m, respectively (i.e., the diameters of the ampullae in SCCs). The geometries of the cristae in the ampullae were constructed by trimming cupular solids in Hypermesh 12.0 based on the geometric parameters provided by Selva et al. (2009). The height of the cristae was approximately 2 × 10−4 m which was smaller than that of Selva et al. due to the height of the cupulae in our model being smaller. The fluid region of the endolymph in the unilateral SCCs was meshed with 183 k tetrahedral elements and 39 k nodes. In contrast, the solid region of the cupulae in the unilateral SCCs was meshed with 42 k tetrahedral elements and 9 k nodes. The finite element model of the bilateral SCCs in humans is shown in Figure 2. The physical properties of the endolymph and cupula employed in the numerical model are detailed in Table 1.
[image: Figure 2]FIGURE 2 | Finite element model of the bilateral SCCs in humans: The rotation radius of the bilateral SCCs was 3 cm, and the centre of rotation was P0.
TABLE 1 | Physical properties of endolymph and cupula.
[image: Table 1]In this study, a computational model of bilateral SCCs was constructed using ANSYS Workbench (version 16.0). The specific modeling techniques and parameter configurations were derived from Goyens et al. (2019) (see Supplementary Material). In the Fluent module, we established a fluid dynamics model of the endolymphatic fluid, which is generally considered a Newtonian incompressible fluid (Boselli et al., 2013; Wu et al., 2021b). The rationale for considering the endolymph as an incompressible fluid was detailed in the Supplementary Material. The boundary of the endolymphatic fluid was set to “no slip” walls. In the relative reference frame of the SCCs, the movement of the endolymphatic fluid far from the wall of the SCCs lags behind the movement of the SCCs when they follow the head to undergo angular motion. The behavior of the endolymph can then be defined by the Navier-Stokes equation (Eq. 3·3·I4 on pages 147–148 in Batchelor, 2007; Goyens, 2020):
[image: image]
where [image: image] is the fluid density, [image: image] is the fluid velocity vector relative to the velocity of the moving reference frame, P is the pressure, µ is the dynamic viscosity, Ω = (0, 0, ω) is the angular velocity vector of the moving reference frame, and [image: image] is the radial coordinates of the fluid element.
In addition, a computational model of the cupulae was established in the transient structural module. In previous studies, the cupula was assumed as either simple elastic structures (Buskrik et al., 1976; Oman et al., 1987) or visco-elastic structures (Rabbitt et al., 1994). However, the mechanical properties of the cupula in the human vestibular system have not been experimentally determined thus far. Based on the research by Selva et al. (2009), we set the elastic modulus of the cupula to 5.4 Pa when constructing the solid structural model in ANSYS Workbench. Besides, other studies also assumed the cupula to be a linear elastic structure (Kassemi et al., 2005; Shen et al., 2016). In our investigation, the maximal cupula deformation induced by the simulated rotational stimulus did not exceed 6 μm, which was very small relative to its dimensions (the thickness of the cupula >400 μm). We considered that the cupula deformation was still in the stage of linear elastic deformation. Considering the factors mentioned above, we assumed the cupula to be a linear elastic isotropic structure. When the SCCs are stimulated by rotational movement, the behaviour of the cupula can be defined by the Navier equation:
[image: image]
where [image: image] is the cupular density, d denotes the displacement vector and [image: image] denotes the stress tensor:
[image: image]
where [image: image] is the strain tensor, tr represents the trace of a matrix, and [image: image] and [image: image] are the Lamé coefficients related to Young’s modulus E and Poisson’s ratio ν, described by the following equations:
[image: image]
[image: image]
Eqs 3–5 are cited in Selva et al. (2010).
As shown in Figure 1B, the rotation axis of the bilateral SCCs passes through point P0 along the positive direction of the z-axis when the head is located in different forward-leaning angles of the head. The rotational centre of the bilateral SCCs was P0, and the rotational radii of P0-P1 and P0-P2 were 3 cm. A clockwise angular velocity was applied to the numerical model of the bilateral SCCs. The temporal variation in the magnitude of angular velocity is depicted in Figure 3A. In the system coupling module, the fluid-structure interaction in the SCCs was set. With a maximal number of iterations per time step of 100, the convergence tolerance was set to 0.01. The time step was set as 0.001.
[image: Figure 3]FIGURE 3 | Rotational stimulus. (A) Rotational velocity loaded in the numerical model. (B) Rotational velocity loaded in the VOR experiment.
2.2 Rotating chair experiments
2.2.1 Volunteers and equipment
Three people volunteered to participate in the rotating chair experiment and provided written informed consent. They were informed of the experimental procedures and allowed to stop the experiments at any time. All volunteers had normal vestibular function. The experimental research was approved by the Biological and Medical Ethics Committee of Dalian University of Technology (registration number 2020–077). All the experimental procedures were performed in accordance with the principles of the Declaration of Helsinki. Each volunteer was asked to wear an eyepatch and sit on a rotatable chair (Figure 4A). A small infrared camera was fixed to the left side of the eye patch to record the movements of the left eye. The camera recorded the videos at a frame rate of 50 fps. A gyroscope was fixed to the right side of the eyepatch to measure and record the instantaneous velocity of the head. The sampling frequency of the gyroscope was 50 Hz.
[image: Figure 4]FIGURE 4 | Volunteer participating in the VOR experiment. (A) A volunteer sitting on a rotatable chair. (B) Tracking and locating the pupil.
The eyepatch was tightly fixed to the volunteer’s head to ensure that there was no relative movement between the eyepatch and head. The volunteers wore a seatbelt during the experiment to ensure their safety. They were also required to hold the chair’s armrests with their hands and use the headrest and backrest to increase the physical restraint of the head so as to reduce the relative movement of the head during rotation. In addition, auxiliary signs were marked on the armrest of the chair to keep the volunteers seated in the correct position. A gyroscope was used to adjust the head positions of the volunteers.
2.2.2 Experimental procedure
The volunteers sat on a rotatable chair and were asked to fasten their seatbelt. The volunteers wore an eyepatch which was adjusted so that a small infrared camera could record the movements of the left eye. Each volunteer participated in the rotating chair experiment with their head tilted forward at 0°, 10°, 20°, 30°, 40°, 50°, and 60°. The horizontal angular velocity of the chair was clockwise. The temporal variation in the magnitude of angular velocity is illustrated in Figure 3B. All experiments were performed in a dark room to eliminate any interference from eye movement. When the same volunteer participated in multiple experiments, they were required to rest for at least 30 min before commencing the next session.
2.2.3 Nystagmus data processing
The videos of the eye movements recorded during the experiments were processed using MATLAB R2017b software. The pupil centre was then tracked and located using an image processing method (see Figure 4B). To reduce the statistical error, the first and last nystagmus data obtained were removed. We also discarded the nystagmus data from when the volunteers blinked. The SPV of the volunteers was calculated based on a method provided in the study by Wu et al. (2020). Moreover, the average SPV per second was calculated and used as the SPV of the nystagmus per second.
3 RESULTS
3.1 Biomechanical response in the SCCs with a normal head position
When the head experiences angular acceleration, the distribution of the endolymphatic fluid pressure gradient in the SCCs is generated along the rotational direction because of inertia (see Figure 5). Within 0–30 s of accelerated rotation, the transcupular pressure was found to first increase and then gradually stabilise (Figures 6A, B). Meanwhile, the cupulae were deflected by the transcupular pressure in the bilateral SCCs. As shown in Figures 6A–F, the maximal displacement and shear strain of the cupula in each SCC were found to be consistent with the variation trend of the corresponding transcupular pressure. From 0 to 20 s, the maximal displacement and shear strain of the cupulae in the bilateral SCCs were found to increase. During the 20–30 s period, the elastic force of the cupula in each SCC was balanced by the corresponding transcupular pressure, indicating that the maximum displacement and shear strain of the cupulae had reached a stable state. Maximal cupula displacement was found to occur at the centre of the cupula, whereas the maximal cupula shear strain appeared near the centre of the crista surface. When the head rotated at a constant velocity, the endolymphatic pressure difference caused by the angular acceleration disappeared, which would no longer deflect the cupulae. The cupula gradually returned to its resting position under the combined action of its own elastic restoring force and the viscous resistance of the endolymph. The cupula time constant, measured at 3.7 s in the numerical model of the SCCs (see Supplementary Material), reflected the time course in which cupula displacement increased with the elevation of angular velocity of the head under constant angular acceleration. The cupula time constant, an intrinsic parameter of the endolymph-cupula system in SCCs, is only related to the geometry of the SCCs and the physical properties of the endolymph and cupula. Therefore, the cupula time constant remains the same when the SCCs are rotated under different forward-leaning head positions.
[image: Figure 5]FIGURE 5 | The pressure distribution of endolymph with a normal head position.
[image: Figure 6]FIGURE 6 | Biomechanical responses in the bilateral SCCs. (A) Maximal transcupular pressure changes over time in the left SCCs. (B) Maximal transcupular pressure changes over time in the right SCCs. (C) Maximal cupula displacement changes over time in the left SCCs. (D) Maximal cupula displacement changes over time in the right SCCs. (E) Maximal cupula shear strain changes over time in the left SCCs. (F) Maximal cupula shear strain changes over time in the right SCCs.
3.2 Biomechanical responses of SCCs under different forward-leaning angles
The changes in cupula displacement and shear strain with different forward-leaning angles are shown in Figure 7. With an increase in the forward-leaning angle, the maximal cupula displacement, and shear strain in the horizontal SCCs gradually increased and reached a maximum when the head was titled approximately 30° forward, after which they gradually decreased. However, when the forward-leaning angle of the head increased, the maximal cupula displacement, and shear strain in the anterior SCCs gradually decreased and reached a minimum when the head was tilted approximately 40° forward, after which they gradually increased. For the posterior SCCs, the maximal cupula displacement, and shear strain also decreased gradually with an increase in the forward-leaning angle and reached a minimum when the head was titled forward approximately 30°, after which they gradually increased. Different forward-leaning head positions induced different fluid pressure distribution in the bilateral SCCs (see Figure 8). It is worth mentioning that the endolymphatic fluid pressure on both sides of the cupula in the anterior SCC of the left ear was almost equal leading to the minimum crista shear strain when the head was tilted forward by approximately 40° (see Figure 9A). Due to the negative endolymphatic fluid pressure on both sides of the cupula in the anterior SCC of the left ear, the cupula expanded. In contrast, concerning the anterior SCC of the right ear, the endolymphatic fluid pressures on both sides of the cupula were nearly equal, resulting in the minimum crista shear strain (Figure 9B). The cupula in the anterior SCC of the right ear compressed because of the positive endolymphatic fluid pressure on both sides. Regarding the posterior SCC of the left ear, the endolymphatic fluid pressures on both sides of the cupula were almost equal inducing the minimum crista shear strain (Figure 9C). The cupula in the posterior SCCs of the left ear compressed because the endolymphatic fluid pressure on both sides of the cupula was positive. When the head was tilted forward 40°, the endolymphatic fluid pressure on both sides of the cupula in the posterior SCC of the right ear was almost equal causing the minimum crista shear strain (Figure 9D). Since the endolymphatic fluid pressure on both sides of the cupula in the posterior SCC of the right ear was negative, the cupula in the posterior SCC of the right ear expanded.
[image: Figure 7]FIGURE 7 | Biomechanical responses in the bilateral SCCs under different forward-leaning angles of the head. (A) Maximum cupula displacement in the left SCCs under different forward-leaning head positions. (B) Maximum cupula displacement in the right SCCs under different forward-leaning head positions. (C) Maximum cupula shear strain in the left SCCs under different forward-leaning head positions. (D) Maximum cupula shear strain in the right SCCs under different forward-leaning head positions.
[image: Figure 8]FIGURE 8 | The endolymphatic pressure distribution in the bilateral SCCs under different forward-leaning angles of the head (more detailed legends were shown in Supplementary_Material).
[image: Figure 9]FIGURE 9 | Cupula shear strain in the horizontal and anterior SCCs under different forward-leaning angles of the head. (A) Left AC cupula shear strain when the head was tilted forward 40°. (B) Right AC cupula shear strain when the head was tilted forward 40°. (C) Left PC cupula shear strain when the head was tilted forward 30°. (D) Right PC cupula shear strain when the head was tilted forward 30°.
3.3 Nystagmus characteristic with a normal head position
When the volunteer’s heads were rotated with a horizontal angular acceleration of 30°/s2, the horizontal nystagmus was measured with a normal head position. No evidence of vertical or torsional nystagmus was found. Figure 10A shows the horizontal nystagmus trajectory of a volunteer. The trajectory curves with positive slopes were in the slow-phase of nystagmus, while those with negative slopes were in the fast phase of nystagmus. An interrupted part of the trajectory curve indicates that the volunteers blinked. In the fast and slow phases of nystagmus, the absolute value of the slope of the trajectory curve represents the velocity of the eye movements. The SPV of the three volunteers gradually increased from 0 s to 5 s (Figure 10B). When the time was between 5 and 7 s, the SPV of the three volunteers stabilised, indicating that the neural signal transmitted to the brain responsible for triggering the nystagmus SPV had reached saturation. During the constant rotational acceleration of 5–7 s, the average SPV of the three volunteers was 43.7°/s, 38.3°/s, and 27.5°/s, respectively. The nystagmus SPV differed among different volunteers under the stimulation of the same rotational acceleration, which might be caused by individual differences. In addition, no obvious vertical nystagmus or torsional nystagmus was observed in the three volunteers.
[image: Figure 10]FIGURE 10 | Nystagmus in the VOR experiment. (A) Horizontal nystagmus of a volunteer with a normal head position. (B) Nystagmus SPV in the time domain of the three volunteers with a normal head position. (C) Nystagmus SPV of the three volunteers with their heads tilted 0°, 10°, 20°, 30°, 40°, 50°, and 60°, forward.
3.4 Nystagmus SPV under different forward-leaning angles
The experimental results showed that the three volunteers had horizontal nystagmus under different forward-leaning angles of the head (including the head tilted 0°, 10°, 20°, 30°, 40°, 50°, and 60° forward) but no obvious vertical nystagmus or torsional nystagmus. Considering that the volunteers’ nystagmus SPV reached a steady state within 5–7 s, we calculated the average of the volunteers’ nystagmus SPV during 5–7 s as stable nystagmus SPV. Figure 10C shows the average nystagmus SPV of the three volunteers under different forward-leaning angles of the head, including 0°, 10°, 20°, 30°, 40°, 50°, and 60°. We found that the horizontal nystagmus SPV of the three volunteers gradually increased with an increase in the forward-leaning angles of the head, reached a maximum when the head was tilted forward approximately 30°, and then gradually decreased.
4 DISCUSSION
When the head experienced angular acceleration, the changes in the forward-leaning angles of the head resulted in different distributions of the endolymphatic fluid pressure gradients in the SCCs, affecting the transcupular pressure and generating different cupula displacement and shear strain. The corresponding vestibular SCCs produced excitation, and the combined action of the excited SCCs induced horizontal nystagmus under different forward-leaning head positions (including the head tilted at 0°, 10°, 20°, 30°, 40°, 50°, and 60°), but no obvious vertical nystagmus or torsional nystagmus.
When the head forward angle was between 0° and 30°, the cupula in the horizontal SCC of the right ear was deflected to the utricle side, and the cupulae in the anterior SCC of the left ear and posterior SCC of the left ear were deflected to the canal side. According to Ewald’s law (Ewald, 1892), the horizontal SCC of the right ear, the anterior SCC of the left ear, and the posterior SCC of the left ear were excited. In contrast, the horizontal SCC of the left ear, the anterior SCC of the right ear, and the posterior SCC of the right ear were inhibited. Based on Eggers et al. (2019), the excitation of each SCC influences the extraocular muscles and triggers corresponding eye movements (see Supplementary Material for more detail). Excitation of the horizontal SCC in the right ear would cause the eyeball to move horizontally to the left in the volunteers. Excitation of the anterior SCC in the left ear causes the eyeball to turn up and rotate clockwise, while excitation of the posterior SCC in the left ear causes the eyeball to turn down and rotate clockwise. When the head was tilted forward 0°, the maximum cupula displacement in the horizontal SCC of the right ear was the largest. The horizontal SCC of the right ear was more excited than the other SCCs, resulting in obvious horizontal nystagmus in the volunteers. Compared with the maximal cupula displacement in the horizontal SCC of the right ear, the maximal cupula displacement in the anterior and posterior SCCs of the left ear was smaller. Moreover, the combined excitation of the anterior and posterior SCCs in the left ear would weaken the upward and downward movements of the eyeball. Thus, no obvious vertical nystagmus was observed in the volunteers. Although the direction of the rotational eye movement caused by excitation of the anterior and posterior SCCs in the left ear was the same, the maximal cupula displacement in the anterior and posterior SCCs of the left ear was so small that the combined excitation of the anterior and posterior SCCs of the left ear was not sufficient to produce obvious torsional nystagmus in the volunteers. With an increase in the forward-leaning angles of the head, the maximal cupula displacement in the horizontal SCCs gradually increased, while the maximal cupula displacement in the anterior and posterior SCCs of the left ear gradually decreased. When the head was tilted forward 30°, the transcupular pressure in the posterior SCCs was approximately equal, which resulted in no deflection of the cupula. The posterior SCCs were then in a resting state. However, the cupula in the left PC was compressed due to positive fluid pressure on both sides, while the cupula in the right PC was expanded because of the negative fluid pressure on both sides. For the horizontal SCCs, the cupula displacement reached a maximum that induced maximal SPV in the volunteers.
When the forward-leaning angle of the head was between 30° and 60°, the state of excitation and inhibition in the posterior SCCs changed. The cupula in the posterior SCC of the left ear was deflected to the side of the utricle by the action of transcupular pressure, which induced inhibition. Regarding the posterior SCC of the right ear, the cupula was deflected to the side of the canal by transcupular pressure, which caused excitation. As for the anterior SCCs, they were in a resting state when the head was tilted forward 40°. In addition, the state of excitation and inhibition in the anterior SCCs changed when the forward-leaning angle of the head was between 40° and 60°. The cupula in the anterior SCC of the left ear was deflected to the side of the utricle by transcupular pressure, which induced inhibition. In the anterior SCC of the right ear, the cupula was deflected to the side of the canal by transcupular pressure, which caused excitation. According to a previous report (Eggers et al., 2019), excitation of the anterior SCC in the right ear caused the eyeball to turn up and rotate anticlockwise. Excitation of the posterior SCC in the right ear induced the eyeball to turn down and rotate anticlockwise. When the head was tilted forward between 30° and 60°, the maximal cupula displacement in the horizontal SCC of the right ear decreased as the forward-leaning angle of the head increased, which resulted in a decrease in the horizontal nystagmus SPV in the three volunteers. Regarding the posterior SCC in the right ear, the maximal cupula displacement gradually increased. In contrast, in the anterior SCC in the right ear, the maximal cupula displacement gradually decreased, reached a minimum when the head was tilted 40° forward, and then gradually increased. However, the maximal cupula displacement in the excited anterior SCC of the right ear was still small and partially offset by the maximal cupula displacement in the excited posterior SCC of the right ear. Consequently, the excitation causing the eyeball to move up and down became so weak that there was no significant vertical nystagmus in the volunteers. In addition, there was no obvious torsion nystagmus in the volunteers because the maximal cupula displacement in the excited anterior and posterior SCCs was also very small, which led to the combined effects of the excitation of the anterior and posterior SCCs in the right ear being insufficient to induce torsion nystagmus.
When employing the rotating SCCs as a reference frame, we compared viscous, inertial, and convective terms within the fluid domain under normal head position (see Supplementary Material for details). The maximum magnitudes of inertial and convective terms were comparable in the regions of narrow SCCs, while the convective term could be considered negligible. At the initial moment, there was an increase in inertial forces in the regions of narrow SCCs. As time increased, the inertial force decreased to a negligible level, and the viscous force increased, while the convective forces could be considered negligible in the time domain. This phenomenon might arise due to the deformation of the cupula caused by the pressure gradient, leading to relative flow in the regions of narrow SCCs. These results we obtained were similar to those in the study by Goyens et al. (2019).
Typically, each SCC has a synergistic SCC on the contralateral plane to sense the rotation of the corresponding plane (Shen et al., 2020). For example, the left and right horizontal SCCs constitute a pair of SCCs approximately in the same plane; the left anterior and right posterior SCCs constitute a pair of SCCs approximately in the same plane, and the right anterior and left posterior SCCs constitute a pair of SCCs approximately in the same plane. Previous studies have shown that cupula displacement in each pair of SCCs and results of VOR experiments conforms to the law of cosine and exhibits a similar trend of change under different left-leaning head positions (Blanks et al., 1975; 1985; Estes et al., 1975; Dickman, 1996; Rabbitt, 1999; 2019; Raphan and Cohen, 2002; Della Santina et al., 2007). However, the real geometry of the SCCs in the inner ear of humans is not an ideal ring-shaped structure, and the biomechanical response of the cupula is affected by the geometry of the SCCs and the fluid coupling between the canals (Rabbitt, 1999). The results of the current study suggest that when the rotation axis is located in the mid-sagittal plane, making the bilateral SCCs symmetrical to each other, the biomechanical responses of the cupula in each pair of symmetrical SCCs exhibit approximately the same trends. This is attributed to the horizontal angular acceleration, when decomposed into the direction of each SCC, exerting the same magnitude and direction on each pair of symmetrical SCCs. Consequently, the distribution of endolymphatic pressure gradients along the acting SCCs is very similar. When the bilateral SCCs were asymmetrical with respect to the mid-sagittal plane, the magnitudes of the angular acceleration components were equal. However, the direction differed after decomposing the horizontal angular acceleration on the SCCs in the same plane into the directions of the other SCCs. Therefore, the distribution of the endolymphatic pressure gradient along the acting SCCs was different, which resulted in a significant difference in the biomechanical responses of the cupula in the SCCs located in approximately the same plane. The relative spatial positioning of the geometrical structures of bilateral SCCs, with respect to the mid-sagittal plane where the rotation axis was located, influenced the pressure distribution of the endolymph within the SCCs, subsequently determining the cupula/shear strain. This quantitative investigation into the unique spatial positioning of the SCCs provided in-depth insights into the biomechanical mechanisms of the SCCs and their effects on function. It held important reference value for clinical research aimed at alleviating vestibular diseases caused by spatial orientation.
In this study, the horizontal nystagmus SPV was induced by the cupula displacement/shear strain in the horizontal SCC of the right ear. When the forward-leaning angle of the head increased from 0° to 30°, the maximum cupula displacement in the horizontal SCC of the right ear exhibited an increment of 5 μm, rising from approximately 4.8 μm to about 5.3 μm. The nystagmus SPV showed a significant increase for all three volunteers: the first volunteer’s SPV increased by about 8°/s, the second volunteer’s SPV increased by approximately 5°/s, and the third volunteer’s SPV increased by about 5°/s. The pronounced changes in SPV of nystagmus resulting from subtle cupula displacements were attributed to the presence of numerous sensitive afferent nerves in the crista region (Eatock and Songer, 2011). Consequently, even small displacements of the cupula can trigger significant eye movements. These results have a certain reference value for clinical applications. However, the geometrical morphology of SCCs varies among individuals (Cox and Jeffery, 2010), which quantitatively influences the cupula in response to angular velocity experienced by the head. The current numerical model in this study might not accurately capture the intricate and individualized nature of the vestibular system among volunteers because the construction of geometrical model was based on anatomical parameters from another individual. The vestibular system will exhibit inter-individual variability in terms of anatomical structure and response magnitude. In fact, noticeable differences in nystagmus SPV among the three volunteers existed under the same angular velocity stimulus due to individual variability. Furthermore, there were variations in the increased nystagmus SPV among the volunteers as the forward-leaning angle increased from 0° to 30°. However, the patterns of biomechanical mechanism in SCCs detecting angular motion exhibited consistent among individuals with normal vestibular function. The geometrical model of SCCs in this study was constructed by the anatomical parameters of a healthy individual. Therefore, the regularities manifested in the numerical results of this study were relevant to these volunteers. However, the quantitative magnitudes of the outcomes may not precisely correspond to responses of their actual SCCs. In summary, the numerical results presented in this study had significant reference value for clinical applications. but were not directly applicable to clinical practice.
5 CONCLUSION
We quantitatively investigated the responses of human SCCs using the numerical simulation of fluid-structure interaction and VOR experiments under different forward-leaning angles of the head, including 0°, 10°, 20°, 30°, 40°, 50°, and 60°. The horizontal nystagmus SPV and corresponding biomechanical responses of the cupula increased with the forward-leaning angles of the head, reached a maximum when the head was tilted 30° forward, and then gradually decreased. Besides, there was no obvious vertical or torsional nystagmus in the VOR experiments. In the numerical model of bilateral SCCs, the biomechanical responses of the cupula in a pair of anterior SCCs showed the same trends; they decreased with the forward-leaning angles, reached a minimum when the head was tilted 40° forward, and then gradually increased. The biomechanical responses of the cupula in a pair of posterior SCCs also showed the same trend; they decreased with the forward-leaning angles, reached a minimum when the head was tilted 30° forward, and then increased gradually. The reason for these numerical results was that the bilateral SCCs were mutually symmetrical with respect to the mid-sagittal plane containing the axis of rotation. This symmetry resulted in the biomechanical responses of the cupula in each pair of symmetrical SCCs exhibiting the same tendencies under different forward-leaning angles of the head. This quantitative investigation into the unique spatial positioning of the SCCs provided in-depth insights into the biomechanical mechanisms of the SCCs and their effects on function. It provided a reliable numerical basis and played an important role in clinical research for alleviating vestibular diseases caused by spatial orientation.
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Tension band high-strength suture combined with absorbable cannulated screws for treating transverse patellar fractures: finite element analysis and clinical study
Feifan Xiang1,2,3†, Yukun Xiao2†, Dige Li2, Wenzhe Ma1, Yue Chen3,4,5* and Yunkang Yang2*
1The State Key Laboratory of Quality Research in Chinese Medicine, Macau University of Science and Technology, Macau, China
2Department of Orthopedic, Affiliated Hospital of Southwest Medical University, Luzhou, China
3Department of Nuclear Medicine, Affiliated Hospital of Southwest Medical University, Luzhou, China
4Nuclear Medicine and Molecular Imaging Key Laboratory of Sichuan Province, Luzhou, China
5Institute of Nuclear Medicine, Southwest Medical University, Luzhou, China
Edited by:
Ge He, University of Wisconsin–Milwaukee, United States
Reviewed by:
Rui B. Ruben, Polytechnic Institute of Leiria, Portugal
Yuanqiao Wu, Boston University, United States
* Correspondence: Yue Chen, chenyue5523@126.com; Yunkang Yang, xnykdxff@163.com
†These authors have contributed equally to this work
Received: 18 November 2023
Accepted: 26 February 2024
Published: 07 March 2024
Citation: Xiang F, Xiao Y, Li D, Ma W, Chen Y and Yang Y (2024) Tension band high-strength suture combined with absorbable cannulated screws for treating transverse patellar fractures: finite element analysis and clinical study. Front. Bioeng. Biotechnol. 12:1340482. doi: 10.3389/fbioe.2024.1340482

Objective: Few reports exist on the treatment of transverse patellar fractures (TPFs) using absorbable cannulated screws and high-strength sutures, and most screws and sutures lack good biomechanics and clinical trials. Therefore, this study aimed to demonstrate the biomechanical stability and clinical efficacy of tension-band high-strength sutures combined with absorbable cannulated screws (TBSAS) in treating TPFs (AO/OTA 34 C1).
Methods: Finite element models of five internal fixation schemes were established: tension-band wire with K-wire (TBW), TBW with cerclage wire (TBWC), TBW with headless pressure screws (TBWHS), TBW with full-thread screws (TBWFS), and TBSAS. We comprehensively compared the biomechanical characteristics of the TBSAS treatment scheme during knee flexion and extension. Forty-one patients with TPFs in our hospital between January 2020 and August 2022 were retrospectively enrolled and divided into the TBSAS (n = 22) and TBWC (n = 19) groups. Clinical and follow-up outcomes, including operative time, visual analog scale (VAS) pain score, postoperative complications, Bostman score, and final knee range of motion, were compared between both groups.
Results: Finite element analysis (FEA) showed that TBWHS and TBWFS achieved the minimum mean fracture interface relative displacement during knee flexion (45°, 0–500 N bending load) and full extension (0°, 0–500 N axial load). There was no significant difference between TBSAS (0.136 mm) and TBWC (0.146 mm) during knee flexion (500 N); however, TBSAS displacement was smaller (0.075 mm) during full extension (500 N). Furthermore, the stress results for the internal fixation and the patella were generally lower when using TBSAS. Retrospective clinical studies showed that the TBSAS group had a shorter operative time, lower VAS pain score at 1 and 2 months postoperatively, better Bostman knee function score at 3 and 9 months postoperatively, and better final knee joint motion than the TBWC group (all p < 0.05). There were five cases (26.3%) of internal fixation stimulation complications in the TBWC group.
Conclusion: TBSAS demonstrated excellent safety and effectiveness in treating TPFs. It is sufficient to meet the needs of TPF fixation and early functional exercise and effectively reduces metal internal fixation-induced complications and secondary surgery-induced trauma.
Keywords: transverse patellar fractures, absorbable cannulated screws, ultrabraid highstrength suture, tension band, finite element analysis, retrospective clinical study
1 INTRODUCTION
Patellar fracture is a common intra-articular fracture in clinical practice, with transverse patellar fracture (TPF) being the most common, accounting for approximately 23% of cases (Larsen et al., 2016; Henrichsen et al., 2018). The patella is the largest sesamoid bone in the human body and plays a vital role in transmitting the strength of the quadriceps muscle and in composing a knee extension device (Martin et al., 2019; Jirangkul and Kosiyatrakul, 2021). Patellar fractures cause serious damage to knee extension. Therefore, the treatment goals for patellar fractures are anatomical reduction of the fracture and articular surface and stable fixation, allowing early functional exercise of the knee joint (Ma et al., 2022). Surgical treatment is necessary when the fracture is displaced by > 3 mm or when the joint is inconsistent by > 2 mm (Steinmetz et al., 2020).
There are many surgical options for TPFs, with tension-band wire with K-wire (TBW) being the most widely used (Kruse et al., 2022). The tension band technique converts the patellar surface tension generated by the extensor muscle during knee flexion into the axial compression force of the patellar fracture surface, thereby promoting bone healing and demonstrating good efficacy (Jia et al., 2022). However, owing to the specific anatomic location of the patella, it is associated with a higher overall complication rate (approximately 52%) (Li et al., 2022), including Kirschner needle displacement, tension band breakage, symptomatic hardware, and infection (Lee et al., 2021; Trinchese et al., 2021). The modified regimen of titanium-cannulated screws may have better biomechanical characteristics and stability and can provide a direct compression force between the fracture fragments. Currently, there are mainly headless pressure screws and full-thread screws (Chen et al., 2019). However, clinical complications such as fixation failure (7.5%), postoperative infection (1.5%), and symptomatic implants (23%) remain (Hoshino et al., 2013; Jia et al., 2022). Therefore, another surgery or revision is required to remove the internal fixation, which increases the patient’s pain.
In recent years, non-metallic implants have received significant attention and have advanced rapidly, and there are new treatment options for TPFs. Poly lactic-co-glycolic acid (PLGA) is one of the most widely used biodegradable forged composite materials, with good biological activity, biocompatibility, and high mechanical strength (Kobielarz et al., 2020; Rocha et al., 2022). The PLGA absorbable cannulated screw can be directly combined with bone, completely replaced with natural bone, and finally hydrolyzed into alpha-hydroxyl acid, which is fully absorbed in approximately 2 years. Furthermore, steel wire can be replaced with Ultrabraid™ #2 suture (Smith and Nephew, Andover, MA, United States), a nonabsorbable high-strength suture that has strong biomechanical benefits and is widely used in treating tendon and ligament rupture, meniscus injury, and fractures (Liu et al., 2020; Taha et al., 2020). This may provide an effective internal fixation scheme for TPFs. However, there are few reports on the treatment of TPFs using absorbable cannulated screws and high-strength sutures, and most screws and sutures lack good biomechanics and clinical trials (Wright et al., 2009; Sayum Filho et al., 2021). Finite element analysis (FEA) can provide quantitative biomechanical information on orthopedic implants and improve the understanding of the mechanical behavior of implants and bone-implant interactions (Zeng et al., 2020).
Therefore, to further improve the surgical efficacy of TPFs and reduce complications, the present study combined FEA with a retrospective clinical study to evaluate the safety and efficacy of tension-band high-strength sutures combined with absorbable cannulated screws (TBSAS) in treating TPFs.
2 MATERIAL AND METHODS
2.1 FEA: establishment of the TPF model
This study was approved by the medical ethics committee of our hospital, and all participants provided informed consent. The patellar image data of a healthy volunteer (age: 41 years, height: 176 cm, weight: 73 kg) were collected using spiral computed tomography (CT) (GE Medical Systems 64-slice spiral CT scanner, layer thickness: 0.5 mm) and saved in Digital Imaging and Communications in Medicine format. The cortical and cancellous bone structures of the patella were extracted using threshold segmentation, region growing, and other commands in Mimics Research 21 (Materialize, Belgium) to build a three-dimensional model of the patella (Figure 1A) (Yuan et al., 2022). Remeshing, wrapping, and smoothing were performed using Geomagic Wrap 2021 (Geomagic, NC, United States) (Mao et al., 2023). Finally, the TPF model (AO/OTA 34C1) was established using SolidWorks 2021 (Dassault, France) (Chang et al., 2023) (Figure 1B).
[image: Figure 1]FIGURE 1 | Production of the patella and internal fixation model: (A) 3D patella model extracted from image data, A1-A2: CT image of the knee joint; A3: 3D patella model. (B) Establishing the TPF model, B1-B2: adem position. (C) Construct three kinds of cannulated screw internal fixation models, C1: Headless pressure screw (Waston Medical Instrument Co., Ltd., China); C2: Full thread screw (Waston Medical Instrument Co., Ltd., China); C3: Absorbable screw (Bioretec Ltd., Finland).
2.2 Establishment of the internal fixation model
In this study, five types of internal fixation models were selected to fix TPFs to fully compare and discuss the biomechanical effects of TBSAS. Three types of cannulated screws were constructed using the SolidWorks 2021 software (Figure 1C). Fixation was then performed according to the patellar fracture model and the standard surgical protocol (Figure 2). The patients were divided into control groups, including TBW, TBW with cerclage wire (TBWC), TBW with headless pressure screws (TBWHS), and TBW with full-thread screws (TBWFS), and an experimental group, TBSAS. The Kirchner needle and wire diameters were 2 and 1 mm, respectively. Screws with a diameter of 4.5 mm and a length of 40 mm were selected, and high-strength sutures with a diameter of 0.58 mm and made of double strands were selected. From the distal to the proximal end of the fractured patella, two Kirschner needles or screws were placed parallel in the middle third of the patella using “Boolean operation,” 5 mm from the articular surface (Ling et al., 2019).
[image: Figure 2]FIGURE 2 | TPF internal fixation assembly model: (A) Tension band wire with K-wire (TBW). (B) TBW with cerclage wire (TBWC). (C) TBW with headless pressure screws (TBWHS). (D) TBW with full-thread screws (TBWFS). (E) Tension band high-strength sutures combined with absorbable cannulated screws (TBSAS). (Blue: steel wire; Green: Kirschner wire; Yellow: titanium screw; Red: sutures; Orange: absorbable screw).
2.3 Finite element structural analysis
The physical models were simulated using ANSYS Workbench 2020 R1 (Swanson Analysis, Houston, PA, United States). The models were meshed using quadratic tetrahedral elements (Figure 3A). A convergence analysis was performed to ensure the stability and accuracy of the mesh state (Huang et al., 2023). Different field variables, such as the maximum von Mises stress and displacement, were <5% with no maximum stress point (Supplementary Information S1). The average sizes of the unit mesh of the patella, Kirschner needle, steel wire, screws, and suture were 0.7, 0.5, 0.5, 0.5, and 0.4 mm, respectively. All materials were modeled as homogeneous and linearly isotropic. The material properties used in this study are as previously described (Bartolin et al., 2021; Du et al., 2022; Xue et al., 2022). The parameters of the various materials are listed in Table 1.
[image: Figure 3]FIGURE 3 | The setting of patella model finite element analysis: (A) Model mesh rendering. (B,C) Boundary and loading conditions of simulated knee flexion (45°bending load) and knee extension (0°axial load).
TABLE 1 | Model material parameters.
[image: Table 1]2.4 Boundary and loading conditions
To simulate the actual situation of the contact relationship, all contact types were set within the Coulomb friction law: bone–bone (friction coefficient: μ = 0.45), bone–implant (μ = 0.3), and implant–implant (μ = 0.2) (Chen et al., 2019; Zeng et al., 2020; Xue et al., 2022). Cortical and cancellous bones were used as binding contacts. No prestrain was applied to the screws between the two bone fragments. To simulate the force of the quadriceps muscle during the extension and flexion of the knee joint (Chen et al., 2022), 0° axial load and 45° bending load (0–500 N) were applied on the tip of the patella, and the contact of the patellofemoral joint surface was simulated by setting the “Compression Only Support” boundary condition (Chen et al., 2019). During the analysis, the nodes on the distal surface of the patella were constrained to 0° of freedom, simulating the steady pull of the patellar ligament to prevent rigid-body movement (Figures 3B, C).
2.5 Retrospective clinical study
The clinical and follow-up data of 41 patients with TPF admitted to our hospital between January 2020 and August 2022 were retrospectively analyzed. All participants provided informed consent. The TBSAS and TBWC groups included 22 and 19 patients, respectively (Table 2). The inclusion criteria were as follows: 1) CT or X-ray diagnosis of TPF, 2) acceptance of TBWC or TBSAS, 3) age >18 years, and 4) informed consent and complete clinical data. The exclusion criteria were as follows: 1) other types of patellar fracture; 2) patellar fracture caused by infection, tumor, or metabolic disease; 3) severe structural damage around the patella; and 5) no or <12-month follow-up.
TABLE 2 | Baseline characteristics of the enrolled patients.
[image: Table 2]2.6 Surgical procedure
The two groups received treatment for TPFs according to the standard clinical surgical protocol to ensure patellar stability during each operation. All procedures were performed by the same veteran orthopedic trauma surgeon. In the TBSAS group, Kirschner wires and reduction forceps were temporarily fixed after careful reduction of the fracture to ensure a smooth patellar articular surface. Two 4.5 mm absorbable cannulated screws were screwed from the distal to the proximal end. Receding the Kirchner needles, the double-strand Ultrabraid high-strength suture was passed through the absorbable cannulated screws and was bound and fixed using a tension band and “NICE” junction technologies. Furthermore, patellar fixation can be further strengthened using Ultrabraid suture or Ethibond #5 suture cerclage fixation. Passive flexion and extension of the knee joint were performed immediately during the operation to check the stability of fracture fixation and knee joint movement. The key intraoperative steps are shown in Figure 4.
[image: Figure 4]FIGURE 4 | Intraoperative treatment of a transverse patellar fracture with TBSAS. (A) Preoperative X-ray image; (B) Exposed fracture site (p: proximal end of the patella; d: distal end of the patella); (C) Reduction fracture; (D) Expand the tunnels; (E) Absorbable cannulated screw and Ultrabraid high-strength suture; (F) Screw in two 4.5 mm absorbable cannulated screws; (G) Bound and fix the double-strand high-strength suture; (H) Condition after fixation; (I) Passive flexion and extension of the knee joint; (J) Postoperative X-ray image.
Notably, strict postoperative management was ensured, including strengthening dressing changes and focusing on wound recovery. Postoperative radiographic examination was performed. Plaster fixation was not required postoperatively, and an adjustable brace could be worn to assist with functional exercises. One day postoperatively, the knee could begin to flex and extend, and semi-weight training could be started gradually. Full weight training could begin 1 month postoperatively, and strenuous exercise should be avoided for 3 months (the target motion angle is 90° at 1 month postoperatively).
2.7 Follow-up data collection
The operative times were recorded. Postoperative follow-up was conducted every 4 weeks after discharge. Radiographic review of the affected limb was completed, and knee activity, visual analog scale (VAS) pain score, Bostman knee function score, and patient satisfaction were recorded. Fracture healing was evaluated based on radiographic examination and clinical results, and the patient was instructed to perform functional knee exercises.
2.8 Statistical analysis
Data were analyzed using SPSS software (version 22.0; SPSS Inc., Chicago, IL, United States). Data are presented as mean ± standard deviation. After applying the Kolmogorov–Smirnov normality test, differences between groups were assessed using a one-way analysis of variance or an independent sample t-test. Statistical significance was set at ∗p < 0.05, ∗∗p < 0.01, and ∗∗∗p < 0.001.
3 RESULTS
3.1 FEA: displacement of fractures
Under a 45° bending load (0–500 N), the patellar fracture was angled backward. Ten points were uniformly selected at the proximal end of the patellar fracture interface to calculate the average relative displacement of the fracture end (Figure 5). The displacement of the fracture mass in all five models was relatively small. At 500 N, the mean fracture displacements of the two titanium screw groups were smaller than those of the TBSAS group (TBWHS: 0.072; TBWFS: 0.066 mm; TBSAS: 0.136 mm). Notably, no statistically significant difference was observed between TBWC (0.146 mm) and TBSAS. The displacement of the TBW (0.262 mm) was relatively large. However, under a 0° axial load (0–500 N), the patellar articular surface angled forward slightly. The mean fracture interface relative displacement of the patellar articular surface was calculated. In contrast, the interface relative fracture displacement was smaller in all three screw groups at 500 N (TBWHS: 0.037 mm; TBWFS: 0.027 mm; TBSAS: 0.075 mm) than in the TBW (1.132 mm) and TBWC (0.464 mm) groups.
[image: Figure 5]FIGURE 5 | Displacements of the five models under bending and axial loads: (A,B) Displacement nephograms of the five models under 45° bending load and 0° axial load of 500N; (C,D) Statistical graphs of average fracture interface relative displacement of the five models under 45° bending load and 0° axial load of 500N; (E,F) Maximum bone displacements of the five models under 45° bending load and 0° axial load (0–500N).
3.2 Stress distribution on internal fixation
Under a 45° bending load (0–500 N), stress concentration occurs mainly at the fracture site (Figure 6). At 500 N, the maximum von Mises stress of the five models decreased gradually in the following order: TBW (1,018.1 MPa), TBWC (628.19 MPa), TBWHS (418.8 MPa), TBWFS (242.21 MPa), and TBSAS (88.293 MPa). However, under a 0° axial load (0–500N), the stress concentrations in the three screw groups mainly occurred at the proximal thread of the screws. At 500 N, the maximum stress of the five models gradually decreased in the following order: TBW (1,310.8 MPa), TBWC (876.32 MPa), TBWHS (397.69 MPa), TBWFS (158.18 MPa), and TBSAS (53.201 MPa).
[image: Figure 6]FIGURE 6 | Stress distribution on internal fixation of the five models under bending and axial loads: (A,B) Stress distribution on internal fixation of the five models under 45° bending load and 0° axial load of 500N; (C,D) The maximum stresses on internal fixation of five models under 45° bending load and 0° axial load (0–500N).
3.3 Stress distribution on the patella
The stress distribution on the patella was mainly concentrated on the part in contact with the internal fixation (Figure 7). The magnitude trend of the patellar stress differed from that of the internal fixation stress, possibly owing to the friction contact of the threads in the three screw groups. Under a 45° bending load (500 N), the maximum von Mises stress from largest to smallest was as follows (Figures 7A, E): TBWHS (203.64 MPa), TBWFS (163.64 MPa), TBW (134.83 MPa), TBSAS (88.224 MPa), and TBWC (66.945 MPa). Under the 0° axial load (500 N), the maximum stress, from largest to smallest, was as follows (Figures 7B, F): TBWHS (181.62 MPa), TBW (165.88 MPa), TBWC (137.39 MPa), TBWFS (117.21 MPa), and TBSAS (73.591 MPa). As for the fracture interface contact stress (Figures 7C, D), all three groups of screws produced good interface compression. However, there was a gradual separation between TBW and TBWC, which was more significant at 0° axial loading.
[image: Figure 7]FIGURE 7 | Stress distribution on patella of the five models under bending and axial loads: (A,B) Stress distribution on patella of the five models under 45° bending load and 0° axial load of 500N; (C,D) The maximum fracture interface contact stress of five models under 45° bending load and 0° axial load (0–500N) (y = 0 indicates separation of the fracture interface); (E,F) The maximum stresses on patella of five models under 45° bending load and 0° axial load (0–500N).
3.4 Clinical outcomes
All included patients received standard surgical treatment within 48 h of admission and were discharged within 3–5 days postoperatively. Strict follow-up attention and guided functional exercises were ensured. In both groups, the average follow-up period was 14.51 months (range, 12–18 months), the fracture healing rate was 100%, and limb function recovery was satisfactory in most patients. In the TBWC group, the average operative time was 71.21 min, and the average VAS scores were 5.16 and 3.26 at 1 and 2 months postoperatively, respectively. The average Bostman scores were 21.53 and 25.53 at 3 and 9 months postoperatively, respectively, and the average final knee range of motion was 127.5°. In the TBSAS group, the average operative time was 53.95 min, and the average VAS scores were 3.14 and 1.32 at 1 and 2 months postoperatively, respectively. The average Bostman scores were 25.18 and 28.55 at 3 and 9 months postoperatively, respectively, and the average final knee range of motion was 131.5° (Table 3). Regarding postoperative complications, three patients in the TBWC group had postoperative redness and swelling at the incision site, which reduced after symptomatic treatment. Five patients treated with TBWC had persistent subcutaneous soft tissue irritation, which was relieved after removing the metal fixation 12 months postoperatively. A typical example is shown in Figure 8.
TABLE 3 | Comparison of clinical data between TBWC and TBSAS in treating TPFs (mean ± SD).
[image: Table 3][image: Figure 8]FIGURE 8 | A 51-year-old male with a left TPF from a fall. X-rays: (A) Before the fracture. (B) The first day after surgery. (C) Three months after surgery. (D) Twelve months after surgery. (E) External observation; (F–H) Functional reexamination photos 1 year after surgery.
4 DISCUSSION
At 500 N, during knee flexion (45° bending load), the maximum fracture displacement of the TBW model was small (0.27823 mm). However, when the knee joint was fully extended (0° axial load), probably owing to the constraint of the tension band, the fracture displacement of the patellar articular surface was larger. The fracture interface gradually separated, and the maximum fracture displacement of the TBW model reached a very dangerous value (1.9426 mm). Fracture space > 3 mm indicates the failure of internal fixation (Patel et al., 2000; Song et al., 2014). TBW also exhibited a higher stress concentration (approximately 1,310.8 MPa). Therefore, the K-wire tension band system alone may not provide sufficient compression in the early stage, especially when performing leg extensions. TBWC effectively reduces the structural stress and displacement and enhances the stability of the system; however, it exhibits similar biomechanical characteristics. Owing to the superficial position of the patella, complications associated with this system, such as implant irritation, postoperative pain, and delayed wound healing, cannot be ignored.
Therefore, metal-titanium cannulated screws are introduced when fracture conditions permit their use. According to previous reports, metal cannulated screws combined with TBW exhibit very strong rigid fixation strength, providing better stability and reducing the risk of fractures and dislocations (Liu et al., 2022). Lag screws can also produce sustained compression at patellar fracture sites. In the present study, TBWFS and TBWHS had good fixation results and produced continuous compressive stability at the fracture interface. Among them, TBWFS is the most stable, with the smallest fracture displacement during knee flexion and full extension (500 N; 0.074938, and 0.038759 mm, respectively), possibly due to the larger frictional contact area of the full-length thread. This provides a more comprehensive and lasting stability. The tension and compression effects of TBWHS result in a relatively large stress on the screws and patella. In addition, to avoid the high complication rate associated with TBW, some scholars avoid using TBW or replace it with suture treatment (Jia et al., 2022). However, re-surgery is often required to remove the internal fixation, and complications such as stress shielding also exist.
To promote the development of minimally invasive surgical treatments for the patella, we selected TBSAS for TPFs. Notably, several clinical reports have described this fixation regimen. Qi et al. (2011) reported that 12 months after patellar fracture fixation using two absorbable cannulated screws combined with a No. 5 Ethibond braid polyester suture tension band had an average Lysholm score of 95.7, and good clinical results were observed without any postoperative complications. Usami et al. (2021) reported that after patellar fracture fixation using two F-unsintered hydroxyapatite/poly-L-lactide screws and three FiberLoop sutures, there were no complications and a general return to the pre-injury level of work and activities of daily living. Biomechanical studies have also suggested that bioabsorbable implants demonstrate an efficacy comparable to that of metal prostheses in patellar fracture fixation (Adjal et al., 2022; Edoardo et al., 2022), consistent with the FEA results of the present study. At 500N, the maximum fracture displacement of TBWC (0.15633 mm) was similar to that of TBSAS (0.15272 mm) during knee flexion (45° bending load). No statistically significant difference was observed in the mean relative displacement of the fault ends. This further proves the feasibility of our finite element model. However, at full extension of the knee joint (0° axial load), TBSAS showed better data results than TBWC but close results to those of TBWFS and TBWHS. This may be due to the better axial holding capacity of the full-thread friction contact of the rigid screws. Furthermore, because of the material particularity of absorbable cannulated screws and high-strength sutures, the Young’s modulus of PLGA is closer to that of bone, and the suture material has better elasticity. Internal fixation and patellar stress results were lower in the TBSAS group. However, previous biomechanical studies have shown that the maximum load delivered by a knee extension device is approximately 316 N (Patel et al., 2000). Therefore, in the biomechanical experiments in the present study (0–500 N), although the stability of TBSAS was lower than that of TBWHS and TBWFS, it may be superior to that of TBW and comparable to or better than that of TBWC. Even under a stress load of 500 N, TBSAS exhibits good structural stability and stress loading, which meets the mechanical requirements of knee flexion and extension device movement, allowing early functional exercise.
Satisfactory results have been obtained in clinical trials. TBSAS is simple and flexible, with a shorter mean operative time than that of TBWC. In the clinical follow-up data, owing to each patient’s strict wound management and exercise guidance, no significant postoperative infection, internal fixation failure, revision, or other serious complications occurred in either patient group. However, in the early postoperative period, patients treated with TBSAS showed significantly smaller postoperative pain responses, shorter recovery-remission cycles, and lower VAS scores, which further affected the possibility of early functional exercises among patients. Notably, many patients in the TBSAS group achieved >100° knee flexion at 1 month postoperatively, which was more difficult to achieve in the TBWC group. This is consistent with the results of previous studies (Bai et al., 2021; Du et al., 2022). The Bostman score and final knee motion were slightly lower in the TBWC group than in the TBSAS group. Therefore, TBSAS demonstrated sufficient fixation strength and stability without significant abnormal complications, meeting the need for TPF fixation and early functional exercise. A single operation costs relatively high; however, it reduces metal-related complications and eliminates the pain associated with reoperation. In the present study, more patients were willing to undergo TBSAS treatment.
As a new type of internal fixation material, absorbable screws have unique advantages: 1) histocompatibility, degradability, non-toxicity, and low foreign body reaction; 2) Young’s modulus is closer to that of the bone and gradually degrades over a long period, resulting in adaptive stress transfer, promotion of bone growth, and prevention of stress shielding; 3) the fracture end can produce fretting (<0.5 mm) (Wang et al., 2023), which is conducive for fracture healing and reconstruction; and 4) the material begins to expand radially and shrink longitudinally 2 h after implantation, making the fixation firmer, and the initial fixation strength maintenance time can reach 3 months (Zhang et al., 2014). Combining absorbable screws with high-strength sutures using the tension band and “NICE” junction technologies can further strengthen the compression fixation of patellar fractures. The results of the biomechanical and clinical trials in the present study demonstrate their effectiveness and feasibility.
Notably, some researchers have developed simple suturing programs. Jirangkul and Kosiyatrakul (2021) demonstrated the stability and efficacy of Fiber Wire in treating TPFs through prospective clinical trials. Tang et al. (2018) used double 0-0 polydioxone sutures for braided five-pointed star lattice fixation. However, most of these studies were clinical cases, the follow-up duration was short, and plaster fixation was required for 2–3 weeks to ensure stability. Therefore, TBSAS treatment is more commonly recommendable for TPFs. Under the minimally invasive condition of reducing metal internal fixation-induced complications and secondary surgery-induced trauma, greater stability of the rigid fixation can be guaranteed to meet the need for early functional exercise of the knee joint.
Notably, TBSAS may be more appropriate for TPFs (AO/OTA 34 C1) and longitudinal patellar fractures (AO/OTA 34 B1.1/B2.1), whereas TBW and other suitable internal fixation regimens should be considered for complex comminuted patellar fractures.
This study had some limitations. First, biomechanical FEA was used to compare the mechanical trends of various internal fixation schemes. The construction of the models and the applied forces were simplified. Furthermore, the sample size of the clinical study was small, follow-up duration was insufficiently long, and prospective studies were lacking. In the future, we will completely reconstruct the kinematic structural model of the knee joint and incorporate the patellar force into the gait cycle for biomechanical studies. With better clinical patient follow-up, we will conduct in-depth biomechanical studies of screw absorption and fracture healing. We also intend to conduct a multi-center prospective clinical study was conducted to compare the clinical efficacy of several internal fixation schemes for treating TPFs.
5 CONCLUSION
Our biomechanical and clinical experiments showed that TBSAS is safe and effective for treating TPFs. It is insufficient compared to TBWHS and TBWFS; however, the fixation stability is comparable to that of TBWC, and it is also sufficient to meet the needs of fixation and early functional exercise for TPFs. Furthermore, it can effectively reduce metal internal fixation-induced complications and secondary surgery-induced trauma. Therefore, TBSAS is worthy of clinical application and promotion.
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Background: The bone repair requires the bone scaffolds to meet various mechanical and biological requirements, which makes the design of bone scaffolds a challenging problem. Novel triply periodic minimal surface (TPMS)-based bone scaffolds were designed in this study to improve the mechanical and biological performances simultaneously.
Methods: The novel bone scaffolds were designed by adding optimization-guided multi-functional pores to the original scaffolds, and finite element (FE) method was used to evaluate the performances of the novel scaffolds. In addition, the novel scaffolds were fabricated by additive manufacturing (AM) and mechanical experiments were performed to evaluate the performances.
Results: The FE results demonstrated the improvement in performance: the elastic modulus reduced from 5.01 GPa (original scaffold) to 2.30 GPa (novel designed scaffold), resulting in lower stress shielding; the permeability increased from 8.58 × 10−9 m2 (original scaffold) to 5.14 × 10−8 m2 (novel designed scaffold), resulting in higher mass transport capacity.
Conclusion: In summary, the novel TPMS scaffolds with multi-functional pores simultaneously improve the mechanical and biological performances, making them ideal candidates for bone repair. Furthermore, the novel scaffolds expanded the design domain of TPMS-based bone scaffolds, providing a promising new method for the design of high-performance bone scaffolds.
Keywords: bone scaffold, multi-functional pore, additive manufacturing, mechanical behavior, mass transport capacity
1 INTRODUCTION
The demand for high performance artificial bone implants is growing due to the rising prevalence of bone diseases and traumas (Kurtz et al., 2007; Campana et al., 2014; Wallace et al., 2017). Porous bone scaffolds are considered ideal for bone repair because their porosity and stiffness can be adjusted to mimic human bone. Additionally, a microscopic porous scaffold can provide a suitable physiological environment for bone ingrowth (Peng et al., 2022). Recently, studies have used triply periodic minimal surface (TPMS) as a porous structure to design bone scaffold (Davoodi et al., 2020; Jiang et al., 2020; Vijayavenkataraman et al., 2020). The advantage of TPMS lies in its ability to easily adjust pore sizes using control equations, allowing the mechanical properties of the scaffolds to closely resemble those of human bone (Maconachie et al., 2019). Moreover, TPMS can provide micropores larger than 300.0 μm to allow for bone growth. Barba et al. (2019) concluded that a 300.0–600.0 μm pore size is best for osseointegration since it facilitates vascularization and cell growth. Consequently, TPMS-based bone scaffolds are being extensively studied and designed to address clinical challenges. On the other hand, additive manufacturing (AM) provides an ideal solution for manufacturing highly complex geometries such as TPMS scaffolds (Askari et al., 2020). AM describes a range of processes used to fabricate components directly from a digital representation of the intended geometry by the layer wise combination of a common source material (Zhai et al., 2014). As a result, TPMS-based bone scaffolds manufactured using AM have become the ideal choice for bone implants.
However, there are two problems with TPMS-based scaffolds that urgently need to be solved—the stress shielding effect caused by the high elastic modulus and the insufficient mass transport capacity caused by the low permeability. A bone scaffold should have an elastic modulus similar to that of the human bone to avoid the stress shielding effect. This effect occurs when the load is predominantly borne by the bone scaffold, leading to loosening at the interface (Barba et al., 2019). Although the elastic modulus of a TPMS scaffold is lower than that of the traditional cubic structure, it is still higher than that of cancellous bone. Sevilla et al. (2007) reported that the elastic modulus of cancellous bone is 1.08 GPa. Wu et al. (2018) investigated the elastic modulus of cancellous bone under different loading directions. The results indicated that the modulus of cancellous bone is 3.47 GPa in the longitudinal direction and 2.57 ± 0.28 GPa in the transverse direction. While there are discrepancies in reported elastic moduli of cancellous bone across studies, it is generally agreed that a bone scaffold’s elastic modulus should not exceed 3.00 GPa to align with cancellous bone. However, the modulus of a Schwarz P TPMS scaffold with 70% porosity is 5.60 GPa (Khaleghi et al., 2021), which is greater than that of cancellous bone. Additionally, the permeability of cancellous bone is in the range of 3.66 [image: image] 10–8 m2 to 1.90 [image: image] 10–7 m2 (Rabiatul et al., 2021), but the permeability of a TPMS structure is in the range of 4.31 [image: image] 10–10 m2 to 8.44 [image: image] 10–9 m2 (Santos et al., 2020). Therefore, broadening the limited TPMS design domain to simultaneously improve its mechanical and biological performances to meet the clinical needs is a big challenge in the design of TPMS bone scaffolds.
In recent years, there have been efforts to enhance the performance of TPMS scaffolds through innovative design approaches. The most common design method is structural optimization, which aims to find the best design scheme based on specific goals and constraints. Moreover, the integration of structural optimization with additive manufacturing (AM) presents a realm of creative opportunities for bone scaffold design (Tan et al., 2017). This method has been applied in clinic to fabricate devices such as pelvic protheses (Iqbal et al., 2019), craniofacial prostheses (Sutradhar et al., 2016), and femoral stem protheses (Arabnejad et al., 2017; Sun et al., 2018). Additionally, some studies have designed hybrid TPMS scaffolds and functional graded TPMS scaffolds to improve the performances. For example, Liu et al. (2022) designed a hybrid TPMS structure to increase the permeability to 1.20 [image: image] 10–8 m2. Fan et al. (2021) designed functional graded TPMS scaffolds to control the elastic modulus, but both the graded TPMS scaffolds and the hybrid TPMS scaffolds still have the elastic moduli much higher than that of cancellous bone. In addition, these designed scaffolds have many shortcomings, such as poor controllability and lack of reasonable optimization framework guidance. Take the design of functional graded TPMS bone scaffold as example, before designing a functional graded bone scaffold, scholars cannot predict its performance. In these studies, the scaffolds were designed first, and then the performance improvements of the new scaffolds can be proved only by the research results. Therefore, such design method is very inefficient. In addition, the design method in the current study usually can only consider one optimization objective such as elastic modulus, but the permeability is not evaluated. Besides, whether the designed TPMS bone scaffolds meet the requirements of the manufacturing technique has not been considered and explained. Therefore, novel scaffolds that can be controlled and simultaneously improve the mechanical and biological performances are needed to be designed.
In order to address the problems of poor controllability and limited optimization objectives in the optimal design of TPMS bone scaffolds, we propose a novel design method: introducing a new geometric variable, that is, optimization-guided multi-functional pore. The novel TPMS scaffolds with optimization-guided multi-functional pores were designed to address the problems of high elastic modulus and low permeability in this study. The functions of these pores are: to reduce the elastic modulus, to improve the permeability, and to broaden the design domain. Therefore, we name it “multi-functional pores” to represent these functions. In addition, the position of multi-function pore is not random, but determined under the guidance of optimization theory. After determining the position of the multi-function pore, change its radius to evaluate the effect of different size pores on the performance. The introduction of this multi-functional pore solves many difficulties in the design of TPMS bone scaffolds. First, the multi-functional pore is designed under the optimization framework of reducing the elastic modulus of the bone scaffold, and the elastic modulus of the new designed bone scaffold must be reduced to avoid the stress shielding effect. In the previous design methods, the performance of the new structure cannot be predicted before the design. Therefore, the proposed design method has higher controllability and efficiency. Second, there are few design variables of TPMS structure at present. By introducing the new variable of multi-function pore, the design domain of TPMS structure can be broadened, and the design of high-performance TPMS bone scaffold can be realized. To investigate the performances of the novel designed bone scaffolds, all the scaffolds were fabricated from Ti6Al4V using selective laser melting (SLM). Experiments and FE simulations were used to evaluate the elastic modulus, permeability, and anisotropy of the structures.
2 MATERIALS AND METHODS
In this section, the method to design the novel TPMS scaffolds with multi-functional pores is first detailed. Then, the experimental and simulation methods for evaluating the elastic modulus and permeability behaviors of the TPMS scaffolds are illustrated. In the end, the anisotropic elastic response of the new scaffold is evaluated using the numerical homogenization method.
2.1 Modelling method of basic TPMS scaffolds
TPMS is a minimal surface that can extend periodically in three directions, and its topological shape is determined by functional expressions. Common TPMS structures include Schwarz P, Gyroid, Diamond, I-WP, etc. (Blanquer et al., 2017). It is worth mentioning that the concept of minimal surface was first proposed by the scientist Schwarz in 1883 (Strömberg, 2021), so Schwarz P is also one of the most classical and widely used types of TPMS structures. Besides, this structure has been shown to have a more stable curvature to promote cell growth (Blanquer et al., 2017). Therefore, this paper chooses Schwarz P as the basis of structural design. The 3D Schwarz P structure was formed by adding the thickness of the minimal surface (Figure 1A). The Schwarz P structure can be characterized by the following mathematical function (Khaleghi et al., 2021):
[image: image]
where [image: image] determines the TPMS topology type; [image: image] are the coordinates of a point in the design space; [image: image] denotes the length of a unit cell, and the constant [image: image] is used to control the two-phase domain, which determines the porosity of the structure (Peng et al., 2023). With the increase of the constant [image: image] from −0.5 to 0.5, the porosity of the Schwarz P structure increases (Figure 1B). Previous studies have proved that there is a linear relationship between the constant [image: image] in the Eq. 1 and the porosity of TPMS structure (Al-Ketan and Abu Al-Rub, 2019). As for Schwarz P, the porosity can be represented by: 0.2876 [image: image] +0.4967. Therefore, when the constant [image: image] equal to 0.53, 0.88, and 1.23, the Schwarz P structure with porosity of 65%, 75% and 85% can be obtained (Figure 1C). These structures were visualized using in-house developed MATLAB code (R2020b, MathWorks, Massachusetts, US), and the dimensions of unit cell were set to 2.5 mm [image: image] 2.5 mm [image: image] 2.5 mm.
[image: Figure 1]FIGURE 1 | (A) Two domains divided by a Schwarz P structure. (B) Schwarz P structures with different porosities obtained by changing the constant [image: image]. (C) Three basic Schwarz P structures with different porosities (65%, 75%, and 85%).
2.2 Design of the novel TPMS structures with multi-functional pores
By adjusting the constants in Eq. 1, only structures with different porosities can be obtained, that is, porosity is the only variable when designing the scaffolds. However, the mass transport capacity of the scaffold depends on the pore size and the obstructed area (Ali et al., 2020). Therefore, the multi-functional pores were added to the scaffold to improve the permeability. These multi-functional pores were designed and guided by structural optimization method, which is detailed in this section.
Mechanical parameters, including the elastic modulus and anisotropy, are crucial factors for structural design (Feng et al., 2021), and they can be obtained through the constitutive relation. The constitutive relation of a TPMS structure is given by Eq. 2 (Lee et al., 2017):
[image: image]
where the stress and strain can be expressed in matrix form:
[image: image]
The stiffness matrix can be expressed as Eq. 4:
[image: image]
Moreover, Schwarz P is a cubic symmetric structure with three independent elastic constants, which means that [image: image]; and all other constants are zero. Thus, the stiffness matrix can be simplified as Eq. 5:
[image: image]
where [image: image], and [image: image] are the three independent elastic constants of the Schwarz P structure. Typically, when the two load cases [image: image] and [image: image] are applied to the Schwarz P structure, the relationship between [image: image] and [image: image] can be determined based on Eqs 2, 3, 5:
[image: image]
The energies of two load cases can be defined as shown in Eq. 7 (Ma et al., 2021):
[image: image]
where [image: image] represents the volume of the Schwarz P structure. Based on Eqs 6, 7, the relationship between the energies and elastic constants can be expressed as Eq. 8:
[image: image]
The elastic modulus of the Schwarz P structure can be obtained as Eq. 9 (Feng et al., 2021):
[image: image]
Based on Eqs 8, 9, the elastic modulus of the Schwarz P structure can be expressed as Eq. 10:
[image: image]
where [image: image] represents the strain energy density.
To match the mechanical properties of cancellous bone, it is necessary to reduce the elastic modulus. Thus, the optimization objection is to find the minimum value of Eq. 10, which can be expressed as Eq. 11:
[image: image]
where [image: image] represents the volume of the Schwarz P scaffold after optimization, [image: image] represent the original volume before optimization. Since the objection is to reduce the elastic modulus, the volume of the scaffold after optimization should be smaller than the original volume. On the other hand, in order to ensure that the optimized bone scaffold has enough volume to complete the function of mechanical support, the optimized volume should not be too small. Therefore, we set the constrain [image: image]. In the “Topology Optimization” part of ABAQUS (v2020, Dassault Systems SIMULIA Ltd., Providence, RI), we set the objection as to find the minimum value of Eq. 10; the constrain as [image: image]. It is worth noting that although the volume size is not directly related to the design variables, the volume constraint in the “Topology Optimization” part of ABAQUS is very important to achieve the optimization goal. Therefore, we summarize it into a unified optimization framework, which is Eq. 11. Moreover, the range of elastic modulus of human cancellous bone is 1.0–3.0 GPa. If the elastic modulus is lower than 1.0 GPa, the strength will not satisfy the requirement. Therefore, instead of directly calculating the minimum value of [image: image], we find that calculate the minimum values of [image: image] can make sure the elastic modulus of the structure will not be lower than 1.0 GPa. The optimization process was carried out using ABAQUS with the following set: find the minimum value of [image: image] when subject to [image: image]. The solid isotropic material with penalization (SIMP) was set. Figure 2A shows the calculation process of the optimization. To ensure that the obtained scaffolds can be fabricated using SLM, the thickness [image: image] should be limited within a certain range: [image: image] 0.2. Materialise Magics (v24.0, Leuven, Belgium) is an AM-guided software, which can detect the thickness of the structure to ensure that it meets the manufacturing requirements. All the optimized structures in this paper are verified that the wall thickness meets the manufacturing requirements.
[image: Figure 2]FIGURE 2 | (A) Evolution of the strain energy density during the structural design. (B) Illustration of the geometric repair process.
The disadvantage of the SIMP method was that the boundary of the structure’s topology was not sufficiently clear and the structure was not able to be directly fabricated (Strömberg, 2021). Therefore, topology repair was necessary to ensure the scaffolds can be fabricated. This repair process involved adding multi-functional pores to the scaffolds where material had been removed, determined through ABAQUS calculations (Supplementary Figure 2.2B). To illustrate the structural design process, multi-functional pores with varying radii (0.1 mm, 0.2 mm, 0.3 mm, and 0.4 mm) were added (Figure 3). To maintain the cubic symmetry of the scaffold, eight multi-functional pores were added in each unit cell. P654 is taken as an example to illustrate the naming method for each scaffold: the letter “P” stands for the Schwarz P scaffold, the number “65” stands for the 65% porosity scaffold before the optimization, and “4” stands for the 0.4-mm radius of the multi-functional pores.
[image: Figure 3]FIGURE 3 | Three original scaffolds before optimization (named P650, P750, and P850) and the corresponding optimized novel scaffolds with multi-functional pore sizes from 0.1 mm to 0.4 mm (named P651–P654, P751–P754, and P851–P854).
2.3 Additive manufacturing of Ti6Al4V Schwarz P structure
A group of Schwarz P structures with 65% porosity (P650–P654) were selected for manufacturing to carry out mechanical tests on them. Besides, in this process, it can also be proved that the designed new TPMS bone scaffold can be manufactured and has practical clinical significance. It is worth noting that all the TPMS bone scaffolds designed at 65% (P650-P654), 75% (P750-P754) and 85% (P850-P854) porosity meet the manufacturing requirements: [image: image] 0.2 by verifications. The FE calculation results showed that the performance changes of each group of bone scaffolds are similar. Therefore, only a group of bone scaffolds with 65% porosity are selected to cross-verify with the results of FE calculation. The specimens were manufactured from Ti6Al4V powder using the SLM technique (Renishaw AM400, Wotton-under-Edge, United Kingdom). Due to the high melting point of Ti6Al4V materials, in the SLM process (Wauthle et al., 2015; Soro et al., 2019), the input laser power needed to be 280 W, and the scanning speed needed to be 7.3 mm/s. After the printing process, the samples were placed at a temperature of 1200°C for 2 hours, and the white corundum spraying process was carried out.
2.4 Mechanical simulations and analysis
To evaluate the mechanical behavior of the novel scaffolds, both FE simulations and mechanical experiments were performed. Based on the obtained elastic moduli, the Zener anisotropy indexed were calculated. The elastic moduli and Zener anisotropy indexes were used to evaluate the performance of the novel scaffolds.
For the FE simulations, the boundary condition of [image: image] was set as follows:
[image: image]
The boundary condition of [image: image] was set as follows:
[image: image]
According to the derivation in Section 2.2, [image: image] and [image: image] could be obtained when the strain was set to [image: image]; similarly, [image: image] could be obtained when the strain was set to [image: image]. It is worth noting that the elastic constants should be averaged, which can be accomplished using Eq. 14:
[image: image]
where the sigma-bar of the stress [image: image] represents the average of the stress values of all points in the entire volume region. Because in the process of FE calculation, the model is divided into many elements and nodes. In order to ensure the accuracy of the calculated stress values, the stress values of all nodes in the FE model are extracted, and the average value of these stress values is [image: image]. The reliability of this data processing method has been confirmed by many previous studies (Feng et al., 2021; Peng et al., 2023).
The scaffolds after topology repair were meshed using C3D8R elements with all element size of 0.01 mm. In order to ensure that the results based on this element size can be converged, the convergence analysis is shown in the Figure 4. The smaller the size of the element is, the greater number of meshes is, and the result tends to converge. Therefore, four different element sizes of 0.04 mm, 0.03 mm, 0.02 mm and 0.01 mm are taken to calculate the effective elastic modulus. According to the results obtained, the elastic modulus is 5.59 GPa when the element size is 0.02 mm and 5.58 GPa when the element size is 0.01 mm. Therefore, it can be considered that the result is convergent when the element size is 0.01 mm. At present, the material of bone scaffold is Ti6Al4V, which is widely used in clinic, that is, elastic modulus is 110.0 GPa and Poisson’s ratio is 0.3 (Montazerian et al., 2017). Then, the FE simulations were carried out in ABAQUS with an input elastic modulus of 110.0 GPa and Poisson’s ratio of 0.3. Eventually, the elastic moduli were calculated using Eq. 9.
[image: Figure 4]FIGURE 4 | Convergence analysis of equivalent elastic modulus with different element sizes.
The Zener anisotropy index, which is commonly used to evaluate the anisotropic properties of materials (Chen et al., 2019), is given by Eq. 15:
[image: image]
After the FE analyses with the boundary conditions in Eq. 12 and Eq. 13, the stiffness matrix C was obtained, and then the Zener anisotropy index was calculated using Eq. 15. Next, the 3D anisotropic elastic responses of the Schwarz P scaffolds were visualized in MATLAB.
Quasi-static uniaxial compression tests were performed using INSTRON 5985 (Instron Company, Massachusetts, United States) and the loading speed was 0.5 mm/min according to the mechanical test standard ISO13314 (Ma et al., 2020). The samples were placed at the center of the lower fixture. The lower plate of the fixture remained fixed, while the upper plate was loaded at 0.5 mm/min, and the force and displacement were recorded using the sensors of the equipment (Figure 5). The stress was calculated by dividing the measured force by the cross-sectional area of the sample, and the strain was calculated by dividing the displacement by the height of the sample in the loading direction. The elastic modulus was calculated from the slope of the linear part of the stress–strain curve, and the yield stress was calculated using the 0.2% offset method. One camera was mounted in front of the samples to record the whole deformation process.
[image: Figure 5]FIGURE 5 | Experiment setup for the compression test: equipment and sample.
2.5 Mass transport simulations and analysis
Mass transport capacity (measured by permeability) is very important for bone scaffolds, because a high mass transport capacity is beneficial for the transmission in the scaffold, which is crucial for the growth of cells. Computational fluid dynamics (CFD) was used to simulate the process of transmission using COMSOL (v6.0, COMSOL Multiphysics, Stockholm, Sweden). The permeabilities of the novel scaffolds with multi-functional pores were calculated to evaluate the mass transport capacity.
All the structures were arrayed to 2 [image: image] 2 [image: image] 2 unit cells with a dimension of 5.0 mm [image: image] 5.0 mm [image: image] 5.0 mm. To avoid the boundary effect caused by the inlet and outlet area, a 5.0 mm [image: image] 5.0 mm [image: image] 2.5 mm virtual fluid domain was built at both the fluid flow inlet and outlet. Thus, a 5.0 mm [image: image] 5.0 mm [image: image] 10.0 mm parallelepipedal fluid domain was built (Figure 6). A common boundary condition for permeability was set with a flow rate of 0.001 m/s at the inlet and a pressure of 0.0 Pa at the outlet (Zhang et al., 2020; Qureshi et al., 2021). The external surface of the fluid domain and the surface of the Schwarz P scaffold were set as walls under no-slip state.
[image: Figure 6]FIGURE 6 | The modeling process of the fluid domain and the boundary conditions in CFD analysis.
Darcy’s law is given by Eq. 16:
[image: image]
where [image: image] is the Reynolds number; [image: image] is the velocity of the fluid (m/s); [image: image] is the density of the fluid (kg/m3); and [image: image] is the diameter of the pore (m).
The pressure drop between the inlet and outlet can be obtained from CFD calculation, and the permeability ([image: image]) of the structures can be calculated as:
[image: image]
where [image: image] is the permeability of the structure; [image: image] is the velocity of the fluid (m/s); [image: image] is the dynamic viscosity coefficient of the fluid (Pa [image: image] S); [image: image] is the length of the flow path (m); [image: image] is the pressure drop (Pa); [image: image] is the flow rate of scaffold (m3/s); and [image: image] is the cross-section area of the fluid domain (m2). The fluid properties of water were assumed to be [image: image] = 1000 kg/m3, [image: image] = 0.001 Pa [image: image] S, and [image: image] = 0.001 m/s.
3 RESULTS
In this section, the geometric characteristics of the Schwarz P scaffolds are discussed first, including the difference in size between the designed and the SLM fabricated multi-functional pores. Then, the mechanical properties of all Schwarz P scaffolds under loading cases [image: image] and [image: image] are investigated using FE analysis in terms of elastic modulus and structural anisotropy. Additionally, the mass transport capacities of all Schwarz P scaffolds are investigated, including the pressure fields, velocity distributions, and structural permeabilities. Finally, the optimization results are presented, offering insights into how the scaffolds perform in comparison to natural cancellous bone and highlighting any improvements achieved through the design and optimization process.
3.1 Morphological characteristics
The SLM-fabricated structures are visualized in Figure 7A, and the sizes of the multi-functional pores are in the increasing order from the original structure to the novel optimized structure (P650–P654). To assess the accuracy of fabrication, the discrepancy between the fabricated specimens and the theoretical designs was examined, with particular focus on the P654 structure (Figure 7B) through a scanning electron microscope (SEM). The designed diameter of the multi-functional pore of P654 was 0.80 mm, and the theoretical observation size of the diameter was calculated to be 0.56 mm with the equation [image: image] 45[image: image]. The actual size of the diameter observed by SEM was 0.53 mm (Figure 7C), so the error between the fabricated and designed sizes was 5.4%. It is worth noting that the multi-functional pores were located on the curved surface, which could not be observed in a tangent plane direction. Therefore, the specimen was placed flat on the SEM observation platform, and the multi-functional pores were observed along a 45° angle.
[image: Figure 7]FIGURE 7 | (A) SLM-fabricated Ti6Al4V specimens for P650–P654 scaffolds (P650 to P654 from left to right). (B) SLM-fabricated Ti6Al4V specimen for P654. (C) SEM image showing details of the fabricated sample of P654.
3.2 Mechanical properties of the novel structures
The overall distribution of the von Mises stress under the tensile load condition [image: image] showed a decreasing trend after adding multi-functional pores to P654, P754, and P854. However, the overall distribution of von Mises stress under the shearing load condition [image: image] did not change much (Figure 8). With an increase in the radii of the multi-functional pores, the Zener anisotropy indexes of the novel scaffolds demonstrated a rising trend, while the elastic moduli displayed a decreasing trend. For instance, the Zener isotropy index of P650 was 1.63, and that of P654 was 2.12. The elastic moduli of P650, P750, and P850 were 5.58 GPa, 4.87 GPa, and 4.51 GPa, respectively, whereas the elastic moduli of P654, P754, and P854 were 3.38 GPa, 2.50 GPa, and 2.30 GPa, respectively. Notably, the elastic moduli of P754 and P854 fell within the range of 1.0–3.0 GPa, which is characteristic of human cancellous bone (refer to Figure 9B). To investigate the structural anisotropy, the effective stiffness was homogenized and every elastic modulus surface was colored according to the magnitude of the effective stiffness (Figure 9A).
[image: Figure 8]FIGURE 8 | (A) Distribution of von Mises stress in the scaffolds before and after structural design at 65%, 75%, and 85% porosities under the uniaxial tensile load condition [image: image]. (B) Distribution of von Mises stress in the scaffolds before and after structural design at 65%, 75%, and 85% porosities under the shearing load condition [image: image].
[image: Figure 9]FIGURE 9 | (A) Three-dimensional elastic modulus surface for different Schwarz P scaffolds. (B) Variation trend of structural elastic modulus and Zener anisotropy index with the increase of multi-functional pore size under different porosities.
The uniaxial compressive deformation behavior of the novel designed scaffold was basically consistent with that of the original scaffold. Both P650 and P654 scaffolds showed a shear band at the compressive strain of 0.15, which can be attributed to the slip. At the compressive strain of 0.40, the first fracture positions of the P650 and P654 structures were marked in the experimental results. Specifically, at this stage, the P654 structure exhibited a V-shaped shear band, while the P650 structure displayed a single diagonal shear band. Moreover, the fracture characteristics differed between the two structures. The fracture surface of the P650 specimen appeared smooth, whereas that of the P654 specimen was relatively rough, as depicted in Figure 10.
[image: Figure 10]FIGURE 10 | (A) Deformation behaviors of P650 and P654. (B) SEM views of the compressive fracture surfaces of P650 (upper) and P654 (lower).
In Figure 11, the deformation behaviors of the P650 and P654 structures can be observed to follow a pattern consisting of three main stages: the elastic stage, plateau stage, and densification stage. Both curves started in the linear elastic stage, dropped sharply after reaching the peak stress, began a long plateau stage, and finally entered the densification stage from the strain of 0.4. In addition, the strains experienced by both structures at the ultimate compressive strength were found to be approximately the same.
[image: Figure 11]FIGURE 11 | Stress–strain curves of the Schwarz P scaffolds: P650 and P654.
The elastic modulus of the P650 scaffold was 5.58 GPa and that of the P654 structure was 3.38 GPa, showing the same trend as the FE simulation results. In addition, the yield strength of the P650 structure was 292.0 MPa, and that of the P654 structure was 153.0 MPa. The error between the measured elastic modulus and the FE simulation result was 9.0% for the P650 structure and 8.3% for the P654 structure (Figure 12).
[image: Figure 12]FIGURE 12 | (A) Elastic moduli and yield strengths of scaffolds P650 to P654 calculated from experimental data. (B) Error in the elastic moduli of scaffolds P650 and P654 calculated by mechanical experiment and FE analysis.
3.3 Mass transport capacity of the novel new structures
The pressure field in the entire model was homogenized along the vertical direction, indicating that the same pressure drop could be obtained by selecting any cross section. Since the multi-functional pores facilitated the fluid flow, the chosen cross-section position was strategically placed to intersect the centers of these pores, as illustrated in Figure 13.
[image: Figure 13]FIGURE 13 | Pressure field and local flow velocity for the chosen cross section in the representative CFD model with symmetrical boundary conditions.
With an increase in the radius of the multi-functional pores, the fluid velocity experienced a significant rise, culminating in a maximum velocity 2.8 × 10−3 m/s in the P654 scaffold (Figure 14A). In addition, the pressure drop decreased with the increase of the radius of the multi-functional pore (Figure 14B). According to Darcy’s law shown in Eq. 17, the permeability of the scaffold was greatly improved by adding the multi-functional pores.
[image: Figure 14]FIGURE 14 | (A) Velocity field in the Schwarz P scaffolds with symmetrical boundary conditions. (B) Pressure distribution in the Schwarz P scaffolds with the symmetrical boundary conditions.
The permeabilities of the scaffolds increased with the increase of porosity (Figure 15). For example, the permeability of the P650 structure was 8.58 [image: image] 10–9 m2, while that of the P850 structure was 2.65 [image: image] 10–8 m2. The permeability increased approximately three times with the increase of porosity from 65% to 85%. Furthermore, when holding porosity constant, the addition of multi-functional pores led to a significant enhancement in permeability. For example, the permeability of the P650 structure was 8.58 [image: image] 10–9 m2, and that of the P654 structure was 3.23 [image: image] 10–8 m2. The permeability increased approximately four times with the increase of the radius of the multi-functional pore from 0.1 mm to 0.4 mm.
[image: Figure 15]FIGURE 15 | Effects of porosity and radius of multi-functional pores on the permeability of Schwarz P scaffolds.
Finally, the elastic moduli and permeabilities of the scaffolds were compared with those of cancellous bone (Figure 16). As a result of the design process, the coordinate points gradually shifted from the upper left corner (higher elastic modulus and lower permeability) of the graph to the lower right corner (lower elastic modulus and higher permeability). The elastic moduli and permeabilities of three structures, P754, P853, and P854, had been optimized to fall within the range observed for cancellous bone.
[image: Figure 16]FIGURE 16 | Optimization of the elastic modulus and permeability of Schwarz P scaffold and comparison with those of cancellous bone (the blue area is the range of the elastic modulus and permeability of cancellous bone).
4 DISCUSSION
Novel TPMS structures were designed and fabricated in this study. The morphological properties, mechanical properties, and mass transport capacities of the structures were investigated using FE simulations and mechanical experiments. In this section, the calculated results of the novel scaffolds are discussed and compared with those of cancellous bone, proving that the novel scaffolds in this study are ideal candidates for clinical applications.
4.1 Morphological characteristics
The error between the fabricated and designed values was 5.4%, indicating that the fabricated scaffolds were of good quality. However, it is necessary to discuss the possible reasons for the error. First, overhang structures were observed (Supplementary Figure 3.1C), which were the defects in the printing process generated by powder attachment. The side attachment was due to the partial melting of the powder around the contour line by laser tracking (Yan et al., 2012) and the bottom attachment was due to the improper thickness of the adjacent layers (Tian et al., 2017). Manufacturing defects such as overhang structures and residual powder are inevitable, and the same phenomena have been observed in other studies (Fan et al., 2021; Qiu et al., 2023). Second, the accuracy of the STL model and the internal structure of the specimen can also affect the manufacturing precision, but these factors are beyond the scope of this study. Although we can eliminate errors as much as possible, due to the limitations of AM technology, errors cannot be completely avoided. The error analysis of AM technology is another complex research field. Therefore, it may be possible to avoid errors by printing multiple times in the future, but in this study, considering the acceptable error of the multi-functional pore (5.4%), it is believed that the fabricated scaffolds meet the requirements of clinical applications.
4.2 Mechanical properties of the novel structures
The FE analysis results revealed that the novel scaffolds designed in this study do not produce stress concentration near the multi-functional pores, which will benefit the long-term service of the scaffolds (Supplementary Figure 3.2). Large stress will inevitably be generated near the multi-functional pores, but such a stress concentration phenomenon is not obvious, and it will not cause the structure to be damaged at the multi-functional pores. It is important to highlight that, in this study, mixed boundary conditions were employed instead of periodic boundary conditions to determine the scaffolds’ elastic moduli. This choice not only enhances computational efficiency but has also been validated for its reliable calculation accuracy in previous research (Feng et al., 2021; Baghous et al., 2023; Peng et al., 2023).
The Zener anisotropy indexes ([image: image]) of all scaffolds closely resembled those of cancellous bone, affirming the consistent anisotropic behaviors of the designed structures. The index [image: image] increased with the increase of the radius of the multi-functional pore and showed the following two trends. First, the larger the radius of the multi-functional pore, the faster the increase of index [image: image] (Supplementary Figure 3.3A). For structures with the same porosity of 85%, index [image: image] increased by 12.1% with the increase of the radius of the multi-functional pores from 0.1 mm to 0.2 mm. In contrast, the index [image: image] increased by 53.8% when the radius of the multi-functional pores increased from 0.2 mm to 0.3 mm. Second, the larger the porosity of the scaffold, the larger the difference between anisotropy indexes of the original and the novel designed scaffolds. For example, at 65% porosity, index [image: image] changed by 23% after novel design, whereas at 85% porosity, it changed by 61.4%. The index [image: image] of human cancellous bone is 1.0–4.0 (Kang et al., 2020). The index of the cancellous bone of the femur measured by CT scanning is 3.5 (Augat et al., 1998), and the index of the spine measured by the compressive testing method is 4.8 (Dendorfer et al., 2008). Thus, there is no unified conclusion on the range of the Zener anisotropy index of cancellous bone. However, the anisotropic behavior of P854 is still obvious, which may affect its mechanical properties. In conclusion, while the Zener anisotropy indexes of the novel scaffolds align with cancellous bone standards, the challenge of managing anisotropy during structural design necessitates further exploration and resolution.
The deformation behavior of the newly designed structure closely mirrored that of the original structure, as illustrated in Supplementary Figure 3.4. Within the strain range of 0–0.1, both structures exhibited stress-strain relationships that were predominantly linear. Notably, at a strain of 0.1, the stresses of P650 and P654 experienced significant drops to 27.4% and 51.3% of their peak stress levels, respectively. This phenomenon was related to the brittle failure of pillars in the Ti6Al4V lattice treated by SLM (Kadkhodapour et al., 2017), and this same phenomenon has been observed in previous studies. For example, Qiu et al. (2023) reported that the stress dropped to 39.4% of the peak stress, and Rezapourian et al. (Rezapourian et al., 2023) reported that the stress dropped to 8.9% of the peak stress. As the stress decreased, both the P650 and P654 structures exhibited a shear band along a diagonal direction of 45°, and P654 produced an additional horizontal shear band (Supplementary Figure 3.4A). The shear band along the diagonal was caused by the diagonal distribution of the maximum local curvature of the Schwarz P structure (Fan et al., 2021). In the plateau stage, the stresses were lower than the ultimate strength and increased in waves. Subsequently, the two structures entered the densification stage, and the stress–strain curve showed an upward trend and reached its initial peak. As the strain increased, the fracture zone of the structure continued to expand, resulting in a state of collapse in the lower layer and a state of yield in the upper layer. The P650 structure displayed smooth and flat fracture characteristics, indicating that the structure’s fracture type was primarily due to tensile deformation (Supplementary Figure 3.4B). Furthermore, some internal defects were observed on the fracture cross section of the P654 structure, which may have led to the formation of the horizontal shear band of P654. Similar internal defects have been documented in other studies as well, indicating a potential influence on the mechanical behavior and failure mode of the structure (Fan et al., 2021; Qiu et al., 2023).
The compressive strength and yield strength of the novel scaffolds were compared with those of cancellous bone, indicating that the novel scaffolds had sufficient strength. The compressive strength of cancellous bone is 5.8 MPa and the yield strength of cancellous bone is 4.1 MPa (Syahrom et al., 2011). The P654 structure had compressive strength of 165.0 MPa and yield strength of 153.0 MPa. Therefore, the novel scaffolds met the strength requirements. The error between the FE method and experimental method was 9.0% for the P650 structure and 8.3% for the P654 structure. The error between the two methods evaluated by Jia et al. (2020) fluctuated between 8.0% and 20.0%, so the error in this study was within the acceptable range.
4.3 Mass transport capacity of the novel structures
With the increase of the radius of the multi-functional pore, the velocity of the fluid in the scaffold increased gradually (Supplementary Figure 3.8A). When the radius of the multi-functional pore reached 0.4 mm, the internal structure was completely connected, which significantly improved the permeability of the scaffold. In the past, the method to improve permeability was to increase porosity, but the possible porosity for a certain TPMS scaffold (Maskery et al., 2018) is limited to a certain range. For example, the permeability of P650 was 8.58 [image: image] 10–9 m2, and the permeability of P850 was 2.65 [image: image] 10–8 m2. By increasing the porosity from 65% to 85%, the permeability of the structure was increased approximately 3.1 times. However, the permeability of P654 was 3.27 [image: image] 10–8 m2. Thus, the permeability of the P650 scaffold increased 3.8 times after adding multi-functional pores with a 0.4-mm radius to the scaffold. Therefore, the novel designed scaffolds proposed in this study introduce a new way to control the permeability of TPMS scaffolds.
After adding the multi-functional pores to the scaffolds, the elastic moduli and permeabilities of P754, P853, and P854 fall within the corresponding ranges of cancellous bone (Supplementary Figure 3.10). In addition, with the progress of adding multi-functional pores, the change of permeability was much larger than the change of elastic modulus. From the P650 scaffold to the P654 scaffold, the elastic modulus decreased by 39.0% and the permeability increased by 281.0%. Previous studies have shown that the permeability of a TPMS scaffold is more sensitive to pore size than is the elastic modulus (Sutradhar et al., 2016). The results shown in Supplementary Figure 3.10 also prove that the design method proposed in this study can expand the design domain of TPMS structure. To be specific, since the TPMS structure is controlled by mathematical equation such as Eq. 1, it means that the variable parameters in Eq. 1 is the only variable, which leads to great limitations in the design domain of TPMS structures. To solve this problem, novel TPMS structures such as functional graded TPMS structures are designed in previous studies to broaden the design domain (Fan et al., 2021; Liu et al., 2022). The optimal design method proposed in this study introduced a new variable: multi-functional pore, it can broaden the design domain of TPMS structure, so more different TPMS bone scaffolds can be designed. As shown in Supplementary Figure 3.10, the bone scaffolds that possess elastic modulus and permeability meet the requirements of cancellous bone can be designed by this method, which are new scaffolds cannot be obtained in the previous design domain.
Although promising results were obtained in this study, there are still some limitations that should be resolved in the future. First, the novel design method proposed in this study is only suitable for symmetric structures such as TPMS structures. Because the TPMS structures are symmetrical, its stiffness matrix [image: image] can be simplified and the optimization framework was based on the simplified stiffness matrix [image: image]. Second, only the Schwarz P scaffolds were evaluated in this study, and other types of TPMS scaffolds remain to be analyzed. Last but not least, at present, only a group of bone scaffolds with 65% porosity have been manufactured and mechanical experiments have been carried out. The manufacture of bone scaffolds with more porosity needs to be carried out in the future.
5 CONCLUSION
To address the problems of high elastic modulus and low permeability in current bone scaffolds, novel TPMS bone scaffolds with optimization-guided multi-functional pores were designed in this study. The performances of the novel TPMS scaffolds were investigated using experimental characterization and numerical simulations. The main conclusions are as follows:
(1) The effective elastic modulus reduced from 5.58 GPa (original scaffold) to 3.38 GPa (novel designed scaffold), resulting in lower stress shielding.
(2) The multi-functional pores greatly improved the mass transport capacities of the TPMS scaffolds by providing new pores on the walls. The permeability increased from 8.58 × 10−9 m2 (original scaffold) to 5.14 × 10−8 m2 (novel designed scaffold)
(3) The deformation mode of the novel TPMS bone scaffolds at 65% porosity remained unchanged, which ensured that the new scaffolds can be used as stably as the previous scaffolds. The compressive strength and yield strength of the structure met the clinical requirements, i.e., the scaffolds need to have enough strengths to ensure that they will not break easily.
(4) The novel scaffolds expanded the design domain of TPMS-based bone scaffolds, providing a promising new method for the design of high-performance bone scaffolds.
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Background: The plantar vault, comprising the transverse and longitudinal arches of the human foot, is essential for impact absorption, elastic energy storage, and propulsion. Recent research underscores the importance of the transverse arch, contributing over 40% to midfoot stiffness. This study aimed to quantify biomechanical responses in the ankle-foot complex by varying the stiffness of the deep metatarsal transverse ligament (DTML).Methods: Using CT image reconstruction, we constructed a complex three-dimensional finite element model of the foot and ankle joint complex, accounting for geometric complexity and nonlinear characteristics. The focus of our study was to evaluate the effect of different forefoot transverse arch stiffness, that is, different Young’s modulus values of DTML (from 135 MPa to 405 MPa), on different biomechanical aspects of the foot and ankle complex. Notably, we analyzed their effects on plantar pressure distribution, metatarsal stress patterns, navicular subsidence, and plantar fascial strain.Results: Increasing the stiffness of the DTML has significant effects on foot biomechanics. Specifically, higher DTML stiffness leads to elevate von Mises stress in the 1st, 2nd, and 3rd metatarsals, while concurrently reducing plantar pressure by 14.2% when the Young’s modulus is doubled. This stiffening also impedes navicular bone subsidence and foot lengthening. Notably, a 100% increase in the Young’s modulus of DTML results in a 54.1% decrease in scaphoid subsidence and a 2.5% decrease in foot lengthening, which collectively contribute to a 33.1% enhancement in foot longitudinal stiffness. Additionally, doubling the Young’s modulus of DTML can reduce the strain stretch of the plantar fascia by 38.5%.Conclusion: Preserving DTML integrity sustains the transverse arch, enhancing foot longitudinal stiffness and elastic responsiveness. These findings have implications for treating arch dysfunction and provide insights for shoe developers seeking to enhance propulsion.Keywords: forefoot transverse arch, foot stiffness, stress distribution, metatarsal stress, finite element model, plantar fascia strain
1 INTRODUCTION
In various human physical activities including walking, running, jumping, and other sports, the foot serves as the terminal point of movement. It functions to attenuate the impact forces from ground contact during landing (Chan and Rudins, 1994; Pan et al., 2023), generate propulsive force for the body during push-off (Bramble and Lieberman, 2004; Takahashi et al., 2016; Xu et al., 2024), and optimize energy conversion efficiency (Kuo et al., 2005; Zelik and Kuo, 2010; Khuyagbaatar et al., 2024). To accommodate the multifunctional demands placed upon them, humans have evolved a pair of remarkably flexible feet capable of modulating stiffness to suit various requirements across different athletic endeavors (Bojsen-Møller, 1979; Ker et al., 1987; Kuo et al., 2005; Zelik and Kuo, 2010). The differential stiffness observed in the foot can largely be attributed to the structural composition of the plantar vault, which is formed by the medial longitudinal arch (MLA), lateral longitudinal arch (LLA), and transverse arch (TA). These arches play a significant role in determining the overall stiffness characteristics of the foot (Gwani et al., 2017; Venkadesan et al., 2020).
The MLA has traditionally been a focal point for researchers investigating foot elasticity and mechanical functionality (Morton, 1924b; Elftman and Manter, 1935; Hicks, 1954a; Bojsen-Møller, 1979; Susman, 1983; Williams and McClay, 2000; Heard-Booth, 2017; Holowka and Lieberman, 2018). It is widely recognized as a primary determinant of the foot’s elastic response in the sagittal plane and contributes significantly to midfoot stiffness. Working in conjunction with the bow-string configuration established by the plantar fascia (PF) (Morton, 1924a; Ker et al., 1987) and the windlass mechanism facilitated by dorsiflexion of the metatarsophalangeal joint (Hicks, 1954b), the MLA contributes to midfoot lengthening and stiffness. During forefoot loading, ground reaction forces compel passive stretching of the PF (Morton, 1924b; Ker et al., 1987). Similarly, dorsiflexion of the metatarsophalangeal joints during foot propulsion also results in stretching of the PF (Hicks, 1954b). These two mechanisms of stretching the PF serve to impede MLA collapse and are directly correlated with MLA height (Williams and McClay, 2000). Furthermore, a cadaveric investigation revealed a reduction in foot stiffness following transection of the PF, albeit this reduction was limited to less than 25% (Huang et al., 1993). In light of these observations, the hypothesis proposing that MLA height correlates with foot stiffness emerged, leading to the arch height index becoming a widely utilized metric for foot stiffness assessment (Williams and McClay, 2000; Xiang et al., 2024). However, the premise of utilizing MLA height as a proxy for adequate stiffness possesses inherent limitations, as evidenced by several studies. For instance, individuals with MLA collapse can exhibit normal gait patterns (DeSilva et al., 2015). Even in cases where the PF is transversely severed, foot stiffness diminishes by only a fraction, as indicated in previous research (Huang et al., 1993). In a comparative analysis of individuals with normal arches and flat feet, Kido et al. (2013) observed that midfoot deformation under body weight loading was twice as pronounced in patients with flat feet, with the disparity in stiffness between normal arches and flat feet surpassing the contribution of the PF. Moreover, in conditions characterized by low MLA height such as diabetic foot and peripheral neuropathy, the winch mechanism persists but fails to furnish adequate stiffness support (Gelber et al., 2014). Collectively, these findings underscore the inadequacy of solely relying on sagittal plane foot mechanics to elucidate foot stiffness, signaling the need for a deeper understanding of foot biomechanics.
The TA comprises two bony structures exhibiting slight curvature in the vertical direction of the MLA, situated at the tarsometatarsal joint and metatarsophalangeal joint, respectively (Ridola and Palma, 2001). Biomechanical investigations of the TA have been relatively scarce in recent years, with the majority focusing on the forefoot transverse arch (FTA) at the metatarsophalangeal joint (Iaremenko, 1967; Daentzer et al., 1997; Luger et al., 1999; Weishaupt et al., 2002; Kanatli et al., 2003; Masłoń et al., 2017; Nakai et al., 2019). Plantar pressure data appear to contradict the anatomical configuration and function of the FTA during foot loading (Daentzer et al., 1997; Kanatli et al., 2003), as higher plantar pressure is observed beneath the 2nd and 3rd metatarsals compared to other metatarsals. Conversely, Powell et al. (2014) conducted X-ray imaging and measurements of the forefoot under maximal load in 200 randomly selected Danish subjects, affirming the persistent presence of a bony FTA in the forefoot with an average height of 1.4 mm even under maximum load. Recent investigations have underscored the significance of the TA in contributing to midfoot stiffness, thereby addressing the inadequacy of utilizing MLA height as a sole indicator of foot stiffness (Venkadesan et al., 2020). Venkadesan et al. (2020) demonstrated through mechanical simulations that the TA constitutes the primary determinant of foot stiffness, accounting for over 40% of total foot stiffness. This phenomenon stems from the mechanical coupling between sagittal plane bending of the foot and perpendicular stretching of the metatarsal heads, akin to the significant stiffening observed when folding a banknote crosswise. Yawar et al. (2017) conducted experiments involving subjects with FTA wrapped in elastic bandages and employed mathematical models to ascertain that augmenting the lateral stiffness of the FTA resulted in an average increase of 53% in foot stiffness. Furthermore, they posited that the orientation of the adjacent metatarsal joint axis carried more significance than the external curvature in influencing foot biomechanics. Despite the absence of an overt transverse arch in some foot configurations, the geometric features of the tarsal/metatarsal joints and ligament arrangement may lead to misalignment of the preferred bending direction of adjacent metatarsals. This functional bending capability enables the storage of elastic potential energy generated by the stretching of interosseous ligaments. Further exploration is warranted to elucidate the relationship between the TA and foot stiffness. Schmidt et al. (2024) conducted a retrospective analysis of weight-bearing CT images from 32 Progressive collapsing foot deformity and 32 control feet, revealing a greater degree of TA collapse in progressively collapsing clubfeet compared to controls. The most significant collapse was observed between the medial cuneiform and the second metatarsal bones. This observation suggests a potential coupling mechanism between the TA and the MLA, specifically occurring between the medial cuneiform and the second metatarsal. Moreover, the biomechanical responses of different FTA lateral stiffnesses on foot mechanics remain unexplored and merit investigation.
In 1973, Belytschko et al. (1973) pioneered the application of the finite element (FE) method in biomechanical research. This method has gained widespread popularity due to its capacity to conduct iterative mechanical analyses of structures characterized by irregular geometric shapes and intricate material properties within complex boundaries. It stands as one of the foremost methodologies in foot biomechanics research (Yu et al., 2020). Consequently, we aimed to construct a three-dimensional FE model of the foot-ankle complex using CT data obtained from healthy subject. The lateral stiffness of the FTA within the foot-ankle complex was manipulated by adjusting the Young’s modulus of the DTML. Comprising a series of four short ligaments spanning the distal ends of adjacent metatarsals, the DTML plays a pivotal role in stabilizing deformations of the foot’s transverse arch (Wang et al., 2015). Our objective is to investigate the corresponding impacts of varying FTA lateral stiffness on von Mises stress, strain, and plantar pressure across foot bones and PF tissue under identical loading conditions.
We hypothesized that augmenting the lateral stiffness of the FTA would mitigate forefoot plantar pressure, induce alterations in metatarsal von Mises stress and stress distribution, diminish navicular bone descent, and attenuate PF strain.
2 MATERIALS AND METHODS
2.1 Participant information
This study included one healthy male subject (age: 26 years, height: 186 cm, weight: 75 kg). The subject’s feet exhibited no signs of neurological disease, biomechanical abnormalities resulting from acute foot injuries, or previous foot bone surgeries, and there were no hereditary foot deformities observed. Prior to measurements, subjects were provided with comprehensive information regarding the experimental procedures and were required to sign an informed consent form. Ethical approval for this study was obtained from the Human Subjects Ethics Committee of Ningbo University (RAGH20230428), and all laboratory procedures adhered to the principles outlined in the Declaration of Helsinki.
2.2 Model construction
A coronal CT scan, conducted without weight bearing, was performed on the subject’s right foot in a neutral position, with a 2 mm interval between slices. The DICOM image was segmented using Mimics16.0 (Materialise, Leuven, Belgium) to generate a three-dimensional model encompassing both bone tissue and capsular soft tissue. Geometric irregularities present on the surfaces of bony components and soft tissues were smoothed using Geomagic Studio 2013 (Geomagic Inc, Research Triangle Park, North Carolina, United States). Subsequently, a PF model was established based on foot anatomy (Tao et al., 2010). Each surface member was individually imported into SolidWorks 2016 (Massachusetts, United States, SolidWorks) to create solid parts. A solid cartilage structure was constructed based on the bone contact surface. Volumetric Boolean operations were performed to subtract all bone and cartilage components, resulting in the encapsulated soft tissue being derived from the total soft tissue. The numerical foot model comprises 28 bone segments, which include the tibia, fibula, talus, calcaneus, cuboid, navicular, 3 cuneiforms, 5 metatarsals, and 14 phalanges (Zhang et al., 2022) (refer to Figure 1A).
[image: Figure 1]FIGURE 1 | (A) Three-dimensional finite element models of soft tissue, bone and ligament structures; (B) Mesh model of foot-ankle complex under load.
2.3 Geometry reconstruction and mesh creation
The mesh was generated utilizing the Ansys Workbench (ANSYS, Inc., United States) grid tool, as illustrated in Figure 1B. Each bone, cartilage component, and surrounding soft tissue was segmented into sub volumes, with tetrahedral elements assigned to each volume. The mesh sizes for the two models were set as follows: 4.5 mm for the encapsulated soft tissue, 3 mm for the bone, and 2.5 mm for the cartilage structure. Local refinement was implemented to accommodate contact areas and fine geometries. The solid part was meshed using tetrahedral elements. Except for the PF, DTML, and metatarsophalangeal joint capsule, other ligaments are non-solid line units that only stretch. Employing a method of gradually reducing mesh size, a mesh sensitivity test was conducted on the full-foot model at a static station. Acceptable mesh generation was determined by evaluating the deviation of peak equivalent von Mises stress synthesized by the first metatarsal bone. Further mesh reduction was undertaken until the von Mises stress deviation remained within 5% of the original value (Chen et al., 2019).
2.4 Material property assignment
With the exception of the encapsulated soft tissue, all materials are modeled as isotropic and linearly elastic (Cheung et al., 2005). Two material constants, Young’s modulus (E) and Poisson’s ratio (ν), are defined to characterize elasticity. The soft tissue is treated as a nonlinear hyper elastic material. The material properties of the soft tissue are derived from the second-order polynomial strain potential energy measured by in vivo ultrasound. A hyperelastic material model is used to define the soft tissue portion of the model, as shown in Eq. 1:
[image: image]
U is the strain energy per unit reference volume; Cij and Di are material parameters. J is the volume ratio; I1 and I2 are the 1st and 2nd deviator strain invariants. The superelastic material coefficients used for soft tissue are C10 = 0.08556, C01 = −0.0841, C11 = −0.02319, C02 = 0.00851, D1 = 3.65273, D2 = 0 (Lemmon et al., 1997). Material properties for each component are detailed in Table 1 (Siegler et al., 1988; Gefen, 2002; Cho et al., 2009; Gu et al., 2010; Brilakis et al., 2012; Gu et al., 2012). Cheung et al. (2004) simulated the effect of changing the stiffness of the PF on plantar pressure and the biomechanical interaction between bones and ligaments by changing the Young’s modulus of the PF. Therefore, we changed the Young’s modulus in the range of 135–405 MPa. Various values of the modulus are assigned to DTML to study the effect of FTA stiffness on load distribution. A Young’s modulus of 270 MPa was selected as the reference value to represent normal DTML stiffness (Gu et al., 2012), with the cross-sectional area of the fascia maintained constant across all simulation cases.
TABLE 1 | Material properties of the components in the finite element model.
[image: Table 1]2.5 Boundary and loading conditions
This study investigated the impact of FTA stiffness on the biomechanics of the foot and ankle complex during running. The AMTI force plate (Advance Mechanical Technology Inc., Watertown, NY, United States) was utilized to capture the force exerted by the subject’s right foot from ground contact to lift-off. Ground reaction force was recorded at a frequency of 1,000 Hz, with running speed determined by the subject’s self-selected pace. The number of experiments is three, and the interval between each experiment is 3 min. A flexible metal plate, capable of vertical movement only, was employed to simulate the ground (Kasiri-Bidhendi et al., 2015). The upper surface of the soft tissue, distal tibia, and distal fibula were fixed, as depicted in Figure 2. The average value of the second peak vertical ground reaction force of 1074N measured by the force plate is applied to the bottom of the metal plate as the ground reaction force of the FE analyze. Interaction between the foot and the plate was simulated as a contact surface with a friction coefficient of 0.6 (Yu et al., 2008). An equivalent force vector representing the Achilles tendon force was applied to the posterior aspect of the calcaneus. The magnitude of the Achilles tendon force was estimated as half of the reaction force (187.5 N) exerted by one foot when maintaining balance (Cheung et al., 2004).
[image: Figure 2]FIGURE 2 | Loading and boundary conditions for FE analyses.
2.6 Experimental validation
The model’s validity was assessed by comparing plantar pressure computed via FE analysis with plantar pressure measurements obtained using an Emed pressure plate (Novel, Munich, Germany), both conducted on the same subject. The subject was instructed to stand stationary on the Emed pressure plate for a duration of 5 s. Data collected during the middle 3 seconds were selected and averaged for analysis. This procedure ensured a representative assessment of plantar pressure distribution during static stance (El-Sallam et al., 2013).
3 RESULTS
3.1 Model verification
Figure 3 displays the plantar pressure distribution predicted by the Emed pressure plate and FE analysis while the subject maintained balance. The FE model utilized a DTML Young’s modulus (E) of 270 MPa as the reference value. Notably, the FE model demonstrates strong agreement with experimentally measured plantar pressure distribution and pressure values. Specifically, the simulated forefoot plantar peak pressure is 0.318 MPa, closely aligning with the measured value of 0.293 MPa, while the simulated and measured hindfoot plantar peak pressures are 0.353 MPa and 0.336 MPa, respectively.
[image: Figure 3]FIGURE 3 | Comparison of FE predicted (right) and experimentally measured (left) peak pressure during balanced standing for model validation.
3.2 Plantar pressure
As the Young’s modulus of DTML increases, peak plantar pressure decreases, accompanied by pressure redistribution. From DTML Young’s modulus E = 135 MPa to E = 405 MPa, forefoot peak plantar pressure initially increases before exhibiting a decreasing trend (Figure 4). Compared to the reference value E = 270 MPa, when the Young’s modulus of DTML is reduced by 50%, the peak pressure of the forefoot increases by 4.7% (0.334 MPa), the peak pressure of the midfoot increases by 11.3% (0.267 MPa), and the peak pressure of the rearfoot decreases by 8.8% (0.322 MPa). When the Young’s modulus of DTML increases by 100%, the peak pressure of the forefoot and midfoot decreases by 19.2% (0.269 MPa) and 39% (0.163 MPa) respectively, while the peak pressure of the rearfoot increases by 11.4% (0.359 MPa). The overall foot plantar pressure is reduced by 14.2%.
[image: Figure 4]FIGURE 4 | Effect of different DTML Young’s modulus on plantar peak pressure.
3.3 PF strain
The tensile strain distribution of the PF, as simulated by FE, is depicted in Figure 5. Increasing the Young’s modulus of DTML effectively reduces the peak strain across various areas of the PF, particularly evident in the distal and middle segments. A 100% increase in DTML Young’s modulus correlates with a 38.5% reduction in the strain stretch of the PF.
[image: Figure 5]FIGURE 5 | Graphic representation of plantar fascia strain distribution.
3.4 Foot height and length
In the unloaded simulated state, the height of the scaphoid measures 52.5 mm, with a foot length of 273 mm. During running, the scaphoid experiences a 21% reduction, measuring 41.5 mm. When the Young’s modulus of DTML decreases to 50% of the reference value E = 270 Mpa, the scaphoid drops to 34 mm. Conversely, under the condition of DTML Young’s modulus E = 405 Mpa, the scaphoid measures 44mm, representing an 8.5 mm reduction compared to the unloaded state (Figure 6A). Altering the Young’s modulus of DTML by ± 50% from the reference value results in a 0.4% decrease and a 2.1% increase in foot length, respectively (Figure 6B).
[image: Figure 6]FIGURE 6 | Effects of different DTML Young’s modulus on changes in (A) navicular bone height and (B) foot length.
3.5 Metatarsal stress
As the Young’s modulus of DTML increases from one-half the reference value, metatarsal von Mises stress generally escalates, except for M5 (Figure 7A). Comparatively, at 1.5 times the Young’s modulus reference value, the von Mises stress on the 2nd and 3rd metatarsals increases by 14.7% and 9.3%, respectively. Conversely, the von Mises stress on the 1st and 4th metatarsals decreases by 8.9% and 6.1%, respectively. The von Mises stress on the fifth metatarsal bone diminishes by 8.4% within the 100% change range of DTML Young’s modulus. With increasing DTML Young’s modulus, the von Mises stress distribution of the metatarsals becomes more concentrated. The von Mises stress on the 1st, 4th, and 5th metatarsals tends to shift towards the 2nd and 3rd metatarsals. Furthermore, the von Mises stress center also shifts vertically, transitioning from the base of the 3rd metatarsal to the posterior aspect of the 2nd (Figure 7B).
[image: Figure 7]FIGURE 7 | (A) Histogram and trend curve of the peak von Mises von Mises stress of the 1st-5th metatarsal bones; (B) Peak von Mises stress distribution cloud diagram of the 1st-5th metatarsal bones under the influence of different DTML Young’s modulus.
4 DISCUSSION
Despite the acknowledged significance of the FTA in contributing to foot stiffness (Yawar et al., 2017; Venkadesan et al., 2020), detailed insights into the precise impact of FTA stiffness on internal foot structures remain limited. To comprehensively investigate the biomechanical response of the FTA within the context of internal foot structures, this study developed a subject-specific three-dimensional FE model of the foot-ankle complex and systematically assessed the quantitative influence of FTA stiffness on plantar load-bearing characteristics and internal foot structural parameters. Experimental findings indicate that progressive increases in FTA stiffness consistently reduce peak plantar pressure, as well as tension and strain levels within the PF, and mitigating scaphoid subsidence. Notably, variations are observed in the effects of FTA stiffness on the von Mises stress distribution across the five metatarsal bones. These nuanced biomechanical responses underscore the complexity of foot mechanics and highlight the need for further investigation to elucidate the precise interplay between FTA stiffness and internal foot structures.
As the Young’s modulus of the DTML increased from 50% to 150% of the reference value (E = 270 MPa), a notable decrease of 14.2% in peak plantar pressure was observed. This reduction primarily manifested as a decrease in peak pressure in the midfoot and forefoot regions. However, a rising trend in forefoot peak pressure was observed as the DTML Young’s modulus increased from 50% to 75% of the reference value. This phenomenon may be attributed to the increased stiffness of the FTA, which impedes midfoot sinking and redistributes pressure towards the front and rear feet. Despite the increase in the Young’s modulus of the DTML during this period, it proved insufficient to fully convert all increments of forefoot plantar pressure into elastic potential energy stored within the ligament. With further escalation in the lateral stiffness of DTML, the mechanical coupling between the foot’s sagittal plane bending and metatarsal head opening becomes more pronounced. This coupling facilitates the conversion of a greater proportion of ground reaction forces into the elastic force exerted by DTML, consequently reducing peak plantar pressure. Viewed from this perspective, the mechanical interplay between foot dorsiflexion and metatarsal head opening, along with increased FTA lateral stiffness, effectively reduces plantar pressure. Conversely, elevated plantar pressure, particularly in the forefoot, may heighten the risk of injury during movement (Wilzman et al., 2022).
The PF represents a crucial passive stabilizer in maintaining midfoot stiffness. In this study, a three-dimensional model of the PF was constructed to investigate its association with the FTA. Experimental findings revealed that a reduction in the Young’s modulus of the DTML resulted in increased peak strain within the PF. The deep PF inserts into the interosseous fascia, deep transverse plantar ligament, metatarsophalangeal joint plantar ligament, periosteum, and fibrous sheath at the base of each proximal phalanx, forming a sheath surrounding the flexor tendons (Davies, 2005). A decrease in the stiffness of the DTML disrupts the stability of the metatarsophalangeal joint, causing the metatarsals to expand along the Le Lie`vre metatarsal parabola. Consequently, the distal end of the PF undergoes increased passive stretching. This abnormal stretching of the distal end of the PF may contribute to forefoot pain associated with FTA dysfunction, such as hallux valgus (Nakai et al., 2019). Additionally, reduced stiffness across the foot, stemming from decreased forefoot lateral stiffness, elevates strain in the mid PF and heel, potentially exacerbating PF strain and predisposing to conditions like plantar fasciitis (Buchbinder, 2004; Irving et al., 2006; Wearing et al., 2006). Conversely, augmenting the stiffness of the FTA can effectively alleviate peak strain on the PF, thereby mitigating the risk of PF injury attributable to excessive fatigue.
Research findings indicate that augmenting the Young’s modulus of the DTML effectively prevents scaphoid collapse. A 100% increase in the Young’s modulus of DTML from half the reference value (E = 270 MPa) results in a 54.1% reduction in scaphoid subsidence and a 33.1% increase in midfoot stiffness. Through a combination of experiments and FE simulations, this study presents, for the first time in a foot model, the crucial role of the FTA in maintaining arch shape and enhancing foot stiffness. Previous studies primarily inferred the contribution of the TA to foot stiffness through mechanical models and mathematical methods, estimating contributions ranging from 40% to 50% (Yawar et al., 2017; Venkadesan et al., 2020). The contribution of the FTA to foot stiffness fundamentally differs from that of the PF. Whether through the bow-string configuration or the windlass mechanism, both aim to increase tension of the PF to resist flattening of the bony arch under gravity. The inherent stiffness of the foot’s arch structure, mediated by the joint capsule, key ligaments, and muscles, is augmented more directly by the FTA through alterations in lateral arch curvature, metatarsal bone expansion, and dorsalis curvature coupling. While medial arch support insoles have historically been favored for flat-footed patients and proven effective in symptom relief (Su et al., 2017; Wahmkow et al., 2017; Peng et al., 2021), this method may inadvertently increase pressure on the medial midfoot region, potentially leading to long-term discomfort. Additionally, excessive arch support from foot orthotics can impose undue von Mises stress on the foot-ankle complex’s articular cartilage and ligaments (Su et al., 2017). The research suggests that enhancing arch stiffness through adjustments in FTA curvature and lateral expansion may offer a novel therapeutic avenue for treating flat feet, potentially mitigating the need for excessive arch support and minimizing associated risks of discomfort and structural strain in the foot-ankle complex.
As the Young’s modulus of the DTML increases, von Mises stress on the first, second, and third metatarsals also increases, with a concentration of von Mises stress towards the center. Despite the reduction in peak forefoot pressure, the second and third metatarsal bones still experience elevated peak von Mises stress levels, which may partly explain why most metatarsal von Mises stress fractures occur in these regions (Sullivan et al., 1984). It is noteworthy that when the DTML Young’s modulus reaches 150% of the reference value (E = 270 MPa), peak metatarsal von Mises stress shifts from the base of the third metatarsal to the dorsal side of the second metatarsal. This phenomenon of von Mises stress transfer may be attributed to alterations in the forces acting on the metatarsal bone. With low DTML stiffness, the maintenance of the FTA shape is compromised, leading to shear forces at the base of the metatarsal heads under the influence of gravity and ground reaction forces, thereby concentrating von Mises stress at the base of the third metatarsal bone. As the stiffness of DTML increases, the second metatarsal rises to become the apex of the FTA. Consequently, shear forces diminish, and the dorsal aspect of the metatarsal experiences downward pressure, resulting in a concentrated peak von Mises stress at the proximal end of the second metatarsal. In contrast, the peak von Mises stress on the fourth and fifth metatarsals decreases proportionally as pressure diminishes.
Further experimental research is necessary to ascertain whether alterations in von Mises stress due to DTML stiffness have a discernible impact on the risk of injury. This will help elucidate the biomechanical implications of foot structure and function under varying ligamentous stiffness conditions, contributing to a deeper understanding of foot mechanics and injury prevention strategies.
It is important to acknowledge potential limitations inherent in this study. Firstly, the reliance on data from a single individual for all simulations may raise concerns regarding the generalizability of the results to broader populations. The use of a single subject limits the ability to capture variations in foot biomechanics across different individuals (Wong et al., 2021). Follow-up studies should consider multiple human sample models for study (Zhan et al., 2024). Secondly, while this study examined internal effects through intra-test differences, it did not assess external effects, which may limit the generalizability of the research conclusions (Chen et al., 2020). In terms of materials, except the wrapped soft tissue, all materials are isotropic linear elastic materials. Bone is divided into cortical bone and cancellous bone. If a bone is defined as a linear elastic material, the stress value of the bone will increase, which requires simplifying some secondary tissues and structures of complex organisms, which cannot be completely accurate. In addition, due to the use of the FE method, the results are based on some assumptions, which may be reflected as potential limitations (Malakoutikhah et al., 2022). Therefore, improving the geometric similarity and accuracy of the FE model is an important direction of biomechanical FE analysis.
5 CONCLUSION
To our knowledge, this study represents the first attempt to investigate the influence of the transverse arch on midfoot stiffness by quantifying its impact on internal load-bearing characteristics of the foot. Through experimental validation, we have confirmed that augmenting the stiffness of the transverse arch effectively enhances the overall stiffness of the midfoot. As a result, we recommend considering methods aimed at preserving the shape and increasing the stiffness of the forefoot transverse arch when addressing symptoms associated with medial longitudinal arch collapse in the foot. Furthermore, preserving the shape and curvature of the TA could serve as a strategy in the design of running shoes to enhance the stiffness of the foot during running.
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Patient compliance and therapeutic precision of compression textiles (CTs) are frequently limited by the inaccurate pressure distributions along biological bodies in physical-based compression therapy. Therefore, the biomechanical influences of physiological tissue material characteristics of lower extremities on compression generations of CTs need to be explored systematically to improve pressure management efficacy. In this study, we developed three-dimensional (3D) homogenous finite element (FE) CT-leg systems to qualitatively compare the pressure diversities along lower limbs with different biomaterial tissue properties under each external compression level. Simultaneously, through the obtained leg circumferential displacement, a contact analysis model was applied to quantitatively explore the impact mechanisms of soft leg indentations on the pressure performance of CTs. Based on the experimental validation study, the proposed FE systems could be efficiently utilized for compression performance prediction (error ratio: 7.45%). Through the biomechanical simulation and theoretical calculations, the tissue stiffness characteristics of applied bodies showed significant correlations (p < 0.05) with the body circumferential displacements but no correlations (p > 0.05) with pressure delivery differences of CTs. This study facilitates the pressure fit design principle and leg mannequin material selection guidance for the development and experimental assessment of CTs. It also provides effective simulation methods for pressure prediction and property parametric optimization of compression materials.
Keywords: biomechanical analysis, numerical simulation, tissue stiffness characteristics, medical compression textiles, pressure supply
1 INTRODUCTION
Functional textile-based compression interventions are generally considered as acceptable and effective therapeutic modalities for venous ulceration, chronic venous insufficiency, and deep vein thrombosis (Liu et al., 2017; Kankariya et al., 2021; Kankariya, 2022). By applying controllable fabric tensions during wearing for an extended time, elastic compression textiles (CTs) positively generate external pressure dosages along the required bodies for compression therapy (Barhoumi et al., 2020). The pressure generation/performance of CTs indicate the generated pressure magnitudes between the interfaces of body skin surface and CT fabrics. Through population-based studies, although the prevalence of venous diseases has increased approximately from 8.9% to 16.5% (Gong et al., 2020; Kim et al., 2021), patient compliance is still only 25.6% (Ziaja et al., 2011), which is limited by the inaccurate pressure distributions and discomfort when wearing CTs.
The pressure diversities are the pressure value differences generated by identical CTs among various applied bodies. In the production process, the fabricated commercial CTs are necessarily measured by using standard-sized leg mannequins (i.e., wooden leg models) for quality control estimations (Figure 1A). Therefore, insufficient compression deliveries are frequently generated, which are caused by the cross-sectional shape profile and material property discrepancies between the applied leg models and biological bodies (Li et al., 2020). Due to individual physiological diversity and anatomic structural differences (Liu et al., 2013), including morphological irregularities and heterogeneous tissue characteristics (Ghosh et al., 2008; Liu et al., 2018a), the medical efficiency and user adherence of readymade CTs have been limited by inappropriate pressure generation in practical bio-applications. In compression therapy, the interfacial pressure distributions determine the clinical effectiveness of CT materials (Kankam et al., 2018). Thus, the scientific biomechanical analysis of the impact of lower limb individual diversity on compression delivery could improve the pressure fitness and therapeutic precision of CTs.
[image: Figure 1]FIGURE 1 | (A) Quality evaluation and bio-application of CTs, (B) physiological structure, (C) sectional segmentation, and (D) main compositions of human lower extremity.
For lower extremity morphological variations, research workers (Liu et al., 2018b) have explored the impacting mechanisms of body sectional irregularities on functional compression performances of CTs. They found that the cross-sectional irregular applied leg patterns led to uneven pressure magnitudes caused by the non-constant fabric stretching strains. For lower limb material tissues, based on the leg’s physiological structure (Figure 1B) and sectional segmentation (Figure 1C), three components with varying composition have been identified, including the superficial tissues (i.e., adipose tissues, skin, and veins), deep (i.e., muscles, tendons, and veins) soft tissues (STs), and hard tissues (i.e., tibia and fibula) (Figure 1D) (Cieślak et al., 2016). Therefore, except for the rigid support (i.e., bones), to replace traditional rigid mannequin materials and improve the accuracy of experimental pressure estimation, in previous studies, research workers have selected alternative ST materials, such as silicone and flexible polyurethane foam (Yu et al., 2004; Frauziols et al., 2017; Li et al., 2020). Using these, research workers have developed substitutable leg models for the design and interfacial pressure testing of CTs. Nevertheless, to date, there is a lack of research fundamentally exploring the effects of biomaterial mechanical stiffness of lower limbs on pressure distributions of CTs. The design guidance and leg mannequin selection criteria need to be established for the biodevelopment and pressure assessment of compression functional fabrics.
Based on non-linear mechanical behaviors, the applied strain energy functions of biological STs can be commonly defined by neo-Hookean, Mooney–Rivlin, first-order Ogden, or Fung material models, etc. (Heydon, 2011; Parker, 2016). For digitalized property investigations, the ST constitutive parameters were measured by direct identification experiments through ultrasound shear wave elastography (Ranger et al., 2023; Frauziols et al., 2013; Mo et al., 2022; Affagard et al., 2014). Furthermore, the computational finite element (FE) simulations and inverse methodologies were also applied to numerically quantify leg ST biomaterial properties. Among them, the subjects’ legs were reconstructed through reverse engineering technologies by employing the magnetic resonance imaging or computed tomography scanning (Avril et al., 2011; Dubuis et al., 2012; Lu et al., 2021). Therefore, through the aforementioned determination approaches and obtained mechanical parameters of STs, the stress and strain distributions, interfacial pressure mapping, and hemodynamic response could be visually simulated through FE biomechanical approaches (Liu et al., 2019; Nemati and Shojaei, 2019; Han et al., 2021). For instance, based on the imaging-based reconstruction of the subjects’ lower limbs, Ye and Liu. (2020) constructed FE fluid–solid complex interaction systems to analyze the biomechanical properties of veins and STs under CT external compressions. Dubuis et al. (2012), Avril et al. (2011), and Rohan et al. (2015) also examined the pressure transmissions within the ST by simulated FE models to improve the understanding of working mechanisms of CTs. However, the previously proposed FE models were established for patient-specific mechanical analysis with their individual biomaterial tissue characteristics. Limited studies have investigated the pressure performance diversities caused by lower limb stiffness variations through parametric comparisons.
Based on characterization studies, ST stiffness values possibly vary due not only to the studied anatomical locations and muscle measured states but also to individual characteristics, such as gender (Morse, 2011), aging (Ochi et al., 2010), disease progression, occupation (Hobara et al., 2010), and rehabilitation status (Le et al., 2017). Additionally, research workers (Sangpradit et al., 2011; Marinopoulos et al., 2020) have explored the interactions between the external forces and positive exerting devices among soft bodies with varying material characteristics. Nevertheless, the garment-based pressure diversities caused by the mechanical ST properties of bio-legs still remain controversial. Thus, the qualitative influencing mechanisms on, and quantitative relationships of various biomaterial parameters to, pressure generation diversities of compression fabrics need to be explored systematically, to facilitate the material design, pressure dosage selection, and compression prediction of CTs.
Therefore, the main objective of this study was to systematically investigate the biomechanical influences of tissue stiffness of lower extremities on compression generations of CTs for the improvement of pressure management efficacy. The independent leg stiffness influences on pressure performances of CTs were systematically investigated through FE CT-leg simulation modeling, theoretical analysis, and experimental validation studies. For our main research contribution, the compared results could facilitate the scientific biodesign of pressure dosages for CTs and promote model material selection for pressure experimental evaluations. The constructed 3D homogenous FE CT-leg systems also achieve effective visualized assessment and pressure prediction for user-oriented applications.
2 MATERIALS AND METHODS
To investigate the biomechanical influences of lower limb ST stiffness on pressure performance of CTs, this study adopted FE modeling, theoretical analysis, and experimental validation, respectively. As illustrated in Figure 2, the 3D FE homogenous modeling system was constructed through the reconstructed entity legs established by 3D body scanning and reverse engineering technologies. The acceptability of proposed FE models was examined by 3D printing legs with controlled lower limb morphological shapes and identical material characteristics. Then, the pressure performance diversities between legs with varied tissue stiffness were qualitatively compared through the FE CT-leg systems by inputting varying biomaterial parameters. Simultaneously, the theoretical contact analysis model was constructed to quantitatively explore the impacting mechanisms of tissue stiffness on pressure performances of CTs by inputting leg circumferential deformation data. Finally, the experimental validations were adopted to validate the applicability and accuracy of the outcomes and findings of the present study.
[image: Figure 2]FIGURE 2 | Framework of the proposed study.
2.1 Subject information
Three subjects (code: S1, S2, and S3) with various genders, ages, and leg shape profiles participated voluntarily for lower extremity modeling constructions and experimental investigations. The basic individual information and body mass index (BMI) of each subject are as follows: i) S1: male, age: 32 years old, height: 1.80 m, BMI: 17.7 kg/m2; ii) S2: female, age: 50 years old, height: 1.57 m, BMI: 25.6 kg/m2; and iii) S3: male, age: 61 years old, height: 1.60 m, BMI: 22.2 kg/m2. The study protocol was approved by the Human Subjects Ethics Sub-committee of The Hong Kong Polytechnic University.
2.2 Preparation and physical-mechanical properties of CTs
In practical clinical treatments, pressure magnitudes exerted by CTs are classified as different compression levels (Figure 3A) through the standard of Germany RAL-GZ 387 (Medical Compression Hosiery Quality Assurance) by varying textile material stiffness. Thus, according to the measurement guidance (Figure 3B) and determined subject body dimensions (Figure 3C), different compression knitted fabrics were designed to achieve the standardized pressure magnitudes for the light (class: I) and strong (class: III) levels of compression generation. As shown in Figure 3D, Lycra-based elastic yarn materials with various linear densities were adopted as the ground and inlay yarn components according to the designed 1 × 1 laid-in knitted loop pattern. By adjusting the knitting yarn combinations and machinery parameters, tubular CTs with diverse physical and mechanical properties were prepared using the LONATI LA-45 ME 3D seamless knitting machine (Francesco Lonati, Brescia, Italy).
[image: Figure 3]FIGURE 3 | (A) Measurement guidance and (B) compression classification by Germany RAL-GZ 387 standard. (C) Circumferences and heights of each recruited subject legs, and (D) applied 1 × 1 laid-in knitting loop pattern and 3D seamless knitting fabrication. (E) Typical stress–strain curves of CT samples from stretching tests.
For experimental physical tests, the fabric circumferential radius (RF), longitudinal lengths (LF), fabric thickness (h), and mass densities (MD) of CTs were obtained according to the standards of ASTM D3774, ASTM D1777, and ASTM D 3776/D 3776M-09a, respectively. For mechanical tensile behaviors, the elastic Young’s modulus along the course (EF) and wale (EFy) stretching directions and Poisson’s ratio (vF) were tested by utilizing the Instron 4,411 universal tension tester (Norwood, MA, USA) referred to the ASTM D2256 standard. For stretching tests, to facilitate the appropriate sample size, the knitted samples (width: 50 mm and length: 75 mm) were prepared by the same yarn-machinery settings with the corresponding CT fabrics. The samples were fixed by the two tester clamps and thus were stretched from the initial tension-free state (0%) to the maximum final stretch ratio (100%) at a constant extension velocity of 300 mm/min. Young’s moduli values along various loading directions were calculated by EF-Fy = FT/bhε (where FT is the fabric tension force, h and b are the fabric thickness and length, respectively, and ε is the fabric extension stretched by the corresponding tension force). Thus, through the measured fabric h and b data, FT values under the corresponding fabric strain state (ε; 0%–100%) were recorded by the Instron device, and then EF-Fy could be obtained by the averaged calculated results with different stretching strains. The typical stress–strain curves of CT samples are shown in Figure 3E. Fabric shear modulus (GF) was obtained using the Kawabata (KES-FB3) pure shear testing assessment system. The applied CTs and corresponding measured fabric properties are listed in Table 1.
TABLE 1 | Measured fabric properties of CT knitted samples.
[image: Table 1]2.3 Development of 3D printing rigid leg models
To obtain the lower body surface images for further model reconstruction and 3D printing manufacturing, the handheld professional EinScan-Pro 2X PLUS 3D Scanner (Shining 3D Tech. Co., Ltd. Hangzhou, China) and Solid Edge Shining 3D Edition software were applied with high scan accuracy (scan precision was 0.04 mm) and efficiency (scan speed was 1,500,000 dots/s) (Amornvit and Sanohkan, 2019). Based on the LED light source, participants were requested to stand steadily with torso separation at the instructed boundary pattern markers (Figure 4A). Then, by stably moving and operating the scanner 360° around each subject, the entire lower body surface was produced in cloud points for data acquisition. After body capturing, the initial scanned files were saved in a stereolithography (STL) format and preliminarily processed using the Geomagic Studio 2014 (64 bit) software (Raindrop Geomagic, Research Triangle Park, NC, USA) for the elimination of irrelevant extra scan points, reduction of noises, repair of model holes, and orientation fixation. Then, the 3D entity models were reconstructed by using reverse engineering technology through the SpaceClaim Direct Modeler (SCDM; ANSYS, Pennsylvania, Pittsburgh, USA) and CAD (computer-aided design) systems (Shuxian et al., 2005; Zhan et al., 2011).
[image: Figure 4]FIGURE 4 | (A) Anthropometric data acquisition and reconstruction of lower limbs, (B) 3D printing of rigid PLA-based leg models, (C) ST percentages of each leg position, and (D) SWE testing for lower extremity.
After entity model reconstruction, as shown in Figure 4B, rigid leg models were fabricated by the advanced large scale of FDM (fused deposition modeling) Creatbot D600 Pro 3D printer (build volume: 600 mm3, precision: 0.05 mm). The sustainable filament materials of poly lactic acid (PLA) are commonly utilized as raw materials in bioprinting, biomedical, tissue engineering, and smart textile industries, etc. (Tümer and Erbil, 2021; Plesec et al., 2023). Thus, PLA filaments were applied as the printing materials for replacing the rigid wood lower limb mannequins’ in vitro compression measurements due to PLA’s excellent mechanical properties (tensile strength: 46.8 MPa; compressive strength: 17.9 MPa; Young’s modulus: 3.0 GPa) (Gregor et al., 2017). By using 3D printing manufacturing, three PLA-based rigid leg models for each subject with various morphological and geometric characteristics were developed for further pressure estimations.
2.4 Determination of ST stiffness properties
To independently investigate the impact mechanisms of various ST stiffness values on pressure performances of CTs, the ST mechanical properties of human lower extremities (below the knee) were referred from relevant previous literature works measured by various protocols and subject groups (Dubuis et al., 2012; Dubuis et al., 2013; Frauziols et al., 2013; Han et al., 2021). The muscle compositions were determined as the major studied components accounting for the proportion ranging from approximately 85%–94% (Figure 4C) (Ye et al., 2023). Thus, in this study, the digitalized Young’s modulus (Es) range of leg ST (muscle) stiffness was 0.0014–0.0030 MPa and divided into three levels (LS-1: 0.0014 MPa, LS-2: 0.0022 MPa, and LS-3: 0.0030 MPa) for further comparisons in the FE modeling system.
Moreover, to obtain the exact ST stiffness values of studied subjects, the real-time shear wave elastography (SWE) was performed using Aixplorer@ MultiWave ultrasound system (Supersonic Imagine, Aix-en-Provence, France), to provide the quantitative color-coded map (rectangular box: 1 cm × 1.5 cm) of lower limb tissue elasticity on an anatomic standard B-Mode image (Figure 4D). To ensure elasticity mapping with the SWE sequence, the parameters were set as the musculoskeletal preset and tissue tuner at 1,540 m/s with the resolution mode enabled. For each subject, the depth setting was fixed at 2 cm to display the entire muscle during examination (Ternifi et al., 2020). For physical testing, two leg regions (at the ankle and calf) with four directions (anterior, posterior, medial, and lateral) were measured using a SuperLinear™ SL10-2 transducer array (element number: 192, bandwidth: 2–10 MHz). Then, Es for each subject was determined using the calculated average values (listed in Table 2) through Eq. 1.
[image: image]
where ρm is the muscle density (1,000 kg/m3) and v is the shear wave velocity range of 0–7.7 m/s (Dubois et al., 2018).
TABLE 2 | Measured ES through the SWE testing.
[image: Table 2]2.5 Construction of 3D FE homogenous CT-leg systems
First, the geometric models of FE-based CTs were constructed according to the specific physical dimensions (RF and LF; Table 1) of actual fabrics by adopting ANSYS Workbench Design Modeler software (v19.2, ANSYS, Pennsylvania, Pittsburgh, USA). To ensure the CTs could slide along the leg longitudinal direction, the centers of the cross-sectional leg and CT models were coincident to achieve an alignment by adjusting the model positions. The knitted CTs were commonly assumed as the orthotropic elastic materials (Ye and Liu, 2020), and the inputting fabric property parameters of MD, EFx, EFy, vF, and GF were based on the experimental material data (Table 1). In the compression analysis, the neo-Hookean model was typically used for mechanical analysis and pressure prediction, and the STs were basically modeled as hyperelastic, incompressible, homogenous, and isotropic materials. Additionally, the constitutive equation is as follows (Eq. 2) (Dubuis et al., 2012; Arnold et al., 2023):
[image: image]
where A denotes the strain energy density, [image: image] is the first deviatoric strain variant, and J is the Jacobian determinant of the deformation gradient (for the incompressible materials, the J value is 1) (Dubuis et al., 2012; Ye et al., 2023). C10 and D1 can be expressed as below under a linear elastic condition, as follows: (Eq. 3)
[image: image]
where S and B are the shear and bulk moduli values, respectively.
Thus, for the lower limbs, the mechanical properties of 3D rigid and bio-soft legs were obtained through Young’s modulus of PLA printing material (3 GPa) and biological ST stiffness (S1-0.0034 MPa; S2-0.0050 MPa; S3-0.0046 MPa), respectively. Then, as shown in Figure 5A, to simulate the practical wearing process and analyze the interfacial pressure performances of CTs, the constructed leg models (obtained by section 2.2) and applied CTs of each subject were imported into the Ansys LS-DYNA explicit dynamic solver, to solve the non-linear dynamic equilibrium equation based on the center difference method (Rackauskaite et al., 2017; Liu, 2008) (Eq. (4)).
[image: image]
where M is the diagonal mass matrix, [image: image] is the nodal acceleration component, L is the load, Y is the stress component, and H is the damped hourglass, where the damped hourglass was applied to reduce hourglass energy in the explicit dynamic model to achieve the simulation accuracy, and n represents the nth element of a time interval discretization.
[image: Figure 5]FIGURE 5 | (A) Geometric models and (B) mesh sensitivity study of 3D FE homogenous modeling. (C) Boundary conditions and dynamic wearing process of each FE model. (D) Hertz contact model for the CT-leg system.
Second, as shown in Figure 5B, according to the geometric characteristics of simulated components, CT (shell element) and leg model (solid entity element) were meshed by linear quadrilateral dominant and tetrahedrons elements, respectively. The mesh sensitivity study was performed with various mesh size combinations to examine the mesh independence of proposed FE systems. Through the compared results, 8 mm and 7 mm per element were meshed for CT and leg models, respectively. Thus, the element/node numbers in biomechanical systems for the S1, S2, and S3 subjects were approximately 38500/12300, 60000/14300, and 32000/8000, respectively. The frictional non-linear contact with a coefficient of 0.2 (Huzni et al., 2022) was applied to simulate the interfacial contact conditions.
Third, to promote dynamic wearing and the sliding process, the upper and bottom external surfaces of leg models were fixed to remain stationary and avoid unnecessary movement. Thus, the tubular CTs could slide longitudinally and freely from the distal to the proximal of lower limbs (Figure 5C). The total degrees of freedom (DOF) of built CT-leg models for the S1, S2, and S3 subjects were approximately 34000, 62000, and 45000, respectively. The DOF of each node were six, and conversely, the fixed support condition restricted six DOF. The boundary conditions were applied to the CT geometric models and determined as the longitudinal CT sliding displacements along the y axis. The exactly longitudinal sliding displacements of CTs included the distances between the leg bottom to the upper end of CTs, as well as the leg heights (from the B to D positions; S1-35.1 cm, S2-20.1 cm, and S3-21.1 cm) of each subject. Thus, the total longitudinal displacements for boundary conditions (approximately S1-43.9 cm, S2-34.0 cm, and S3-37.0 cm) were determined by not only the distances between the leg bottom to the upper end of CTs but also the leg heights of each subject. Then, the CTs were freely deformed due to the dimensional diversities between CTs and legs along circumferential directions. Interfacial pressures were generated due to the fabric stretching tensions and produced normal forces. Moreover, the dynamic wearing process was 0.5 s, and we captured the pressure mappings at the 1st seconds, when the CTs were stretched steadily along lower bodies and provided constant tensions. Additionally, the simulated pressure magnitudes along the 3D printing rigid legs and soft legs with multiple ST stiffness values were defined as PLM and PLS, respectively.
2.6 Theoretical contact analysis model
To theoretically analyze the impact mechanisms of tissue stiffness on pressure distributions of CTs, the Hertz contact theory (HzT) was used. The HzT model fundamentally leads the basic understanding of the indentation and mechanical interaction between elastic solids (Chen et al., 2017; Zhang et al., 2019), for investigating the geometrical deformation effects on local elastic deformation properties and pressure performances. For CT-leg systems (Figure 5D), the assumptions of HzT are as follows: i) the fabric–tissue contact area can be divided into FE contacts. Each element contact can be analyzed as two camber concave contacts; ii) the radius of contact circle is relatively smaller than those of the elastic fabric and deformed lower extremity; iii) no displacement changes along fabric thickness direction; and iv) during the wearing process, only the normal pressure is generated and transmitted between the frictionless full contact interface.
Through the initial HzT model, the quantitative relationships among the unit pressure magnitude with the body circumferential displacements, the physical dimensions, and mechanical properties of applied legs and CTs are shown as Eq. 5 (Khot and Borah, 2015).
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where w is the body circumferential displacement (m) and k and kF are the elastic mismatch factors (Pa−1) of leg and CT fabric, respectively; q is the unit pressure value (Pa); r is the point distance from the contact circle surface to the center of the contact circle (defined as zero due to consumption of the full contact condition); and a is the radius of the contact circle (m).
The elastic mismatch factors are definitively determined by the mechanical properties of CTs and lower limbs. Thus, k and kF are given by Eq. 6.
[image: image]
where Es and v (where v is 0.5 (Colombo et al., 2016)) are the tensile elastic Young’s modulus (Pa) and Poisson’s ratios of applied body (along the transverse direction), respectively.
After deformation, as Eq. 7, Hertz also derived a and q of the contact surface through the determined variables (such as k and RF) of the two contacting materials.
[image: image]
where F is the applied normal load of external force (N) and R is the radius (m) of the applied leg.
Additionally, through the definition function of interfacial pressure (P, Pa), it can be obtained through the applied normal load and contact area (Eq. 8).
[image: image]
Therefore, based on the aforementioned HzT model and FE simulated leg circumferential displacement of w, the pressure ratios (ΔP) between the rigid leg models and soft legs with various stiffness properties can be compared quantitatively (Eq. 9).
[image: image]
where wr and ws, kr and ks are the body circumferential displacements and elastic mismatch factors along the rigid and soft legs, respectively; and wratio and kratio are the circumferential displacement and elastic mismatch ratios compared between the rigid and soft legs, respectively.
2.7 Acceptability analysis of FE modelling and experimental validation study
The acceptability of 3D FE homogenous leg models was compared through the simulated PLM and experimentally measured Prigid data obtained along the constructed FE-based and printed PLA leg models with identical mechanical properties (3.0 GPa) and controlled leg morphologies. The pressure prediction errors were compared by the deviation ratio (DRO, %; Eq. 10).
[image: image]
To validate the accuracy and applicability of this study, the pressure performances obtained along the subject-specific FE CT-leg system, user-oriented 3D printing rigid model, and biological leg were compared simultaneously. Additionally, the interfacial compression performance experimental evaluations were measured by utilizing the PicoPress@ (Microlab Elettronica, Italy) pressure tester (measurement range: 0–189 mmHg and precision: ±3 mmHg). The pressure sensor probe detected the values over the circular area of the four studied leg positions (B, B1, C, and D).
2.8 Data analysis
Data analysis was performed using the Statistical Package for the Social Sciences (SPSS) software (version 23.0, IBM Corporation, USA). In this study, four (B, B1, C, and D) positions of three legs and two compression levels (class I and class III) were studied in (i) acceptability estimation of the FE CT-leg system, (ii) comparison study, and (iii) experimental validation study. Thus, the processed sample sizes were as follows: (i) simulated group: 24 and tested group: 24; (ii) comparison study: class I-48 and class III-48 in each compared group; and (iii) the experimental validation data were 24 in each compared group. Based on the processed sample size (n < 50), the data normal distribution examinations were objectively conducted by the Shapiro–Wilk statistic (Razali and Wah, 2011). Then, the correlations and significant differences between each variable were tested by performing the Pearson correlation analysis and paired t test, respectively (Bolboaca and jantschi, 2006; Tang et al., 2013). The post hoc test of the Bonferroni correction would be applied when significant differences are identified by the paired t tests. The level of significance was set at α = 0.05.
3 RESULTS
3.1 Acceptability of 3D FE homogenous CT-leg system
Figures 6A, B show the simulated subject-specific PLM and measured Prigid values supplied by CTs and corresponding calculated DROs of each compression level. For instance, for the ankle (B) position of class I CTs, the simulated values for subjects S1, S2, and S3 were 18.02 ± 2.36 mmHg, 21.05 ± 3.87 mmHg, and 19.52 ± 4.46 mmHg, respectively. The corresponding tested pressure values were 19.17 ± 5.15 mmHg, 21.25 ± 2.95 mmHg, and 18.92 ± 2.84 mmHg, respectively. For the knee (D) position of class III CTs, the simulated values for subjects S1, S2, and S3 were 21.77 ± 5.05 mmHg, 19.68 ± 3.01 mmHg, and 23.62 ± 8.31 mmHg, respectively. The corresponding tested pressure values were 20.17 ± 2.68 mmHg, 20.75 ± 5.16 mmHg, and 19.92 ± 2.84 mmHg, respectively. The degressive pressure gradients indicated the pressure distributions generated by CTs were degressively from the distal to the proximal regions (Shi et al., 2024). Through the applied elastic compression fabrics with various physical circumferential dimensions and mechanical tensile properties, the light (class I) and strong (class III) levels with indicated ranges and standardized degressive pressure gradients were generated along the lower extremities. Specifically, the PLM values generated by class I tubular fabrics at the ankle (B) positions of each subject were 18.02 ± 2.36 mmHg, 21.05 ± 3.87 mmHg, and 19.52 ± 4.46 mmHg, respectively. For compression class III, the PLM values were 34.00 ± 8.09 mmHg, 34.50 ± 3.96 mmHg, and 37.39 ± 4.35 mmHg, respectively. According to the comparison tested data of Prigid, the mean DRO of constructed FE modeling was approximately 7.45%. Additionally, based on the Shapiro–Wilk statistic results and normal data distribution curves (Figure 6C), the data conformed to the normal distribution. Through the DRO values and correlation results, the simulated PLM of class I (Sig. <0.05; ρ = 0.73) and class III (Sig. <0.05; ρ = 0.93) CTs were compared as the reasonable agreements with the tested evaluation Prigid data, respectively (Huang et al., 2015; Shahzad et al., 2015). These results indicated that the established 3D FE homogenous CT-leg systems could be applied for our further explorations with high acceptability and simulation accuracy.
[image: Figure 6]FIGURE 6 | Pressure comparisons between the FE simulated and experimental measured values for (A) classes I and (B) III CTs. (C) Data distribution and correlation analysis of FE-based and tested pressure values (‘*’ represents the p-value through the correlation test; **: Sig. < 0.01 (correlation); ***: Sig. <0.005 (significant correlation)).
3.2 FE comparison among various leg tissue stiffness values
To qualitatively investigate the pressure generations along lower bodies with various lower limb tissue characteristics, Figure 7A shows the average compression generations along the simulated rigid (PLM) and soft legs (PLS) with different ST stiffness values supplied by CTs. For the mechanical material, stiffness of the rigid leg model and each tissue group are as follows: leg model: 3.0 GPa, LS-1: 0.0014 MPa, LS-2: 0.0022 MPa, and LS-3: 0.0030 MPa. Through the Shapiro–Wilk statistic tests, the data conformed to the normal distribution. By varying the inputted leg mechanical properties, the exerted interfacial pressure profiles were slightly varied in proposed 3D FE homogenous systems. Furthermore, according to the results of paired t tests (Figure 7B), pressure performances showed no significant differences among each compared leg tissue stiffness group under the light (Sig. >0.05) and strong (Sig. >0.05) external compression levels. It can be demonstrated that the compression performances of CTs with each pressure delivery level have no correlations with tissue characteristics of soft human bio-bodies as well as the applied rigid leg mannequins.
[image: Figure 7]FIGURE 7 | (A) Interfacial pressure values generated by different legs with various ST stiffness properties. (B) Comparisons of pressure performances generated by class I and class III CTs between each leg stiffness group (the mechanical material stiffness were as follows, leg model: 3.0 GPa, LS-1: 0.0014 MPa, LS-2: 0.0022 MPa, and LS-3: 0.0030 MPa).
3.3 Parametric variations through theoretical HzT model
Based on the HzT model, the pressure differences (ΔP) were determined by the relationships of the leg circumferential displacement (wratio) and tissue elastic factor (kratio) ratios. Through the constructed homogenous FE systems with various compression generations and ST stiffness properties, the exported leg circumferential displacements and calculated parameters derived by the HzT model are shown in Figure 8A. For the variables of w, it increased with the pressure distribution levels (Sig.<0.05; ρ = 0.46), and conversely, decreased with the ST stiffness characteristics (Sig.<0.05; ρ = −0.53). For example, Figure 8B shows the compared images plotted by the original bio-body curves, and deformed body curves generated along simulated rigid and soft legs, respectively. The mean w value under the light compression level (class I) and maximum ST tissue magnitude (LS-3) was approximately 3.61 ± 0.26 mm. By contrast, under the class III and minimum ST tissue magnitude (LS-1), the w value was approximately 11.06 ± 1.36 mm. Based on the w variations, the compressed lower limb cross-sectional circumferences varied from 2.27 ± 0.14 cm to 6.95 ± 0.74 cm. Thus, the leg circumferential displacements had correlations with the external pressure levels of CTs and body ST stiffness.
[image: Figure 8]FIGURE 8 | (A) Exported leg circumferential curve displacements and calculated parameters through the HzT model of class I and class III CTs. (B) Plotted body curves with diverse ST tissue properties and external compressions (from subject S1) (Bio, LM, and LS curves indicated the leg circumferential deformed curves from the subject biological body, 3D rigid PLA model, and simulated soft leg models with ST stiffness values of LS-1 or LS-3).
Furthermore, through the calculated parameters of wratio and kratio, the pressure diversities of ΔP between the simulated rigid (PLM) and soft (PLS) legs were also obtained quantitatively. ST stiffness properties showed significant positive correlations with deformed variables of wratio (Sig.<0.05; ρ = 0.64) and tissue-related defined variables of kratio (Sig.<0.05; ρ = 0.77), but no correlation with the ΔP (Sig.>0.05; ρ = −0.19). These results indicated that although the external tension forces generated by CTs positively affected the lower body circumferential displacements, the compressed deformed geometric variations caused by diverse tissue stiffness did not lead to proportional changes in pressure performance diversity.
3.4 Experimental validation study
Figures 9–11 represent the subject-specific pressure visualized mappings with class I and class III compression levels delivered by CTs. The inputting leg mechanical properties in FE CT-leg systems were derived from the SWE testing data of each biological body. The standardized pressure gradients and distributions were exerted along each lower extremity and showed individual profile features relating to their morphological characteristics. In addition, the pressure performances along the simulated FE systems (PLS), biological bodies (Pbio), and 3D printing models (Prigid) were compared by performing statistical tests. The pressure performances of CTs distributed along biological legs have significant correlations with the values obtained by the simulated FE systems (Sig.<0.05; ρ = 0.97) and experimental measurements along the printing leg mannequins (Sig.<0.05; ρ = 0.96). Therefore, the proposed 3D FE homogenous CT-leg systems could in practice replace the bio-legs for efficiency pressure prediction simulations. In addition, the non-significant correlations between the ST tissue characteristics and pressure diversities are also validated by experimental tests.
[image: Figure 9]FIGURE 9 | Pressure mappings and experimental validation results of compression classes (A) I and (B) III for subject S1.
[image: Figure 10]FIGURE 10 | Pressure mappings and experimental validation results of compression classes (A) I and (B) III for subject S2.
[image: Figure 11]FIGURE 11 | Pressure mappings and experimental validation results of compression classes (A) I and (B) III for subject S3.
4 DISCUSSION
In relevant existing FE CT-leg systems, the lower limbs were reconstructed through medical captured images (i.e., magnetic resonance imaging or computed tomography scanning) and each leg slice was processed individually for composition segmentation and tissue characterization. The mechanical properties of each part of leg were also determined exactly through regional biomaterial measurement. After physical data acquisition and mechanical FE modeling construction, their simulated pressure errors were approximately 5.9%–21.4% (Dai et al., 2007; Dubuis et al., 2013; Ye et al., 2023). For our proposed user-oriented FE models, the lower legs were constructed as simplified homogenous models based on 3D body scanning rather than medical operating equipment with complex physiological structural characteristics. The verification results demonstrate that time-saving and effective CT-leg systems with exact scanned morphological profiles and geometric shapes could facilitate the basic interfacial pressure performance visualization and functional assessment for FE compression studies. Based on the relevant literature works (Kankam et al., 2018; Wang et al., 2018), CTs could increase the venous hemodynamics for improving the clinic therapeutic benefits. The accurate pressure prediction could facilitate the medical efficacy and precision of compression therapy in practical use. Thus, the biomaterial characteristics of the studied main muscle compositions could represent leg mechanical properties in compression simulation to achieve efficient pressure prediction and parameter optimization for the development of CTs.
In previous related studies (Korff et al., 2009; Bosnic et al., 2022), ST stiffness varied during the muscle activation states. For instance, muscular contraction and power production could cause around 150% greater increase in stiffness due to the ankle dorsiflexion in the moving process. For the patient groups with health conditions, ST stiffness caused by progressive muscular diseases also increased by approximately 120% compared with the control groups (Lin et al., 2021). Based on these ST mechanical variations, the ES of biological legs could approach maximum 0.0045 MPa in dynamic muscle activities, which is still far smaller than the studied rigid leg model (3.0 GPa). Therefore, the main findings for CTs in our study can be applied not only for different bio-bodies with individual tissue diversities but also in various practical wearing and motion scenarios. Through the obtained pressure mappings of simulated results, the insufficient and peak focal pressures were distributed unevenly along each lower extremity. Thus, the biomechanical system could also provide the design strategy (Fontanella et al., 2021) for user-oriented therapeutic CTs with enhanced medical functions and wearing comforts.
Similarly, based on the HzT model, the pressure differences were determined by the relationships of the leg circumferential displacements and tissue elastic factor ratios. The circumferential displacements were varied caused by the external compression levels. In practical application, through the commercial recommended size selection tables (Reich et al., 2016; Liu et al., 2018a), the circumferential dimension ranges between each size of CTs also commonly span around 2 cm–7 cm for identical compression levels, which are consistent with the previously calculated variations of circumference values (2.27 cm–6.95 cm). For elastic CTs, the pressure performances (P) are mechanically determined by the fabric tensions (T) and body girths (C) through Laplace’s law (P = T/C) (Aghajani et al., 2011; Shi et al., 2023). Therefore, through the prescribed pressure ranges of 18–46 mmHg and required CT stretched ratios (15%–80%) (Shi et al., 2023), the garment-based transverse tensile stresses (0.05–0.80 MPa) were relatively smaller to generate the adequate deformed indentations along various biological bodies with diverse tissue properties. Therefore, for the design and development of compression textile-based therapeutic stockings, the pressure generations have no correlations not only with body tissue characteristics but also with the leg mannequin material selections in compression experimental estimations. For the limitation of our study, the mechanical properties of CT were simplified as linear elastic materials under the balanced conditions (CT were stretched steadily and provided constant tensions during the wearing states), and the mechanical behavior variations of CT material time-dependent properties caused by the long-term wearing process would be investigated in our future work.
5 CONCLUSION
This study systematically investigated the biomechanical influences of tissue properties on pressure performances of CTs through FE modeling, theoretical contact modeling, and experimental study. The proposed simplified FE 3D homogenous CT-leg systems effectively and accurately simulated the interfacial pressure performances, and pressure performances of CTs showed no statistically significant differences with the applied lower limbs or leg models with various mechanical tissue properties. The leg circumferential displacements were positively increased by the external fabric tension forces. However, these deformed variations caused by varied biomaterial stiffness could not lead to regular changes in pressure distributions.
Thus, the visualized FE homogenous models provide an efficient biomechanical simulation approach for subject-specific pressure prediction and performance evaluation of CTs. The influencing mechanisms of leg tissue properties on pressure generations of textile-based materials also lead the scientific design principles for the development of CTs with pressure fitness in compression therapy. Therefore, the outcomes of the present study provide not only the biodesign strategy for the pressure management of CTs but also accurate analytical approaches for functional pressure assessments for tailoring rehabilitation equipment and monitoring treatment in compression therapy.
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Studies of cell and tissue mechanics have shown that significant changes in cell and tissue mechanics during lesions and cancers are observed, which provides new mechanical markers for disease diagnosis based on machine learning. However, due to the lack of effective mechanic markers, only elastic modulus and iconographic features are currently used as markers, which greatly limits the application of cell and tissue mechanics in disease diagnosis. Here, we develop a liver pathological state classifier through a support vector machine method, based on high dimensional viscoelastic mechanical data. Accurate diagnosis and grading of hepatic fibrosis facilitates early detection and treatment and may provide an assessment tool for drug development. To this end, we used the viscoelastic parameters obtained from the analysis of creep responses of liver tissues by a self-similar hierarchical model and built a liver state classifier based on machine learning. Using this classifier, we implemented a fast classification of healthy, diseased, and mesenchymal stem cells (MSCs)-treated fibrotic live tissues, and our results showed that the classification accuracy of healthy and diseased livers can reach 0.99, and the classification accuracy of the three liver tissues mixed also reached 0.82. Finally, we provide screening methods for markers in the context of massive data as well as high-dimensional viscoelastic variables based on feature ablation for drug development and accurate grading of liver fibrosis. We propose a novel classifier that uses the dynamical mechanical variables as input markers, which can identify healthy, diseased, and post-treatment liver tissues.
Keywords: cell mechanics, viscoelastic, machine learning, rheology, liver diagnosis
INTRODUCTION
Liver cirrhosis and cancer are serious liver diseases with high mortality rates due to their irreversibility (Tapper and Loomba, 2018; Agarwal et al., 2019), whereas liver fibrosis is the early stage of them (Friedman, 2010; Seitz et al., 2018; Stefan et al., 2019) and could be reversed by rational medication (Li et al., 2018; Salarian et al., 2019). To date, early diagnosis and quantification of the extent of liver fibrosis are of great clinical value for timely intervention and reversing the development of liver fibrosis (Friedman, 2010; Zhao et al., 2017; Tapper and Loomba, 2018; Balachandran et al., 2022). The current gold standard for diagnosing liver disease is liver biopsy, which relies on the pathological examination of tissue samples obtained through invasive puncture. However, the invasive nature of biopsies significantly diminishes the patient experience and can potentially lead to complications (Eskew et al., 1997; Yasufuku and Fujisawa, 2007; Veronesi et al., 2010). In contrast, ultrasound has gained widespread applications as the preferred method for clinically screening liver diseases due to its radiation-free nature, cost-effectiveness, convenience, and invaluable real-time imaging capabilities (Bamber et al., 2013; Tapper and Loomba, 2018).
Currently, the primary diagnostic methods for the degree of liver fibrosis are semi-quantitative methods (Sun et al., 2017; Xu et al., 2021), such as liver examinations based on clinical, biochemical, and imaging methods. Therefore, there is a lack of a satisfactory method to accurately determine the degree of hepatic fibrosis. Liver pathology is a complex process characterized by various features at different stages. Utilizing a combination of diagnostic methods is advantageous compared to relying on a single biomarker, as it offers supplementary insights into the condition of the liver. It is well known that the mechanical properties of cells and tissues are closely related to their pathological states (Suresh, 2007; Grant and Twigg, 2013; Rigato et al., 2017; Mandal et al., 2019; Staunton et al., 2019; Guimarães et al., 2020). Utilizing elastography, it is possible to derive the modulus of elasticity of liver tissue and assess the grading of lesions based on their mechanical properties. Many experiments showed that the elastic stiffness is positively correlated with the degree of liver fibrosis (Ziol et al., 2005; Yin et al., 2007). Recent studies (Lei et al., 2017; Lewindon et al., 2019; Xue et al., 2020) have demonstrated that the combination of biochemical and mechanical parameters, along with imaging and ultrasound techniques, exhibits a markedly enhanced diagnostic efficacy for liver lesions compared to individual parameters alone. In addition, SVM has been successfully applied to classify cancerous and normal cells, yielding promising results (Wang et al., 2021). Linking mechanical properties to pathological states provides a novel precise and robust diagnostic marker for diagnosis (Staunton et al., 2019; Wang et al., 2021). However, soft biological tissues are not elastic materials, yet similar to living cells (Fabry et al., 2001; Dimitrije et al., 2004; Smith et al., 2005; Hoffman et al., 2006; Koenderink et al., 2009; Rigato et al., 2017; Hu et al., 2019), they are a viscoelastic material that exhibits a fascinating scaling-law creep response (Liu and Bilston, 2000; Chaudhuri et al., 2016; Chaudhuri et al., 2020). For liver tissues, scaling-law response is also observed in experiments (Chang et al., 2023). It puts doubts as to whether a single value of elastic modulus sufficiently discriminates the pathological stage of liver fibrosis. The correlation between the viscoelastic mechanical properties of liver tissue and liver lesions is currently unexplored. Therefore, quantifying the viscoelastic mechanical properties during liver fibrosis development can provide additional mechanical markers to grade the degree of liver fibrosis and to evaluate the effect of drug treatment, which further improves the precision of diagnosis. However, the high-dimensional mechanical data generated by viscoelastic characterization poses new challenges for evaluating the mechanics of liver fibrosis. The application of machine learning for medical diagnosis in imaging (Kononenko, 2001; Komura and Ishikawa, 2019; Soelistyo et al., 2022) provides us with a viable means to deal with such high-dimensional data.
In this study, we obtained the creep responses of mouse liver tissue sections by atomic force microscopy (AFM). Then, we characterized their creep responses using the self-similar hierarchical model and then acquired high-dimensional viscoelastic mechanical data of healthy, diseased, and MSCs-treated fibrotic liver tissues. Based on a supervised machine learning algorithm, the support vector machine (SVM) method is applied to discover useful mechanical markers, exploiting the hidden associations between viscoelastic parameters with liver pathological states. The combination of high-dimensional viscoelastic mechanical data and machine learning algorithm trained a liver pathological states classifier and the rest of the untrained data was used to test this classifier. We showed that the classifier could achieve 99% accuracy for healthy and diseased livers, 86% accuracy for healthy and MSCs-treated fibrotic livers, and 82% accuracy for a mixture of the three livers together using the viscoelastic mechanical parameters as the input markers.
METHODS
Sections of the liver tissues of the mouse were used as the experimental object to acquire a more accurate viscoelastic mechanical response. The mouse liver tissues in the test were divided into three groups: healthy, diseased, and MSCs-treated fibrotic livers. The staging of liver biopsies through the fibrosis scoring systems, such as Batts and Ludwig or Metavir, is deemed most appropriate. Currently, achieving precise modulation for accurate staging of liver lesions during mouse culture remains challenging. Thus, we categorized the mice into three groups: healthy, diseased, and MSCs-treated fibrotic livers. During the mouse culture process, we implemented a relatively prolonged culture period to induce the development of noticeable lesions, with therapeutic drug injection serving as an intermediary state between the healthy and diseased states. C57BL/6 Mice were randomly assigned to three groups. The control group consisted of healthy, wildtype mice that did not receive any injections of MSCs therapy. Liver fibrosis was induced in the other two groups (diseased and MSCs-treated fibrotic groups, n = 2) by intraperitoneal injections of therapeutic drug (1 μL/g) for 7 weeks. At the end of the sixth week, half of the mice received a single intravenous infusion of 2 x105 MSCs. These mice constituted the MSCs-treated fibrotic groups. In the initial step, mouse liver extraction was performed, with particular attention given to isolating the tissues surrounding the portal veins, which connect the left lobe to the rest of the liver tissue. Subsequently, the liver tissues were immediately frozen at - 80°C and cryo-sectioned to a nominal thickness of 15 µm using a Leica CM1850 cryostat (Leica Microsystems (United Kingdom) Ltd., Milton Keynes) and adhered to glass coverslips for future research. Afterward, the dynamical creep indentation test was performed on cells after conducting Masson’s trichrome staining, Sirius Red staining, and aspartate aminotransferase (AST) assay. To mitigate the effects of local remodeling events on the tissue structure under investigation, measurements were carried out at multiple locations separated by a significant distance (i.e., > 50 μm). To reduce the influence of stiff collagen on tissue during characterization, dynamical and static indentation experiments were intentionally conducted away from the portal zones.
To obtain the viscoelastic mechanical properties of liver samples, the creep responses of the liver tissues were obtained by applying step stress to the samples by AFM with a customized spherical probe (diameter = 20 μm) and holding for 10 s. Each creep compliance indentation test was performed randomly on tissue sections with 100 μm spacing between two locations. Due to the relatively large sample area (∼1 cm2), each test performed by the micron-size spherical probe is regarded as a single mechanical measurement on 1 mouse. Each group received 800 measurements. Then, the viscosity ([image: image]) of cytoplasm, the elastic moduli of cytoplasm ([image: image]), cytoskeleton fiber ([image: image]), and whole cell structural network ([image: image]), and the transition frequency ([image: image]) can be acquired by characterizing the creep responses of liver tissues (Figure 1A) based on our previous self-similar hierarchical model (Hang et al., 2021; Hang et al., 2022), which provides a richer and physically meaningful description of the rheological behavior of biological tissues. The model can well fit the creep responses of cells and tissues, and more details about the model fitting can be found in our previous work (Hang et al., 2021; Hang et al., 2022). The R2 values of creep compliance for the three liver tissues fitted using the self-similar hierarchical model are all above 0.9. The spherical indenter was used to apply step stress to the liver tissue sections, and the creep compliance expression can be obtained by the Hertz model (Lin and Horkay, 2008):
[image: image]
where R and [image: image] are the radius and indentation depth of the spherical indenter, F is the step force, and [image: image] is the Poisson’s ratio with a value of 0.5 (i.e., incompressible). Experiments showed that the creep compliances (Eq. 1) of all three groups exhibit a universal two-stage scaling-law viscoelastic rheology (Chang et al., 2023). Typical creep curves of liver tissue showed that the power-law exponent of creep compliance is not constant with increasing loading time, reaching between 0.5 and 1.0 at small time scales ([image: image]) and stabilizing around 0.2 at larger timescales ([image: image]), which corresponds to the double power-law viscoelastic behavior of the complex modulus in the frequency domain (Rigato et al., 2017; Hurst et al., 2021). The double power-law viscoelastic model provides novel viscoelastic parameters as mechanical markers for liver fibrosis. SVM is well-suited for the analysis of high-dimensional data sets comprising numerous features, due to its ability to map data into a high-dimensional space. In such scenarios, alternative classification algorithms often encounter dimensionality catastrophes, whereas SVMs efficiently handle the complexities of high-dimensional data (Dumais et al., 1998; Cristianini and Shawe-Taylor, 1999; Evgeniou et al., 2015). Since the individual viscoelastic parameters are not stand-alone and the training data are linearly inseparable, a nonlinear SVM classifier is developed by kernel method and soft interval maximization. The objective function for classification optimization is
[image: image]
where the second is the regular term, w is the normal vector of the classified hyperplane (Eq. 2), C is a constant, and [image: image] is the relaxation factor. Here, we introduce the kernel function that can map the sample from the original space to a higher dimensional idiosyncratic space, making the sample linearly differentiable in the new space. The best classification in this study is the Gaussian kernel function with the expression of
[image: image]
where xi and xj denote the input categorical feature variables and [image: image] is the width (Eq. 3) of the Gaussian kernel. In this way, a classifier (Figure 1A) for liver pathological states was built based on the SVM method and Python programming language. In each liver tissue sample, 70% of the data is allocated to the training group, while the remaining 30% is assigned to the testing group.
[image: Figure 1]FIGURE 1 | Performance assessment of single viscoelastic marker in the test data group of healthy and diseased livers. (A) Overview of machine learning-based liver states classification and diagnosis using viscoelastic mechanical parameters. [image: image], [image: image], [image: image] and [image: image] can be obtained by performing creep testing through AFM and then characterizing them using the self-similar hierarchical model, while [image: image] and [image: image] can be obtained by model parameter operations. The double power-law exponents ([image: image] and [image: image]) at different time scales can be obtained by the double power-law characterization of the creep compliance. The viscoelastic mechanical data set from the characterization of liver tissues is used to train the machine learning models for the classification of liver states. (B) The heat map of the Pearson correlation coefficient of viscoelastic variables between tissue status and viscoelastic variables of healthy and diseased livers. (C) Receiver operating characteristics (ROCs) of the classifier with each viscoelastic variable as a single mechanical marker input.
Ethical approval
It has been confirmed that the experimental data collection complied with relevant institutional, national, and international guidelines and legislation with permission from the administration committee of experimental animals of The Second Affiliated Hospital of Xi’an Jiaotong University, China. All methods reported follow ARRIVE guidelines.
RESULTS AND DISCUSSION
Assessment of classification accuracy for viscoelastic variables
The classification of healthy and diseased liver tissues with a single mechanical marker
After building the prediction classifier to output liver pathological states, we evaluated the accuracy of each viscoelastic variable based on the classifier for healthy and diseased livers. In the assessment of the viscoelastic variable of healthy and diseased livers, 70% of the data were treated as the training group and 30% of the data as the test group. The status variables for healthy and diseased liver tissues have been set as 0 and 2, respectively. We first analyze the correlation between the parameters through Pearson’s correlation coefficient. Pearson’s correlation coefficient was calculated by the following formula:
[image: image]
The Pearson correlation coefficient (Eq. 4) of each variable with others is shown in Figure 1B. It indicates that the status of the liver tissue exhibits the highest correlation with the power-law exponent at small time scales [image: image], followed by the elastic modulus ([image: image], [image: image], [image: image], [image: image]) and transition frequency ([image: image]), while the viscosity and power-law exponent at large time scales [image: image] exhibit a minimal correlation with liver status. Moreover, it is noteworthy that the correlation between the elastic moduli is extremely high, suggesting that the increase in elastic moduli during liver lesions is all-encompassing and not limited to the cytoplasm or cytoskeleton. There was a significant positive correlation between the liver tissue lesion and the stiffness, which was consistent with many experiments (Yin et al., 2007; Patel et al., 2015). Different from previous experiments (Wang et al., 2021), we introduced several viscoelastic mechanical variables as classification features and obtained precise correlations between them and liver status. Overall, there is a clear perception that a higher value of [image: image] and a lower value of [image: image] indicate a lower incidence of liver lesions. In addition, other variables, such as viscosity ([image: image]), relaxation time ([image: image]), and transition frequency ([image: image]), showed a relatively low correlation with the status of liver tissue, however, they still have an appreciable degree of accuracy (85%). As shown in Figure 1C, the elastic modulus [image: image] and [image: image] have the highest accuracy, followed by [image: image], and meanwhile, the accuracy of the transition frequency reaches more than 0.9. In contrast, the accuracy of [image: image] is extremely low, which is inextricably intertwined with the self-similar hierarchical properties of liver tissues due to its power-law exponent being concentrated around 0.2 at longer time scales. In the third-level hierarchical model, the power-law exponent tends to be constant as the stiffness increases, and thus, the increase in elastic modulus has minimal effect on [image: image] in this case.
The classification of healthy and diseased liver tissues with multiple mechanical markers
As the viscoelastic properties of liver tissues differ substantially between healthy and diseased states, high classification accuracy can be obtained using a single viscoelastic variable (such as [image: image] and [image: image]). However, for the early stage of liver fibrosis, the single mechanical property does not change significantly compared to healthy tissues, and at this point, adding variables as classification features contribute greatly to the classification accuracy. Using a combination of viscoelastic mechanical variables without high accuracy as the input marker of the classifier, the classification accuracy could reach a higher level. As shown in Figure 2A, the classification accuracy of the classifier with double variables as classification input markers all reached over 0.93. Based on machine learning, the implied relationships between certain viscoelastic variables could be exploited to improve the accuracy of liver status classification. When two mechanical variables were used to classify healthy and diseased livers, they showed distinct areas of aggregation (Figure 2B). When the number of variables was increased to three, the accuracy of liver classification was further improved (Figure 2C), which benefited from the more pronounced aggregation characteristics of liver status (Figure 2D) at multivariate. Here, the combination of three variables without high accuracy as a single marker input brings the classification accuracy to a higher level, even exceeding 0.98, which is a great improvement compared to that of a single input variable (Figure 1C). We tested nine different combinations of two variables and three different combinations of three variables as input markers of the classifier. Overall, the classification accuracy has reached the best performance when using three viscoelastic variables as marker input, and its classification accuracy even reaches 0.98. This demonstrates that the combination of viscoelastic mechanical variables can capture more salient liver states, enabling a more accurate pathological state prediction of liver tissues, by learning them directly from the implicit connections of the viscoelastic mechanical variables.
[image: Figure 2]FIGURE 2 | Multiple dynamical mechanical markers performance assessment on the test data group of healthy and diseased livers. (A) ROCs of the classifier with two viscoelastic variables as marker input. (B) Data points for healthy and diseased livers have their regions when double viscoelastic variables are used as marker input. (C) ROCs of the classifier with three viscoelastic variables as marker input. (D) When the three viscoelastic variables were used as classification marker input, the data point aggregation feature was more pronounced for healthy and diseased livers compared to that of the two variables used.
An interpretable predictive model for the liver pathological states
Adding diseased tissues after drug treatment to the classifier
Having enabled the classification of healthy and diseased livers, we next expanded the machine learning framework to investigate liver tissues after drug treatment (with the status variable of 1). We trained the prediction classifier and measured the accuracy by combining four different combinations of two viscoelastic variables as input markers to the prediction classifier. For each dataset, we split the data by liver status (healthy, diseased, and MSCs-treated fibrotic) and computed separate confusion matrices to ensure that there is no systematic bias in the predictions. Overall, the best-performing combination is the one combing the elastic modulus [image: image] and the power-law exponent [image: image], followed by the power-law exponent [image: image] and transition frequency [image: image], which had relatively few data points in the junction regions of three liver tissues (Figure 3A). The increase in the number of viscoelastic mechanical variables to the classifier led to an increase in the classification accuracy (Figure 3B). With the introduction of the dataset of diseased livers after drug treatment, there were essentially no apparent changes in the Pearson correlation coefficient (Figure 3C) between the liver status and the individual viscoelastic variables, compared with the dataset of healthy and diseased livers (Figure 1B).
[image: Figure 3]FIGURE 3 | Multiple mechanical markers performance assessment on the test data group of healthy, diseased, and MSCs-treated fibrotic livers. (A) Data points for healthy, diseased, and MSCs-treated fibrotic livers have their regions when the two variables are used as classification marker inputs. (B) ROCs of the classifier with 2, 6, and 9 viscoelastic variables as marker input. (C) The heat map of the Pearson correlation coefficient of viscoelastic variables of healthy, diseased, and MSCs-treated fibrotic liver tissues. (D) Optimal accuracy was obtained when different numbers of variables were used for different liver classifications. Here, H, D, and T represent healthy, diseased, and MSCs-treated fibrotic liver tissues, respectively.
As shown in Refs. (Ziol et al., 2005; Yin et al., 2007), the elastic stiffness of healthy and diseased livers show significant differences. Since many viscoelastic parameters exhibit a strong correlation with the elastic stiffness of tissues, a single viscoelastic variable could achieve a sufficiently high classification accuracy. Consequently, when classifying healthy and diseased livers, we mainly investigated the cases of 2 and 3 variables as the marker input. With the introduction of MSCs-treated fibrotic livers, we used cross-validation to obtain optimal classification accuracy by feature elimination for different numbers of mechanical variables. We implemented a k-fold cross validation with k = 10, where the training set was divided into 10 subsamples and one subsample was reserved for model validation, while the remaining nine subsamples were utilized for training. During cross-validation, each subset is iteratively utilized as a test set once, while the remaining k-1 folds are employed as a training set to train the model and assess its performance on each fold. Subsequently, the results from all k evaluations are averaged to derive the final evaluation of the model’s performance. As illustrated in Figure 3D, for the classification of healthy and diseased livers, the optimal classification accuracy is almost independent of the number of input markers, since [image: image] achieves an accuracy of 0.97 by itself as the single input marker. The introduction of liver tissue data after drug treatment led to a significant trend of increasing the optimal accuracy with the number of input mechanical markers, especially when three liver tissues were mixed for classification accuracy exploration. A comparison of the classification accuracy data of several groups shows that the classification accuracy has reached the optimal value, when the maker number is around 5, after which the increase of markers has little effect on the improvement of accuracy. The viscoelastic variables corresponding to the optimal accuracy of five markers are [image: image], [image: image], [image: image], [image: image], and [image: image], which were also the top five viscoelastic variables in terms of accuracy of classification of healthy and diseased livers as a single marker input in the classifier. Compared to the case when only the elastic modulus [image: image] was used as a marker, the addition of viscoelastic properties such as the power-law exponent [image: image] and transition frequency [image: image] remarkably improved the classification accuracy of the three liver tissues from 0.7 to 0.82, which is far more significant than the improvement in accuracy in the classification of the two liver tissues. The mean values of elastic modulus ([image: image]) of MSCs-treated fibrotic liver tissues (681.4 MPa) were not significantly different from that of healthy liver tissues (456.1 MPa). The relatively small differences between the elastic moduli of healthy liver tissues and MSCs-treated fibrotic lives suggests the therapeutic efficacy of MSCs in ameliorating liver fibrosis. For diseased liver tissue, the elastic modulus is approximately five times or more than that of healthy tissue (Ziol et al., 2005), which indicates that the elastic modulus may serve as a biomechanical marker for assessing liver fibrosis. When multiple variables were used as input markers, the classification accuracy reached 0.87, indicating that using multiple makers can classify liver tissues in different states by the implied relationships between viscoelastic variables. Therefore, the effect of using all viscoelastic variables as input markers for liver tissue classification will gradually show up with the increasing number of liver tissue statuses such as the grading of liver fibrosis, and eliminates the process of mechanical marker screening.
Feature ablation studies
In this study, we used nine viscoelastic mechanical variables as input markers in the classification of liver pathological states, but in fact, not only do the viscoelastic properties of liver tissues change when lesions occur, but also other properties such as plasticity, component protein characteristics, and image characteristics. Combining viscoelastic properties with these characteristics will greatly improve the quality of liver lesion diagnosis, but will also result in a considerable computational requirement, therefore, a reasonable selection of markers is crucial to improve the efficiency of liver diagnosis. To determine the minimal information required for liver state prediction, we first determined the importance (Figure 4A) ranking of the viscoelastic features of the tissue using Support Vector Machine Recursive Feature Elimination (SVM-RFE). Subsequently, recursive feature ablation is conducted via cross-validation to determine the optimal number of features. Then, we systematically removed individual principal viscoelastic variables (replacing them with Gaussian noise) and calculated the performance of the classifier after the removal of each viscoelastic variable. Through multiple iterations, we found that a single mechanical marker ([image: image]) could be used to predict liver tissues with 42% accuracy—apparently higher than random chance assuming the same probability of selecting a liver status (33.33%, Figure 4B). The elimination of [image: image] in the positive-order feature ablation (Figure 4C) does not generate a significant decrease in accuracy, but the elimination of [image: image] and [image: image] has a significant effect on accuracy, which results from the high correlation between the elastic moduli, and a precipitous drop in accuracy when [image: image] is finally eliminated in the inverted-order feature ablation. Feature ablation studies demonstrated that [image: image] was the viscoelastic variable that contributed most to prediction accuracy. Feature ablation studies can determine the importance of input biomarkers and filter out invalid feature variables, thus improving classifier efficiency in high-dimensional data classification and liver diagnosis.
[image: Figure 4]FIGURE 4 | Feature ablation studies of the classifier with healthy, diseased, and MSCs-treated fibrotic liver tissues together. (A) The normalized importance of each feature. Feature ablation (B) from high to low importance and (C) from low to high importance. Feature ablation demonstrates the role of each principal viscoelastic variable in the prediction of the classifier. Each arrow indicates the cumulative replacement of a given principal viscoelastic variable with Gaussian noise.
A method for evaluating drug treatment effects
Having established the SVM-based classifier that can classify livers in an interpretable manner, we sought to define a new approach to drug-based screening using a predictive classifier. To this end, we tested the classification accuracy of liver tissues after drug treatment against healthy and diseased livers to determine the effect of the indicated drug on liver states. The accuracy of classification of treated livers with healthy and diseased livers reached 0.86 and 0.85 (Figure 3D), respectively. The MSCs-treated fibrotic liver tissue was clearly classified from diseased liver tissues and there is a tendency for the elastic modulus to be greatly reduced, which indicates that the drug treatment has freed them from the diseased state. The accurate classification of healthy liver tissues also indicates that the drug treatment has not completely restored them to a healthy state. Overall, drug treatment allows the liver tissue to recover from the disease to healthy state. The accuracy of the classification of liver tissue after drug treatment compared to healthy and diseased liver tissues allows a clear determination of the effect of drug treatment and the need for continued drug use. When the classification accuracy of the MSCs-treated fibrotic liver tissues with healthy liver tissues is reduced to 0.33 and the classification accuracy with diseased tissue reaches a high level, we can assume that the liver tissue has recovered to its original state under drug treatment, which is, of course, the ideal situation. As an example, our method can be used to determine the effect of a drug by screening the recovery of viscoelastic properties induced by the drug. We can further analyze the changes in the main viscoelastic biomarkers to determine the target of the action of the drug. In addition, in the process of liver fibrosis, there exists a grading of its lesion degree. At this time, our three-class classifier can be further extended to achieve accurate grading of liver fibrosis and provide the basis for subsequent treatment.
DISCUSSIONS
Machine learning is now a powerful tool for medical diagnosis. Although many machine learning diagnostic models are mainly based on the recognition of image technology, they lack suitable mechanical markers, which makes them rarely used to identify tissue lesions in similar states or less severe lesions. Here, we analyzed the creep responses of liver tissues by a self-similar hierarchical model and obtained the viscoelastic properties of liver tissues in different states. Then, we built an SVM-based machine learning classifier with viscoelastic properties as input mechanical markers. Remarkably, our SVM classifier successfully identifies elastic modulus [image: image] and power-law exponent [image: image] as the strongest predictors of liver tissue status. Furthermore, the addition of many viscoelastic variables makes the accuracy of this classifier greatly improved compared to the case where only a single variable is used. An extension of this work would be the use of this classifier for the quantitative assessment of drug treatment effects. The classification accuracy of liver tissue after drug treatment with healthy and diseased liver tissues can be obtained towards the classifier, and a lower classification accuracy with healthy tissue and a higher classification accuracy with diseased tissue indicated a better recovery effect of the drug. Furthermore, it is also feasible to combine multiple different states of liver tissue for classification, which provides a new strategy for grading liver fibrosis. For such cases, we also give screening methods based on feature ablation for inputting biomarkers at high dimensional data. We have shown that a novel classifier, based on the learned model, can predict the pathological states of liver tissue based on the implicit relationship of viscoelastic biomarkers. Once trained, this fully automated classifier can distinguish between normal, diseased, and MSCs-treated fibrotic liver tissue without any further human intervention, paving the way for drug screening and development. Currently, creep testing relies on liver tissue sections, which, despite their clinical utility, pose significant limitations. Biopsy-based procurement of liver tissue sections for clinical purposes is invasive, causing damage and discomfort. AFM measurements also fall slightly short in facilitating large-scale lesion diagnosis. However, this study presents a novel approach for characterizing liver tissue lesion progression. There are two main advantages of our proposed method in relation to existing methodologies. One is the richness of viscoelastic mechanical markers, which is conducive to improving the reliability of diagnosis. The second is the quantization of viscoelastic mechanical markers, which is conducive to improving the accuracy of diagnosis compared with the qualitative judgment of imaging. In future work, improving the culture conditions to achieve precise staging of liver lesions in mice will be the focus. Subsequently, further validation of the method proposed in this study will then be carried out, based on the improved staging of liver biopsies using fibrosis scoring systems. With the advancement of non-invasive detection techniques for liver tissues, our proposed viscoelastic mechanics markers and machine learning-based diagnostic method offer valuable insights for diagnosing liver tissue lesion progression.
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Achilles tendon compliance influences tendon loading more than Achilles tendon twist in Achilles tendinopathy: a musculoskeletal modeling approach
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The Achilles tendon exhibits anatomical variations in subtendon twist among individuals, and its compliance can change due to conditions like Achilles tendinopathy. However, current musculoskeletal models overlook these material and morphological variations. This study aimed to investigate the impact of altering Achilles subtendon insertion points and compliance on the triceps surae muscle forces, and therefore tendon loading, during dynamic exercises in one Achilles tendinopathy patient. First, subtendon insertion points were altered in the musculoskeletal model based on a subject-specific 3D freehand ultrasound model and for three types of subtendon twists: low, medium, and high. Second, tendon compliance was modeled based on experimental values, creating three musculoskeletal models: compliant, mean, and stiff. Results indicated that tendon compliance had a larger effect than tendon twist on triceps surae muscle forces. Altering subtendon insertion points to the three types of twist showed a maximal change of 2.3% in muscle force contribution compared to the no-twist model. During the eccentric rehabilitation exercise—a common exercise choice during rehabilitation—the compliant tendon model showed substantial differences compared to the generic (control) musculoskeletal model, resulting in decreased gastrocnemius medialis (−3.5%) and gastrocnemius lateralis (−3.2%) contributions and increased soleus contribution (+ 6.6%). Our study results highlight the necessity of incorporating tendon compliance in musculoskeletal models to accurately predict triceps surae muscle forces, especially in individuals with increased tendon compliance, such as patients with Achilles tendinopathy. Such findings contribute to more accurate predictions of muscle forces and hence, personalized rehabilitation strategies.
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1 INTRODUCTION
The Achilles tendon is mechanically loaded through the triceps surae muscle forces—soleus (SOL), the gastrocnemius medialis (GM), and the gastrocnemius lateralis (GL) (Kharazi et al., 2021). As the Achilles tendon is mechanosensitive and adapts to mechanical loading (Magnusson et al., 2010; Joseph et al., 2014), the quantification of the triceps surae muscle forces is crucial to better understand (mal) the adaptation of the tendon. Currently, these muscle forces cannot be directly measured non-invasively. Different methods are used to estimate Achilles tendon load, such as an inverse dynamics approach; for a complete overview of different methods, see Finni and Vanwanseele (2023); however, they only provided a global estimate of the total Achilles tendon load. As the Achilles tendon is composed of three subtendons, each originating from its respective triceps surae muscle, the load on the tendon is not uniform (Mylle et al., 2023). Hence, a good estimation of the individual muscle forces when loading the Achilles tendon is crucial. Musculoskeletal modeling has emerged as a useful tool in biomechanics research, providing and enabling a deeper understanding of human movement and, hence, gaining insights into the loading of musculoskeletal tissues (De Groote and Falisse, 2021). For example, with the use of musculoskeletal modeling simulations, the muscle forces can be measured through a dynamic optimization approach (De Groote et al., 2016). However, these models still remain a simplification of the human body as the insertion of the muscle–tendon actuators and tendon compliance are generic and do not consider differences in morphological and/or material properties.
The three subtendons exhibit some degrees of twist from proximal to distal, caused by the collagen fiber arrangement (Pękala et al., 2017). This twist leads to a helical structure, which might enhance force transmission along the tendon during movement due to its effective design for energy storage and release (Bojsen-Møller and Magnusson, 2019) and affect the strain distribution within the tendon (Shim et al., 2018). In healthy tendons, the twist contributes to the ability to withstand tensile loads; hence, it has been hypothesized that tendon twist is linked to the development or progression of Achilles tendinopathy, as it might impact the mechanical behavior of Achilles tendon (Edama et al., 2016; 2019). This tendon twist not only redistributes the load and strain within the tendon but also influences the contribution of forces of each of the triceps surae muscle to the plantar flexor torque due to the altered insertion point on the calcaneus and hence displays differences in the individual moment arm of each triceps surae muscle (Rasske et al., 2017). By changing the insertion points of the muscle–tendon actuators, musculoskeletal models can help understand how tendon twist would influence the contribution of triceps surae muscle forces.
In the case of Achilles tendinopathy patients, the compliance of the Achilles tendon is increased when compared to asymptomatic participants (Arya and Kulig, 2010). Compliant tendons are known to reduce muscle fiber contraction velocities (Lichtwark and Barclay, 2010) or increase change in length (Cox et al., 2019). As the capacity for generating muscle force is affected by both muscle lengths and velocities (Arnold et al., 2013), these changes will influence the muscle force generation and therefore the load on the tendon. It is therefore possible that in the case of tendinopathy, muscle contractile behavior is altered and impacts the load borne by the tendon. Again, the use of musculoskeletal models could provide insights into how changes in tendon compliance may influence the muscle distribution.
Tendon twist and compliance are two important factors that could lead to variations in the distribution of force between the gastrocnemius and soleus muscles, leading to difference in load on the Achilles tendon. Understanding the role of tendon twist and compliance on the triceps surae muscle force distribution can provide crucial insights into the loading of the Achilles tendon in Achilles tendinopathy. To our knowledge, no previous study has yet investigated the influence of the different insertion points of the subtendon or different degrees of tendon compliance on the triceps surae muscle forces in patients with Achilles tendinopathy using musculoskeletal modeling. This study investigates how subtendon insertion points and compliance influence triceps surae muscle forces of individuals with Achilles tendinopathy, by employing a musculoskeletal modeling approach. Specifically, it compares models with varying degrees of tendon twist and compliance and assesses their deviations based on the standard generic model.
2 MATERIALS AND METHODS
2.1 Participant
One participant (male, 47 y, 184 cm, 85 kg) with clinically diagnosed Achilles tendinopathy (VISA-A: 65), selected from a larger cohort, volunteered to participate in this study and gave written informed consent. This study was approved by the local Ethical Committee KU/UZ Leuven (S63532). The participant was screened by a medical doctor in order to verify the following inclusion and exclusion criteria: i) having a documented history of recurring pain in the Achilles tendon lasting for over 6 consecutive weeks, along with episodes of worsening and improvement within the last 5 years, ii) experiencing pain upon palpation originating from the mid-portion of the Achilles tendon, iii) confirmation of Achilles tendinopathy by imaging, i.e., the presence of focal thickening and hypoechoic areas, and iv) no (previous) injuries to the ankle/foot complex or the Achilles tendon and/or a systemic disease affecting the collagenous tissue.
2.2 Experimental design
Upon arrival in the laboratory, the participant was given the Victorian Institute of Sport Assessment—Achilles questionnaire (VISA-A)—to quantify pathology severity and the International Physical Activity Questionnaire (IPAQ) to assess physical activity. Upon completion of a standardized warm-up, three-dimensional freehand ultrasonography (3DfUS) was conducted to measure the morphological and mechanical properties of the Achilles tendon during rest. Thereafter, the participant was prepared to perform three different exercises barefoot in a randomized order: a walk, an eccentric bilateral heel drop, and a concentric bilateral heel rise in the movement laboratory. These exercises were chosen based on the Alfredson eccentric protocol (Alfredson et al., 1998). For each exercise, three trials were recorded upon visual and verbal guidance by the researcher prior to and during the exercise performance, following the familiarization trial. The bilateral heel-rise and heel-drop exercises were performed in a standardized way on a 15-cm box placed on the force plate for a total duration of 3 s and controlled with a metronome set at 1 Hz. Movement was instructed to reach complete plantar and dorsiflexion within their capabilities. Additionally, the patient’s foot progression angle was controlled by a tape line on the box to ensure a neutral (0°) angle. Walking was instructed to be done at a self-selected and comfortable pace on the straight walkway, without specifying the location of the embedded force plate, so that gait kinematics were not altered. The tendinopathy leg was placed onto the (box placed on top) embedded force plate for all three exercises.
2.3 3D freehand ultrasonography (3DfUS)
3DfUS is a previously validated technique (Obst et al., 2014) used to capture and create 3D reconstructions of the Achilles tendon in vivo by combining 2D B-mode ultrasonography (ArtUS, UAB Telemed, Vilnius, Lithuania) with the 3D motion capture system (OptiTrack, NaturalPoint Inc., Corvallis, OR, United States) in the 3D slicer software (open source: www.slicer.org, version 4.11; (Fedorov et al., 2012). The Achilles tendon was imaged from the calcaneal insertion to the GM muscle–tendon junction in the transverse plane at rest and during submaximal plantarflexion contractions. Participants were lying prone—extended hip and knee joint—on an isokinetic dynamometer (Biodex system 4 MVP, Biodex Medical Systems, New York, United States). The participant’s most affected ankle was fixated and strapped against a footplate in a neutral ankle angle—foot perpendicular to the shank—with the lateral malleolus carefully aligned with the ankle axis of rotation. The free Achilles tendon length—from calcaneal insertion to the SOL muscle–tendon junction—and 3D volume were segmented and calculated during rest and each submaximal contraction (Funaro et al., 2022).
2.4 Musculoskeletal modeling
2.4.1 Generic model
The generic gait2392 musculoskeletal model (Delp et al., 1990) was modified by removing the degrees of freedom in the lumbar joint and adding a degree of freedom in the knee joint (varus–valgus). The model finally consisted of 43 lower limb Hill-type muscles and 22 degrees of freedom. This generic model will be considered the healthy control subject.
2.4.2 Tendon twist model
To add subtendon insertion points into the musculoskeletal model, adjustments to the generic musculoskeletal model were made in OpenSim 3.3 (OpenSim, Stanford, United States) to account for the differences in subtendon insertion points of the individual muscle–tendon actuators. Based on the patient’s 3D free Achilles tendon reconstruction, a free Achilles tendon finite element mesh was constructed using Materialise 3-matic (Materialise NV, Leuven, Belgium) (Funaro et al., 2022). The tendon model was divided into three subtendons based on the geometrical description, while also applying twist angles to produce three twisted structures, with both features corresponding to the AT twist classification described by Pękala et al. (2017). As such, three different tendon twist musculoskeletal models were created (Figure 1). The midpoint of each subtendon at the calcaneal insertion was retrieved from the finite element model, as well as the Achilles tendon midpoint, to align its coordinate system to the coordinate system of the musculoskeletal modeling. Insertion points of the three triceps surae muscle–tendon actuators were then adjusted from the generic musculoskeletal model based on the anatomical location of each subtendon’s midpoint to create the three different types of tendon twists. Additionally, since tendon shapes are very subject-specific (Szaro et al., 2009; Edama et al., 2015; Pękala et al., 2017; Yin et al., 2021), insertion points of each muscle–tendon actuator were moved by factors of 50% and 100% of its original distance from the Achilles tendon midpoint to represent larger tendons. Final locations of the insertion points for all different tendon twist models compared to the generic model can be found in Supplementary Figure S1.
[image: Figure 1]FIGURE 1 | Three models of increasing tendon twisting (from left to right) based on a finite element modeling approach with the three subtendons: soleus (bleu), gastrocnemius medialis (pink), and gastrocnemius lateralis (yellow), displayed from the calcaneal insertion for a right leg.
2.4.3 Tendon compliance model
Achilles tendon compliance values were experimentally measured (Arya and Kulig, 2010) and were converted to the normalized tendon stiffness. The generic musculoskeletal model assumes a normalized tendon stiffness value of 35 for all Hill-type muscles (Zajac, 1989). Therefore, we considered a normalized tendon stiffness value of 35 for our generic model so that it is equal to the mean experimental value measured (Arya and Kulig, 2010). In their study, considering that the AT group had a mean stiffness value that was 20% lower, a normalized value of 28 for the mean (AT) model was observed. This normalized value for the mean model was then used to calculate the value of the most compliant model based on mean and 2 standard deviations to acquire a value of 21. While for the stiffest model, the mean and 2 standard deviations of the control group obtained a value of 47.
2.5 Data analysis
An extended Plug-In Gait marker set, composed of 34 retroreflective markers, was placed on the participant’s lower body while capturing 3D marker trajectories through 10 infrared motion capturing cameras (Vicon, Oxford Metrics, Oxford, United Kingdom) with a sampling rate of 100 Hz and ground reaction forces embedded in the walkway (AMTI Inc., MA, United States) and sampled at 1,000 Hz. Upon scaling the musculoskeletal model according to the subject’s characteristics obtained during a static trial, joint angles were calculated through a Kalman smoothing algorithm (De Groote et al., 2008), while joint moments were calculated through an inverse dynamic approach based on the joint angle and ground reaction force data in OpenSim 3.3 (OpenSim, Stanford, United States). The data were low-pass filtered with a 6 Hz cutoff frequency. Through a dynamic optimization method (De Groote et al., 2016), in which the muscle redundancy problem was solved through the minimization of the sum of squared muscle activation, triceps surae muscle (GM, GL, and SOL) forces were calculated. A schematic overview of the modeling workflow can be found in Supplementary Figure S2. Muscle force-sharing strategies were calculated for each exercise by dividing the individual muscle force by the sum of the three muscle forces at the moment of peak triceps surae force. All variables were normalized to the duration of the exercise. For the walking exercise, ground contact times for initial contact (0%) and toe-off (100%) were determined based on the ground reaction force data. The lowest and highest heel marker positions were used to determine the start (0%) and end (100%) of the bilateral heel-rise and heel-drop exercises.
3 RESULTS
3.1 Tendon twist
Tendon twist had a minimal influence on the triceps surae muscle forces at peak triceps surae force, as the greatest difference in muscle contribution was a 2.3% change, compared to the generic model, for all exercises performed.
3.1.1 Bilateral heel drop
The SOL muscle force and its contribution to the total triceps surae muscle force increased with increase in degrees of twisting, while the opposite was true for the GM muscle force and contribution (Figure 2A). The generic model, with no tendon twist, displayed the lowest contribution for the GM and GL and the largest contribution for SOL.
[image: Figure 2]FIGURE 2 | Percentage contribution of the individual muscle force to the total triceps surae muscle force at the moment of peak triceps surae force for different types of tendon twist models: generic (no twist; blue), low twist (orange), medium twist (yellow), and high twist (purple), and for the three different dynamic exercises: bilateral heel drop (A), bilateral heel rise (B), and walk (C).
3.1.2 Bilateral heel rise
Increasing twist resulted in a tendency toward increased SOL and GL and decreased GM muscle force and contribution (Figure 2B). The generic model showed the largest GL and GM and lowest SOL contribution compared to the three different models of tendon twist.
3.1.3 Walking
A tendency toward increased GL muscle force and contribution was observed with increasing twist (Figure 2C). Medium- and high-twist models do not display differences for the GM and SOL contributions; however, low twist models show a decrease in SOL and increase in GM contribution. The generic model’s muscle contribution fits well between low twist and medium/high twist for the SOL and GM, but is the largest for the GL.
3.1.4 Effect on the moment arm
In addition, in larger tendons, where insertion points of the muscle–tendon actuator were further away from the origin (50% or 100% increase), the difference in triceps surae muscle force-sharing remained small. Even with changes of up to 2 mm (SOL), 1 mm (GM), and 2 mm (GL) in the moment arm of the muscle–tendon actuator compared to the generic model, the largest differences were observed for the GM compared to the generic model, with differences up to 3.5%, 6.4%, and 5.5% for the bilateral heel drop, bilateral heel rise, and walk, respectively (Supplementary Figure S1).
3.2 Tendon compliance
Increasing tendon compliance had an influence on the triceps surae muscle forces at peak triceps surae forces and generated differences in muscle contribution of up to 6.6% compared to the generic model.
3.2.1 Bilateral heel drop
With increasing compliance, SOL muscle force increased, while GM and GL muscle forces decreased (Figure 3A). Differences of + 12.6%, −7.3%, and −5.4% were found for the SOL, GM, and GL contributions, respectively, when comparing the compliant model to the stiff model, while differences of + 6.6%, −3.5%, and −3.1% were found in comparison to the generic model, respectively.
[image: Figure 3]FIGURE 3 | Contributions of individual muscle force to the total triceps surae muscle force for the soleus, gastrocnemius medialis, and gastrocnemius lateralis and during the bilateral heel drop (A), bilateral heel rise (B), and walk (C) at the moment of peak triceps surae force for the four tendon compliance models: compliant (21; black), mean (28; dark gray), generic (35; concrete), and stiff (47; light gray).
3.2.2 Bilateral heel rise
Differences in muscle contribution with increasing tendon compliance were less obvious; however, the compliant model displayed the largest differences with the SOL showing decreased contributions (−1.2%), while GM contribution increased by 1.2% compared to the generic model (Figure 3B).
3.2.3 Walking
SOL muscle force and contributions to the total triceps surae muscle force decreased with increasing compliance, while GM and GL forces and contributions had the opposite effect (Figure 3C). In comparison to the generic model, the differences were larger for the compliant model than for the stiffest model.
3.3 Tendon twist x compliance
A cross-analysis of both tendon twisting and tendon compliance revealed similar results, with tendon compliance having the largest effect on the triceps surae muscle force-sharing behavior, independent of the type of tendon twisting. For the bilateral heel-drop exercise, SOL showed an increased contribution and GM and GL showed a decreased contribution with increasing compliance and increasing twist (Table 1). Similarly, during both the bilateral heel-rise and walking exercises, all compliance models displayed a tendency toward increased SOL and GL contributions but decreased GM with increasing twist—medium and high twist are fairly similar for the SOL and GM. However, with increasing compliance, SOL contribution decreased, while the GM contribution increased.
TABLE 1 | Contributions of the individual triceps surae muscle force to the total triceps surae force at the moment of peak triceps surae muscle force: a cross-sectional analysis of tendon twist types and tendon compliance models compared to the generic model with no twist induced.
[image: Table 1]4 DISCUSSION
This simulation study provides insights into the influence of altering subtendon insertion points associated with tendon twist and altering tendon compliance on the muscle forces during different dynamic exercises. Findings suggest that tendon compliance has a larger influence on the triceps surae muscle forces than the degree of tendon twist. Specifically, during the commonly performed eccentric rehabilitation exercises, large differences were observed between the compliant tendon and the generic model.
Our results revealed that modeling a more compliant tendon leads to different triceps surae forces and contributions compared to modeling stiffer tendons. GM and GL contributions decreased, while the SOL contribution to total triceps surae force increased during the eccentric bilateral heel-drop exercise with a compliant tendon. In other words, a more compliant tendon might require an increased involvement of the SOL during eccentric contractions, yet the reverse effect where increased contribution leads to greater compliance might exist, but is not yet understood. Indeed, differential muscle forces within the different triceps surae muscles were found during different dynamic exercises (Mylle et al., 2023). This was also demonstrated with the use of finite element modeling, where individual muscle contributions of 63% for SOL, 23% for GM, and 14% for GL were found during eccentric contractions in healthy participants (Handsfield et al., 2017), which aligns well with our results for the generic model (66% SOL, 24% GM, and 11% GL). Additionally, Arnold et al. (2013) found that differences in muscle dynamics occur in different triceps surae muscles due to changes in fiber length and contraction velocities. Furthermore, force generation is dependent on tendon compliance as normal fiber length will be affected (Zajac, 1989). Hence, it was expected that differences exist for the different muscles and compliance models. In case of a compliant tendon, the muscle will function at shorter lengths and reduced fiber contraction velocities during a cyclic contraction (Lichtwark and Barclay, 2010). With increasing compliance models, a shift on the force–length curve toward shorter fascicle lengths was observed for all muscles and in all exercises (Supplementary Figure S3). During the eccentric bilateral heel-drop exercise, fascicle lengths operate on the descending limb of the curve, and hence, more optimal lengths for force production are achieved in the compliant model. Passive forces in the GM and GL may play a role in stiffer models to compensate for its decreased force–length potential. The opposite trend was observed during the concentric movements: the bilateral heel rise and the walk, where less optimal fascicle lengths and a lower contribution in the SOL were achieved. GM and GL operate on the plateau region, and as a result, smaller differences in force contribution were found compared to stiffer models. Increased compliance also resulted in reduced contraction velocities (Supplementary Figure S4); however, near isometric contractions were performed, and muscle force generating capacity was not impacted, in comparison to stiffer models.
Considering that Achilles tendinopathy patients have a more compliant tendon, it is worthwhile to model the tendon compliance when investigating the triceps surae muscle force-sharing strategies. When compared to healthy participants, patients with Achilles tendinopathy demonstrated an altered triceps surae force-sharing behavior, with a significantly increased SOL and a trend toward decreased GM and GL force during the bilateral heel-drop exercise (Mylle et al., 2023). Our current study results confirmed this finding; for this same exercise, the compliant (tendinopathy) model showed a decrease in GM (−3.48%) and GL contribution (−3.15%) and an increase in SOL contribution (+ 6.63%) compared to the generic (healthy) model. Additionally, during isometric contractions, a reduced GL contribution and activation (Crouzier et al., 2020), a reduced GL motor unit neural discharge rate (Fernandes et al., 2023), and a tendency toward reduced non-uniform intratendinous sliding in patients with Achilles tendinopathy (Couppé et al., 2020) were reported. These observations all highlight the importance of GM and GL contributions in the rehabilitation of Achilles tendinopathy patients. Therefore, future studies should include tendon compliance in simulations in which musculoskeletal modeling is used to investigate contributions of triceps surae forces.
In this musculoskeletal modeling study, increasing the tendon twist—by adjusting the location of the subtendon’s insertion point—did not have an impact on the triceps surae forces. Even when increasing the subtendon’s insertion point by a factor of 100% to represent larger tendons, muscle force contributions did not change much compared to the those of the generic model. However, it is important to note that across different models and exercises, the maximum difference in the moment arm of the individual muscle–tendon actuator was 2 mm. Even though the moment arm has a considerable influence on the magnitude of the muscle forces to achieve the experimentally observed joint torques (Rasske et al., 2017; Holzer et al., 2020), tendon twist is responsible only for changes in the subtendon moment arm, and not for the Achilles tendon moment arm. Hence, in the current musculoskeletal modeling framework, incorporating tendon twisting did not significantly affect total triceps surae force-sharing. Nevertheless, the biomechanical significance of tendon twisting cannot be neglected since tendon twisting promotes strain distributions and, hence, force production (Dean et al., 2007).
Some limitations need to be discussed. First, the data presented above are based on observations from a single subject. Achilles (sub) tendon properties are highly individualized (Edama et al., 2015; Pękala et al., 2017), leading to different responses to loading (Shim et al., 2019) across the entire AT population. In this simulation study, kinematic and kinetic data from one patient were used as input for the musculoskeletal model. To represent morphological and altered material properties known to occur in AT patients, we simulated the effect of tendon twist, larger cross-sectional areas, and tendon compliance on the muscle force-sharing behavior. Our study demonstrates the importance of including tendon compliance when investigating muscle-force sharing behavior in this specific population. Using non-invasive imaging methods to assess tendon properties, such as tendon compliance, the diagnosis of tendon injuries could be enhanced and rehabilitation can be improved (Fouré, 2016). Therefore, measurement of tendon compliance could be incorporated into standard operating procedures during clinical assessments at the time of diagnosis as a determination of impairment. This measurement could then be easily integrated into data processing related to various exercises to assess weaknesses in SOL/GM, facilitating individualized and targeted training. If this complete workflow is not feasible, measuring tendon compliance during clinical assessments can still provide valuable reference guidelines for health professionals. These guidelines can help adapt patient care strategies, such as focusing more on strengthening the GM or GL muscles during eccentric exercises by adjusting foot positioning. In addition, the effect of tendon compliance (+ 6.6%) might not be significantly different compared to the effect of tendon twist (+ 2.3%) when compared to the generic model; hence, future studies are needed to confirm the clinical relevance of these differences in a broader AT population. Second, a simple generic musculoskeletal model with individual and independent muscle–tendon actuators was used. As a result, no sliding between different actuators, and thus subtendons, was incorporated, even though sliding between Achilles subtendons is known to occur (Bogaerts et al., 2017; Clark and Franz, 2018; Couppé et al., 2020). Third, Achilles tendon twisting was induced in this model by moving the calcaneal insertion point of each muscle–tendon actuator based on the experimentally retrieved 3D model implemented in the FE model consisting of subtendons (Funaro et al., 2022). However, future modeling investigations could implement insertion points in the muscle–tendon actuator at the location of each muscle–tendon unit to represent the tendon twisting better physiologically in the musculoskeletal model at the level of the tendon. Additionally, accurate muscle force estimations are important to be used as boundary conditions in FE models (Yamamura et al., 2014; Funaro et al., 2022). Finally, estimations of triceps surae forces are based on a dynamic optimization method, which is a simulation study. Thus far, it remains unknown how individual muscle forces can be estimated non-invasively in vivo.
In summary, the results of this simulation study highlight the significant influence of Achilles tendon compliance on triceps surae forces and their behavior during rehabilitation exercises and walking. This developed musculoskeletal modeling workflow is important, specifically to accurately predict muscle forces in the triceps surae muscles based on individualized material properties of the tendon. Understanding these effects can guide the development of more effective and personalized rehabilitation strategies for individuals with varying tendon compliance, such as during rehabilitation from Achilles tendinopathy. Further research in this area may help refine rehabilitation protocols and improve patient outcomes.
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Introduction: The biomechanical indication for combining anterolateral structures reconstruction (ASLR) with ACL reconstruction (ACLR) to reduce pivot shift in the knee remains unclear. This study aims to investigate knee functionality after ACL rupture with different combinations of injuries, and to compare the effectiveness of ALSR with ACLR for treating these injuries.
Methods: A validated finite element model of a human cadaveric knee was used to simulate pivot shift tests on the joint in different states, including 1) an intact knee; 2) after isolated ACL rupture; 3) after ACL rupture combined with different knee injuries or defect, including a posterior tibial slope (PTS) of 20°, an injury to the anterolateral structures (ALS) and an injury to the posterior meniscotibial ligament of the lateral meniscus (LP); 4) after treating the different injuries using isolated ACLR; v. after treating the different injuries using ACLR with ALSR. The knee kinematics, maximum von Mises stress (Max.S) on the tibial articular cartilage (TC) and force in the ACL graft were compared among the different simulation groups.
Results and discussion: Comparing with isolated ACL rupture, combined injury to the ALS caused the largest knee laxity, when a combined PTS of 20° induced the largest Max.S on the TC. The joint stability and Max.S on the TC in the knee with an isolated ACL rupture or a combined rupture of ACL and LP were restored to the intact level after being treated with isolated ACLR. The knee biomechanics after a combined rupture of ACL and ALS were restored to the intact level only when being treated with a combination of ACLR and ALSR using a large graft diameter (6 mm) for ALSR. However, for the knee after ACL rupture combined with a PTS of 20°, the ATT and Max.S on the TC were still greater than the intact knee even after being treated with a combination of ACLR and ALSR. The finite element analysis showed that ACLR should include ALSR when treating ACL ruptures accompanied by ALS rupture. However, pivot shift in knees with a PTS of 20° was not eliminated even after a combined ACLR and ALSR.
Keywords: anterior cruciate ligament reconstruction, anterolateral structures reconstruction, pivot shift, articular stress, combined injury
1 INTRODUCTION
Rupture of the anterior cruciate ligament (ACL) can lead to knee laxity and often requires reconstruction surgery to stabilize the joint (Musahl et al., 2022). However, a positive pivot shift (excessive tibial translations and rotations) has been commonly reported after ACL reconstruction (ACLR) (Guenther et al., 2015), with an incidence rate of up to 25% (Sonnery-Cottet et al., 2017). The positive pivot shift indicates that the ACL graft is not bearing the expected load, which could lead to abnormal loads on other joint tissues (Du et al., 2016; Wang et al., 2020b), such as abnormal stress on the cartilage that may gradually develop into long-term osteoarthritis (Barenius et al., 2014; Shen et al., 2021).
Studies have found that people with concomitant knee injuries or anatomical defects experience greater pivot shifts. These concomitant injuries include ruptures of the anterolateral structures (ALSs), including the anterolateral ligament (ALL) and anterolateral capsule (ALC) (Song et al., 2017), rupture of the posterior meniscotibial ligament of the lateral meniscus (LP) (Tang et al., 2019; Ni et al., 2022), or instances of greater posterior tibial slope (PTS) (Ansari et al., 2017). However, few studies have explored the differences in the severity of pivot shifts among patients with various injuries and defects, and the surgical strategies that should be used to treat patients with such injury patterns remain unclear.
Anterolateral structures reconstruction (ALSR) (Chen et al., 2021), also termed as anterolateral ligament reconstruction (ALLR), has been reported as an efficient method of reducing pivot shift of the knee after ACLR (Nitri et al., 2016; Sonnery-Cottet et al., 2017; Wood et al., 2018; Ueki et al., 2019). Through a cadaveric study, Nitri et al. (2016) found that anatomical ACLR combined with ALSR significantly improved the rotatory stability of the knee compared to isolated ACLR in the presence of concurrent ALL deficiency with ACL rupture. Ueki et al. (2019) found that using additional ALS augmentation in patients with high preoperative pivot shift reduced the pivot-shift acceleration when compared to isolated ACLR. To provide a comprehensive reference for the anatomical and biomechanical basis of ALSR, an expert group consensus was published in 2017, containing a summary of the current scientific evidence and recommendations for improving surgical techniques (Sonnery-Cottet et al., 2017). The consensus document identified the importance of ALSR for people at high risk of pivot shifts, but the exact surgical indications remain unclear.
In the above context, the present study aimed to 1) explore differences in pivot shift (anterior and rotational displacements of the knee) and maximum stress (Max.S) values on the tibial cartilage (TC) when the knee was subjected to different combinations of injuries or defects accompanied by a ruptured ACL; further, the study 2) compares the effectiveness of using ALSR with ACLR for treating different combinations of injuries. Finite element analysis was used in this study, through which the variate was strictly controlled to one factor while maintaining the other factors constant. This permits the basic biomechanics of the joint to be examined clearly (Wang et al., 2022a). It was hypothesized that there would be considerable differences in the pivot shifts and articular stresses among knees with different injuries; further, by combining ACLR and ALSR, postoperative joint biomechanics can be restored in patients with certain injury patterns, while other injury patterns cannot achieve joint function restoration through ACLR and ALSR.
2 MATERIALS AND METHODS
A validated finite element model of a male human cadaveric knee joint (Wang et al., 2020b) was used in the current study to simulate pivot shift tests for different states of injury and repair: intact knee; isolated ACL rupture; ACL rupture with different combinations of knee injuries or defects, including rupture of the LP, ALS, and a PTS of 20°; ACLR using anatomical single-bundle grafts of various diameters; combined ALSR with ACLR. The knee kinematics, Max.S on the TC, and force in the ACL graft were compared among the different simulation groups to explore the differences in pivot shifts after different knee injuries as well as the effectiveness of ALSR combined with ACLR for restoring knee biomechanics when used to treat different knee injuries.
2.1 Development and validation of the finite element model of an intact cadaveric knee
The finite element model was built from a cadaveric human (45 years, male, 70 kg) knee joint (right side) (Figure 1) with prior approval from the Committee for Oversight of Research and Clinical Training Involving Decedents (Guenther et al., 2015). The knee was examined by an experienced orthopedic surgeon and determined to have normal tissue morphology with no observable injury or history of operation. The geometries of the knee structures were segmented using Mimics (Materialise N.V., Leuven, Belgium) from magnetic resonance images acquired with a slice thickness of 0.2 mm and scan resolution of 0.2 mm × 0.2 mm (field of view: 8 cm × 10 cm × 12 cm, TR = 53 ms, TE = 26.3 ms, field strength: 3.0 T). The model included bones (tibia, femur, and fibula), articular cartilage, meniscus, four major ligaments (posterior cruciate ligament, ACL, lateral collateral ligament, and medial collateral ligament), meniscal ligaments (anterior and posterior meniscotibial ligaments and meniscofemoral ligaments), capsule deep medial collateral ligament for medial stability, popliteofibular ligament with ALL and ALC for lateral stability, and four structures for maintaining posterior stability (lateral posterior capsule, medial posterior capsule, arcuate popliteal ligament, and oblique popliteal ligament).
[image: Figure 1]FIGURE 1 | Finite element model of a human cadaveric right knee. LM, lateral meniscus; LCL, lateral collateral ligament; MM, medial meniscus; ACL, anterior cruciate ligament; MCL, medial collateral ligament; MA, anterior medial meniscotibial ligament; MP, posterior meniscotibial ligament; LA, anterior lateral meniscotibial ligament; LP, posterior lateral meniscotibial ligament; aMFL, anterior meniscofemoral ligament; pMFL, posterior meniscofemoral ligament; dMCL, deep medial collateral ligament; MPC, medial posterior capsule; LPC, lateral posterior capsule; APL, arcuate popliteal ligament; OPL, oblique popliteal ligament; PFL, popliteofibular ligament; ALC, anterolateral capsule.
The 3D model was meshed using 4-node tetrahedral elements in HyperMesh (Altair Engineering, Japan). Convergence tests were conducted to obtain optimized element sizes (loading condition: 2.5 mm tibial load with the femur totally fixed at full knee extension; output: force in the ACL). The optimized element had a side length of 1 mm, resulting in a total of 659,251 elements in the final intact knee model.
The material properties of the joint tissues were defined according to previous literature (Gupte et al., 2002; Song et al., 2004; Robinson et al., 2005; Hauch et al., 2010; Baldwin et al., 2012; Beidokhti et al., 2018; Wang et al., 2019) using Abaqus/CAE 2019 (Simulia, Inc., United States). The bones and cartilage were assumed to be linear isotropic elastic tissues (Young’s modulus = 0.4 GPa and 5 MPa; Poisson’s ratio = 0.33 and 0.46, respectively). The meniscus was assumed to be orthotropic elastic ([image: image] = 125 MPa, [image: image] = [image: image] = 27.5 MPa, [image: image] = [image: image] = 2 MPa, [image: image] = 10.34, [image: image] = 0.33, and [image: image] = [image: image] = 0.1). The ligaments and knee capsules were defined as isotropic linear elastic tissues. The material coefficients for these tissues are shown in Table 1. Frictionless sliding was defined at the contact interfaces between the cartilages and menisci to permit sliding of the contact surfaces without penetration. Tie contacts were used to connect the ligaments/capsules to their bone interfaces and between the articular cartilage and corresponding bone surface so that there was no relative movements between the connected surfaces.
TABLE 1 | Material coefficients for the ligaments and joint capsules obtained from literature (Gupte et al., 2002; Song et al., 2004; Robinson et al., 2005; Hauch et al., 2010; Baldwin et al., 2012; Beidokhti et al., 2018; Wang et al., 2022a).
[image: Table 1]The model was validated by comparing the calculated data with experimental data from previous studies (Kanamori et al., 2000; Wang et al., 2020c). The compared data included knee kinematics and force in the ACL under the following three loading conditions at a knee flexion angle of 30°, with the femur completely fixed and having six degrees of freedom and the tibia subjected to (a) an anterior load of 134 N, (b) an internal moment of 10 Nm, and (c) an internal moment of 10 Nm and a valgus moment of 10 Nm. The results in Table 2 show that the model calculations were all within the range of values reported in cadaveric experiments.
TABLE 2 | Anterior tibial translation, internal tibial rotation, and in situ force in the ACL obtained from previous literature (Kanamori et al., 2000; Wang et al., 2019) and the current finite element model calculation under the following loading conditions applied at a joint flexion angle of 30°: (a) 134 N anterior tibial load, (b) 10 Nm internal tibial moment, and (c) 10 Nm internal tibial moment with 10 Nm valgus tibial moment.
[image: Table 2]2.2 Simulation of isolated ACL rupture and ACL ruptures with various injuries or knee defects
To simulate ruptured ACLs in intact and injured knees, the related tissues were removed from the model (Figure 2). To simulate a PTS, the tibial plateau was rotated around the medial–lateral axis of the joint in the sagittal plane while all other degrees of freedom were unconstrained, as depicted in a previous study (Voos et al., 2012) (Figure 2D). Akoto et al. (2020) showed that patients with ACLR failure and high-grade anterior knee laxity had PTSs ranging from 13° to 20°. In this study, a PTS of 20° was simulated to represent a severe case. The following injury/defect modes were simulated: isolated ACL rupture (Figure 2A); combined ruptures of the ACL and LP (Figure 2B); combined ruptures of the ACL and ALS (Figure 2C); ACL rupture with a PTS of 20° (Figure 2D).
[image: Figure 2]FIGURE 2 | Diagrams of the finite element models simulating different combinations of knee injuries. (A) Simulation of an isolated ACL rupture by cutting the ACL. (B) Simulation of ACL rupture combined with rupture of the posterior lateral meniscotibial ligament (LP). (C) Simulation of ACL rupture combined with rupture of the anterolateral structures (ALSs), including the anterolateral ligament (ALL) and anterolateral capsule (ALC). (D) Simulation of a posterior tibial slope (PTS) of 20°. (E) Simulation of anatomical single-bundle (SB) ACL reconstructions (ACLRs) with different graft diameters. (F) ACLR combined with ALS reconstruction (ALSR) with ALS graft diameters of 4.5 mm and 6 mm. (G) Boundary and loading conditions for simulating pivot shifts. MA, anterior medial meniscotibial ligament; MP, posterior meniscotibial ligament; LA, anterior lateral meniscotibial ligament; PFL, popliteofibular ligament; D7.5, graft diameter of 7.5 mm; ITM, internal tibial moment; VTM, valgus tibial moment.
2.3 Simulation of anatomical single-bundle ACLR with varying graft diameters
The anatomical single-bundle ACLR for treating the abovementioned combinations of knee injuries and defects was simulated (Figure 2E). The entrances for the bone tunnels were placed at the centers of the anatomical insertion sites. The angles of the femoral tunnel with the sagittal and axial planes were 25° and 45°, and those of the tibial tunnel were 25° and 65°, respectively (Wang et al., 2022b). The ACL graft was simulated as a cylindrical structure using Creo Parametric 8.0 (PTC, MA, United States), with its Young’s modulus set as 168 MPa (Wilson et al., 1999). The graft was simulated to be fixed to the bone tunnels by an endoscrew, which was also modeled as a cylinder (length of 10 mm and same diameter as the graft) (Wang et al., 2020a). The endoscrew was affixed to the graft at one end and in contact with the tunnel wall at its exterior surface so that there were no relative motions between these contact surfaces. The Young’s modulus and Poisson’s ratio of the endoscrew were respectively set to 110 GPa and 0.35 to simulate titanium material. The ACLR was simulated with different graft diameters (7.5, 8.5, 9.5, 10.5, and 11.5 mm) to determine the dimensions that were best able to restore knee functionality. The simulated bone tunnel diameters were similar to those of the graft.
2.4 Simulation of combined ALSR with ACLR
To evaluate the effectiveness of ALSR in restoring knee kinematics after injury to the ACL, the knee model was simulated with an isolated ACL rupture and treated using ALSR combined with ACLR (Figure 2F) and compared with the outcome after treatment through isolated ACLR (graft diameters: 8.5 mm and 10.5 mm). The diameter of the ALS graft was increased from 4.5 mm to 6 mm to explore the effect of the ALS graft diameter on the surgical outcome. Then, the effectiveness of combined ACLR and ALSR was evaluated for treating different combinations of knee injuries.
The surgical techniques recommended by the 2017 expert group consensus (Sonnery-Cottet et al., 2017) were used to simulate the ALSR in this study. Specifically, the femoral tunnel was placed 8 mm proximal and 4 mm posterior to the lateral epicondyle, and the tibial tunnel was placed 10 mm below the joint line at the halfway point between the center of the fibula head and Gerdy’s tubercle. A graft diameter of 4.5 mm was used, as suggested by the consensus, and the Young’s modulus was set as 618.4 MPa (Hamner et al., 1999). The Poisson’s ratio was the same as that of the other ligaments (0.4) in the model. The tunnel axes both lay in the sagittal plane. The angle of the femoral tunnel with respect to the transverse plane was 20°, and the angle of the tibial tunnel with respect to the transverse plane was 30°. The graft fixation method previously detailed for the ACLR model was also used for the ALSR models.
2.5 Loading conditions and outputs
To simulate pivot shifts, all models were loaded with an internal tibial moment of 4 Nm and a valgus tibial moment of 10 Nm at full knee extension (Wan et al., 2017; McLeod and Barber, 2023) (Figure 2G). The anterior tibial translation (ATT), valgus tibial rotation (VTR), internal tibial rotation (ITR), Max.S on the TC, and ACL/graft forces were compared among the different simulation groups.
3 RESULTS
3.1 Outcomes for intact knee, isolated ACL rupture, and ACL rupture with various additional injuries or knee defects
The knee displacements and articular stresses in the models at different knee states are shown in Figure 3. Compared to the intact state, the knee displacements and articular stresses increased after ACL rupture (−0.2 mm vs. 1.1 mm for ATT (Figure 3A), 6.7° vs. 8.1° for ITR, 1.5° vs. 2.0° for VTR (Figure 3B), 0.65 MPa vs. 0.71 MPa for Max.S on the TC). Compared with the isolated ACL rupture, all other injury models showed greater knee displacements and articular stresses. Damage to the ALS destabilized the knee more than a combined PTS of 20° or LP rupture (4.2 mm vs. 1.8 mm vs. 1.2 mm for ATT, 14.8° vs. 7.8° vs. 8.1° for ITR, and 2.4° vs. 1.9° vs. 2.1° for VTR, respectively). The knee with an ACL + LP rupture produced the most stable joint out of all combined injury models. In terms of the articular stress (Figure 3C), a PTS of 20° caused the highest Max.S on the TC, reaching over twice that of the intact knee (1.38 MPa vs. 0.64 MPa). The Max.S on the TC was higher after the ACL + ALS rupture than after ACL + LP rupture (0.80 MPa vs. 0.73 MPa).
[image: Figure 3]FIGURE 3 | (A) Anterior tibial translation (ATT), (B) valgus tibial rotation (VTR) and internal tibial rotation (ITR), and (C) maximum von Mises stress (Max.S) on the tibial articular cartilage (TC) in response to a pivot shift loading condition in a knee with ACL rupture and different combinations of knee injuries or defects.
3.2 Outcomes for ACLR with different combinations of knee injuries/defects
The outcomes of the ACLR model with varying graft diameters (7.5–11.5 mm) for treating an isolated ACL rupture are shown in Figure 4. Compared to the ACL rupture model (ACL Rup), ACLR reduced ATT (Figure 4A), ITR, VTR (Figure 4B), and Max.S on the TC (Figure 4C) to restore the ligament force (Figure 4D) closer to the intact state. Compared to the intact group, a 7.5-mm-diameter ACL graft produced larger anterior (ATT) and rotational (ITR, VTR) tibial displacements (0 mm vs. −0.2 mm, 7.1° vs. 6.6°, 1.7° vs. 1.5°) as well as resulted in higher stresses on the tibial articular cartilages (0.66 MPa vs. 0.64 MPa for LTC, 0.38 MPa vs. 0.34 MPa), but the force in the graft was lower (53 N vs. 84 N). Each successive increase in graft diameter resulted in values closer to those of the intact model. The ATT and VTR were restored to the intact levels with a graft of diameter 11.5 mm, but the ITR and Max.S on the TC were restored close to the intact levels with 10.5 mm and 8.5 mm diameter grafts, respectively. Although increasing the graft diameter resulted in graft forces closer to the intact levels, there were noticeable differences even when using the largest graft. Specifically, the force was 70 N for ACLR with a graft of diameter 11.5 mm compared to 84 N in the intact state. Overall, ACLR with a graft of diameter 11.5 mm could restore the anterior and rotational knee stabilities as well as Max.S on the TC to within the intact level after isolated ACL rupture. However, the graft force was lower than that in the intact ACL.
[image: Figure 4]FIGURE 4 | (A) Anterior tibial translation (ATT), (B) valgus tibial rotation (VTR) and internal tibial rotation (ITR), (C) maximum von Mises stress (Max.S) on the tibial articular cartilage (TC), and (D) graft forces in response to a pivot shift loading condition in a knee following ACL reconstructions (ACLRs) with varying graft diameters for treating isolated ACL rupture. Rup: rupture; ACLR_7.5: ACLR with a graft diameter of 7.5 mm.
Based on the 11.5-mm graft, Figure 5 shows the results for ACLR after treatment with different combinations of knee injuries; it is seen that ACLR restored the anterior (Figure 5A) and rotational (Figure 5B) stabilities of the knee and articular stresses (Figure 5C) close to the intact levels when treating isolated ACL and ACL + LP ruptures. The graft forces (Figure 5D) in the groups simulating ACL and ACL + LP ruptures were also lower than that of the intact ACL after treatment by ACLR. The knee with an injury to the ALS still had greater anterior and internal rotational laxity as well as abnormally high graft force after treatment by ACLR when compared with the intact knee (0 mm vs. −0.2 mm for ATT, 7.8° vs. 6.6° for ITR, 97 N vs. 84 N for graft force). The knee with a PTS of 20° had a larger ATT (0.2 mm vs. −0.2 mm), and the Max.S on the TC was greater than that for the intact case (1.38 vs. 0.64 MPa).
[image: Figure 5]FIGURE 5 | (A) Anterior tibial translation (ATT), (B) valgus tibial rotation (VTR) and internal tibial rotation (ITR), (C) maximum von Mises stress (Max.S) on the tibial articular cartilage (TC), and (D) graft forces in response to a pivot shift loading condition in a knee after ACL reconstruction (ACLR) with a graft of diameter 11.5 mm for treating different combinations of knee injuries. Rup, rupture; LP, posterior meniscotibial ligament of the lateral meniscus; ALS, anterolateral structure; PTS20, posterior tibial slope of 20°.
3.3 Outcomes for ALSR with different combinations of knee injuries/defects
Figure 6 shows that when treating an isolated ACL rupture, ALSR (graft diameter: 4.5 mm) combined with ACLR (graft diameter: 8.5 mm) resulted in lower anterior (Figure 6A) and internal rotational (Figure 6B) displacements, articular stresses (Figure 6C), and graft forces (Figure 6D) than ACLR alone (−0.1 mm vs. 0 mm for ATT, 6.6° vs. 6.9° for ITR, 0.62 MPa vs. 0.64 MPa for Max.S on the TC, 57 N vs. 60 N for graft force). This trend was consistent between the two groups when using 8.5-mm and 10.5-mm diameter ACL grafts.
[image: Figure 6]FIGURE 6 | (A) Anterior tibial translation (ATT), (B) valgus tibial rotation (VTR) and internal tibial rotation (ITR), (C) maximum von Mises stress (Max.S) on the tibial articular cartilage (TC), and (D) graft forces in response to a pivot shift loading condition in a knee following I) ACL reconstructions (ACLRs) with graft diameters of 8.5 mm and 10.5 mm; II) anterolateral structures reconstruction (ALSR) with a graft of diameter 4.5 mm combined with ACLR with graft diameters of 8.5 mm and 10.5 mm. Both reconstruction techniques were used to treat an isolated ACL rupture. Rup, rupture; ACLR_8.5, ACLR with a graft of diameter 8.5 mm.
As shown in Figure 7, ALSR combined with ACLR restored the ATT (Figure 7A), VTR (Figure 7B), and Max.S on the TC (Figure 7C) to normal levels for ACL rupture treatment accompanied by injury to the ALS. However, the ITR was still greater (6.9° vs. 6.6°) and graft force was higher (98 N vs. 84 N) than those for the intact case (Figure 7B). For the ACL rupture with a PTS of 20°, the ATT and Max.S on the TC were still greater than those of the intact knee (0.1 mm vs. −0.2 mm for ATT, 1.38 MPa vs. 0.64 MPa), and the graft force was higher than that of the intact ACL (87 N vs. 84 N, Figure 7D).
[image: Figure 7]FIGURE 7 | (A) Anterior tibial translation (ATT), (B) valgus tibial rotation (VTR) and internal tibial rotation (ITR), (C) maximum von Mises stress (Max.S) on the tibial articular cartilage (TC), and (D) graft forces in response to a pivot shift loading condition in a knee following anterolateral structures reconstruction (ALSR) (graft diameter: 4.5 mm) combined with ACLR (graft diameter: 11.5 mm). The procedure was used to treat different combined knee injuries. Rup, rupture; ALS, anterolateral structure; PTS20, posterior tibial slope of 20°.
Figure 8 shows that after using a larger graft diameter (6 mm) for ALSR, the knee displacement (Figures 8A, B), Max.S on the TC (Figure 8C), and graft force (Figure 8D) after ACL rupture accompanied by injury to the ALS were all restored to within the intact levels. However, for the ACL rupture with a PTS of 20°, the ATT and Max.S on the TC were still greater than those of the intact knee (0.1 mm vs. −0.2 mm for ATT, 1.38 MPa vs. 0.64 MPa for Max.S).
[image: Figure 8]FIGURE 8 | (A) Anterior tibial translation (ATT), (B) valgus tibial rotation (VTR) and internal tibial rotation (ITR), (C) maximum von Mises stress (Max.S) on the tibial articular cartilage (TC), and (D) graft forces in response to a pivot shift loading condition in a knee following anterolateral structures reconstruction (ALSR) (using a larger graft diameter of 6 mm) combined with ACLR (graft diameter: 11.5 mm). The procedure was used to treat different combined knee injuries. Rup, rupture; ALS, anterolateral structure; PTS20, posterior tibial slope of 20°.
4 DISCUSSION
It was found that compared to the isolated ACL rupture, combined injury to the LP, ALS, or increased PTS caused greater anterior and rotational knee laxity and articular stresses. Injury to the ALS caused the greatest knee laxity among all simulated conditions, and incorporating a PTS of 20° produced the largest Max.S on the TC. The joint stability and articular stress in the knee with isolated ACL rupture or ACL + LP rupture were restored close to those of the intact knee after treatment by isolated ACLR. An additional ALSR produced a lower pivot shift, articular stress, and force in the ACL graft than isolated ACLR, allowing better treatment of the ACL rupture with combined injuries to the ALS. ACLR combined with ALSR using a larger diameter of the ALSR graft (6 mm) than that suggested by the 2017 expert group consensus was shown to restore normal knee stability, articular stress, and graft force after injury to the ALS. However, even after treatment by ACLR combined with ALSR (graft diameter: 6 mm), incorporating a PTS of 20° resulted in greater ATT and Max.S on the TC than those for the intact knee. These findings may provide a scientific basis to further determine the surgical indications for ACLR combined with ALSR.
Compared to the intact state, both knee displacement and articular stress increased after isolated ACL rupture (Figure 3), indicating that the ACL is important for maintaining knee stability and normal articular stress. This is consistent with the findings of biomechanical and clinical follow-up studies that reported greater knee laxity and higher articular stress along with a high rate of long-term knee osteoarthritis after ACL injury (Arokoski et al., 2000; Barenius et al., 2014; Wang et al., 2020b). Injury to the ALS caused a larger knee displacement and maximum stress on the TC than injury to the LP likely because of the lateral location of the ALS on the knee joint, which plays a more important role in restraining the movement of the femoral condyle toward the tibial plateau than the more centrally located LP. The results of this study also show that compared with isolated ACL rupture, the ATT increases when combined with increased PTS, which is consistent with the findings of a previous study (Bauer et al., 2022). However, the ITR reduced slightly with the higher PTS, which could be caused by lifting of the anterior region of the tibial plateau as it rotates posteriorly. This might restrain the joint in the anterior space and produce less tibial rotation. Similarly, a PTS of 20° resulted in higher Max.S on the TC than injury to the LP or ALS, which could be attributed to the restrained motion from lifting of the anterior tibial plateau. In this study, the lowest values of knee laxity and articular stress were obtained after ACL rupture with an associated injury to the LP (Figure 3). Similarly, Tang et al. (2019) reported that the ATT in a knee placed under a simulated pivot-shift load increased only slightly after tearing of the posterior meniscal root.
ACLR was shown to reduce knee laxity and lower the Max.S on the tibial articular cartilage after isolated ACL rupture; it was also more effective as the diameter of the graft increased (Figure 4), which was consistent with literature (Wang et al., 2020b). Knee stability and articular stress were completely restored to normal levels when using a relatively large graft diameter (11.5 mm) to treat isolated ACL and ACL + LP ruptures (Figure 5). However, a large graft diameter may cause graft impingement on the femoral notch and increase the risk of early graft rupture after surgery (Dayan et al., 2015). Considering the large individual variations in the Young’s modulus of the ACL grafts reported in previous studies (5–1500 MPa) (Smeets et al., 2017; Jacquet et al., 2020), grafts with larger values than those used in the present study may require smaller graft diameters for restoring the knee stability and articular stress to normal levels (Wang et al., 2022b).
This study also showed that ALSR further reduced the anterior and rotational knee displacements, articular stress, and ACL graft force compared to those of isolated ACLR (Figure 6). These outcomes are consistent with reports by Nitri et al. (2016) and Ueki et al. (2019). It is also postulated that ALSR may allow the use of a smaller graft diameter in ACLR and hence lower the risk of graft impingement on the femoral notch. This study identifies that injury to the ALS cannot be satisfactorily treated with the isolated ACLR or combination of ACLR and ALSR when using a graft of diameter 4.5 mm for the ALSR (Figure 7); however, successful treatment may be achieved with a combination of ACLR and ALSR when using a larger graft diameter (6 mm) for the ALSR (Figure 8). Moreover, a PTS of 20° still resulted in larger ATT and Max.S on the TC than those of the intact knee, even after treatment by a combination of ALSR (graft diameter: 6 mm) and ACLR (graft diameter: 11.5 mm). In this condition, an osteotomy may be needed to achieve better knee functionality and stress distribution on the articular cartilage.
The present study has some notable limitations. 1) The surgical technique for ALSR was according to the recommendations of the 2017 expert consensus (Sonnery-Cottet et al., 2017). Different surgical techniques, such as varying tunnel positions, were not explored in this study, which could affect the outcomes of ALSR. However, these factors were maintained constant across different simulation groups to exclude their impacts on the comparison outcomes. 2) The finite element model was adopted from a single subject, which may not represent the conditions of other subjects. Additionally, the Young’s modulus of the ACL graft was obtained from literature, but it could vary with individual differences. However, the single finite element model allows the variate to be controlled to one factor, which can be modified infinitely without causing damage to the sample. This permits the basic biomechanics to be revealed more clearly. Future research efforts could therefore include both cadaveric and in vivo studies to further validate the findings of this study. In vivo studies are particularly advantageous for examining the effects of individual differences and incorporating the effects of joint muscles. 3) Only a static loading condition was considered in this study, and complex loading environments representing different daily activities were not simulated. 4) Viscoelasticity and initial tension values of the ligaments were not considered in this study. In reality, stress relaxation occurs when the joint is subjected to external loading, and the initial tension of the ligaments can enhance their ability to better resist these loads. Therefore, the translations and rotations of the knee joint calculated in this study may have some systematic errors.
5 CONCLUSION
This study showed that combined injury to the LP and ALS with higher PTS angles led to higher degrees of anterior and rotational knee laxity and higher articular stresses in the ACL-deficient knee models. Injury to the ALS caused the greatest knee laxity among all conditions simulated, and incorporating a PTS of 20° produced the largest Max.S on the TC. Correspondingly, these combined injuries need to be treated with different surgical strategies to prevent postoperative pivot shifts and restore the articular stresses and graft forces to those similar to the intact knee. Using a human cadaver knee model, this study showed completely restored knee stability and articular stress after isolated ACL rupture or ACL rupture with combined LP injury when treated by isolated ACLR. Knee biomechanics after combined rupture of the ACL and ALS were only restored to those similar to the intact knee when treated by ACLR combined with ALSR using a large ALSR graft diameter (6 mm). However, ACL rupture combined with a PTS of 20° may need an additional strategy, such as osteotomy, to prevent pivot shift and reduce the risk of articular cartilage degeneration after ACLR.
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Purpose: The objective of this study was to create and assess a Deep Learning-Based Radiomics model using a single sequence MRI that could accurately predict early Femoral Head Osteonecrosis (ONFH). This is the first time such a model was used for the diagnosis of early ONFH. Its simpler than the previously published multi-sequence MRI radiomics based method, and it implements Deep learning to improve on radiomics. It has the potential to be highly beneficial in the early stages of diagnosis and treatment planning.Methods: MRI scans from 150 patients in total (80 healthy, 70 necrotic) were used, and split into training and testing sets in a 7:3 ratio. Handcrafted as well as deep learning features were retrieved from Tesla 2 weighted (T2W1) MRI slices. After a rigorous selection process, these features were used to construct three models: a Radiomics-based (Rad-model), a Deep Learning-based (DL-model), and a Deep Learning-based Radiomics (DLR-model). The performance of these models in predicting early ONFH was evaluated by comparing them using the receiver operating characteristic (ROC) and decision curve analysis (DCA).Results: 1,197 handcrafted radiomics and 512 DL features were extracted then processed; after the final selection: 15 features were used for the Rad-model, 12 features for the DL-model, and only 9 features were selected for the DLR-model. The most effective algorithm that was used in all of the models was Logistic regression (LR). The Rad-model depicted good results outperforming the DL-model; AUC = 0.944 (95%CI, 0.862–1.000) and AUC = 0.930 (95%CI, 0.838–1.000) respectively. The DLR-model showed superior results to both Rad-model and the DL-model; AUC = 0.968 (95%CI, 0.909–1.000); and a sensitivity of 0.95 and specificity of 0.920. The DCA showed that DLR had a greater net clinical benefit in detecting early ONFH.Conclusion: Using a single sequence MRI scan, our work constructed and verified a Deep Learning-Based Radiomics Model for early ONFH diagnosis. This strategy outperformed a Deep learning technique based on Resnet18 and a model based on Radiomics. This straightforward method can offer essential diagnostic data promptly and enhance early therapy strategizing for individuals with ONFH, all while utilizing just one MRI sequence and a more standardized and objective interpretation of MRI images.Keywords: radiomics, deep learning, osteonecrosis, femoral head, magnetic resonance image
1 INTRODUCTION
Osteonecrosis of the femoral head (ONFH) is a very common pathology of the hip that can lead to activity restrictions and catastrophic lifestyle changes. As demonstrated in our previous publication (Hu et al., 2024), the prevalence and the incidence of ONFH have significantly increased and may continue to increase, at least in China, for the next 2 decades. Therefore, early diagnosis and treatment planning of ONFH is crucial to preserve the femoral head and improve the prognosis. In 2019, The Association Research Circulation Osseous Staging System (ARCO) published a revised classification version for ONFH. They classified ONFH into Stage I: X-ray results are within normal range, but either magnetic resonance imaging (MRI) or scans of bones show positive findings. Stage II: The X-ray shows aberrant findings such as minor signals of increased bone density, localized bone loss, or cystic changes in the femoral head. However, there is no evidence of a fracture in the underlying bone, fracture in the necrotic area, or flattening of the femoral head. Stage III refers to a fracture that occurs in the subchondral or necrotic zone, which can be observed on X-ray or computed tomography (CT) scans. The third stage was subdivided into two categories: stage IIIA, which refers to early femoral head depression of 2 mm or less, and stage IIIB, which refers to late femoral head depression of more than 2 mm. Additionally, stage IV indicates the presence of osteoarthritis as evidenced by X-ray findings such as joint space narrowing, acetabular alterations, and/or joint destruction (Yoon et al., 2020). Our study and, according to the revised ARCO classification, classified only Stage I and II as early ONFH; afterwards we made use of their MRI scans for this investigation.
Traditional imaging modalities such as X-ray and CT (computed tomography) have restrictions when it comes to identifying early stages of osteonecrosis of the femoral head (ONFH), as there are no visible bone changes at this stage using these techniques. Therefore, the widely accepted gold standard for diagnosing early ONFH is MRI (Hu et al., 2015). However, it is user-dependent, which makes the interpretation of MRI vary between different radiologists. Thus, this necessitates the need for a robust and standard, reliable way to detect early ONFH using MRI.
Deep learning showed some promising results and an outstanding performance in detecting and classifying ONFH (Shen et al., 2023; Wang et al., 2021; Shen et al., 2024). But it comes at the cost of heavy data labeling time and preparations to train a successful model. Hence, making us look for another way that could achieve similar or better results with less work load.
Radiomics is a developing technique that entails converting regular radiological pictures into radiomics features. (Gillies et al., 2016), then recognizing important characteristics to create a distinctive framework for predicting clinical labels or outcomes. It is been widely used for the detection of various oncological changes by many researchers (Ding et al., 2021). In musculoskeletal disorders, Klontzas demonstrated that radiomics is capable of differentiating between Osteoporosis and Avascular necrosis (Klontzas et al., 2021). Wang introduced a radiomics method that utilizes MRI scans to diagnose early ONFH. His method specifically makes use of Multi-sequence MRI. In his investigation, he utilized T1 weighted with fat suppression and T2 weighted radiographs, along with coronal short time of inversion recovery pictures (Cor STIR) (Wang et al., 2024). Cheng reported that using a combined model of both Deep Learning and Radiomics; displayed an outstanding ability in diagnosing osteoporosis (Cheng et al., 2023). Liu also reported similar findings when combining radiomics with deep learning, he utilized Boruta selection to find the key features; and was able to distinguish between glioblastoma and brain metastasis (Liu et al., 2021). Another paper applied both deep learning and radiomics to differentiate between brain abscess and cystic glioma (Bo et al., 2021); they analyzed the features by spearman rank correlation test. Our aim is to be able to precisely diagnose early ONFH using a single-sequence MRI while reducing the up-front workload and the complexity of using different MRI sequences. Therefore, and for the first time; we are utilizing a Deep Learning-based Radiomics model for this purpose.
2 MATERIALS AND METHODS
2.1 Study participants
A total of 150 patients were included in this retrospective research: 80 healthy patients MRIs were acquired from those who came for routine checkups without any clinical or radiologic signs and symptoms of ONFH. In addition, 70 patients’ radiographs were diagnosed by the radiology department of Xi’an Jiaotong University Second Hospital with early ONFH between FEB 2016 and APR 2024. The eligibility criteria for the patients were: 1) exhibited clinical symptoms such as hip pain or activity restriction. 2) only stage 1 and 2 ONFH patients were included based on ARCO classification. 3) Positive, clear MRI without artifacts. 4) No evidence of femoral head depression or fracture on normal radiograph, as that indicates a later stage of the disease. The data was acquired from the digital health record system of our hospital. The study design pipeline is illustrated in Figure 1. This retrospective investigation obtained permission from the ethics oversight Board of our hospital, with no requirement of informed consent from patients.
[image: Figure 1]FIGURE 1 | This study’s design and work pipeline.
2.2 Region of interest segmentation
The MRI images were taken using a (Avanto, Siemens Healthineers; Erlangen, Germany) 1.5 T (tesla) scanner with the following values: Sequence type turbo spin echo (TSE); T2-weighted with fat suppressed (FS); slice thickness 4.5 mm, FOV 640*640 mm, acquisition matrix 0\320\240\, echo time 67 ms, repetition time 3000 ms, in the coronal plane; (Headfirst- Supine) position.
One skilled orthopedic surgeon (5 years of experience) manually segmented the region of interest (ROI) on each MRI slice; using ITK-SNAP 4.2.0 (https://www.itksnap.org/). Subsequently, an imaging specialist with 6 years of expertise in interpreting musculoskeletal MRI scans carefully examined all the segmented pictures to confirm their accuracy. Any disagreements were discussed or fixed till a satisfactory result was obtained. The ROI for healthy patients consisted of the femoral head and the closer part of the femoral neck. However, for patients with ONFH, the ROI was limited to the necrotic area only.
2.3 Image preprocessing
The cases were split into training and testing groups using a random distribution, with a ratio of 7:3. The entire training dataset was utilized to train the predictive model, whereas instances in the testing dataset were employed for the internal evaluation of the models’ performance. In this experiment, we employed the fixed-resolution resampling method to address any variations in voxel spacing. The voxel spacing of all pictures was standardized by resampling them to a size of 1*1*1 mm. Ultimately, the data underwent z-score standardization, also known as zero-mean normalization.
2.4 Features extraction
The feature extraction in this work included conventional handcrafted radiomic features derived from the original radiographs, such as geometry, intensity, and texture. In addition to the deep learning features derived automatically from a Convolutional Neural Network (CNN) utilizing training data.
PyRadiomics was utilized to extract radiomic features. The manually generated radiomic features can be classified into three distinct categories: (a) geometric, (b) intensity, and (c) textural. The shape in three dimensions of the necrotic cells is referred to by the geometry features. The intensity features analyze the statistical spread of voxel intensities within the femoral head using first-order statistics. The texture features indicate the features that describe the patterns or the spatial distributions of intensities beyond the first order. Different approaches, including the gray-level run length matrix (GLRLM), neighborhood gray-tone difference matrix (NGTDM), gray-level size zone matrix (GLSZM), and the gray-level co-occurrence matrix (GLCM) are employed to retrieve texture features. Furthermore, to achieve high-throughput features, the nonlinear intensity of image voxels is converted using various transformations such as Square, Square Root, Logarithm, Gradient, LBP3D, and Exponential. The high Laplace filter utilizes sigma values of 1, 2, and 3. Additionally, the process of extracting first-order statistics and texture features involved the use of eight wavelet transform algorithms: HLL, HLH, HHL, HHH, LHH, LLL, LLH, and LHL. For a comprehensive explanation of all image features, please refer to the online resource at https://pyradiomics.readthedocs.io/en/latest/features.html.
The Resnet18 model was used as the convolutional neural network (CNN) architecture in this investigation to obtain deep learning features. The MRI slice with the largest necrotic area was cropped and chosen for each patient. Hence, the network was optimized by applying the stochastic gradient descent method. The Resnet18 model underwent pre-training using the ImageNet dataset (http://www.image-net.org/). Subsequently, the pre-trained model was utilized to initialize feature extraction. The model selected an average pooling layer to extract deep features and then used a principal component analysis to compress and obtain the finalized deep features. The CNN training parameters were as follows: batch size = 96, epochs = 30, and unit learning rate = 0.001.
2.5 Feature selection
Before feature selection, all the features were normalized by applying the z-score standardization method approach. Both the Radiomics and Deep Learning features underwent filtration through a series of four phases. 1) The Mann–Whitney U test was performed on all features, and only the features with a P-value less than 0.05 were retained. The Pearson test was employed to assess the relation between features and categories. Features having a P-value less than 0.05 were deemed possibly predictive. The Max-Relevance and Min-Redundancy (mRMR) technique was employed in our study, and it is been widely used in different radiomics methods before (Xie et al., 2024) to enhance the visualization of features by maximizing relevance and minimizing redundancy. Ultimately, the crucial features were evaluated by the utilization of the least absolute shrinkage and selection operators (LASSO).
2.6 Radiomics and deep learning (DL) models construction
Once the features were selected using LASSO, we utilized these features in a range of machine learning classifiers such as Random Forests (RF), K-Nearest Neighbors (KNN), Logistic Regression (LR), Support Vector Machines (SVM), XGBoost, and others. After comparing all the parameters, we chose the highest performance to build the prediction models. Here, we utilized 5-fold cross-validation to build the final Rad and DL models. To evaluate whether a combination of the features mentioned above could produce superior outcomes. Using the previously described approach, a Deep Learning-Based Radiomics (DLR) model was built by combining features from both Deep Learning and Radiomics.
2.7 Statistical analysis
The evaluation of data was conducted using the Python Statsmodels package (0.13.2 version), and a p-value below 0.05 was considered to have statistical significance. The predictive models’ clinical importance in diagnosing early ONFH was evaluated by plotting Receiver Operating Characteristic (ROC) curves and analyzing the corresponding Area Under the Curve (AUC), diagnostic accuracy, sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV). In addition, the model’s discriminative power was assessed using calibration curves and decision curve analysis (DCA). We also utilized Delong’s test to compare the ROC curve AUCs.
3 RESULTS
3.1 Patients’ characteristics
The study comprised a total of 150 patients’ MRI scans, consisting of 80 healthy individuals and 70 patients with early ONFH, based on the specified criteria for inclusion. The patients were categorized into a training group of 105 individuals and a testing group of 45 individuals. Table 1 demonstrates a summary of the patient’s primary attributes.
TABLE 1 | Basic characteristics of a total of 150 patients.
[image: Table 1]3.2 Feature extraction and selection
By utilizing a special feature analysis software integrated into Pyradiomics (http://pyradiomics.readthedocs.io), a total of 1,197 Radiomics features have been retrieved. The features included: 234 First Order, 182 (GLDM), 208 (GLRLM), 208 (GLSZM), 65 (NGTDM), 286 (GLCM), and 14 Shape features. Furthermore, Resnet18, which was pre-trained using the slice with the most necrotic tissue in its cross-section, was used to extract a total of 512 DL features.
We conducted a Mann-Whitney U test and performed feature screening on all of the chosen features. Only features with a P-value less than 0.05 were retained, resulting in the following numbers: The Rad model consists of 983 features. The DL model consists of 487 characteristics. The DLR model consists of 1,534 features.
The second phase involved evaluating features with high repeatability by utilizing the Pearson correlation coefficient, which measures the correlation between features. If the correlation coefficient between any two features exceeded 0.9, only one of them was kept. The Rad-model had 195 features, the DL-model had 35 features, and the DLR-model had 244 features.
In the third step, to ensure maximum feature representation, Max-Relevance and Min-Redundancy (mRMR) were used for further feature filtering. Rad-model = 30, DL-model = 30, DLR-model = 30 features.
In addition, the logistic regression model (LASSO) was employed to minimize the number of features and identify the most significant features for constructing the model. LASSO applies a shrinkage technique to all regression coefficients, pushing them toward zero and specifically setting the coefficients of unimportant features to zero based on the regulation weight Lambda (λ). In order to determine the ideal value of λ, a 10-fold cross-validation was conducted using a minimal criteria approach. The value of λ that resulted in the lowest cross-validation error was selected as the final value. The kept features with non-zero coefficients were utilized to fit a regression model and then integrated to create a Radiomics model. Afterward, we calculated a radiomics score for each patient by multiplying the retained features with their respective model coefficients and summing them up. The LASSO regression modeling was performed using the Python scikit-learn package, identifying 12 radiomics features, 14 DL features, and 9 DLR features. The figures below display the mean square errors (MSE) obtained from 10-fold validation, as well as a coefficient profile plot of the LASSO models. Each curve in the plot depicts the changing trajectory of each independent predictor. Figures 2A, C, E Explains the process of feature selection using the least absolute shrinkage and selection operator (LASSO) logistic regression in the Radiomics-model (A), DL-model (C), DLR-model (E). Figure 2 Shows the mean squared error (MSE) values obtained from doing 10-fold cross-validation for Radiomics-model (B), DL-model (D), DLR-model (F). The histogram of the selected features for the DLR-model is displayed in Figure 3.
[image: Figure 2]FIGURE 2 | (A, C and E) LASSO Coefficients profile plot with various log(λ) is displayed; the vertical dashed line represents the selected features with nonzero coefficients chosen to the optimal lambda (B, D and F) MSE of 10-fold cross-validation for the most valuable features screened for the Rad, DL, and DLR models, respectively.
[image: Figure 3]FIGURE 3 | Histogram of the features selected for the DLR model, displaying each feature’s contribution.
3.3 Predictive performance of radiomics, DL, and DLR models
As LR performed almost the best in each model, it was the classifier of choice for the construction of the Rad, DL, and DLR models. The Rad-model showed good results with an (AUC = 0.957) and (AUC = 0.944) in both the training and testing cohort, respectively, as shown in Figure 4 training (A), testing (B). Which outperformed the DL-model that showed (AUC = 0.935) and (AUC = 0.930) for the training and testing cohort correspondingly; illustrated in Figure 4 training (C), testing (D).
[image: Figure 4]FIGURE 4 | ROC curves for all models in both the training and testing groups. (A) ROC curves of different classifiers on Radiomic-model (training). (B) ROC curves of different classifiers on Radiomic-model (testing) (C) ROC curves of different classifiers on DL-model (training). (D) ROC curves of different classifiers on Radiomic-model (testing). (E) ROC curves of different classifiers on DLR-model (training). (F) ROC curves of different classifiers on DLR-model (testing).
After the fusion of the selected Radiomics and DL features, the DLR-model was developed by integrating all (Kocak et al., 2024) features together in one model. The significant features selected for the DLR-model were as follows: DLR_LR_model = −0.2678082691039214 + +0.440703 * DL_464 + 0.444099 * log_sigma_2_0_mm_3D_glcm_Imc1 +0.576826 * DL_501–0.026022 * wavelet_HLH_gldm_DependenceVariance −0.590691 * wavelet_HHL_firstorder_Kurtosis +0.253499 * log_sigma_2_0_mm_3D_firstorder_90Percentile +0.377429 * DL_115–0.238724 * log_sigma_5_0_mm_3D_glrlm_LongRunHighGrayLevelEmphasis −0.656008 * wavelet_HLL_gldm_LargeDependenceHighGrayLevelEmphasis +0.089201 * DL_490 + 0.337023 * DL_508–0.160717 * wavelet_HHH_glszm_LargeAreaEmphasis. An improved performance over both the Rad-model and DL-model was found for the DLR-model; (AUC = 0.956) in the training dataset and (AUC = 0.968) in the testing dataset as displayed in Figure 4 training (E), testing (F). The diagnostic AUC, 95%CI, accuracy, sensitivity, specificity, PPV, NPV, precision, recall, and F1 of the three models are likewise demonstrated in Table 2. In addition, the calibration curves showed good agreement between all models, as shown in Figure 5. The P-values of the Hosmer-LemeShow test in Table 3 were 0.446, 0.051, and 0.234 for the Radiomics, DL, and DLR models, respectively. This indicates a good-fitting model, as all of the values were greater than 0.05. Delong’s test has been used to compare the ROC curve AUCs of all models, as shown in Table 4. Both the CLEAR (Kocak et al., 2023) and METRICS (Kocak et al., 2024) checklists of this study were presented in Supplementary Figures S1, S2. Furthermore, the net benefit was plotted against threshold probability in Figure 6, which displays the Decision curve analysis (DCA); it indicates that the DLR-model has the highest net benefit in identifying ONFH, which means that the DLR-model was useful for predicting early ONFH from healthy patients.
TABLE 2 | All the metrics for the Radiomic, DL, and DLR models.
[image: Table 2][image: Figure 5]FIGURE 5 | The calibration curves for DLR-model in the training group (left), and testing group (right), demonstrate a strong correlation between the average predicted probability (x-axis) and the proportion of positive outcomes (y-axis), indicating successful calibration with the perfect calibrated line.
TABLE 3 | Illustrates the significance levels (p values) obtained by the Hosmer-Lemeshow test, which is used to assess the goodness-of-fit of models.
[image: Table 3]TABLE 4 | Delong test for each of the models.
[image: Table 4][image: Figure 6]FIGURE 6 | Decision curve analysis was performed on the DLR-model across the training group (left) and the testing group (right). The y-axis represents the net benefit, while the x-axis represents the threshold probability. The DLR model demonstrates a superior total beneficial effect in predicting early ONFH in healthy patients.
4 DISCUSSION
In this study, we presented how Radiomics and Deep learning features can be combined to make a Deep Learning-based Radiomics model that can predict early ONFH accurately; AUC = 0.968 (95%CI 0.909–1.000). This model has shown superior results to both the Rad-model (AUC = 0.944 (95%CI 0.862–1.000) and the DL-model (AUC = 0.930 (95%CI 0.838–1.000). The ROC for the three models is illustrated in Figure 7; it shows that the DLR-model has an improved and higher AUC = 0.968 than the other two models. Our study was based on a single sequence MRI (T2W1), that has been utilized to extract Radiomics and Deep learning features. Unlike Wang (Wang et al., 2024), which used a multi-sequence (T1W1, FS-T2W1, and Cor STIR) MRI-based method to predict early ONFH using Radiomics only. He claimed that in order to thoroughly diagnose early ONFH, it is imperative to take into account various MRI sequences. However, we have demonstrated that a single sequence MRI is sufficient and can achieve a high accuracy using a Deep Learning-based Radiomics method rather than multi-MRI sequences and Radiomics only. In his study, he also considered ONFH stage I, II and IIIA as early stages, which we disagree with. According to the revised ARCO classification (Yoon et al., 2020), only stage I and II are considered early stages. Stage IIIA shows microfractures or depression in the femoral head that could be visible on a more affordable CT scan and does not necessarily need an MRI that is more expensive and might not be available in many institutions. In addition, the whole purpose of using radiomics or deep learning in detecting early ONFH is accuracy and simplicity. Hence, achieving those results using a single widely used MRI sequence is a great advantage. Besides that, Klontazs applied radiomics and machine learning to differentiate between Osteoporosis and avascular necrosis of the hip (AVN). It was not mentioned what stages were included or excluded or following which grading system for AVN. Following feature extraction, he only used three machine learning classifiers (XGboost, CatBoost and SVM) to perform the experiment. Whereas we have used LR, SVM, KNN, RandomForest, ExtraTrees, XGBoost, LightGBM, and MLP and compared them all to obtain the best performing model. In his paper, XGboost displayed the best results achieving AUC of 93.7%. on the other hand, our top performer LR based on the combined model; showed superior results with an AUC of 0.9698. Other previous studies have used deep-learning methods to detect early ONFH (Shen et al., 2023; Wang et al., 2021; Klontzas et al., 2023; Li et al., 2023). Deep learning uses features from a single image with the largest necrotic area, whereas radiomics obtains quantitative features from multiple MRI slices at once. It can detect more features, as we proved in our study; we could extract 1,197 radiomic features, whereas deep learning features were 512 only. In addition, deep learning requires an extensive amount of labeled data for the training. Nonetheless, radiomics has an advantage over DL as it is effective even when using smaller datasets. We have not compared our results to a radiologist, which is a disadvantage of our study. Still, other studies did compare them, and radiomics always had either similar results to an experienced radiologist or even better ones (Klontzas et al., 2021; Wang et al., 2024). We think by using a combined Deep Learning-Based Radiomics method and a single sequence MRI only; we provided a great diagnostic method for the early detection of ONFH and a significant contribution to the research. As far as we know, we are the first to combine deep learning and radiomics for this specific task. Our study has some limitations, including 1) moderate sample size for both the training and testing. 2) We have made our study only using a single center, a multi-center study in the future could further display better analysis for using Radiomics to detect early ONFH. In conclusion, using a single sequence MRI scan, our work constructed and verified a Deep Learning-Based Radiomics Model for early ONFH diagnosis. This strategy outperformed a Deep learning technique based on Resnet18 and a model based on Radiomics. This straightforward method can offer essential diagnostic data promptly and enhance early therapy strategizing for individuals with ONFH, all while utilizing just one MRI sequence and a more standardized and objective interpretation of MRI images.
[image: Figure 7]FIGURE 7 | ROC of the radiomic-model, DL-model, and DLR-model, training set (left), testing set (right). That shows an improvement of AUC = 0.968 using the fused features.
5 CONCLUSION
In conclusion, using a single sequence MRI scan, our work constructed and verified a Deep Learning-Based Radiomics Model for early ONFH diagnosis. This strategy outperformed a Deep learning technique based on Resnet18 and a model based on Radiomics. This straightforward method can offer essential diagnostic data promptly and enhance early therapy strategizing for individuals with ONFH, all while utilizing just one MRI sequence and a more standardized and objective interpretation of MRI images.
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Introduction: Low bone density and lack of medial support are the two most important factors affecting the stability of locking plate fixation for osteoporotic proximal humeral fractures (PHFs). This study aimed to compare the biomechanical characteristics of PHILOS locking plates combined with calcar screws, bone cement, fibular allografts, and medial locking plate support strategies for treating osteoporotic PHFs with medial column instability.Methods: A three-part osteoporotic PHF (AO 11-B3.2) model with metaphyseal loss was generated using 40 synthetic humeri and fixed via four distinct medial support strategies. All models were mechanically tested to quantify the mechanical characteristics. Subsequently, finite element models were created for each biomechanical test case. The stress distribution and displacement of the four different fixation structures were analyzed using finite element analysis.Results: The results demonstrated that the PHILOS locking plate combined with the medial locking plate, exhibited the greatest stability when subjected to axial, shear, and torsional loading. Furthermore, the PHILOS locking plate combined with bone cement showed structural stability similar to that of the PHILOS locking plate combined with fibular allograft but with lower stress levels on the fracture surface.Discussion: In conclusion, the PLP-MLP fixation structure showed superior biomechanical properties under axial, shear, and torsional loading compared to other medial support methods. Repairing the medial support when treating osteoporotic PHFs with medial column instability can enhance the mechanical stability of the fracture end in both the short and long term.Keywords: proximal humeral fractures, medial support, osteoporosis, biomechanics, finite element analysis
1 INTRODUCTION
As the second most common upper limb fracture, proximal humerus fractures (PHFs) are commonly found in individuals over the age of 65 years who have osteoporosis and are associated with a high mortality rate (Koeppe et al., 2023; Sumrein et al., 2023). Severe fractures in patients are caused by a combination of advanced age, osteoporosis, and poor initial displacement (Foruria et al., 2011). There is clear evidence that restoring the anatomy of the proximal humerus and maintaining the stability of the fracture ends are particularly crucial for improving the long-term prognosis of the shoulder joint in such patients (Miltenberg et al., 2022). Compared with standard nonlocking plates, locking plates are the preferred therapy for osteoporotic and comminuted PHFs due to the advantages of higher failure loads, less damage to soft tissues, and the ability to provide multidirectional fixation (Röderer et al., 2011). Subsequent studies conducted over a long period have demonstrated that most patients with displaced and unstable PHFs who undergo treatment with locking plates experience positive results (Ockert et al., 2014). Nevertheless, despite the biomechanical benefits, the occurrence of screw penetration and varus deformity after using locking plate fixation for PHF is as high as 44%. This complication is more prevalent in patients with osteoporotic PHF who also have medial column loss or epiphyseal comminution (Kralinger et al., 2014; Barlow et al., 2020). Osteoporotic PHFs are characterized by a cancellous bone deficiency in the central part of the humeral head (Carbone et al., 2018). The screws need to be long enough to reach the subchondral bone, increasing the risk of screw penetration (Erhardt et al., 2012). Furthermore, comminution of the medial column of the humeral neck due to reduced bone mass further reduces the mechanical stability of implant fixation.
The metaphyseal bone defect caused by fracture comminution is the underlying cause of the elevated risk of postoperative complications in patients with osteoporotic PHFs (Zeng et al., 2018). Both clinical practice and biomechanical studies have demonstrated that medial support can be augmented by using a combination of calcar screws, autogenous bone grafts, allograft bone grafts, bone cement, and dual-plate fixation methods to enhance the stability of the fracture ends (Sun et al., 2020). However, no study has comprehensively analyzed the biomechanical characteristics of these different medial support methods (Zhang et al., 2014; Yang et al., 2015). This study aimed to compare the biomechanical stability of different medial support augmentation strategies for treating osteoporotic PHFs with medial column instability through biomechanical tests and finite element analysis (FEA), providing a biomechanical basis for selecting suitable medial support augmentation methods in clinical practice.
2 MATERIALS AND METHODS
2.1 Fracture model preparation
Forty synthetic humeri (LSH5350, Synbone, Sweden) of the same size and density were used for biomechanical studies. The distal section of all humerus models was partially resected, and the proximal 20 cm length was retained. A 5 cm section of the distal humerus was then encapsulated by embedding it in a square of polymethylmethacrylate to provide a secure fixation of the distal humerus (Cristofolini et al., 2021). Previous studies have shown that synthetic bone can represent the anatomical morphology of the humerus in most individuals and is a suitable alternative to using cadaveric bone for biomechanical studies (Lescheid et al., 2010; Grover et al., 2011). A three-part osteoporotic PHF with a metaphyseal loss model (AO 11-B3.2) was simulated using osteotomy techniques based on the osteotomy protocol developed by Tilton et al. (2020).
First, an osteotomy was performed below the humeral diaphysis, parallel to the surgical neck. Then, a second osteotomy was performed 10 mm below the first osteotomy to mimic a comminuted metaphysis fracture. The third cut was a vertical osteotomy along the greater tuberosity-intertrochanteric groove to detach the greater tuberosity from the humeral head and shaft (Supplementary Figure 1). Furthermore, to simulate the loss of medial support under severe osteoporotic conditions [21], a ø30 mm drill bit was employed to extract the internal cancellous bone of the humeral head in each synthetic specimen while retaining 40% of the cancellous bone volume to imitate an “eggshell defect” in the humeral head (Feerick et al., 2013). This fracture type represents a severe injury lacking medial cortical support and is predominant in elderly osteoporotic patients (Handoll et al., 2022).
2.2 Surgical techniques and grouping
An experienced orthopedic surgeon reconstructed all of the PHF models. Identical PHILOS locking plates (JIASKANG, China) were used in all fracture models. The plates were placed 1 cm below the greater tuberosity following the recommended guidelines (Omid et al., 2021; Zhelev et al., 2023). Locking screws of appropriate lengths (6 proximal and 3 distal) were chosen based on the measurement of the probing depth. All fracture models were randomly divided into 4 groups of 10 specimens each: 1. PHILOS locking plate combined with medial support of calcar screws (PLP-CS, Figure 1A). The PHF was stabilized using a PHILOS locking plate, and 6 locking screws were placed into the humeral head fragment, with all of the proximal screws at a distance of more than 5–8 mm from the subchondral bone to avoid screw penetration [24]. Three locking screws were used to fix the humeral shaft fragment. 2. PHILOS locking plate combined with bone cement augmentation (PLP-BC, Figure 1B). Based on the PLP-CS fixation construct, 8 mL of medium-viscosity bone cement (PALACOS®, Germany) was manually placed through the lateral window of the fracture into the humeral head fracture fragment to fill the humeral head (Zhelev et al., 2023). 3. PHILOS locking plate combined with the medial support of a fibular allograft (PLP-FA, Figure 1C). Based on the PLP-CS fixation structure, a 60 mm allograft fibula was implanted into the fracture model and secured using locking screws, with the upper part of the fibula fixed below the cortical apex of the humeral head. The allograft fibula was positioned close to the medial cortical bone to improve the medial support (Cui et al., 2019). 4. PHILOS locking plate combined with a medial locking plate (PLP-MLP, Figure 1D). Based on the PLP-CS fixation structure, the medial side was fixed with a three-hole locking plate (JIASKANG, China) to provide medial support.
[image: Figure 1]FIGURE 1 | Schematic representation of the four medial support methods for fixation. (A) PLP-CS, PHILOS locking plate combined with the medial support of calcar screws; (B) PLP-BC, PHILOS locking plate combined with bone cement augmentation; (C) PLP-FA, PHILOS locking plate combined with the medial support of a fibular allograft; (D) PLP-MLP, PHILOS locking plate combined with a medial locking plate.
2.3 Biomechanical tests
The fracture models were fixed using a customized XY table and subjected to biomechanical tests on an INSTRON E3000 series universal mechanical testing machine (INSTRON Corporation, United States). Axial, shear, and torsional loads were applied to each group of fixed models to test their structural stiffness (Figure 2) (Zhang et al., 2014). For axial stiffness, a vertical load (preload = 50 N) was applied to the tip of the humeral head at a rate of 5 mm/min until the humeral head fragment was displaced vertically up to 0.5 mm. In the shear loading test, the model’s angle was adjusted by 20° following the axial condition to simulate the shear force on the fractured end when the patient was standing with abductor weight, except that the maximum displacement was set at 1 mm. To test the torsional stiffness, a displacement controller was used to apply torque at a rate of 12°/min (maximum angle = 5°, pretorque = 0 N m) to simulate the rotating movement of the humeral head in the glenoid. The maximum load and the torque were recorded for each group, and the structural stiffness was determined by fitting the slope. All fracture fixation model deformations were within the elastic range of the line to prevent bone and fixation structure damage.
[image: Figure 2]FIGURE 2 | Three types of loading performed in biomechanical tests. The distal fragment of the humeral shaft was embedded in square polymethylmethacrylate for encapsulation. (A) Axial force, (B) shear force and (C) torsional forces were applied to the models.
All models that underwent stiffness tests were subjected to cyclic shear loading tests to assess the long-term stability of the fracture ends fixed with different medial support methods during postoperative shoulder functional exercises. According to previous studies, a set of 1,000 cycles was programmed into the software Instron Wave Matrix2 (INSTRON Corporation, United States), and cyclic shear loads varying from 50 N to 623 N were applied to the humeral head at 1 Hz (Burke et al., 2014). Cycle‒displacement curves were recorded. At the end of the cyclic shear test, a shear load (preload = 50 N) was applied to each fracture model at a rate of 5 mm/min for the destructive experiment until fixation failure occurred. Fixation failure was defined as plate or screw bending, screw cutting, the appearance of new fracture lines, a relative displacement of the fracture end greater than 5 mm (Neer et al., 1970) considered ≥5 mm displacement to be an indication for surgical treatment of PHFs, and a sudden change in the load-displacement curve.
2.4 Finite element modelling
The overall FEA workflow is illustrated in Supplementary Figure 2. CT images of the synthetic humerus (LSH5350, Synbone, Sweden) were imported into Mimics 21.0 (The Materialise Group, Belgium) for 3D modelling of the proximal humerus. The 3D model of the proximal humerus in the STL format was imported into Geomagic Wrap 2021 (Geomagic, United States) for further surface processing. Subsequently, Boolean operations were employed in SolidWorks 2021 (SolidWorks, United States) to segment the proximal humerus cortical and cancellous bone models. A three-part osteoporotic PHF with medial column deficiency (AO 11-B3.2) was constructed according to the osteotomy protocol used in the biomechanical experiments. Three-dimensional models of the PHILOS locking plate, locking screws, bone cement, fibular allograft, and three-hole locking plate were constructed in SolidWorks 2021 software according to the dimensional information provided by the manufacturer. The internal fixation models were assembled and grouped with the fracture models based on the biomechanical experimental fixation scheme.
Meshing was performed using a tetrahedral ten-node cell (C3D10) with a size of 1 mm based on the mesh planning element size in previous study (Yang et al., 2015). The numbers of nodes and elements for each group of models are shown in Table 1. Subsequently, four distinct medial support augmentation models were imported into ANSYS Workbench 2020 R2 (Ansys, Canonsburg, PA) for FEA. All models were assumed to be homogeneous, isotropic linear elastic materials. Young’s modulus and Poisson’s ratio of each model are shown in Table 2 (Kennedy et al., 2013a; Yang et al., 2015; Chen et al., 2020). Friction contact was defined as friction between the fracture ends and the plate-bone interface, with friction coefficients of 0.46 and 0.3, respectively. The interfaces between the screw-plate, screw-bone, and screw-cement interfaces were defined as bounded contacts.
TABLE 1 | Element information consisting of finite element models.
[image: Table 1]TABLE 2 | Material properties of models in finite element analysis.
[image: Table 2]2.5 Boundary conditions and load settings
The freedom of the distal humerus was restricted to 0. Axial, shear, and rotational load applications were applied according to the biomechanical experimental protocol (Figure 3). To simulate axial loads, a load of 500 N was applied vertically in the coronal and sagittal planes (He et al., 2017). The model was made to abduct by 20° to simulate the shear force on the proximal humerus when the patient was standing up from a chair or weight-bearing on crutches. A torque of 3.5 N m was applied around the humeral shaft to simulate torsional loading (Chen et al., 2020). We recorded and analyzed the maximum humeral head-shaft relative displacement (HSRD), maximum torsional angle (TA) (Figure 4), maximum implant Von Misses stress (IVMS), maximum humeral head-greater tuberosity fracture surface Von Misses stress (HGFVMS), maximum head-greater tuberosity fracture surface strain (HGFS), and internal fixation stiffness [stiffness (N/mm) = load (N)/displacement (mm)] under different loading conditions to assess the biomechanical stability of PHF fixation augmented by different medial support methods.
[image: Figure 3]FIGURE 3 | Boundary condition settings in FEA. The freedom of the distal humerus was restricted to 0. Axial, shear, and torsional load were applied to the models.
[image: Figure 4]FIGURE 4 | Measurement of the torsional angle (θ) of the humeral head relative to the humeral shaft after torsional loading tests. In anterior-posterior view, ab represents the line connecting the fractured ends of the humeral head on the front view, and cd represents the line connecting the fractured ends of the humeral shaft. In top view, the torsional angle (θ) is obtained by measuring the angle between ab and cd after applying the torsional load.
2.6 Statistical analysis
Statistical analysis was performed with GraphPad Prism 9. The Shapiro-Wilk test was used to test the normality of the experimental data. If the data of each group conformed to a normal distribution, the ANOVA was used to compare the groups, and the LSD-test was used for two-way comparisons between groups; if not, the Kruskal-wallis test was used to compare the groups, and Bonferroni’s correction was used for two-way comparisons between groups. The level of significance was set to 0.05.
3 RESULTS
3.1 Stiffness
The stiffness values obtained from the biomechanical tests and FEA were within ±1 standard deviation, validating the reliability of the finite element modelling and demonstrating that the modelling approach is suitable for further research. Biomechanical experiments (Figures 5A1–C1; Supplementary Table 1). The axial, shear, and torsional stiffnesses of the PLP-CS group were the smallest among all of the groups, at 295 N/mm ± 41 N/mm, 198 N/mm ± 15 N/mm, and 0.68 N m/° ± 0.03 N m/°, respectively, while those of the PLP-MLP group were the largest, which were 2.7, 2.3 and 1.4 times greater than those of the PLP-CS group (p < 0.05). The axial stiffness of the PLP-BC group was greater than that of the PLP-FA group (p < 0.05), while the shear stiffness results were the opposite (p < 0.05), and the torsional stiffness was close to that of both groups (p > 0.05). The FEA results showed the same trend (Figures 5A2–C2; Supplementary Table 1). The axial, shear, and torsional stiffnesses of the PLP-CS group were the smallest among all of the groups, with values of 334 N/mm, 200 N/mm, and 0.54 N m/°, respectively. In contrast, the PLP-MLP group had the highest stiffness. The axial stiffness of the PLP-BC group (562 N/mm) was greater than that of the PLP-FA group (505 N/mm), with opposite results for shear and torsional stiffness.
[image: Figure 5]FIGURE 5 | The Structural stiffness of different medial supporting methods measured by biomechanical tests and FEA. (A1,A2) axial stiffness; (B1,B2) shear stiffness; (C1,C2) torsional stiffness (*p < 0.05).
3.2 Cyclic loading test
After 1,000 cycles of cyclic shear loading, the HSRD in the PLP-CS group (1.49 ± 0.17 mm) was approximately twice as high as that in the PLP-MLP group; the HSRD in the PLP-FA group (1.16 ± 0.19 mm) was greater than that in the PLP-BC group (1.03 ± 0.07). Interestingly, the HSRD was lower in the PLP-FA group than in the PLP-BC group before the 400th loading cycle, whereas the opposite result was shown after the 400th cycle (Figure 6; Supplementary Table 2).
[image: Figure 6]FIGURE 6 | Humeral head and shaft relative displacement analysis of the humeral head and shaft during cyclic tests. The shaded region indicates the range of the displacement for each group. The X-axis starts from 20 cycles.
3.3 Destructive test
The results of the destructive test (Figure 7; Supplementary Table 3) showed that the PLP-MLP fixation structure exhibited the highest failure load (2.43 kN ± 0.14 kN), approximately twice as high as that of the PLP-CS fixation structure. The PLP-BC fixation structure (2.04 kN ± 0.11 kN) had a greater failure load than did the PLP-FA (1.57 kN ± 0.07 kN).
[image: Figure 7]FIGURE 7 | Typical displacement-force diagrams for each group throughout the mechanical destructive test. Although the failure criterion was a migration of 5 mm, the test was extended as far as 8 mm to ensure that failure became evident in all specimens (*p < 0.05).
3.4 FEA
Under axial and shear loading, the HSRD was significantly greater for the PLP-CS group (2.19 mm, 1.06 mm) than for the PLP-MLP group (0.27 mm, 0.42 mm). Although the HSRD of the PLP-FA group was greater than that of the PLP-BC group under axial loading, the opposite results were obtained under shear loading (Figures 8A1, A2; Supplementary Table 4). Under a torque of 3.5 Nm, the torsion angle of the PLP-CS group was the largest at 6.68°, and the TAs of the PLP-BC, PLP-FA, and PLP-MLP fixed structures were similar (Figure 8A3; Supplementary Table 4).
[image: Figure 8]FIGURE 8 | The maximum humeral head-shaft relative displacement (HSRD) (A1,A2), maximum torsional angle (A3), maximum implant Von Misses stress (IVMS) (B1–B3), maximum humeral head-greater tuberosity fracture surface Von Misses stress (HGFVMS) (C1–C3), and maximum head-greater tuberosity fracture surface strain (HGFS) (D1–D3) for each group under axial, shear, and torsional loading.
The nephograms and IVMS results are shown in (Figures 8B1–B3, Figures 9A1–D1, Supplementary Figures 3, 4). The IVMS of the PLP-CS group under axial, shear, and torsional loads was the largest among all of the groups, at 994 MPa, 881 MPa, and 521 MPa, respectively; that of the PLP-MLP group was the smallest; and that of the PLP-BC group was larger than that of the PLP-FA group. According to the VMS distribution nephograms, the maximum VMS in the PLP-CS and PLP-BC groups was mainly concentrated at the locking plate in the bone defect region, suggesting a greater risk of failure. In contrast, the stress distribution in the PLP-FA group tended to be relatively dispersed, with the fibular allografts sharing part of the stress. The IVMS of the PHILOS locking plate in the PLP-MLP group was significantly lower than that in the other groups, with the medial locking plate accepting most of the stress. The HGFVMS results showed a similar trend (Figures 8C1–C3; Figures 9A2–D2). The HGFVMS under axial, shear, and torsional loads were the largest in the PLP-CS group and the smallest in the PLP-MLP group. In addition, the HGFVMS in the PLP-BC group was lower than that in the PLP-FA group. The PLP-BC group exhibited the smallest HGFS under different loads, and the rest of the groups had increased HGFS, which was mainly concentrated at the bone-screw interface (Figures 8D1–D3; Figures 9A3–D3).
[image: Figure 9]FIGURE 9 | Distribution of IVMS (A1–D1), HGFVMS (A2–D2), and HGFS (A3–D3) for PHFs fixed by different medial support methods under axial loading.
4 DISCUSSION
Fractures in elderly osteoporotic patients are usually comminuted, and the medial column fragments of the proximal humerus are prone to be missed after fracture reduction is achieved (Klahs et al., 2024). Due to the lack of medial support, the postoperative complication rates of fixation failure, bone nonunion, malunion, and humeral head necrosis remain high in these patients (Laux et al., 2017). Choosing an appropriate medial support method to reconstruct the medial column can effectively reduce the risk of postoperative complications and improve the long-term prognosis of these patients. This study systematically investigated the biomechanical characteristics of PLP-CS, PLP-BC, PLP-FA, and PLP-MLP fixation structures in treating osteoporotic PHFs with medial column instability. We found that although the PLP-CS fixation structure stabilized and fixed the PHF under axial, shear, and torsional loading, the stability of fracture end fixation was significantly enhanced with the introduction of bone cement, fibular allografts, and medial locking plates, reducing the risk of fixation failure.
The biomechanical stability of the fracture end is a crucial determinant of the healing process for PHF, and deterioration of the biomechanical environment will lead to malunion of the proximal humerus or even nonunion of the fracture (Wright et al., 2021). Although the use of inferomedial calcar screws increases the axial and shear stiffness of PHF fixation, the overall biomechanical stability is not improved (Bai et al., 2014). Therefore, direct medial support may be a more effective strategy. The medial locking plate in the PLP-MLP fixation structure provides direct medial support, and its axial, shear, and torsional stiffnesses are the highest among all of the fixation structures, which agrees with the results of a previous study (Chen et al., 2020). In a retrospective study, Seok and Park (2023) reported that dual-plate fixation for osteoporotic PHF patients with medial column instability and varus deformity had superior imaging and clinical outcomes to single plate fixation. However, introducing medial locking plates in clinical practice may increase the risk of iatrogenic neurovascular injury and subsequent humeral head necrosis. In addition, the PLP-BC fixation structure had greater axial stiffness than the PLP-FA, while the shear stiffness showed the opposite result. In osteoporotic patients, the screw-bone interface is prone to loosening and failure due to reduced bone mineral density (Choma et al., 2011). Bone cement augmentation increased the screw–bone contact area in the area of the bone defect, resulting in a more uniform screw stress distribution and greater resistance to extraction. Furthermore, the bone cement contributed to the bonding of the humeral head-greater tuberosity fracture surface, hence improving its axial rigidity. In contrast, the PLP-FA fixation structure provided direct support and increased the screw-bone contact area in the humeral head fragment. The shear stiffness of the PLP-FA was greater than that of the PLP-BC fixation structure.
Reinforcing the medial support of the proximal humerus can effectively increase the mechanical properties of locking plate fixation for PHFs (Jabran et al., 2018). The cyclic shear loading test results showed that the HSRD significantly decreased after the introduction of different medial support methods, and this change became more pronounced with increasing loading cycles. The medial support structure can share a portion of the load transmitted through the upper and lower sections of the fracture for the PHILOS locking plate, thus reducing the stress concentration in the locking plate and reducing the risk of fixation failure. He et al. (2017) compared the biomechanical properties of four different fixation modalities for the treatment of PHF with medial column instability using FEA and revealed that direct medial support is an effective method for the treatment of PHF with medial column instability. In addition, this study revealed that the use of bone cement increased the overall stiffness of PHF fixation for medial column instability to achieve damage resistance comparable to that of fibular allograft implantation. Interestingly, this study also revealed that PLP-BC fixation was structurally less stable than PLP-FA before 400 loading cycles. However, during the subsequent cyclic cycles, the results were reversed. We hypothesized that during the start of loading period, PLP-FA exhibited greater shear stability than did PLP-BC because of the direct support provided by the fibular allograft. With cyclic loading, the stability of the screw support on the humeral head-greater tuberosity fracture surface decreased in the PLP-FA fixation structure. However, the PLP-BC structure significantly improved the durability of the fixation structure due to a more even distribution of the load per locking screw by the bone cement, which was more pronounced in conditions of osteoporosis-induced bone loss (Kuang et al., 2018). Nevertheless, the risk of cement leakage and the thermal apoptotic necrosis of chondrocytes caused by the exothermic reaction should also be considered when using bone cement (Blazejak et al., 2013).
Destruction experiments effectively measure the secondary stability of different medial bracing schemes (Brunner et al., 2012). The results of the destruction experiment showed that the PLP-MLP fixation structure increased the stability of the head–neck fracture ends due to the support of the medial locking plate, and the humeral head-greater tuberosity fracture surfaces were relatively displaced due to the reduction in the screw–bone contact area and stability, leading to fixation failure. In osteoporotic patients, the central cavity of the humerus lacks cancellous bone, and bone cement matches the mechanical properties of cancellous bone and is an effective filling material (Kennedy et al., 2013b). These findings suggest that from a biomechanical point of view, the PLP-BC fixation structure enhances medial column stability and reduces the risk of fracture end displacement, contributing to improved functional outcomes and a reduced risk of reoperation when treating PHFs with medial column instability. In addition, compared with those of the PLP-BC fixation structure, the FE and biomechanical models of PLP-FA and PLP-MLP are more difficult to construct, implying that these two fixation structures may be more challenging in clinical practice. The FEA stress results further explain the mechanical mechanisms of the biomechanical tests. The stress distribution in the nephograms showed that the stresses in the PLP-MLP and PLP-BC fixation structures were mainly concentrated on the locking plate at the bone defect, which was the main site of fixation failure in the destructive tests. In the PLP-FA fixation structure, the fibular allograft shares part of the stresses of the PHILOS locking plate. However, in the PLP-MLP fixation structure, the medial locking plate shares some of the stress, reducing the risk of fixation failure. With the introduction of enhanced medial support methods, adequate short-term fixation stability is given to the fracture end, contributing to the early healing of the fracture (Jang and Kim, 2021). The HGFVMS of the PLP-BC fixation structure is concentrated on the bone surface close to the defective area of the proximal humerus. In contrast, the HGFVMS of the PLP-CS, PLP-FA, and PLP-MLP fixation structures are mainly concentrated at the bone–screw interface, and the humeral head-greater tuberosity fracture surface tended toward greater separation motion. Although moderate compressive stress on the fracture surface contributes to fracture healing, shear and separation motion at the fracture site is detrimental to scab formation and even increases the risk of postoperative complications (Claes and Meyers, 2020). The HGFS results provide further evidence that the bonding effect of bone cement is effective in decreasing the fracture surface strain and decreasing the risk of trabecular disruption due to bone-screw interface displacements.
There are several limitations in this study. First, the model used in the biomechanical test and FEA was a synthetic humerus, which is somewhat different from cadaveric bone in terms of material properties and anatomical structure. Overall, synthetic bone models could substantially reduce costs and improve the accuracy of simulation results. Second, it is important to note that the complexity of PHF is related not only to the fracture itself but also to the influence of soft tissues such as muscles and ligaments. Despite these limitations, the present study on the biomechanical characterization of different medial support methods to enhance the stability of PHFs can provide a mechanistic reference for clinical decision-making.
5 CONCLUSION
In conclusion, when treating osteoporotic PHFs with medial column instability, restoring the medial support helps to increase the short- and long-term stability of the fracture end. The PLP-MLP fixation structure showed superior biomechanical properties under axial, shear, and torsional loading compared to other medial support methods. In addition, the PLP-BC fixation structure provided adequate stability for PHFs with less damage and easier implementation than PLP-FA, which could be an option for trauma surgeons to treat osteoporotic PHFs with medial column instability.
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The evaluation of the biomechanics of the abdominal wall is particularly important to understand the onset of pathological conditions related to weakening and injury of the abdominal muscles. A better understanding of the biomechanics of the abdominal wall could be a breakthrough in the development of new therapeutic approaches. For this purpose, several studies in the literature propose finite element models of the human abdomen, based on the geometry of the abdominal wall from medical images and on constitutive formulations describing the mechanical behavior of fascial and muscular tissues. The biomechanics of the abdominal wall depends on the passive mechanical properties of fascial and muscle tissue, on the activation of abdominal muscles, and on the variable intra-abdominal pressure. To assess the quantitative contribution of these features to the development and validation of reliable numerical models, experimental data are fundamental. This work presents a review of the state of the art of numerical models developed to investigate abdominal wall biomechanics. Different experimental techniques, which can provide data for model validation, are also presented. These include electromyography, ultrasound imaging, intraabdominal pressure measurements, abdominal surface deformation, and stiffness/compliance measurements.
Keywords: abdominal wall, numerical modeling, muscle contraction, intra-abdominal pressure, in vivo experiments
1 INTRODUCTION
Understanding the mechanical behavior of the abdominal wall can help in the investigation of its healthy and pathological conditions. Despite many efforts made over the years, the biomechanics of the abdominal wall is still not fully understood from a quantitative point of view, due to the complex geometry and mechanics of the anatomical region, the lack of extensive experimental datasets, the high costs of clinical trials, and related ethical aspects. Increasing knowledge on the biomechanics of the abdomen can be useful, in particular, to address rational design and use of surgical meshes for hernia repair (Deeken and Lake, 2017).
In silico analysis through the Finite Element Method (FEM) has shown the ability to provide a deeper understanding of the mechanical properties of biological tissues, lowering costs and time with respect to an experimental or clinical approach. FEM-based models can consider the geometric and material properties of the anatomical structures and simulate the interactions between muscle fibers, fascial tissue, and other involved tissues. By applying external loads or constraints to the model, it is possible to simulate a wide range of scenarios and analyze the resulting deformations, stresses, and strains within each tissue.
A mandatory aspect of this process is the validation of FEM models, which consists in verifying that the obtained numerical results are feasible. Generally, this can be achieved by replicating specific experimental conditions by means of numerical analysis, and comparing numerical outcomes and experimental data. Alternatively, or in combination, the results can be compared to the outcomes from similar–but already validated–models. Once validated, the models can be adopted to enlarge the numerical analysis to a broader range of conditions. To assess the required accuracy of FEM models, it should be necessary to first evaluate the variability of biological data, including anthropometric characteristics of the anatomical regions and mechanical properties of the constituent tissues, due to age, sex, BMI or presence of pathologies. Some considerations about the importance of the validation process are proposed in the Discussion section.
FEM models can be also personalized to individual anatomical variations, allowing patient-specific simulations. This capability is particularly relevant in clinical applications, such as in the surgical planning or in the design of patient-specific prosthetics. By incorporating medical imaging data, such as Computed Tomography (CT) or Magnetic Resonance Imaging (MRI), FEM models can potentially be tailored to accurately represent the unique anatomy of an individual patient.
Advances in imaging technology, computational power, and material modeling techniques have significantly improved the precision and predictive capabilities of numerical models. Therefore, computational methods have the potential to provide information on the mechanical behavior of abdominal muscles under different loading conditions, contributing to a better understanding of their function, the development of improved rehabilitation strategies, and the design of innovative medical devices.
Investigating the biomechanics of the abdomen is particularly important in the case of pathologies. Among all pathologies, those that affect the abdominal wall, such as hernia, show a prevalence of 1.7% for all ages and 4% for people over 45 years (Jenkins and O’Dwyer, 2008). The most common surgical technique for hernia repair is the laparoscopic approach with a surgical mesh (Heniford et al., 2003; Colavita et al., 2013), where the selection of the most appropriate prosthesis is mainly based on the surgeon’s experience (Mudge and Hughes, 1985). As shown in several follow-ups, an improper solution can cause discomfort and postoperative pain for the patient; therefore, choosing the most suitable mesh is crucial. This selection may be supported by FEM analysis, which could provide information on the effects of different mesh configurations and sizes, considering the complexity of the surrounding anatomical region.
To study the biomechanics of the abdominal wall, it is fundamental to account for the activation of the abdominal muscles and to understand its correlation with intra-abdominal pressure (IAP) during different physiological functions and motor tasks (Bjerkefors et al., 2010). In this context, the introduction of minimally invasive instruments and imaging methods has revolutionized clinical practice (Meier et al., 2001); in particular, electromyography (EMG), ultrasound (US) imaging, IAP measurements, and the evaluation of abdominal deformation and compliance represent fundamental tools to evaluate abdominal behavior in vivo. Integration of EMG, US imaging, deformation, and IAP measurements has significantly improved our understanding of abdominal muscle function and its role in various contexts, such as sports performance, injury prevention, and rehabilitation. These technologies allow researchers and clinicians to assess muscle activation patterns, visualize muscle structure, and measure muscle deformation and mechanical properties during different tasks. This knowledge is essential to design effective numerical models, identify muscle imbalances or dysfunctions, and develop targeted rehabilitation strategies. Continuous progress in these technologies will undoubtedly contribute to further advances in understanding the function of abdominal muscles and their influence on human performance and health.
The aim of this work is to review the different FEM models developed in the literature, as well as several measurement techniques used to develop and validate these models. For this purpose, the anatomy of the human abdominal wall is described first, as a basis for defining the geometry of FEM models. The mechanical properties of abdominal tissues are presented, according to experimental tests available in the literature, on the abdominal wall of human subjects. These data are useful for the development of constitutive models capable of describing the behavior of abdominal tissue in FEM models. Then, computational models of the abdominal wall are presented, including mostly passive models and also considering a few cases with active muscular behavior. Lastly, in vivo measurements in human subjects, such as EMG, US imaging, IAP measurements, abdominal surface deformation, and stiffness measurements, are collected. This overview allows evaluating the limited availability of in vivo data for the validation of FEM models and highlighting possible gaps to be filled for a deeper understanding of abdominal biomechanics.
2 ABDOMINAL WALL ANATOMY
The abdominal wall includes seven layers: skin, subcutaneous tissue, superficial fascia, deep fascia, muscle, extraperitoneal fascia, and peritoneum.
According to Lancerotto et al. (2011), there are three layers under the dermis in the subcutaneous tissue of the anterior abdominal region: a superficial adipose layer, a membranous layer and a deep adipose layer. These layers cover the deep fascia that encloses the muscles of the abdominal wall.
The abdominal muscles include the External Oblique (EO), Internal Oblique (IO), Transversus Abdominis (TA), and Rectus Abdominis (RA), which are interdigitated with each other and ensure core strength (Flynn and Vickerton, 2022). In the anterior part of the abdominal wall, each flat muscle forms an aponeurosis (AP) that covers the RA muscle. The APs of all flat muscles are linked in the midline, forming Linea Alba (LA), a fibrous structure that extends from the xiphoid process of the sternum to the pubic symphysis. The RA runs vertically down the front of the abdomen and is responsible for flexing the spine and creating spinal stability. The IO and EO are located on the sides of the abdomen and help in rotating and bending the trunk. The role of the abdominal wall is essential not only in protecting the visceral structures, but also in stabilizing the trunk and distributing loads (Grevious et al., 2006).
The spatial orientation of the muscle fibers is different for each abdominal muscle (Figure 1). The EO fibers diffuse caudally to the iliac crest and inguinal ligament and medially to the LA, the IO fibers emerge from the inguinal ligament and iliac crest and are inserted into the anterolateral surface of the cartilages of the last three ribs and into the LA perpendicular to the EO fibers. The TA fibers extend circumferentially in a downward direction, while the RA muscle fibers are parallel to the LA.
[image: Figure 1]FIGURE 1 | Abdominal wall anatomy with different fiber orientations highlighted with dotted lines.
An interesting analysis of the architecture of the abdominal wall muscles can be found in Brown et al. (2011), where a correlation between the length of the sarcomere and the biomechanical functions of each muscle is proposed. Based on cadaveric data, RA shows the lowest Physiological Cross Area (PCA), associated with the highest sarcomere length (3.29 ± 0.07 μm) among all abdominal muscles; this can be correlated with the generation of the smallest isometric force. Differently, IO is characterized by the largest PCA and the smallest sarcomere length (2.61 ± 0.06 μm), thus being able to generate the highest contraction force among all abdominal muscles, but with a small range of motion.
Abdominal muscles are enveloped by a thin epimysial fascia, allowing the various muscular layers to glide. In particular, the fascial layers surrounding the RA are divided into Anterior and Posterior Rectus Sheath (ARS and PRS, respectively). In the ARS, oblique bundles of collagen fibril are interlaced with each other, whereas the PRS consists predominantly of transverse fibril bundles (Axer et al., 2001). This structural conformation is considered responsible for the mechanical anisotropy of both ARS and PRS (Astruc et al., 2018). Proximally, the transversalis fascia (TF) separates the anterior abdominal wall from the extraperitoneal fat, while posteriorly, it is continuous with the thoracolumbar fascia. Understanding the structure and biomechanical role of abdominal fasciae is relevant from a surgical point of view, for example, in the evaluation of the choice of direction of laparotomy incision, and in the analysis of the overall biomechanics of the abdominal wall.
3 REVIEW METHODOLOGY
The literature research was conducted using the English-language databases PubMed, Web of Science and Elsevier ScienceDirect. Keywords and inclusion criteria adopted were different for each of the topics described and are therefore specified in the following.
The review of the numerical models of abdominal wall biomechanics is systematic and covers–to the best of the knowledge of the authors–the relevant works published on the topic. The sections dedicated to the experimental testing on abdominal wall are focused on collecting those elements that can be relevant for the development and validation of numerical models of the abdominal wall. Search was not restricted to specific geographic regions and also references present in the articles were included.
3.1 Mechanical characterization of abdominal wall tissues
The following combination of keywords was considered: (“tensile test” OR “mechanical test”) AND (“human abdominal wall” OR “human abdominal muscle” OR “human linea alba” OR “human abdominal fascia”). The study inclusion criteria were as follows: experimental test need to be on human abdominal tissues, experimental protocols needed to be described, quantitative results about the stress-strain behavior had to be reported. Eight articles were selected.
3.2 Numerical modeling of the human abdominal wall
The following combination of keywords was considered: (“finite element model” OR “finite element method” OR “FEM”) AND (“human abdominal wall” OR “human abdomen” OR “abdominal wall contraction” OR “abdominal muscles” OR “abdominal hernia”). The study inclusion criteria were as follows: the FEM models needed to include the human abdominal wall, detailed methodology for the development of the abdomen FEM models needed to be described, the different abdominal tissues needed to be presented (studies with rough monolayer models were discarded), FEM models needed to describe the mechanical behavior of the human abdominal wall in passive and/or active condition of the muscles. Thirteen articles were selected.
3.3 Electromyography
The following combination of keywords was considered: (“electromyography” OR “EMG”) AND (“human abdominal wall” OR “human abdominal tissue” OR “human abdominal muscle” OR “abdominal exercise”). The study inclusion criteria were as follows: experimental protocols needed to be described, results about one or more human abdominal muscle had to be presented, results had to include quantitative description of muscle response, results had to describe muscle activation during different motor tasks. Twenty-seven articles were selected. Among these, seven articles in which the experimental testing included also simultaneous ultrasound imaging were presented in a separate section (Paragraph 6.3).
3.4 Ultrasound imaging
The following combination of keywords was considered: “ultrasound imaging” AND (“human abdominal wall” OR “human abdominal muscle” OR “abdominal contraction”). The study inclusion criteria were as follows: experimental protocols had to be described, results about one or more human abdominal tissues had to be presented, results had to include quantitative description of muscle behavior, results needed to describe muscle activation during different motor tasks and/or change in muscle thickness. Thirty-one articles were selected. Among these, seven articles in which the experimental testing included also simultaneous electromyography were presented in a separate section (Paragraph 6.3).
3.5 Intra-abdominal pressure measurement
The following combination of keywords was considered: (“intraabdominal pressure” OR “intra-abdominal pressure” OR “IAP”) AND (“human abdominal wall” OR “motor task”). The study inclusion criteria were as follows: experimental protocols needed to be described, results needed to include measurements of the intraabdominal pressure variation related to specific activities or motor tasks in human subjects. Fourteen articles were selected.
3.6 Stiffness measurements
The following combination of keywords was considered: (“stiffness” OR “compliance”) AND “human abdominal wall”. The study inclusion criteria were as follows: experimental protocols needed to be described, results needed to include measurements of the human abdominal stiffness, experimental tests needed to include in vivo studies. Five articles were selected.
3.7 Surface deformation measurements
The following combination of keywords was considered: (“surface” OR “deformation” OR “optical measurement”) AND “human abdominal wall”. The study inclusion criteria were as follows: experimental protocols needed to be described, results needed to include measurements of deformation on human living subjects. Six articles were selected.
4 MECHANICAL CHARACTERIZATION OF ABDOMINAL WALL TISSUES
A limited number of studies in the literature investigate the mechanical properties of the human abdominal wall, mainly due to the limited availability of human samples and to the concurrent issues in tissue preservation. Furthermore, this approach can consider only the passive behavior of the tissues and cannot include the evaluation of the active behavior of abdominal muscles.
In general, most of the experimental studies in the literature focus on specific layers of the abdominal wall, which are dissected and isolated from other abdominal structures.
Several works investigate the mechanical behavior of LA. Gräβel et al. (2005) evaluate the compliance of human LA in longitudinal and transverse directions to assess anisotropy in a high number of subjects (15 female and 16 male). They find that LA compliance is about two times higher in the longitudinal than in the transverse direction; moreover, some comparisons between the mechanical properties of LA in men and women are proposed. Hollinsky and Sandberg, (2007) measure the ultimate tensile stress for human LA of 66 cadaveric subjects with mean age of 77 (range: 17–94 years) in the transverse and longitudinal direction. In the epigastric region, they find mean values of 4.5 ± 1.0 MPa and 10.0 ± 3.4 MPa in the longitudinal and transverse direction, respectively; in the hypogastric region, they estimate mean values of 4.1 ± 2.5 MPa and 8.4 ± 3.1 MPa in the longitudinal and transverse direction, respectively. Förstemann et al. (2011) carry out uniaxial tensile tests up to failure on samples obtained from 6 donors to measure the ultimate membrane force in the transversal and longitudinal directions. The mean values reported for the ultimate membrane force are 7.5 N/mm and 1.1 N/mm in the transverse and longitudinal directions, respectively, showing a high strength ratio. Levillain et al. (2016) perform uniaxial tensile tests, comparing human and porcine LA, and evaluating the correlation of mechanical properties with the distribution of elastin and collagen fibers. According to their results, human and porcine LA show similar microstructure and nonlinear anisotropic mechanical behavior; however, porcine LA was approximately 1.5 times stiffer than human LA.
Therefore, according to these works, LA is characterized by anisotropic mechanical behavior, showing higher stiffness and strength in the transverse direction compared to those in the longitudinal direction. A direct comparison among the proposed data is complicated by differences in mechanical test protocols and measurements.
Other studies are dedicated to the analysis of the mechanical behavior of human ARS up to failure under uniaxial loading conditions. Hollinsky and Sandberg, (2007) present experimental data from 66 cadaveric subjects with a mean age of 77 (range: 17–94 years) showing an ultimate tensile stress equal to 8.1 ± 2.1 MPa and 3.4 ± 1.6 MPa for the ARS in the epigastric region in the transverse and longitudinal directions, respectively, and equal to 8.5 ± 2.5 MPa and 3.4 ± 2.0 MPa for the ARS in the hypogastric region in the transverse and longitudinal directions, respectively.
Martins et al. (2012) perform uniaxial tensile tests on samples from 12 female donors, finding a Young’s modulus of 30.3 ± 10.5 MPa and 10.1 ± 5.3 MPa in the longitudinal and transverse directions, respectively. Ben Abdelounis et al. (2013) evaluate the mechanical response of three human ARS using two loading rates, corresponding to quasi-static (0.01 s−1) and almost-instantaneous (50 s−1) strain rates. The mean values of the Young’s modulus, equal to 5.6 MPa and 14 MPa, are found for the quasi-static and almost-instantaneous test, respectively.
As mentioned above, only a few contributions give an overall view of the mechanical properties of the human abdominal wall including the different muscles. Cardoso, (2012) evaluates 119 samples of FT, RA, TA, EO, and IO from 12 cadavers. All muscles are tested in uniaxial tensile mode in the direction of the fibers; characteristic parameters are obtained, among which the secant modulus [image: image], the tangent modulus [image: image], the maximum tensile stress [image: image], and the corresponding ultimate stretch [image: image] This study also explores the influence of age, sex and body mass index (BMI) on the mechanical properties of the abdominal tissues. The parameters obtained in the study are reported in Table 1.
TABLE 1 | Mean parameters obtained by Cardoso, 2012 from uniaxial experimental tests: secant modulus [image: image], tangent modulus [image: image], maximum tensile stress [image: image], and corresponding ultimate stretch [image: image]
[image: Table 1]In a more recent contribution Kriener et al. (2023) characterize the tensile properties of each layer of the human abdominal wall from 15 cadaveric subjects, comparing samples from fresh-never-frozen (FNF) and fresh-frozen (FF) cadavers. They collect a total of 232 samples in longitudinal and transverse directions for ARS and PRS, peritoneum, LA, RA, EO, IO, and TA. Samples are tested at a strain rate varying between 0.01 s−1 and 0.006 s−1 and the tangent elastic modulus E of each tissue layer is evaluated in the almost-linear portion of the stress-strain curve, following the toe region. The values obtained are reported in Table 2. According to these data, FF tissues are generally stiffer than FNF tissues, except in the case of PRS, peritoneum, and TA.
TABLE 2 | Tangent elastic modulus E (median and interquartile range) of abdominal wall tissues from FNF and FF samples (Kriener et al., 2023).
[image: Table 2]As reported above, the experimental data coming from uniaxial tensile tests of human abdominal tissues are consistent, even if with high variability. However, there is a lack of data in the biaxial tensile mode, which would be useful to better understand the biomechanics of the abdominal wall under physiological loading conditions. In fact, the abdominal wall experiences multidirectional loads and deformations during daily activities, such as bending, twisting, and stretching.
Another lack in the literature is the study of the active behavior of single muscle fibers or bundles derived from human abdominal wall muscles. These studies would allow us to obtain information on the maximum isometric tension, which is a necessary parameter to assess the contractile capability of muscular tissue.
5 NUMERICAL MODELING OF THE HUMAN ABDOMINAL WALL
Numerical modeling, generally based on the FEM approach, can be useful for obtaining quantitative information on the biomechanics of the abdominal wall and to assess different healthy and pathological conditions. In fact, a simple approach based on experimental analyses does not allow the understanding of a complex biomechanical scenario that involves muscle contraction, IAP variation, non-linear mechanical response of the tissues, and a complex anatomy.
A large part of the literature in this field is focused on the passive mechanical response of the human abdominal wall. Hernández-Gascón et al. (2014) develop a FEM model of the abdominal wall with a simplified geometry, aiming at evaluating the performance of hernia meshes in their interaction with the surrounding tissues. In particular, the focus is on numerical aspects concerning the constitutive modeling of surgical meshes, by using refined or more simple approaches. The abdomen is modeled as an extruded ellipse with a size compatible with a male abdomen, and the abdominal wall is considered as a single muscular layer with a thickness of 15 mm. This layer is described adopting a hyperelastic anisotropic constitutive model with parameters based on experimental data previously acquired from an animal model (Hernández et al., 2011). Numerical analyses simulate the effects of an intra-abdominal pressure (IAP) of 171 mmHg (corresponding to jumping) on a herniated wall repaired with a surgical mesh. The results of this work focus on the comparison of different surgical meshes and modeling methods, even though the geometry of the abdomen is simplified. In fact, the analysis of the biomechanics of the abdominal wall considering the effective geometry is beyond the scope of the work.
A more detailed FEM model of the human abdomen is proposed by Hernández-Gascón et al. (2013a) to study the passive mechanical response related to physiological tasks. The geometry of the model is extracted from MRI data from a healthy 38-year-old man. The LA, RA, AP and lateral muscles are identified by manual segmentation and the lateral muscles are described as single layer due to the difficulty in recognizing IO, EO, and TA from medical images. The model includes TF, ARS, PRS, diaphragm, and pelvis, while skin and fat are not included due to their negligible stiffness. Abdominal muscles–in their passive behavior–and aponeuroses are modeled as fiber-reinforced hyperelastic materials, while the diaphragm and pelvis are described assuming a neo-Hookean hyperelastic formulation. The constitutive parameters are set on the basis of experimental data from both human subjects (when available) and animal models. The basal stress state of the abdominal muscles in the geometrical configuration corresponding to MRI data of the subject in supine position is obtained by an optimization procedure. This model is used to simulate the mechanical response of the abdominal wall to the IAP induced by physiological loads, assessing the deformation profile of the abdomen in the craniocaudal and mediolateral directions related to the level of IAP.
This model is used as a basis to simulate the occurrence of hernia and the interaction between the abdominal wall and different types of meshes after surgical repair (Hernández-Gascón et al., 2013b), applying an IAP corresponding to different motor tasks. Numerical results show that the overall mechanical response, as well as the stress acting on the prostheses, are significantly affected by the levels of surgical mesh anisotropy and stiffness.
A similar approach is used by Pachera et al. (2016) to develop a model describing the passive behavior of an abdominal wall in physiological conditions and the mechanical response under different IAP corresponding to daily life activities. The geometry of the model is reconstructed from MRI data of a healthy male subject and includes LA, RA, a single structure that resembles the lateral muscles (TA, IO, and EO), AP and all fascial tissues. The model is simplified by assuming a symmetry with respect to the sagittal plane. Based on data from tensile tests on human abdominal tissues (Förstemann et al., 2011; Cardoso, 2012; Ben Abdelounis et al., 2013), fiber-reinforced and almost-incompressible hyperelastic constitutive models are assumed to describe the mechanical response of the different tissues. Numerical results show the deformed configuration of the abdominal wall at different IAPs and are compared to experimental data acquired on human cadavers (Konerding et al., 2011) and living subjects (Song et al., 2006), confirming the reliability of the model. The previous model is then adopted to numerically simulate the occurrence of a hernia and surgical repair (Todros et al., 2018), focusing on the consequent changes in compliance of the abdominal wall in passive condition.
Even in the work of He et al. (2020), a numerical model of a human abdomen in passive condition is developed. CT images of a healthy male abdomen are used to reconstruct the geometry of all abdominal structures, including LA, RA, AP, lateral muscles, and TF (Figure 2A). A fiber-reinforced hyperelastic constitutive model is used to describe the mechanical behavior of connective and muscle tissues; constitutive parameters are evaluated based on previous studies (Hernández-Gascón et al., 2013a; Pachera et al., 2016). The focus of this work is to evaluate the effects of surgical repair with meshes of different stiffness on the compliance of the abdominal wall, depending on the position and size of hernia (Figures 2B, C).
[image: Figure 2]FIGURE 2 | Representation of the FEM model proposed by He et al., 2020 (A), with different locations and size of hernia (B). Magnitude displacement field of the abdominal wall in deformed configuration for different hernia conditions (C) Reprinted from He et al. (2020), Copyright 2019, with permission from Elsevier.
Tuset et al. (2022) develop a FEM model to study the influence of stoma locations on the abdominal wall mechanics. The model is based on CT images taken from an anatomy database and includes LA, RA, TA, IO, and EO (Figure 3A). All tissues are described assuming an isotropic linear elastic behavior, with engineering constants based on previous experimental works (Cardoso, 2012; Cooney et al., 2016). Seventeen different locations of the stoma are taken into account to evaluate the effect of increasing the IAP to about 150 mmHg, in terms of deformation of the region of the abdominal wall next to the stoma. An example of a specific position of the stoma is shown in Figure 3B.
[image: Figure 3]FIGURE 3 | Different anatomical structures of the FEM model developed by Tuset et al., 2022: TA (purple), RA (yellow), IO (green), EO (brown), and LA (blue) (A). Contour of magnitude displacement in a healthy reference case and in a specific stoma position (B) This file is licensed under the Creative Commons Attribution 4.0 International license. Figures come from Tuset et al. (2022).
Karrech et al. (2023) develop a FEM model of the abdominal wall aimed at evaluating failure stress around different types of hernia, based on fracture mechanics. The geometry of the model, based on CT data from an anatomy repository, is symmetric with respect to the sagittal plane and encompasses LA, RA, AP, TA, IO, and EO. The hernia is simulated as a damage zone of the abdominal wall in the umbilical position in the LA and RA (incisional hernia). A surgical mesh is included to simulate repair in different surgical conditions (onlay, anterectus, retrorectus, and preperitoneal mesh positioning). The passive response of muscles is modeled assuming them as hyperelastic isotropic materials, with constitutive parameters based on human data (Cardoso, 2012). Surgical mesh is also described as an isotropic elastic material but with linear behavior. The internal surface of the abdominal wall is subjected to an IAP of 6 mmHg, representing the basal IAP in a human subject. The numerical results focus on the evaluation of severe hernia damages and the identification of the best surgical mesh positioning, based on the type and location of hernia.
Since the abdominal wall is largely composed of muscular structures, the effects of muscle contraction on the overall biomechanical behavior must be assessed. In particular, several studies described above take into account high IAP values applied to the abdominal wall in a passive state, while this condition is not true to the physiology of the abdomen.
In this context, the first model capable of describing the active behavior of the abdominal wall is attributed to Grasa et al. (2016), who develop in vitro experimental tests and the corresponding FEM models, even tough on a rabbit. The aim of this study is the analysis of the active mechanical response of small rectangular samples taken from the abdominal wall. The numerical models are developed with a geometry resembling the samples and include different layers corresponding to the single abdominal muscles. Constitutive models account for the anisotropic response given by the specific spatial orientation of both collagen and muscle fibers. According to the authors, this constitutive model can be adopted to simulate abdominal biomechanics, extending it to the overall geometry of the wall.
The biomechanical response of the entire abdominal wall of a human subject under muscle contraction is simulated by Pavan et al. (2019). All muscles and fascial tissues are included in the FEM model, considering the specific spatial orientation of the fibers in each muscular layer. Connective tissues are described as fiber-reinforced and almost-incompressible hyperelastic materials, while muscle tissues are modeled with a Hill type three-element formulation (Marcucci et al., 2017). This model can accurately mimic abdominal contraction and assess its deformed shape in relation to IAP corresponding to different daily tasks. The numerical results show a relevant difference in abdominal compliance between passive and active conditions with the same value of IAP.
A refinement of this model is proposed by Todros et al. (2020), adding a structure with a suitable volumetric stiffness, resembling the abdominal cavity. By using this model, it is possible to generate IAP as a direct effect of muscular contraction. This model is partially validated on the basis of experimental data from in vivo tests on human subjects.
A similar FEM model is developed by Karami et al. (2023), who refine the constitutive formulation of the muscular tissue considering a chemomechanical approach. In this way, the biomechanical response of the abdominal wall can be related to in vivo electromyographic data.
In view of forthcoming patient-specific approaches, Jourdan et al. (2024) develop a FEM model of the abdomen based on a simplified geometry, which is built on seven ellipses placed at different levels along the cranio-caudal axis and scaled to fit the abdomen size of three subject types with different BMI (corresponding to normal, overweight, and obese subjects) (Figure 4). The model includes abdominal muscles (RA, EO, IO, TA and dorsal muscles), bones (ribcage, pelvis, spine), and connective tissue (LA, ARS, PRS, and aponeuroses). As in other previous studies, the connective tissues are modeled as fiber-reinforced almost-incompressible hyperelastic materials and the active behavior of muscles is simulated by means of a Hill type three-element model. This approach aims to analyze the effects of inter-individual variability on the abdominal wall biomechanics in different loading conditions, including both passive (e.g., pre-surgical inflation) and active (i.e., daily motor tasks) behavior.
[image: Figure 4]FIGURE 4 | FEM model of the abdominal wall developed by Jourdan et al., 2024: development of the 3D model geometry based on elliptical sections (A); exploded view including all connective and muscular tissues (B); examples of three subject types with different BMI and tissue conformation: normal BMI and high muscular thickness, overweight BMI and medium muscular thickness, obese subjects and low muscular thickness (C) Reprinted from Jourdan et al., 2024, Copyright 2023, with permission from Elsevier.
Technical details regarding all the numerical models previously presented are reported in Table 3. For all the considered articles FEM software is indicated, while other details such as the type of the analyses and the number of degrees of freedom of the models are reported, when available. Table 3 also indicates whether standard constitutive models (at disposal in the software) are adopted for the abdominal wall tissues, or if ad hoc constitutive formulations are developed and implemented through specific user subroutines. In spite of the fact that few data about the size of the FEM models are reported in the different studies, it can be assumed that a detailed model of the abdominal wall can be obtained with a number of degrees of freedom in the order of 300,00 ÷ 900,000, largely depending on the extension of the modelled anatomical part. This information can help in estimating the computational complexity associated to a model and in the choice of a computational framework suitable to run these type analyses. Moreover, the non-linearity of the problems related to abdominal wall biomechanics (material non-linearity, large strains, contact conditions) must be considered, since it represents an additional cause of the computational complexity.
TABLE 3 | Basic data of the abdominal wall FEM models.
[image: Table 3]The literature described above shows that the general trend in this research field is characterized by an increasing refinement of the constitutive models of the abdominal muscles and the addition of the abdominal cavity, which allow for a more realistic description of the abdominal biomechanics. However, the increased model complexity and the multiple interactions among muscular activation, IAP variation, and abdominal wall deformation in different motor tasks require extensive in vivo data for model validation.
6 IN VIVO CHARACTERIZATION OF ABDOMINAL MUSCLE ACTIVATION
6.1 Electromyography
EMG is a technique commonly used to assess muscle recruitment, measuring myoelectric activity in response to nerve stimulation. The ability of a muscle to respond to this stimulation is evaluated in terms of an action potential signal, whose intensity and shape depend on the number of motor units involved in the task. Applied to the abdominal region, EMG measurements provide data on the excitation pattern of the abdominal muscles during various activities. These data could be an important part of the validation process of numerical models that include the active behavior of the abdominal muscles. A relevant review on studies in the literature investigating EMG measurements during abdominal exercises is proposed by Monfort-Pañego et al. (2009). While reporting more than 80 studies mainly on healthy subjects, the authors highlight that EMG signals are not always normalized to the maximum voluntary contraction, thus limiting the possible comparison between different conditions.
Specific studies take into account different abdominal strengthening exercises that elicit varying levels of RA, IO, and EO excitation (Drysdale et al., 2004; Urquhart et al., 2005; Moraes et al., 2009; Bjerkefors et al., 2010; Escamilla et al., 2010; Okubo et al., 2010; Crommert et al., 2011; García-Vaquero et al., 2012; Czaprowski et al., 2014; Kim S. Y. et al., 2016; Kim et al., 2016 C. R.; Min-Kyu et al., 2016; Southwell et al., 2016; Anders and Steiniger, 2018; Vaičienė et al., 2018; Mandroukas et al., 2022).
Despite the large availability of experimental data, myoelectric activity patterns are rarely used for the development and validation of models of the active muscular behavior. Some studies (Biewener et al., 2014; Knodel et al., 2022; Schwaner et al., 2024) propose different approaches to correlate in vivo muscle dynamics based on EMG signals to in situ force length and force-velocity functions, aiming at the development of Hill type constitutive models. However, this approach, which could provide an advancement in muscle constitutive modeling, is not applied to the muscles of the human abdominal wall.
6.2 Ultrasound imaging
Another non-invasive technique used to quantitatively assess abdominal muscle contraction is US imaging. By providing visual feedback, US images offer valuable information on muscle activation, coordination, and function (ShahAli et al., 2019). The US images are obtained by means of a transducer-equipped ultrasound machine: a high-frequency sound wave emitted by the transducer is used to create a real-time image of the muscles, which is analyzed to evaluate the variation of muscle architecture and thickness during contraction and relaxation (Leighton, 2007).
Different authors evaluate the thickness of abdominal muscles at rest and during contraction in different positions (Hodges et al., 2003; Ainscough-Potts et al., 2006; Norasteh et al., 2007; Brown and McGill, 2008; Mew, 2009; Arab et al., 2013; Nabavi et al., 2014; ShahAli et al., 2015; Tran et al., 2016; Pirri et al., 2019; Johnson et al., 2021; Lin et al., 2021) or during expiratory loading (Kaneko et al., 2006).
Others focus on the difference in myogenic activation between healthy and pathological patients with chronic lower back pain (Vasseljen and Fladmark, 2010; Rasouli et al., 2011; Pulkovski et al., 2012), or on the effectiveness of rehabilitation in strengthening deep abdominal muscles, particularly the TA (McGalliard et al., 2010; Ishida and Watanabe, 2013; Sugimoto et al., 2018; Park et al., 2022). Further studies investigate possible differences in the size and conformation of the abdominal wall due to sex (Rho et al., 2013) or postpartum conditions (Coldron et al., 2008).
6.3 Combined EMG and ultrasound measurements
Although EMG and US imaging are effective tools to evaluate different features related to abdominal muscle contraction, each measurement alone is not sufficient to develop and validate FEM models of the abdominal wall. The increase in muscle thickness measured by US imaging during different motor tasks is generally interpreted as an indicator of muscle force generation. However, US measurements should be correlated with EMG data acquired simultaneously on the same subject, to associate muscle thickness increase with a specific myogenic activation.
Few studies consider the coupling of EMG and US to evaluate abdominal muscle contraction, since the correlation between increased muscle thickness and myogenic activation is still controversial. Although some authors try to find a positive correlation between muscle thickness in US images and EMG activity of the abdominal muscles, inconsistent relationships are generally identified during different motor tasks (Hodges et al., 2003; McMeeken et al., 2004; John and Beith, 2007; Brown and McGill, 2010). In addition, some studies (John and Beith, 2007; Coghlan et al., 2008) highlight a decrease in the thickness of lateral abdominal muscles during specific tasks.
Other approaches are proposed to evaluate the anatomical and mechanical properties of muscular motor units through the integration of high-density surface EMG and ultrafast US imaging in other skeletal muscles (Waasdorp et al., 2021; Carbonaro et al., 2023), identifying the regions where single motor unit fibers are located within the muscle cross-section in vivo. However, this approach is not directly applicable for the development and validation of FEM models at a larger scale.
6.4 Intra-abdominal pressure measurement
The IAP is defined as the pressure within the abdominal cavity that results from the interaction between the abdominal wall and the viscera. The physiological value of IAP oscillates due to the respiratory phases and to the activation of abdominal muscles (Milanesi and Caregnato, 2016).
The value of IAP can be measured directly or indirectly. Direct measurements are obtained by means of a needle or catheter in the peritoneal space, and IAP is measured using a fluid column or pressure transducer system (Risin et al., 2006). This method is generally considered the most accurate, even if it could be associated with side effects such as intestinal perforation and peritonitis. Indirect methods involve the measurement of the pressure transmitted to the lumen of an intra-abdominal structure or organ, including intragastric, intrarectal, intrauterine, intravesical, and vena cava access (Davis et al., 2005). Due to the common practice of intravesical catheterization, IAP is more frequently measured indirectly from intra-bladder pressure (IBP), since Kron et al. (1984) first proposed instrumental measurements with fluid-filled catheters. The reliability of this method is not fully established, and human studies correlating IAP with IBP are limited to few subjects and not entirely reproducible (Malbrain, 2004; Al-Abassi et al., 2018). Nonetheless, this indirect measurement is widely adopted in clinical practice and the IAP value is generally assumed to be equal to the IBP value. A comprehensive review of the different types of IAP sensors and their features, in terms of miniaturization, remote monitoring, and multiplexing is provided by Liao et al. (2021).
Basal IAP is usually less than 7 mmHg in healthy adults, while higher physiological baseline levels (9 to 14 mmHg) are found in morbidly obese patients (De Keulenaer et al., 2009). One of the first comprehensive studies assessing the value of IAP during different motor tasks is carried out by Cobb et al. (2005), who examine a group of 20 subjects (10 male and 10 female) with a mean age of 22.7 years and an average BMI of 24.6. No differences are recorded between men and women; however, the results exhibit high variability between subjects.
Chionh et al. (2006) consider 58 patients (40 men and 18 women) with an age range between 31 and 92 years and measure IAP in supine position and at different degrees of back rising. An increase in the mean IAP value is found as patient position becomes more upright: the mean values of IAP in the supine, 30° and 45° positions are 7.7 mmHg, 9.6 mmHg and 11.0 mmHg for men, and 5.1 mmHg, 7.0 mmHg and 9.6 mmHg, for women. Blazek et al. (2019) review the IAP measurements acquired in several studies during the Valsalva maneuver and different resistance exercises, reaching extremely high values of IAP over 200 mmHg in specific exercises such as squats and deadlift (Kawabata et al., 2010; 2014). Soucasse et al. (2022) propose an extensive analysis of IAP through an intragastric wireless sensor in 20 healthy subjects, both during supervised exercises and during their daily activities. Interestingly, this study highlights that during daily life the IAP values exceeding 50 mmHg, 100 mmHg, and 150 mmHg can be detected on average five times, twice, and once per hour, respectively. Kawabata and Shima, (2023) couple the measurements of IAP, by means of a pressure transducer placed intra-rectally, and EMG on fourteen healthy subjects, to evaluate the combined effect of different breathing patterns and postures on the activation abdominal muscle and the consequent IAP increase. Combining different methods for assessing muscular activity and IAP in vivo could be very useful for the development of FEM models of the abdominal wall.
A summary of the IAP values measured in different studies for specific motor tasks is reported in Figure 5.
[image: Figure 5]FIGURE 5 | Mean values of IAP measured during several motor tasks by different authors.
6.5 Stiffness measurements
In daily clinical practice, abdominal stiffness is commonly assessed by palpation (Mota et al., 2013), which means that gentle pressure is applied manually to the abdomen and the wall compliance is evaluated qualitatively.
However, more accurate quantitative measurements are needed for the development of FEM models of the abdominal wall. To this purpose, several evaluations are made in the literature to assess the stiffness of the abdominal wall using different techniques, mainly in passive conditions. Some authors measure abdominal wall stiffness during inflation of the abdominal cavity with air. Van Ramshorst et al. (2011) perform a coupled in vitro-in vivo study: the abdomen of fourteen cadaveric subjects is insufflated in the in vitro study, whereas forty-two healthy subjects are enrolled to perform different motor tasks in the in vivo study. Using a custom-made indentation device, the stiffness of the abdominal wall is estimated in different regions (i.e., LA, RA, and lateral muscles), while recording the IAP values corresponding to the increase in the volume of inflation. This study demonstrates a correlation between IAP and the increase in abdominal stiffness, both in passive and active conditions. Tran et al. (2016) evaluate the local stiffness of the abdominal wall in eleven healthy subjects during different motor tasks, using ultrasound shear wave elastography. They show a significant increase of abdominal wall stiffness during muscle activation in the Valsalva maneuver and find that the values of local stiffness are more homogenous on the overall antero-lateral wall during muscular contraction than in passive conditions. Although shear wave elastography is a well-established technique (Dubois et al., 2015), its reliability may be affected by the difficulties in replicating and maintaining voluntary contraction during acquisition.
Remus et al. (2024) analyze the mechanical response of the antero-lateral abdominal wall of ten healthy subjects in different lying positions applying local indentation with a hemispherical probe and monitoring the displacement of the abdominal wall surface through 3D optical measurements. The acquisition is performed during both muscle contraction and relaxation, continuously monitoring myogenic activation with EMG. The force-displacement data obtained are used to estimate the stiffness of the abdominal tissue. Even in this study, an increase in the mean stiffness of the abdominal wall is found during muscle activation, with no significant differences between the regions considered for measurement acquisition. Moreover, inverse FEM modeling is used to estimate the constitutive parameters that allow to simulate the experimental behavior of the abdominal wall tissues. This study shows that local stiffness measurement, coupled with other experimental data such as 3D geometric reconstruction and continuous EMG acquisition on the same subject can be adopted for the development and refinement of FEM models of the abdominal wall.
6.6 Surface deformation measurements
Another relevant aspect in the analysis of the abdomen biomechanics is related to the variation in the shape of the abdominal wall due to muscle activation in different motor tasks. While the passive abdomen is uniformly bulging under increasing IAP during inflation, the activation of the abdominal muscles induces specific deformed shapes of the antero-lateral wall depending on the different activation level of each muscle and related trunk motion. Quantitate data on 3D abdomen surface geometry are critically important for the validation of FEM models.
Szymczak et al. (2012) evaluate the abdominal wall deformation of eight healthy subjects during different standing movements, such as bending, stretching, and expiration, through.
The acquisition of markers position on the abdomen surface with two cameras placed in front of the subject. This method allows creating a surface that resembles the subject-specific abdomen in a relaxed standing position and during movements.
Differently, Todros et al. (2019) use laser scanning technique to acquire the surface of the abdominal wall of ten healthy subjects in a relaxed supine condition and during abdominal crunch. Their results show that muscular contraction induces an elevation of the abdominal wall in the region adjacent to LA in the posterior-anterior direction and a concurrent lowering of the lateral muscles in the mediolateral direction. Statistical analyses show a significant difference between the surfaces of the relaxed and contracted abdominal wall for each involved subject. The laser scanning technique adopted in this work is an accurate and reliable method of evaluating surface changes in the abdominal wall during muscular contraction. Nonetheless, as other optical methods of surface analysis, the presence of skin and subcutaneous fat tissue limit the reliability of the investigation to very thin subjects.
Lubowiecka et al. (2022) acquire in vivo optical measurements to determine the geometry of the abdominal wall while increasing the IAP, and build subject-specific 3D surface geometry of the anterior abdominal wall before and after the increase of IAP. This work provides information on the strain range of the living human abdominal wall in passive condition, showing strain up to 17% at maximum IAP of 13.6 mmHg. However, the investigation is limited to passive behavior and cannot be adopted to validate FEM models that simulate the active behavior. Similarly, Szepietowska et al. (2023) use digital image correlation to evaluate the deformation of the abdominal wall of twelve healthy subjects at different IAP levels (Figure 6). They highlight that the specific abdomen deformations found in each subject are difficult to correlate with IAP, due to a high variability among the mechanical properties of the abdominal tissues of the subjects.
[image: Figure 6]FIGURE 6 | Surface of the abdominal wall of a subject (A) at different levels of the inflation process (T0÷T4), with corresponding profiles in craniocaudal (B) and mediolateral (C) sections. Reprinted from Szepietowska et al. (2023), Copyright 2023, with permission from Elsevier
A more accurate way to evaluate the deformation of the abdominal wall is dynamic MRI, which allows for repeated imaging of the trunk region and monitoring of both the superficial and deep components of the abdomen. Jourdan et al. (2021) develop a semi-automatic method for post-processing of dynamic MRI images to quantify the deformations of the abdominal wall muscles in ten healthy subjects during controlled breathing. This approach is then used (Jourdan et al., 2022) to compare the effect of different motor tasks, such as forced breathing, coughing, and Valsalva maneuver, on the abdominal wall geometry of twenty healthy subjects. The results show that in all the exercises lateral muscles shortening, thickening and inward displacement is observed. On the other hand, inhalation is correlated with a large outward displacement of RA muscles.
In general, the combination of different techniques, including surface imaging associated with IAP measurement, or dynamic MRI with related image analysis and post-processing, represent useful tools to evaluate abdominal wall deformation during abdominal contraction and, therefore, to validate FEM models.
7 DISCUSSION
As highlighted in the studies presented in this review, FEM-based numerical modeling can potentially be a valuable tool to improve our understanding of abdominal biomechanics in both healthy and pathological states. Computational approach may allow assessing the response of the abdominal wall under different loading conditions, such as under persistently elevated IAP induced in the abdominal compartment syndrome, or post-operative configuration, such as in hernia repair with surgical meshes.
The key aspect in the development and use of numerical models in the biomechanical field, and therefore also in the field of abdominal biomechanics, probably lies in their validation. This is a process which is implemented on experimental data obtained with various techniques. These techniques are used to assess a range of factors, including muscle contraction, muscle thickness, IAP variation, and abdominal surface deformation in vivo in human subjects. This is done with the aim of obtaining a comprehensive dataset that can be used to validate these models. Given the considerable complexity and variability of the anatomical site, the validation of a model seems to be intrinsically related to the need to be patient-specific, to consider multiple factors, such as anthropometric dimensions, muscular architecture, biomechanical characteristics of the various tissues, and the stiffness of the abdominal cavity, among others. Although this is undoubtedly the ideal approach, it is important to recognize that many of the techniques used to evaluate the necessary experimental data are, to some extent, invasive. Furthermore, it is understandable that such an approach may not be feasible as a routine one, particularly in view of the associated costs and time constraints. For instance, one might consider the evaluation of intra-abdominal pressure in various subjects as a function of the level of muscle activation or the intrinsic characteristics of muscle fibers, the latter of which can only be obtained through biopsies. It seems that these reasons may be the basis for the fact that the models proposed in the literature thus far have only been partially validated. This is not intended as a criticism of the various approaches, all of which are very rigorous from a scientific standpoint. Rather, it is simply a reflection on the inherent complexity of the problem. For this reason, the scientific community should be encouraged to build a public database containing all the necessary details of experimental protocols and corresponding results.
In the literature, there are both models that focus only on the passive behavior of the abdomen, and models that consider the phenomena of muscle contraction, typical of various motor tasks. Intuitively, models that consider the active behavior of the abdominal muscles appear potentially more effective for describing the behavior both in healthy conditions and in other conditions, for example, after post-surgical repair of abdominal hernias. Models that consider the active behavior of muscles are obviously more complex in their construction, but also require additional efforts for their validation. Integrating measurement of muscle thickness, activation, deformation, and variation in IAP is essential to improve the understanding of abdominal muscle function and its role in various contexts, such as injury prevention and rehabilitation. It should be noted, however, that each different measurement technique alone cannot fully describe the behavior of the abdominal wall structure. To properly assess active muscle behavior, all the available information from different test methods should be combined to better understanding of abdominal biomechanics and improve the accuracy of numerical models.
It seems reasonable to assume that in the future there will be a growing number of patient-specific models of the abdomen, at least in terms of anatomical data. It is already possible to reconstruct anatomical details, such as the thickness of muscles or fascial systems, using highly versatile software. This would require the experimental basis available with MRI, CT, or ultrasound methods. It is also worth noting that there is still room for improvement in terms of the constitutive modeling of the mechanical characteristics of the tissues, whether they are connective or muscular. Obviously, these characteristics cannot be obtained from the subject/patient on which to define the model. It seems reasonable to suggest making every effort to broaden as much as possible the mechanical data on the various tissues from in vitro or ex vitro tests. This would allow to build a data set that would enable us to define confidence intervals for the various tissues (for example, stiffness for fascial tissues, force-length curves and maximum isometric tension for muscle tissues). These confidence intervals could then be used in the numerical models to obtain the corresponding response intervals from the models.
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Background: Cupping therapy has been indicated effective in reducing muscle fatigue after 24 h based on the spectral analyses of surface electromyography (sEMG). However, there is no sufficient evidence showing changes of sEMG nonlinear indexes at more time points after cupping therapy. Furthermore, it is unclear whether the intervention timings of cupping therapy affect the recovery from muscle fatigue. The purpose of this study was to use the sEMG nonlinear analysis to assess the difference of time response of cupping therapy between different intervention timings after muscle fatigue.Materials and methods: This randomized controlled trial recruited 26 healthy volunteers. Cupping therapy (−300 mmHg pressure for 5 min by the 45 mm-diameter cup) was applied before (i.e., pre-condition) or after (i.e., post-condition) muscle fatigue induced by performing repeated biceps curls at 75% of the 10 repetitions of maximum (RM) on the non-dominant upper extremity. Subjects were randomly allocated to the pre-condition group or the post-condition group. The sEMG signals during the maximal voluntary isometric contractions (MVC) of the biceps were recorded at four time points (i.e., baseline; post 1: immediate after cupping-fatigue/fatigue-cupping interventions; post 2: 3 h after cupping-fatigue/fatigue-cupping interventions; post 3: 6 h after cupping-fatigue/fatigue-cupping interventions). Two nonlinear sEMG indexes (sample entropy, SampEn; and percent determinism based on recurrence quantification analysis, %DET) were used to evaluate the recovery from exercise-introduced muscle fatigue. The Friedman test followed by the Nemenyi test and the Mann-Whitney U test were applied in statistics.Results: The SampEn and %DET change rate did not show any significant differences at four time points in the pre-condition group. However, there were significant delayed effects instead of immediate effects on improving muscle fatigue in the post-condition group (SampEn change rate: baseline 0.0000 ± 0.0000 vs. post 2 0.1105 ± 0.2253, p < 0.05; baseline 0.0000 ± 0.0000 vs. post 3 0.0627 ± 0.4665, p < 0.05; post 1–0.0321 ± 0.2668 vs. post 3 0.0627 ± 0.4665, p < 0.05; and %DET change rate: baseline 0.0000 ± 0.0000 vs. post 2–0.1240 ± 0.1357, p < 0.01; baseline 0.0000 ± 0.0000 vs. post 3 0.0704 ± 0.6495, p < 0.05; post 1 0.0700 ± 0.3819 vs. post 3 0.0704 ± 0.6495, p < 0.05). Moreover, the SampEn change rate of the post-condition group (0.1105 ± 0.2253) was significantly higher than that of the pre-condition group (0.0006 ± 0.0634, p < 0.05) at the post 2 time point. No more significant between-groups difference was found in this study.Conclusion: This is the first study demonstrating that both the pre-condition and post-condition of cupping therapy are useful for reducing muscle fatigue. The post-condition cupping therapy can e ffectively alleviate exercise-induced muscle fatigue and there is a significant delayed effect, especially 3 h after the interventions. Although the pre-condition cupping therapy can not significantly enhance muscle manifestations, it can recover muscles into a non-fatigued state.Keywords: cupping therapy, pre-condition, post-condition, nonlinear dynamics analysis, muscle fatigue
INTRODUCTION
Muscle fatigue, defined as the inability to generate a constant force after sustained or intense muscle contractions (Barry and Enoka, 2007), is traditionally categorized into central fatigue (central origin, the involved mechanism relates to the spinal and supra-spinal tract) and peripheral fatigue (peripheral origin, the involved mechanism relates to the structures distal of the neuromuscular junction) (Rampichini et al., 2020). Muscle fatigue can have detrimental effects. For athletes, muscle fatigue may impact physical and tactical performance (Coutinho et al., 2018), increasing risks of tissue injuries (i.e., tear, rupture, and fracture) (Edwards, 2018; Silva et al., 2018), which may lead to poor grades. For the general population, long-term muscle fatigue from the long-term stable motions in daily work results in a high susceptibility to musculoskeletal diseases (Punnett and Wegman, 2004). Consequently, identifying effective therapies for mitigating muscle fatigue is paramount.
Cupping therapy, a form of complementary and alternative medicine (CAM) utilizing negative pressure, has been employed to ameliorate exercise-induced muscle status. There are evidences that cupping therapy is useful for the increase of local blood flow (Hou et al., 2020), the reduction of muscle pain (Lauche et al., 2012), and the release of muscle stiffness (Jan et al., 2021). And all of these therapeutic effects may contribute to alleviate exercise-induced muscle fatigue. For example, one repeated-measures study investigated the effectiveness of a single cupping therapy compared to a sham-cupping therapy in twelve healthy untrained participants following a muscle fatigue protocol. Significant differences in surface electromyography (sEMG) linear indexes (mean frequency, MNF; median frequency, MDF; and spectral moments ratio, SMR) were described after 24 h rather than immediately after fatigue and cupping/sham-cupping interventions, which showed that cupping therapy reduced muscle fatigue significantly with a delayed effect (Hou et al., 2021). Based on these, further research is needed to delineate the conditions under which cupping therapy achieves optimal efficacy.
Intervention timings could influence the therapeutic effects of CAM. They can be divided into pre-condition (i.e., CAM therapies are applied before the exercise training) and post-condition (i.e., CAM therapies are applied after the exercise training). Different intervention timings of CAM therapy may yield distinct effects. For instance, Tuina is a Chinese therapeutic massage with CAM. Wei et al. has demonstrated that the Tuina after exercise (post-Tuina) was better to enhance the Ca2+ and Ca2+-adenosine triphosphatase (ATPase) concentration than the Tuina before exercise (pre-Tuina) 24 h after Tuina-exercise/exercise-Tuina interventions (Wei et al., 2022). It implied that post-Tuina could be the optimal strategy for promoting the skeletal muscle mitochondrial Ca2+-ATPase activity and the ability of mitochondria to transport Ca2+ to protect muscle tissue (Cully et al., 2017). Similarly, cupping therapy exerts its healing effects through mechanical shear strain on the soft tissue (Tham et al., 2006; Jan et al., 2021), which is analogous to the mechanical shear stress applied during massage (Smith et al., 1994). Therefore, significant differences may exist between pre-condition and post-condition cupping therapy. However, evidence regarding the effects of different intervention timings on cupping therapy remains insufficient. Moreover, current evidence indicates that the delayed effects of post-condition cupping therapy only manifested 24 h after muscle fatigue (Hou et al., 2021; Liao et al., 2021). Little is known about the more detailed time response for pre-condition and post-condition cupping therapy. Therefore, it is necessary to delve into additional time points for both pre-condition and post-condition to elucidate the time response of cupping therapy in alleviating muscle fatigue.
The sEMG can record the continuous myoelectric activity by the non-invasive electrodes placed on the local skin (González-Izal et al., 2012). It has been used to detect the effects of cupping therapy after exercise-induced muscle fatigue. The researchers validated the recovery effects of cupping therapy on fatigued muscles through sEMG linear analyses (such as MDF, MNF, SMR) (Chen et al., 2018; Hou et al., 2021). However, the aforementioned analytical methods originated from traditional linear dynamics, which were the most common analytical tools for describing two-body problems (linear systems) before the maturity of nonlinear dynamics theory. On the other hand, researchers have demonstrated that sEMG signals exhibited with nonlinear chaotic characteristics (Erfanian et al., 1996; Meng and Liu, 2006), which was conducted by the complex nonlinear neuromuscular system (Röhrle et al., 2019). So the nonlinear analysis (e.g., entropy, recurrence quantification analysis, and so on) seems better to assess information on fatigue-induced changes of neuromuscular processes that could be ignored by the linear analysis approaches (Merletti and Parker, 2004). Subsequent research should employ nonlinear analyses to elucidate the underlying mechanisms of sEMG signal changes following cupping therapy.
In a word, it remains unclear whether the intervention timings of cupping therapy affect the recovery from muscle fatigue. And there is insufficient evidence demonstrating changes in sEMG nonlinear indices at multiple time points after cupping therapy. This study aims to employ the sEMG nonlinear methods to detect the difference in time response of cupping therapy between various intervention timings following muscle fatigue. Specifically, our hypothesis is that post-condition cupping therapy yields superior results compared to pre-condition cupping therapy, with a delayed effect on reducing exercise-induced muscle fatigue.
METHODS
Study design
A parallel-group randomized controlled trial (RCT) was conducted in this study. According to different intervention timings, participants were randomly assigned to a group of either: 1) pre-condition group: cupping therapy conducted before biceps brachii fatigue protocol (i.e., cupping-fatigue), or 2) post-condition group: cupping therapy conducted after biceps brachii fatigue protocol (i.e., fatigue-cupping). Assessments were conducted at baseline (before cupping therapy and fatigue protocol), post 1 (immediately after cupping-fatigue/fatigue-cupping interventions), post 2 (3 h after cupping-fatigue/fatigue-cupping interventions) and post 3 (6 h after cupping-fatigue/fatigue-cupping interventions) by sEMG during the maximum voluntary contraction (MVC) of biceps brachii.
Participants
The recruitment process for this study was conducted at Beijing Sport University (BSU) through advertisements and word-of-mouth. Prospective participants underwent a rigorous prescreening procedure via an electronic questionnaire to ensure adherence to specific eligibility criteria (shown in Supplementary Appendix SA). Ethical approval for the study was obtained from the Sports Science Experiment Ethics Committee of BSU (Approval No. 2023022H), and informed consent was obtained from all participants. The sample size was calculated as 24 based on the power analysis with an assumption of a very large effect size (1.2), alpha level at 0.05, power at 0.95 and two groups for the independent samples t-test. This effect size choice was informed by previous literature demonstrating the impact of cupping therapy on sEMG linear indexes (Hou et al., 2021). Considering the drop-out, the sample size was determined as 26, 13 per group.
Participants were evenly allocated to two groups using a random number table method. We used Excel to generate the respective random numbers for each participant. Subsequently, participants were sorted in descending order based on their random numbers, with the top half allocated to the pre-condition group and the rest allocated to the post-condition group.
Cupping therapy
Cupping therapy in this study utilized a cup of 45 mm inner diameter with the negative pressure of 300 mmHg for 5 min conducted by an electric negative pressure gauge (MF-H96, Baoyizhen, China; see in Figure 1). According to a previous study, the cupping therapy dose has been indicated the significant improvement on muscle fatigue. The treatment site was at the abdominal center of the biceps brachii (on the line between the medial acromion and the fossa cubit at 1/3 of the way from the fossa cubit; see the yellow cross in Figure 2) (Hou et al., 2021).
[image: Figure 1]FIGURE 1 | The photograph of the cupping device.
[image: Figure 2]FIGURE 2 | The abdominal center of the biceps brachii. (Notes: The two blue markers represent the medial acromion and the fossa cubit from top to bottom. The yellow cross represents the abdominal center of the biceps brachii).
sEMG assessment
The sEMG assessment comprised three 5-s MVC tests of the biceps brachii, each separated by a 60-s interval. Signals were recorded using a wireless EMG system (Delsys, Inc., Natick, MA) with a 16-channel sensor setup, sampled at 1,000 Hz. Sensors were affixed with 3M tape and muscle patches for stability. Participants performed the MVC test by exerting maximal force on a force transducer (DY920, Freud, Daysensor, China) while maintaining a 90° angle at the elbow of their non-dominant arm (Hermens et al., 2000). The force transducer, inverted onto the platform and secured with a weight, was pulled perpendicular to it (see in Figure 3). Participants monitored sEMG tracings on a computer screen to stabilize force output. Sensor placement was standardized at the abdominal center of the biceps brachii, and an indelible marker was used to ensure consistent positioning for each intervention (Hermens et al., 2000).
[image: Figure 3]FIGURE 3 | The photographs of the MVC test.
Experimental procedures
The flowchart in Figure 4 shows the experimental procedures. Participants in both groups (pre-condition and post-condition) completed 4 visits to assess basic information (Visit 1), immediate effects (Visits 2) and delayed effects (Visits 3 and 4). Before the experiment, participants relaxed in a seated position for ≥ 5 min during each visit.
[image: Figure 4]FIGURE 4 | The flowchart of experimental procedures. (Note: sEMG: surface electromyography; MVC, maximum voluntary contraction).
During the Visit 1, an online questionnaire was completed for basic information and inclusion/exclusion criteria. The Edinburgh Handedness Inventory was then administered to determine the non-dominant arm (Veale, 2014), minimizing daily-life-induced muscle fatigue. After signing of the “Participant Information and Informed Consent Form,” participants engaged in a 5-min warm-up involving unloaded dynamic bicep curls on the non-dominant side. Subsequent tests determined the one-repetition maximum (1RM) for bicep curls using varying dumbbell weights, with a 3-min rest period between attempts. A formula was utilized to calculate the 10-repetition maximum (10 RM): [image: image] (Abadie et al., 1999), with 75% of this weight applied for the second test to induce muscle fatigue.
During the Visit 2, participants were calibrated to the test position. Baseline sEMG assessments were conducted after skin preparation with 70% isopropyl alcohol. After a 3-min rest, participants underwent the first sEMG assessment. Referring to previous studies, the muscle fatigue protocol was isolated biceps curls with 75% of 10 repetition maximum (RM) until exhaustion of the non-dominant arm at the pace of 15 repetitions per min (Hou et al., 2021). The pre-condition group received “cupping-fatigue” interventions (cupping: cupping therapy; and fatigue: muscle fatigue protocol), while the post-condition group received “fatigue-cupping” interventions. Immediate post 1 sEMG assessments were conducted.
At 3 h (post 3) and 6 h (post 4) after Visit 2, participants performed three 5-s MVC tests with sEMG assessment twice (Visit 3 and 4), following the detailed process described above.
EMG analysis
The EMG signals were filtered of a zero-lag band pass filter and processed by absolute value using the EMGworks Analysis (Delsys, Inc., Natick, MA). Then, two nonlinear dynamic analysis methods were applied to evaluate the effect of cupping therapy on alleviating muscle fatigue using Python. Sample entropy (SampEn) quantifies time series entropy by assessing the likelihood that similar sequences remain similar within epochs (Richman and Moorman, 2000). It has been applied to detect muscle fatigue. The SampEn in this study was calculated as the following formula (Eq. 1):
[image: image]
where N is the number of data points in the time series (a resample frequency of 250 Hz and a segment length of 5 s), m is the length of the template (taken as 2), r is the similar capacity of each signal segment, Ai is taken to be 1 in the similar case and 0 in the opposite case, A is the total number of matches of the ith template of length m + 1 data points, Bi and B are the number of matches of the ith template of length m data points (Richman and Moorman, 2000).
Another nonlinear dynamic method, the recurrence quantification analysis (RQA) identifies recurring patterns and non-stationarities (Caballero-Pintado et al., 2018). Percent determinism (%DET), a common RQA measure, calculates the ratio of connected diagonals to all ones in the matrix (Webber Jr and Zbilut, 2007). The %DET in this study was calculated as the following formula (Eq. 2):
[image: image]
where l is the length of the line segment, lmin is the minimum length of the line segment (generally taken as 2), P(l) is the number of line segments parallel to the main diagonal and of length l, and the Ri, j represents the points on the recurrence plot.
The SampEn and the %DET were computed from the most forceful of three 5-s MVC tests. The SampEn and the %DET change rates were then utilized to evaluate cupping therapy’s impact on fatigue reduction. These rates represent the difference between SampEn or %DET at various time points and their respective baseline values, divided by the baseline values. For instance, considering SampEn, the formula was as follows (Eq. 3):
[image: image]
Statistical analysis
All statistical analyses were performed by the SPSS (Version 26, Chicago, IL, United States). Firstly, the normality of the results was checked using Shapiro–Wilk tests. The Friedman test, with Nemenyi post-hoc test was performed to examine the differences in the SampEn and the %DET change rate among different time points within both the pre-condition and the post-condition groups. The differences in the SampEn and the %DET change rate between pre-condition cupping therapy and post-condition cupping therapy at various time points were examined using Mann-Whitney U tests.
RESULTS
In this study, 26 healthy, young participants (8 male and 18 female) were recruited for this study. No participants dropped out during the trail. The demographic data and basic characteristics were as follows: age (years) = 20.35 ± 1.32; height (m) = 1.69 ± 0.08; weight (kg) = 65.28 ± 13.76; body mass index (BMI, kg/m2) = 22.74 ± 4.32; and the maximum force value output during MVC (Newton): baseline-value = 195.64 ± 93.76, post 1-value = 169.51 ± 90.62, post 2-value = 176.17 ± 93.30, post 3-value = 171.33 ± 106.76. Only two of the 26 participants were left-handed. The specifics of the pre-condition and post-condition cupping therapy group were presented in Table 1.
TABLE 1 | Demographic data and basic characteristics.
[image: Table 1]The SampEn change rate
Figure 5 showed the SampEn change rate of the sEMG signals during MVC tests at four time points (i.e., baseline, post 1, post 2, and post 3) in the pre-condition cupping therapy group and the post-condition cupping therapy group.
[image: Figure 5]FIGURE 5 | Comparison of the SampEn change rate within-groups and between-groups at all time points. (Notes: A: the pre-condition group; B: the post-condition group; post1: immediate after interventions; post 2: 3 h after interventions; post 3: 6 h after interventions. The symbols * indicates p < 0.05).
In case of the pre-condition group, the SampEn change rate did not show any significant differences at four time points. In case of the post-condition group, the SampEn change rate showed significant increases from baseline to post 2 (baseline 0.0000 ± 0.0000 vs. post 2 0.1105 ± 0.2253, p < 0.05), from baseline to post 3 (baseline 0.0000 ± 0.0000 vs. post 3 0.0627 ± 0.4665, p < 0.05), and from post 1 to post 3 (post 1–0.0321 ± 0.2668 vs. post 3 0.0627 ± 0.4665, p < 0.05). It meant that delayed effects of cupping therapy were found in the post-condition group rather than immediate effects. Moreover, the SampEn change rate of the post-condition group (0.1105 ± 0.2253) was significantly higher than that of the pre-condition group (0.0006 ± 0.0634, p < 0.05) at the post 2 time point. No more significant between-groups difference was found in this study. The specifics of two groups were presented in Supplementary Appendix SB. The original results of SampEn are included in Supplementary Appendix SC.
The %DET change rate
Figure 6 visualized the results of the %DET change rate of the sEMG signals during MVC tests at four time points (i.e., baseline, post 1, post 2, and post 3) in the pre-condition cupping therapy group and the post-condition cupping therapy group.
[image: Figure 6]FIGURE 6 | Comparison of the %DET change rate within-groups and between-groups at all time points. (Notes: A: the pre-condition group; B: the post-condition group; post1: immediate after interventions; post 2: 3 h after interventions; post 3: 6 h after interventions. The symbols * indicates p < 0.05).
When cupping therapy was performed before muscle fatigue (pre-condition), there was no significant differences of the %DET change rate at all time points. When cupping therapy was performed after muscle fatigue (post-condition), there were significant delayed effects instead of immediate effects on improving muscle fatigue in the post-condition group (baseline 0.0000 ± 0.0000 vs. post 2 −0.1240 ± 0.1357, p < 0.01; baseline 0.0000 ± 0.0000 vs. post 3 0.0704 ± 0.6495, p < 0.05; post 1 0.0700 ± 0.3819 vs. post 3 0.0704 ± 0.6495, p < 0.05). When comparing the %DET change rate between the pre-condition group and the post-condition group, the differences were not significant at all time points. The specifics of two groups were presented in Supplementary Appendix SB. The original results of %DET are included in Supplementary Appendix SC.
DISCUSSION
The study indicated the efficacy of both the pre-condition and the post-condition cupping therapy in mitigating muscle fatigue. Notably, significant delayed effects were observed in the post-condition group instead of immediate effects. The pre-condition cupping therapy demonstrated the ability to restore muscles to a non-fatigued state. Particularly, results indicated superiority of the post-condition group over the pre-condition group, evidenced by SampEn at post 2 time points, which corroborated our initial hypothesis. To the best of our knowledge, this study is the first to detect differences in the time response of cupping therapy between different intervention timings after muscle fatigue.
In this study, the methodological selection of nonlinear analysis was motivated by the following considerations. Nonlinear indices were preferred over traditional linear indices due to the limitations of linear analysis in capturing the complexity of the neuromuscular system. Linear methods attempt to isolate stable components but often oversimplify interactions among system elements. Nonlinear analysis methods provide a more comprehensive approach, hence their exclusive use in this paper. Among them, entropy analysis serves as an effective tool for assessing system complexity, describing regularity and predictability in time series data. Lower entropy values indicate more regular systems, reflecting reduced complexity (Rampichini et al., 2020). In the neuromuscular system, muscle fatigue is regarded as an unhealthy pathological state with decreased signal complexity, evidenced by declining entropy values (Şaylı and Çotuk, 2015). As a form of entropy analysis, SampEn shares these characteristics. Pethick et al. found a decrease in SampEn with increasing muscle fatigue during 100% MVC tasks (Pethick et al., 2015). Considering the physiological significance of SampEn, our study utilized it to evaluate the efficacy of cupping therapy in alleviating muscle fatigue. Results revealed no significant reduction in SampEn change rates in either the pre-condition or the post-condition cupping therapy groups compared to their respective baseline values. It suggested that cupping therapy with different intervention timings effectively prevented declines in neuromuscular system complexity following muscle fatigue. This aligns with findings by Liao et al. (2021), who observed significantly smaller reductions in entropy values among cupping group participants compared to sham cupping group participants following muscle fatigue.
Another sEMG nonlinear analysis method, %DET was also employed in this study. Consistent with SampEn findings, both the pre-condition and the post-condition cupping therapy effectively modulated muscle performance decline following exercise-induced muscle fatigue. Specifically, %DET monitors activity at the micro-level of the neuromuscular system (i.e., motor unit behavior). Both types of changes in motor units following fatigue can lead to alterations in %DET. Specifically, an increase in motor unit synchronization (MUS) and a decrease in motor unit conduction velocity (MUCV) result in an elevated %DET (Şaylı and Çotuk, 2015). And the parameters MUS and MUCV are respectively associated with central and peripheral fatigue respectively, resulting in %DET reflecting both central and peripheral fatigue. For example, a previous research indicated that high-intensity isometric contractions led to increased MUS, which was considered as an effective strategy by the central nervous system to counteract cortical fatigue (Kleine et al., 2001). On the other hand, peripheral fatigue involved the decrease in MUCV due to changes in electrochemical factors such as phosphate accumulation and intracellular pH increase (Brody et al., 1991). In this study, %DET results indicated no significant increases in the pre-condition group at all post-intervention time points (post 1, post 2, post 3), and in the post-condition group at the first two post-intervention time points (post 1, post 2), compared to their respective baseline values. It showed that cupping therapy effectively prevents post-fatigue increases in MUS and decreases in MUCV at these time points. Conversely, a significant increase in %DET at the post 3 compared to baseline indicated an elevation in MUCV and a decrease in MUS, reflecting a deepening level of fatigue.
Our results showed differences between pre-condition and post-condition. At the post 2 time point, the SampEn change rate in the post-condition cupping therapy group significantly exceeded that of the pre-condition group. This meant that post-condition cupping therapy could enhance neuromuscular system complexity 3 h after fatigue. Furthermore, the post-condition cupping therapy exhibited significant delayed improvement effects on fatigue-induced SampEn increase and %DET decrease, even surpassing baseline levels (i.e., a non-fatigued state). In contrast, pre-condition cupping therapy only restored the aforementioned muscle fatigue-related characteristics to a non-fatigued state.
For the differences between pre-condition and post-condition, the underlying mechanism might be attributed to the hemodynamics. The blood circulation promotion theory suggested a potential physiological mechanism by which cupping therapy improves muscle condition, involving local hemodynamic changes regulated by positive pressure under the cup rims and negative pressure under the cup during cupping. For the effects of positive pressure, studies indicated that 200 mmHg intermittent pressure caused by a cuff could induce intermittent vascular occlusion and promote blood flow reperfusion post-cuff removal, which was aided in muscle stiffness and fatigue (Nakajima et al., 2022). Moreover, during cupping therapy, compression of tissues at the cup rim generates pressure approximately an order of magnitude greater than the negative pressure under the cup (Tham et al., 2006). For instance, assuming a negative pressure of 300 mmHg under the cup, the corresponding positive pressure at the cup rim is approximately 3,000 mmHg. Compared to the 200 mmHg intermittent pressure, maintaining this pressure intensity for 5 min during cupping is sufficient to induce local blood flow reperfusion. In addition, tensile stress of tissue under the cup increases shear stress between blood flow in capillaries and endothelial cells, which stimulates endothelial cells to release more nitric oxide (NO) and promotes vasodilation (Moncada, 1992). Collectively, these mechanisms lead to enhanced local blood flow and accelerated circulation following cupping therapy. And the negative pressure suction also causes capillary rupture, leading to the extravasation of red blood cells into tissue fluid, manifested as petechiae and ecchymosis on the skin (Kim and Lee, 2014; Lowe, 2017). On the other hand, exercise training accompanies increased blood flow and changes in hemodynamics (Clifford, 2007). However, the intramuscular pressure generated during muscle contraction ranges from 270 to 570 mmHg (Sejersted et al., 1984), which is lower than the high-intensity compression and suction exerted externally. Thus, when cupping therapy and skeletal muscle contraction jointly regulate hemodynamics, the intervention sequence may be a critical factor influencing efficacy. In the pre-condition group, the reperfusion and NO effects after cupping therapy resulted in rapid increases in muscle blood flow and capillary rupture. Subsequent muscle contractions exacerbated local blood flow, further perfusing already damaged capillaries and aggravating skeletal muscle damage (de Carvalho et al., 2023). The cupping therapy before exercise training accelerated the clearance of metabolic waste and transport of nutrients under non-fatigued conditions. So it enhanced tissue status before exercise and facilitated post-fatigue recovery to a non-fatigued state. However, the pre-condition cupping therapy failed to effectively clear metabolic waste caused by subsequent muscle contractions, ultimately leading to limited muscle fatigue recovery. In the post-condition group, cupping therapy led to increased blood flow and accelerated blood circulation after exercise-induced muscle fatigue. It was most conducive to clearing metabolic waste, transporting nutrients and facilitating post-exercise muscle fatigue recovery. Based on these results, we suggested that post-condition cupping therapy had a greater advantage in improving exercise-induced muscle fatigue.
In addition to the different intervention timings, our study also indicated that post-condition cupping therapy exhibited significant delayed effects. The 3 h after intervention may be a critical time point for the effectiveness of cupping therapy on recovery muscle fatigue. One previous study has confirmed the delayed effect of the post-condition cupping therapy. Hou et al. (2021) found that cupping therapy effectively alleviated biceps brachii muscle fatigue at 24 h post-interventions based on sEMG linear indicators (i.e., MDF, MNF, and SMR). This seemingly contradicted our findings that cupping therapy significantly improved muscle fatigue at 3 h post-interventions. Although both studies employing sEMG as a measurement tool, their specific analytical methods and physiological implications differ, potentially contributing to inconsistent conclusions. Additionally, exercise-induced fatigue can be divided into peripheral and central fatigue. Peripheral fatigue phenomena involve changes in metabolic and structural components at the muscle level. Central nervous system regulates the peripheral system, and central fatigue affects peripheral fatigue. Hou et al. (2021) attributed changes in sEMG linear indicators to the effects of cupping therapy on peripheral fatigue phenomena such as post-exercise hydrogen ion (H+) accumulation and immune response. In our study, we employed nonlinear indicators to explore the modulation mechanism of cupping therapy on “central-peripheral” fatigue. Previous studies have shown that SampEn and %DET are associated with β-band coherence activity between the brain and muscles, reflecting cortico-muscular coherence (i.e., the central nervous system’s regulation of the peripheral system) (McManus et al., 2016). With the progression of muscle fatigue, the central nervous system’s regulatory capacity over the peripheral system decreases, as evidenced by reduced β-band cortico-muscular coherence (Yang et al., 2009). Our study showed that the post-condition cupping therapy significantly increased SampEn and decreased %DET at 3 h post-interventions compared to baseline. It suggested that the post-condition cupping therapy might enhance the β-band coherence activity beyond baseline levels. Considering the physiological significance of SampEn and %DET, the increased complexity of the neuromuscular system, decreased MUS, and increased MUCV after the post-condition cupping therapy might suggest with the improvement in β-band cortico-muscular coherence. Additionally, this regulation pathway involves fast neural transmission pathways so that the post-condition cupping therapy showed optimal therapeutic effects on the central fatigue level appearing at an earlier time.
To the best of our knowledge, this is the first study to detect the difference of time response of cupping therapy between different intervention timings after muscle fatigue based on the sEMG nonlinear dynamic analysis. However, this study has several limitations: 1) The study only collected sEMG signals at four time points: baseline, immediate, 3 h and 6 h after “cupping-fatigue” or “fatigue-cupping” tasks, without exploring additional time points. Further investigation into the time response of cupping therapy requires monitoring more time points in the future; 2) Different sEMG signal nonlinear analysis methods may reveal different physiological meanings of the neuromuscular system. This study only investigated the effects of cupping therapy on muscle fatigue improvement using two analysis methods (SampEn and %DET). Future research could explore the potential mechanisms of cupping therapy in restoring exercise-induced muscle fatigue using other algorithms.
CONCLUTION
This study is the first to demonstrate that both pre-condition and post-condition cupping therapy effectively reduce muscle fatigue. Cupping therapy conducted after muscle fatigue can effectively alleviate exercise-induced muscle fatigue and there is a significant delayed effect, especially 3 h after the intervention. Although conducting cupping therapy before exercise-induced muscle fatigue can not significantly enhance muscle manifestations, it can recover muscles into a non-fatigued state.
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Fracture healing is a complex process which sometimes results in non-unions, leading to prolonged disability and high morbidity. Traditional methods of optimising fracture treatments, such as in vitro benchtop testing and in vivo randomised controlled trials, face limitations, particularly in evaluating the entire healing process. This study introduces a novel, strain-based fracture-healing algorithm designed to predict a wide range of healing outcomes, including both successful unions and non-unions. The algorithm uses principal strains as mechanical stimuli to simulate fracture healing in response to local mechanical environments within the callus region. The model demonstrates good agreement with experimental data from ovine metatarsal osteotomies across six fracture cases with varying gap widths and inter-fragmentary strains, replicates physiological bony growth patterns, and is independent of the initial callus geometry. This computational approach provides a framework for developing new fracture-fixation devices, aid in pre-surgical planning, and optimise rehabilitation strategies.
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1 INTRODUCTION
Fracture healing is a complex process influenced by several mechanobiological parameters. In order to optimise fracture healing whilst taking into account these parameters, best treatment practices are determined typically by comparing treatments through in vitro benchtop testing and in vivo randomised controlled trials (RCTs). However, the debate over optimal surgical treatments for certain fractures, such as distal femoral fractures, persists due to limitations of in vitro testing and in vivo RCTs (Megafu et al., 2022; Wadhwa et al., 2022). In vitro testing of fracture fixation is constrained by the scope of bioreactor ossification, which is limited to early stages of callus formation (Hoffmann et al., 2015) or bony ingrowth and remodelling of ex vivo bone (Kohli et al., 2023). In vitro assessments are therefore limited to the initial fixation stiffness and preclude evaluation of the effects of loading on the healing process itself. In vivo testing through RCTs can be limited by challenges in patient and surgeon recruitment, especially in less common fractures, as demonstrated by a feasibility study which concluded that an adequately powered RCT for distal femoral fracture fixation would not be viable due to limited patient and surgeon recruitment (Griffin et al., 2019). Similar medical questions which have been left unanswered by traditional testing have recently been addressed effectively by in silico trials (Pappalardo et al., 2022; Pappalardo et al., 2019; Sarrami-Foroushani et al., 2021; Viceconti et al., 2021). Currently, there is no such in silico trial for fracture treatment as computational tools for fracture healing are under-developed.
Fracture-healing numerical algorithms have been developed that simulate fracture-healing progression in response to local mechanical environments in the callus region. These algorithms have previously been applied to the optimisation of fracture-fixator stiffness to improve healing outcomes (Nayak et al., 2024; Quinn et al., 2022; Steiner et al., 2014). Further potential applications of this technology include novel fracture-fixation device development, pre-surgical planning, and rehabilitation-regime optimisation. Previous fracture healing algorithms, however, have limited abilities to explore such applications adequately. While some algorithms have been compared against in vivo experimental data, they have generally only been shown to replicate successful healing cases; they have not been shown to predict cases resulting in non-union. This limits these algorithms from being used as predictive tools for non-union risk assessment and therefore pre-clinical decision making and improvement of fracture treatment.
The ability of existing algorithms to demonstrate a physiological healing sequence is dependent upon, and highly sensitive to, the diffusion-rate parameter, which represents either a process of cellular diffusion (Ghiasi et al., 2019; Isaksson et al., 2008; Lacroix and Prendergast, 2002; Quinn et al., 2022) or angiogenesis (Shefelbine et al., 2005; Simon et al., 2011). These processes require the presence of mesenchymal stem cells or vascularisation, respectively, in a specific region of the callus to allow ossification to occur. Diffusion is initialised from the external callus boundary, which prevents spurious bony union in the inter-cortical gap. This means that, in addition to these algorithms being highly sensitive to the diffusion rate parameter, they are also highly sensitive to the initial callus region geometry. As callus geometry is highly variable between fracture types and the callus shape is unknown at the point of pre-surgical planning, this limitation further precludes these algorithms from several possible applications. To address this limitation, a recent algorithm did not include a diffusion process and instead used a spatial proximity function which specifically prevented early ossification in the inter-cortical gap (Schwarzenberg et al., 2021b). This attempt, however, had the same effect in prescribing the callus ossification pathway as the algorithms which used a diffusion process.
All fracture healing algorithms which include strains as mechanical stimuli use the strain thresholds identified by Claes and Heigele (Claes and Heigele, 1999) for distortional and dilatational strain. Distortional strain has been identified as the more important strain input of the two in fracture-healing algorithms (Isaksson et al., 2006). While distortional strain is highly correlated to both minimum and maximum principal strains based on its mathematical formulation, it is not possible to determine the greater of the magnitudes of minimum and maximum principal strain based on the value of distortional strain. Therefore, distortional strain is an insufficient description of the strain state of the callus in fracture-healing modelling. During secondary fracture healing, intramembranous ossification occurs on the growing bony bulges on the periosteum where shear dominates, however, the material directly external to the bulges experiences tension, which can be represented with maximum principal strain (Figure 1). Chondrogenesis and endochondral ossification occur in the region between the bulges where compression dominates, and this can be represented by the magnitude of minimum principal strain. Therefore, the main processes of secondary fracture-healing can be predicted by the local minimum and maximum principal strains in the callus region. In this study, a novel fracture-healing algorithm, which is the first to use minimum and maximum principal strains as the mechanical stimuli, is presented and tested for validation against in vivo experimental data of cases which resulted in both successful unions and non-union.
[image: Figure 1]FIGURE 1 | Diagram of (A) intramembranous ossification and (B) endochondral ossification pathways. In each panel, a representative “cell” laying on the ossification pathway is shown in red. During axial compression, the “cell” in panel (A) will experience shear, resulting in tensile strains, or high maximum principal strains, and in panel (B) will experience compressive strains, or high minimum principal strains.
2 MATERIALS AND METHODS
2.1 Fracture healing algorithm
The fracture-healing algorithm developed and used in the present study is described by the flowchart in Figure 2, where each of the boxes “FE Model”, “Biological Controller”, and “Healing Assessment” are described in more detail below. A finite-element (FE) model was developed of the fracture site, the initial callus domain, and the fixator. Each callus finite-element was represented as a mixture of 3 tissue types: woven bone, cartilage, and soft tissue. Axial loading was applied and the resultant callus element strains were used as inputs to the biological controller, which determined updated tissue-type proportions, and in turn updated the callus element material properties in the FE model. This process was performed iteratively 150 times. The final FE model was then adapted to simulate a bending test to assess the bending stiffness of the final callus.
[image: Figure 2]FIGURE 2 | Flowchart of the fracture healing algorithm.
Six different fracture cases were modelled with initial gap widths of 1 mm, 2 mm, and 6 mm, and initial allowed inter-fragmentary strains (IFS) of 7% and 31%. Gap width is the distance between the two bone segments in the compressed state (Claes et al., 1997). IFS is the amount of axial displacement of the bone segments relative to each other divided by the initial gap width. The combination of gap widths and initial IFS for each case is given in Table 1. These 6 models correspond to the groups used in an in vivo experimental study on ovine metatarsal osteotomies stabilised with a custom external fixator (Claes et al., 1997), therefore allowing comparison between simulation results and experimental observations. The experimental groups included groups which resulted in successful unions and groups which resulted in non-unions.
TABLE 1 | Fracture gap width and initial inter-fragmentary strain (IFS) in each of the simulated groups, corresponding to the groups used in an experimental study by Claes et al.
[image: Table 1]2.2 FE model
An axisymmetric non-linear FE model was developed in MSC.Marc (v2021, MSC Software) of a simple transverse mid-diaphyseal metatarsal ovine osteotomy secured with an external fixator. The callus was modelled explicitly (Figure 3A). An 80 mm long section of the fracture region was modelled with the metatarsus represented as a hollow cylinder, with outer diameter and thickness of 16 mm and 2 mm, respectively. The callus domain was initialised with a diameter of 48 mm and a length of 52 mm, and shaped according to a standardised callus domain geometry in fracture healing algorithms (Claes and Heigele, 1999; Shefelbine et al., 2005; Simon et al., 2011). The gap width of 1 mm, 2 mm, or 6 mm, references the gap width in the loaded state, as described in the experimental study by Claes et al. (1997). The geometry was meshed using linear triangular elements with an average element edge-length of 0.35 mm.
[image: Figure 3]FIGURE 3 | (A) Dimensions (in mm) of the bone fragments and callus region. GW denotes “gap width” in the uncompressed state and equals 1.07, 1.31, 2.14, 2.62, 6.42, and 7.86 mm for groups A-F, respectively. The gap widths of 1, 2, and 6 mm reported by Claes et al. were measured in the compressed state and must be scaled by the allowed initial interfragmentary strain of 7% or 31% to determine the gap width in the uncompressed state. (B) Diagram of the axisymmetric FE model of a fracture, callus domain, and fixator. The external fixator is represented as a non-linear axial spring running from the far ends of both bone fragments. The securement of the fixator to each bone section is represented with rigid-body-elements (RBE2’s) connecting the far end of each bone fragment to a node located on the line of axisymmetry. Boundary and loading conditions are shown. The callus domain is initialised with soft tissue material properties and the bone fragments are modelled as lamellar bone.
The tissue types modelled were soft tissue, cartilage, woven bone, and lamellar bone. These were assigned Young’s moduli of 3, 200, 4,000, and 10,000 MPa, respectively, and Poisson’s ratios of 0.30, 0.45, 0.36, and 0.36, respectively (Ren and Dailey, 2020; Simon et al., 2011). All materials were modelled as linearly elastic and isotropic (Ren and Dailey, 2020; Simon et al., 2011). All callus elements were assigned soft tissue material properties at the first iteration. After each iteration, the Young’s modulus and Poisson’s ratio of each callus element were calculated from the updated proportion of each tissue type within the element according to a cubic, and linear rule of mixture, respectively (Simon et al., 2011), as shown in Equations 1, 2, where [image: image] and [image: image] are the Young’s modulus and Poisson’s ratio of the element, [image: image] and [image: image] are the Young’s modulus and Poisson’s ratio of a tissue type, and [image: image] is the concentration of the tissue in the element, where the expressions [image: image] and [image: image] are summed over all 3 tissue types allowed in the callus region: soft tissue, cartilage, and woven bone.
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The external fixator used in Claes et al. was designed to allow for a pre-determined amount of axial motion (Claes et al., 1995). The amount of free axial movement allowed was set to the desired distance while the fixated limb was in the loaded state (Claes et al., 1997). In the present study, the fixator was modelled as a non-linear axial spring, with an initial stiffness of 4600 N mm−1 up to a force of 100 N, then a stiffness of 10 N mm−1 up to the desired free movement distance, and a stiffness of 4600 N mm−1 beyond (Claes et al., 1997; Simon et al., 2011).
Boundary conditions were applied at both ends of the bone construct (Figure 3). Nodes on the distal cut-face were held in three translational directions and nodes on the proximal cut-face were held in two translational directions, allowing for relative axial movement. These conditions were applied in FE by using rigid-body-elements (RBE2s) with a control node for each face placed on the line of axisymmetry. Ovine metatarsals experience predominantly axial loading (Duda et al., 1997) and the shear and torsional rigidities of the fixator are reported to be high, allowing for only axial movement (Claes et al., 1995; Claes et al., 1997; Claes and Heigele, 1999), therefore only axial loading was modelled, allowing the use of an axisymmetric modelling approach. The spring representing the external fixator connected the two retained nodes of the RBE2s at the bone ends. An axial load of 500 N was applied to the proximal retained node (Claes and Heigele, 1999; Simon et al., 2011).
2.3 Biological controller
A fuzzy logics approach was used to simulate some of the biological processes involved in secondary fracture healing based on previous fracture-healing algorithms (Ament and Hofer, 2000; Schwarzenberg et al., 2021b; Shefelbine et al., 2005; Simon et al., 2011), but using minimum and maximum principal strains as mechanical inputs for the first time. The biological fuzzy logic controller was developed using the Scikit-Fuzzy (v0.4.2) fuzzy logic toolbox (Warner et al., 2019) in Python (v3.6, Python Software Foundation). The fuzzy logic controller determines the proportion of soft tissue, cartilage, and woven bone in each finite-element at the next iteration. The inputs to the fuzzy controller are the minimum principal, maximum principal, and distortional strains in each element in the current iteration, as well as the proportion of cartilage and woven bone in each element [image: image] and the maximum proportion of cartilage and bone of all neighbouring elements [image: image]. Neighbouring elements are defined as elements which share at least 1 node. The proportion of soft tissue in each element [image: image] is determined from the relation given in Equation 3.
[image: image]
Inputs are “fuzzified” by determining their membership of linguistic categorisations in their corresponding membership functions. The degree of membership is calculated on a 0 to 1 scale. Fuzzy membership functions were defined for tissue proportions (Figure 4A), minimum principal strain (Figure 4B), maximum principal strain (Figure 4C), and distortional strain (Figure 4D).
[image: Figure 4]FIGURE 4 | Fuzzy membership functions of inputs, (A) tissue prop, (B) minimum principal strain, (C) maximum principal strain, and (D) distortional strain.
Four of the biological processes involved in the fracture healing process were implemented: chondrogenesis, cartilage calcification, intramembranous ossification, and endochondral ossification. Chondrogenesis was disabled for the first 7 iterations to prevent non-physiological periosteal cartilage formation. Each biological process was modelled as a fuzzy logic rule; the set of rules is given in Table 2.
TABLE 2 | The four fuzzy logics rules implemented in the fracture healing algorithm.
[image: Table 2]The degree of activation of each rule was determined by interpreting the linguistic rule numerically. The membership of each individual statement was a value between 0 and 1, as determined by their input value and corresponding membership function. Each rule yields a single value between 0 and 1 which represents the degree of activation of that rule for the element. The effects on bone and cartilage concentration of all rules were summed for each element to determine the overall change in composition for the element. A temporal smoothing function was applied in which the bone and cartilage concentrations in the current iteration were calculated as the mean un-smoothed concentrations calculated by the algorithm on the previous N iterations (Lacroix and Prendergast, 2002). A parameter coefficient was used to scale the changes in bone and cartilage concentrations according to the element size. This parameter and the temporal smoothing parameter N were used to achieve mesh convergence. The results of a mesh convergence study are given in Supplementary Material.
2.4 Healing assessment
Bending stiffness of the fracture site was used as the healing assessment as IFM is a poor indicator of union (Ren and Dailey, 2020) and the corresponding experimental data includes a final bending stiffness assessment (Claes et al., 1997). Each axisymmetric FE model was converted to its corresponding 3D FE model to assess the bending stiffness of the final construct and resultant callus. The bone fragments were extended axially to create a 150 mm long fracture region, as was used in the experimental bending stiffness assessment by Claes et al. (1997). The bone fragments and callus were meshed with linear tetrahedral elements with element sizes of 1 mm and 0.5 mm, respectively. Material properties for the callus elements were mapped from the 2D callus by linearly interpolating values of Young’s modulus and Poisson’s ratio from the centroids of the 2D callus elements, or by using a “nearest” extrapolation for 3D callus elements whose centroids fell outside of the interpolation window created by the 2D callus element centroids. The cylindrical coordinates of the 3D callus-element centroids were mapped to the 2D coordinate system for this interpolation. This process was automated. The spring representing the external fixator was removed, as the fixator was explanted prior to experimental bending stiffness assessment (Claes et al., 1997). A bending moment of 1500 N mm was applied through the retained node of the RBE2s at each bone fragment end. The distal retained node was fixed in all 5 other degrees of freedom, and the proximal retained node was fixed in 4 degrees of freedom, allowing for axial translation. Deflection was measured at the central-most node of the callus. Bending stiffness was calculated as the applied moment divided by the mid-span deflection.
2.5 Code availability
The code used to implement the fracture healing algorithm in this study is available at https://github.com/GeorgeTMorgan/fracture-healing-algorithm.
3 RESULTS
3.1 Effect of initial callus domain size
No difference was observed on the qualitative progression on the simulated healing for Group B when increasing the initial region of the callus by 13% in radius and 20% in length, thereby demonstrating callus domain independence (Figure 5). The convergence of the healing simulation, defined by a change in IFM of less than 1% from the previous iteration, was delayed by 4 iterations in the simulation with a larger callus domain size.
[image: Figure 5]FIGURE 5 | Young’s modulus of each callus finite-element in simulations of group B at iterations: 14, 28, 42, 56, 84, and 112. (A) Callus domain geometry initialised as described in Figure 3A and (B) callus domain initialised with radius and length increased by 13% and 20%, respectively.
3.2 Algorithm-predicted sequence of healing
Figure 6 illustrates the Young’s modulus, bone concentration, cartilage concentration, and intramembranous ossification activation level at each callus finite-element during iterations 28, 56, 84, 112, and 140 of the simulation of group D. Notably, the healing algorithm demonstrates physiological bony growth on the periosteum via intramembranous ossification, with bridging occurring at the outer callus, rather than in the direct inter-cortical gap. The bridging process involves cartilage formation via chondrogenesis, and subsequent ossification through endochondral ossification, rather than intramembranous ossification.
[image: Figure 6]FIGURE 6 | Simulated healing dynamics of Group D at iterations: 28, 56, 84, 112, and 140. The plotted variables for each callus finite-element span from the leftmost to the rightmost column: Young’s modulus, bone concentration, cartilage concentration, and intramembranous ossification activation. Bone and cartilage concentrations are depicted as tissue proportions within the finite-element, with a bone concentration of 1.0 indicating full ossification. Intramembranous ossification is quantified as an activation proportion, with a value of 1.0 denoting complete biological rule activation.
3.3 Algorithm convergence
Simulations of groups A-E converged at iterations 55, 102, 73, 136, and 120, respectively. The simulation of group F failed to converge within 150 iterations. The IFM progressions of each group are visually represented in Figure 7A, while the mean IFM progressions for each corresponding experimental group are displayed in Figure 7B (Claes et al., 1997). Notably, the IFM progressions in the simulated groups closely mirror those observed in the experimental groups, and indicate that one healing day in the experimental data corresponds approximately to three simulation iterations.
[image: Figure 7]FIGURE 7 | Temporal evolution of IFM across the healing process for groups A-F (A) Simulation data. (B) Corresponding experimental data. Groups A-F are as defined by Claes et al. The low strain groups A, C, and E are denoted with solid lines and the high strain groups B, D, and F are denoted with dashed lines. The 1 mm, 2 mm, and 6 mm initial gap size groups are denoted with circle, triangle, and square markers, respectively. Markers in the simulation data are denoted every 10 iterations.
3.4 Virtual mechanical testing
Virtual mechanical testing, conducted at the conclusion of the 150 iterations on the corresponding 3D FE model, measured bending stiffnesses of 6.9, 7.3, 7.2, 8.4, 7.8, and 1.8 N m mm−1 for groups A through F, respectively. The corresponding experimental bending stiffnesses were 24.3 ± 7.6, 35.6 ± 23.1, 26.6 ± 18.6, 15.8 ± 14.6, 8.9 ± 7.0, and 1.6 ± 0.9 N m mm−1, respectively (Claes et al., 1997).
3.5 Healing sequence across groups
Figure 8 shows the Young’s modulus at each callus finite-element during iterations 14, 28, 42, 56, 84, and 112 for groups A-F. The higher strain groups B, D, and F exhibited more extensive bony callus development compared to the lower strain groups A, C, and E. However, bony bridging in the higher strain groups was delayed compared to their lower strain counterparts.
[image: Figure 8]FIGURE 8 | Young’s modulus of each callus finite-element at iterations: 14, 28, 42, 56, 84, and 112 of the simulated healing process for groups (A-F).
4 DISCUSSION
This study introduced a novel fracture-healing algorithm based on principal strains as the primary mechanical stimuli. The algorithm was able to match closely experimental observations across different fixation stabilities and initial fracture-gap widths. Notably, this algorithm is the first of its kind capable of predicting cases not only of fracture union, but also non-union. There is no clear definition of non-union in the literature; non-union is characterised by a failure to restore the physiological function of the bone, such as weight-bearing in lower-limb long bones. Non-unions are diagnosed radiographically by observing a lack of bony bridging (Litrenta et al., 2015; Whelan et al., 2010); they are quantified in vitro using mechanical testing (Claes et al., 1997), and in silico using virtual mechanical testing (Ren et al., 2024; Schwarzenberg et al., 2021a). This study used virtual mechanical testing of bending stiffness to quantify bony union and non-union. The ability to distinguish between scenarios which are likely to result in union versus non-union is a primary clinical application of fracture-healing algorithms as early predictors of non-union.
Intramembranous ossification is stimulated by shearing between the periosteum of the bone fragments and the soft callus region, with areas closer to the fracture experiencing higher shear forces and greater bony outgrowth. These characteristics of intramembranous ossification are effectively captured by maximum principal strain, as used in this fracture-healing algorithm. Chondrogenesis and endochondral ossification occur between the bony protrusions where compression, represented by minimum principal strain, dominates. Previous fracture-healing algorithms utilised porous flow (Ghiasi et al., 2019; Isaksson et al., 2008), dilatational strain, and distortional strain (Isaksson et al., 2006; Shefelbine et al., 2005; Simon et al., 2011), with distortional strain identified as the dominant mechanical stimulus (Isaksson et al., 2006). Although distortional strain is closely correlated with both minimum and maximum principal strains, it cannot distinguish between the two. The use of principal strains as mechanical stimuli in this healing algorithm enabled a physiological fracture-healing process.
The patterns of IFM progression across the six groups align well with the corresponding experimental data (Figure 7). The healing algorithm was not temporally calibrated prior to the analyses conducted in this study, but the IFM progression patterns in Figure 7 suggest that three simulated healing iterations correspond approximately to 1 day of healing. While the ability of the healing algorithm to predict similar IFM progression patterns as experimental data is encouraging, the IFM itself is not an accurate measure of fracture healing. This inaccuracy is exemplified by Group F in both the simulated and experimental results of Claes et al. (1997), where IFM decreases significantly over the course of healing, yet union is not achieved. Instead, more informative measures of successful fracture union should be used, such as bending stiffness or torsional rigidity (Ren and Dailey, 2020).
The bending stiffness assessments of simulated healing cases using this healing algorithm revealed that the healing algorithm could distinguish between groups that clearly healed (groups A-D) and those that did not (group F), mirroring the trends in bending stiffness among the corresponding groups in experimental data (Claes et al., 1997). Although the trend in bending stiffness between the different groups was similar in the healing algorithm and the experimental data, a limitation of the current study is the discrepancy in the magnitudes of bending stiffness. For instance, the bending stiffness of group A was greater than that of group F in both the healing algorithm and experimental results, but the magnitudes of bending stiffness for group A were 6.9 and 24.3 N m mm−1 for simulation and experiment, respectively. This discrepancy is likely due to the absence of bone remodelling in the healing algorithm; woven bone does not get replaced with stiffer lamellar bone, in a process that physiologically occurs from early-on in the secondary fracture-healing process (Ren and Dailey, 2020). Incorporating a remodelling process into the fracture-healing algorithm would likely further ossify the periosteally formed bone, which is further from the fracture, and in the current model does not achieve a bone concentration greater than approximately 30% (Figure 6). Another limitation of the current healing algorithm is its deterministic nature in simulating of “borderline” healing cases; the algorithm predicted successful fracture union in group E, whereas experimental data showed group E to have a mean bending stiffness between those of successful healing groups A-D and the unsuccessful healing group F. The large variance in the experimental bending stiffnesses, with a standard deviation of 7.0 N m mm−1 and a mean of 8.9 N m mm−1 in group E, suggests that rather than all of the sheep healing partially, likely some of the sheep in the group healed successfully while others experienced non-unions. This group represents an ambiguous healing case in which the specifics of loading, fracture geometry, and fixator stiffness are likely required to predict accurately the healing outcome, rather than the idealised parameters which were used in this study.
A significant advantage of the fracture-healing algorithm presented in this study is its independence from the initial callus domain and the absence of a pre-defined hard callus geometry, while exhibiting physiologically accurate stages of secondary fracture healing. The simulations for all successful healing groups began with periosteal bony outgrowth followed by cartilaginous, and later bony, initial bridging of the fracture gap at the external callus, and importantly, not in the intercortical gap. These qualitative stages of secondary fracture healing are in agreement with established literature (Claes et al., 2012; Iwaki et al., 1997; Vetter et al., 2010). Previous fracture-healing algorithms have either shown inter-cortical bridging (Ament and Hofer, 2000; Ren and Dailey, 2020) or enforced external callus bridging using a pre-defined spatial proximity function which inhibits bone formation in the intercortical gap (Schwarzenberg et al., 2021b). Other algorithms prevent inter-cortical bridging through a “cellular diffusion” (Isaksson et al., 2006; Lacroix and Prendergast, 2002) or “vascular perfusion” (Shefelbine et al., 2005; Simon et al., 2011) parameter, which begins at the outer surface of the callus and diffuses inwards, only allowing bone formation where this parameter is active. Algorithms which use this diffusion parameter are therefore highly sensitive to the initial callus domain and diffusion rate (Isaksson et al., 2009). Given that callus geometry is highly variable between fracture types, and that the callus does not form until after surgical intervention, a fracture-healing algorithm that relies on accurate prescribed callus geometry may be useful for post-surgical rehabilitation management and early diagnosis of non-union, but is less suited for pre-operative planning, novel device development, or in silico clinical trials. The fracture healing algorithm presented in this study, demonstrating callus domain independence, is better suited for these applications.
Although the fracture-healing algorithm in this study aligns qualitatively with established literature and quantitatively with corresponding experimental data, the fracture scenario modelled is quite basic: it simulates an ovine metatarsal, which predominantly experiences axial loading (Duda et al., 1997), and the high reported bending and torsional stiffness of the external fixator (Claes et al., 1995) allows for an axisymmetric approximation to reduce computational expense. Realistic clinical fracture scenarios and fixators will require the ability to model non-axisymmetric loading. Therefore, this fracture-healing algorithm should be expanded into a 3D representation to accommodate these expected loads. Modelling in 3D would also enable patient-specific simulations, where bone fragment geometries are identified using CT imaging, and loads are derived from gait analysis and musculoskeletal modelling (Orth et al., 2023). For computational simplicity this first version of the algorithm utilises a static loading case, accepting that this is a slight deviation from the dynamic loading expected in reality.
The tissues modelled in this study are physiologically anisotropic, but were assumed isotropic for simplification, similarly to previous fracture-healing algorithms. The incorporation of anisotropic material models may allow the algorithm to capture more accurately the physiological deformations throughout the healing process. As the present version of the algorithm was able to capture the overall healing progressions and outcomes of the cases simulated nevertheless, modelling anisotropy was deemed unnecessary at this stage. Additionally, the values of material properties used in this study are an uncertainty, reflecting the wide range of values reported from experimental studies and used in numerical simulations. A parametric analysis of the algorithm to material models and material properties used should be considered in future, to understand the sensitivity of the algorithm’s predicted healing outcome to input material properties. A future version of the healing algorithm should consider the results for the sensitivity study and amend the material models of the tissues involved appropriately to reflect reality more accurately.
The significance of principal strains in the fracture-healing process has not been investigated experimentally. Such investigation may help validate the use of minimum and maximum principal strains as mechanical stimuli for the biological fracture-repair process in the fracture-healing algorithm presented here. A previous in vivo study on rats has explored various strain measures, including maximum principal strain, in different tissue types during secondary fracture healing, but unfortunately did not report minimum and maximum principal strains to investigate their individual effects on separate ossification processes (Morgan et al., 2010).
5 CONCLUSION
This study presents a novel fracture-healing algorithm which uses minimum and maximum principal strains as the mechanical inputs. The use of these strains allowed for the callus domain independence of the algorithm, without the need to prescribe the temporal-spatial ossification pathway of the callus. Validation was performed against published data from experimental animal studies for cases resulting in both union and, importantly, non-union. The capabilities demonstrated by this algorithm allow for its practical application to pre-surgical planning, novel fracture-fixation device development, rehabilitation-regime management, and non-union risk assessment. Future steps in the development of this algorithm will focus on its expansion to 3D simulation to capture a wider variety of fracture geometries and fixator types. This will allow the comparison between treatments for fracture types which have been insufficiently addressed by traditional clinical trials.
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In this work, a cost-effective, scalable pneumatic silicone actuator array is introduced, designed to dynamically conform to the user’s skin and thereby alleviate localised pressure within a prosthetic socket. The appropriate constitutive models for developing a finite element representation of these actuators are systematically identified, parametrised, and validated. Employing this computational framework, the surface deformation fields induced by 270 variations in soft actuator array design parameters under realistic load conditions are examined, achieving predictive accuracies within 70 µm. The results elucidate how individual design factors influence surface deformation and, consequently, pressure distribution. A novel speckle imaging technique is employed to address the complex non-linear deformations, enabling surface displacement measurements with an accuracy of approximately 40 µm. These measurements confirm that the Ogden N3 model can predict actuator deformation with an accuracy of 16%. These findings elucidate the relationships among actuator geometry, material behaviour, and surface deformation. Although demonstrated in a dynamically reconfigurable socket for transtibial amputees, these insights are readily transferable to other robotics applications that require soft, deformable, load-bearing interfaces. This validated modelling strategy and imaging technique provide a foundation for optimising soft actuator arrays, ultimately improving user comfort and enhancing the functionality of future prosthetic and robotic devices.
Keywords: finite element method, pneumatic soft actuator array, adjustable prosthetic socket, image registration algorithm, hyperelastic modelling, computer vision, reconfigurable socket
INTRODUCTION
The global incidence of lower limb amputation is escalating, primarily from diabetes and its consequent 8- to 24-fold increase in rates of amputation (Fosse et al., 2009). The World Health Organisation reported 415 million diabetes cases in 2015, with predicted growth to 642 million in 2040 and a corresponding increase in amputations (W. H. Organization and USAID). In 2005 it was estimated that in United States alone about 1.6 million people suffered lower limb amputation, projected to increase to 3.6 million by 2050 (Ziegler-Graham et al., 2008).
Limb amputations cause severe physical disabilities which affect the amputee’s quality of life. One of the most common treatments to restore lost functionality following lower-limb amputation is to use a prosthetic leg that attaches to the residual limb via a socket (Figure 1A). In transtibial amputees, the body load must be supported by the surface of the residual limb (stump), resulting in high stresses in the residual limb soft tissues (Sanders and Daly, 1993). But soft tissues are typically not well-suited for carrying such high stresses.
[image: Figure 1]FIGURE 1 | (A) A transtibial left-amputee, wearing a socket and prosthesis, and with the prosthesis removed. (B) Concept of a reconfigurable socket incorporating a soft-actuator array to manage the interface between the prosthesis and the skin surface of the stump.
Two socket designs are commonly used to minimise tissue damage and alleviate pain. The first of these is the patella tendon bearing (PTB) socket design, which applies loads to regions of the residual limb known as “pressure tolerant” areas. The second is the total surface bearing (TSB) socket design which distributes the load almost uniformly over the residual limb surface. Both designs have shortcomings, the most common being fit and comfort (Baars et al., 2018), (Sherman, 1999), (Pezzin et al., 2004).
Socket comfort depends principally on the pressure distribution at the interface between the socket and the residual limb (Mollaee et al., 2024). In one study of approximately 600 amputees, more than 60% were dissatisfied with their prostheses (Sinha et al., 2011) mainly because of discomfort resulting from poor socket fit. Often poor fit arises due to residual limb volume fluctuation (Gailey et al., 2010), (Paternò et al., 2018), which can result in pressure concentrations at the socket/stump interface. Regions of the stump that are overloaded for long durations can experience poor blood circulation and severe damage, such as vascular occlusions (Meulenbelt et al., 2009), skin irritation, pressure ulcers, and other dermatological problems (Lyon et al., 2000). Thus, controlling the pressure distribution at the socket/stump interface may reduce discomfort and skin-related problems (Mirjavadi et al., 2021).
Over the past few decades, work on transtibial socket design has concentrated on enhancing the socket fit and controlling the pressure distribution. Previously, sockets had a generic residual limb shape, with a tight corset to partially off-load the stump, or used a hydrostatic technique to provide uniform pressure distribution over the stump (Sewell et al., 2000). Some sockets used a combination of these techniques to improve socket fit (Pirouzi et al., 2014), (Stevens et al., 2019), adjusting stiffness at particular regions (Sengeh and Herr, 2013a) to control the pressure distribution or including movable sections to adjust the socket size and compensate for stump volume fluctuation (Weathersby et al., 2022).
Kahle et al. (2020) stated that socket design significantly impacts both gait stability and comfort in prosthetic users, with discomfort frequently reported in commonly used designs, such as the ischial ramus containment socket. Their study observed no significant differences in comfort or skeletal motion among ischial ramus containment, dynamic, and sub-ischial sockets, suggesting that alternative designs could provide comparable support without compromising comfort. Åström and Stenström (2004) mentioned that the polyurethane socket concept significantly enhanced comfort and physical capacity in transtibial amputees compared to conventional suspension systems. Despite these improvements in comfort, gait registration did not provide useful insights into amputees’ satisfaction or socket comfort. Hsu et al. (2018) illustrated that the design of the prosthetic socket is a key factor influencing the comfort of amputees, as improper fitting can lead to localized pressure points and discomfort. They further emphasized that advancements in socket design, such as improved pressure relief and better interface stress distribution, can significantly enhance comfort and overall user satisfaction.
In recent years, the development of ‘soft robotics’ (El-Atab et al., 2020) has found many applications from manufacturing to healthcare (Rosso et al., 2005; Morales et al., 2014). In prosthetic design, soft pneumatic sensorised liners have been used inside transtibial sockets to accommodate volume change in residual limbs and allow pressure control on the residual limb (Carrigan et al., 2016) which are mainly made of hyperelastic materials, especially elastomers like rubber, silicone, and some types of polyurethane, are widely studied for their behavior under different loading conditions (Mollaee et al., 2023). Hyperelastic modeling of the skin, using a three-parameter hyperelastic model, is crucial for optimizing prosthetic socket designs by accurately simulating the skin’s nonlinear deformation and ensuring a better fit to reduce discomfort and pressure points. Recently, several researchers have focused on modeling hyperelastic structures for use in biomedical applications, including prosthetic socket design (Afshari et al., 2022; Mirjavadi et al., 2020; Forsat, 2020). Others Paterno et al. (2022) have added an actuator between two fibre layers to create an inner flexible socket for transfemoral amputees.
High costs and limited functionality in existing lower-limb prosthetic solutions have created a need for advanced, multifunctional devices. To address this, new prosthetic socket designs should integrate soft actuators that facilitate real-time pressure sensing, enhancing user comfort and fit. Additionally, incorporating myoelectric sensors, as demonstrated in recent gait phase recognition studies, could significantly improve the controllability and adaptability of these devices, enabling smoother, more natural movements for users (Tigrini et al., 2024).
Despite these advances there remain several shortcomings with prosthetic sockets (Paternò et al., 2018), (Mak et al., 2001). Principal among these is poor control of the displacement of soft actuators in prosthetic sockets, and designs that are complicated to manufacture (Weathersby et al., 2022; Carrigan et al., 2016; Paterno et al., 2022). Furthermore, no study has thoroughly characterised the behaviour of a soft actuator array under realistic loading conditions and provided an easily-manufactured, cost-efficient, and simple design for a soft actuator array (Mollaee et al., 2023). Consequently, no device has yet been constructed that enables the user to redistribute the pressure over the whole residual limb, nor control socket volume fluctuation over stump.
Here, we present the design of a pneumatic actuator array suitable for use in a dynamically reconfigurable socket (Figure 1B). The array comprises multiple independent pneumatic actuators that can be reconfigured to control the internal shape of the socket and/or the pressure distribution at the socket/stump interface. This approach provides control over the pressure distribution and volume adjustment over the stump and may alleviate discomfort by temporarily or permanently removing the load from sensitive areas.
We first detail the design and construction of a soft actuator array constructed from a silicone elastomer. Next, we model the array with a suite of finite element (FE) models, using a variety of constitutive relations for the elastomeric material. The predictions of the models are validated by using a force/torque transducer to indent the surface of a prototype soft actuator, while the shape and deformation of the soft actuator array surface is profiled at high-resolution. We thus identify the constitutive relation and material parameters that best predict actuator deformation. Next, we use the model to study the effect of design parameters on the surface deformation and surface pressure distribution of an array of actuators. Finally, we discuss how each design parameter affects the soft actuator surface pattern and surface displacement.
METHODS
Design requirements
During normal activity, the load experienced by the stump greatly exceeds the static load imposed by the user’s weight. Several studies have investigated the pressure at different regions of the residual limb during various activities, reporting the shear and normal stress, or simply the pressure (Ko et al., 2018; Sanders et al., 1998; Dou et al., 2006; Rajtukova et al., 2014; Sengeh and Herr, 2013b; Swanson et al., 2018). Based on these data, it is, reasonable to assume that the maximum normal stress and maximum shear stress developed at the stump-socket interface is limited to approximately 200 kPa and 10 kPa, respectively.
We propose that the inner surface of a socket be assembled from an array of soft actuators to allow control over the surface shape and/or the pressure distribution applied to the stump (Figure 1A). To explore the feasibility of this proposition, we constructed a linear array of four pneumatically driven disc-shaped ‘voids’ embedded in a silicone elastomer. Platinum-catalysed silicones were selected for the actuators because they are flexible and are able to be subjected to repeatable strains of over 150% without damage (Smooth On Ecoflex 00-50).
A proof-of-concept array comprised four independently controlled actuators spaced along the length of a rectangular block of silicone (Figure 2). Each actuator was operated by inflating the void with air at controlled pressure, thereby extending the silicone, predominantly in the axial direction of the void. The bottom surface of the actuator was fixed to a stiff base layer of acrylic (not shown). The soft actuator array was 90 mm long, 25 mm wide, and 16 mm thick, dimensions suitable for embedding in the proposed socket. The void diameter was set to 16 mm, with voids spaced 18 mm apart, resulting in an equal distance between the void centres.
[image: Figure 2]FIGURE 2 | Soft actuator array design. All dimensions are in mm.
Soft actuator construction
The soft actuator array was cast in an acrylic mould which comprised a shell producing the desired thickness for the soft actuator, four discs to form voids inside the soft actuator base, and four screws for holding the voids at the desired distance from the base. Two-part silicone (Ecoflex 00-50) was mixed and degassed in a vacuum chamber to eliminate entrapped air and poured into the mould. Following curing at room temperature for 12 h, the discs forming the voids were removed through the screw holes, which were later used for inflation. Silicone tubes were adhered to the holes on the base and used to pressurise each void individually. A black speckle pattern was airbrushed on the actuator surface to generate a wide-spatial-density random pattern for optical tracking using a stereo image reconstruction algorithm (Figure 3).
[image: Figure 3]FIGURE 3 | (A) mould components to construct the soft actuator arrays. Disc used to form the void and held in location during curing with M4 screw. (B) Photograph of assembled soft actuator arrays and silicone tubes connected to each void.
Measuring soft-actuator array performance
Actuators were driven by applying, independently, an air pressure to each void, using four electronic pressure regulators (ITV1000, SMC Corporation, Japan). Each regulator was controlled through an analogue input/output device (National Instruments myRIO-1900) from LabVIEW 2019 (NI). The regulators were connected to the actuators using silicone tubes with internal and external diameters of 2 mm and 4 mm respectively. The actuators were pre-inflated to a pressure of 60 kPa.
Actuator force/torque production and deformation was measured using a mechanical testing apparatus. A six-axis force-torque transducer (nano 17, ATI Industrial Automation) with an attached cylindrical tip (2.66 mm diameter) was manually advanced against the actuator array surface by a micrometer. The 3D reaction force vector was measured while the micrometer was advanced by a displacement measured to 10 µm resolution (Figure 4). The deformation of the actuator surface was measured across a rectangular area of 15 mm × 25 mm centred on the location of the indenter tip, using a custom stereoscopic imaging system. The indentation started at 0 mm and ended at 2.5 mm, after 25 increments of 100 µm.
[image: Figure 4]FIGURE 4 | The indentation experiment setup. Micrometre and four camera stereoscope performing indentation experiment on an Ecoflex 0050 soft actuator. Force-torque transducer records the force data during the indentation, and cameras take a picture from four different views at each step.
Surface deformation was measured using a stereoscopic system consisting of four machine-vision cameras (Flea3 FL3-U3-13Y3M, Teledyne FLIR LCC, United States), each equipped with 6 mm lenses (Fujinon Lens DF6HA-1B, Fujifilm Corporation, Japan). To reduce specular reflections, circular polarisers (PL-CIR S 27 mm/0.75, Hoya Corporation, Japan) were attached to each lens. Cameras were mounted at 45° on acrylic blocks at the four corners of a rectangular aluminium optical breadboard, with sides approximately 225 mm and 150 mm (Figure 4). Software-triggered image acquisition was performed in at a rate of one capture per indentation increment. Surface illumination was provided by four green (560 nm) light-emitting diodes (LEDs), mounted between the cameras. Identification of the cameras’ intrinsic and extrinsic parameters was achieved using a multi-camera calibration technique, which automatically calculated parameters from sets of calibration images of a checkerboard pattern (Haji Rassouliha, 2017).
Surface profiling
The calibrated stereoscope system was used to reconstruct the 3D geometry by integrating the overlapping views of at least two cameras using the method of HajiRassouliha et al. (2019) for surface profiling. We applied biquadratic polynomial transforms into three views to align with the view from a fourth camera, known as the reference camera.
At each pair view (the overlapping view of two cameras), approximately 90 distinct points were matched as an initial guess to estimate the surface shape and deformation. To generate the new position of the features at each indentation step, we used the subpixel image registration algorithm of HajiRassouliha et al. (2017) with a 64 pixel × 64 pixel window. This algorithm generated a point cloud corresponding to the surface shape at each indentation step, including the new coordinates of the tracked points in 3D (HajiRassouliha et al., 2019; HajiRassouliha et al., 2013) When imaging the soft actuator under the indentation, some areas of the surface were obscured due to occlusion by the indenter tip. To address this issue, the coordinates from non-obscured cameras were used to reconstruct the surface and compensate for the missing data in the reference camera view (Figure 5).
[image: Figure 5]FIGURE 5 | View from four different cameras. Region of interest for 3D reconstruction coloured by blue-bordered area. View obscured by indenter tip is coloured by red.
Finite element models
The behaviour of the soft actuators can be predicted by the FE method after identifying a hyperelastic constitutive relation suitable for describing silicone rubber. Previous studies have typically a variety pf constitutive relations to characterise the mechanical behaviour of silicone materials. Researchers have previously used Ogden N3 (Elsayed et al., 2014; Choi et al., 2017), Yeoh (Sarkar et al., 2019), and Arruda-Boyce (Shivapooja et al., 2015) hyperelastic relations to model the behaviour of Ecoflex 0050. The lack of consensus in the above literature led us to perform our own analysis to identify an appropriate hyperelastic relation for Ecoflex 0050.
We employed commercially-available FE analysis software (ABAQUS Inc., Dassault Systems Corp) to perform finite element simulations. We developed and evaluated finite element models using six different hyperelastic constitutive relations to find a suitable model for Ecoflex 0050.
• Reduced Polynomial Order 1 (Neo-Hookean)
• Reduced Polynomial Order 2 (Reduced Polynomial N2)
• Reduced Polynomial Order 3 (Yeoh)
• Arruda-Boyce
• Ogden Order 1 (Ogden N1)
• Ogden Order 3 (Ogden N3)
Uniaxial stress-strain data were acquired from dogbone-shaped samples of Ecoflex 0050 (as recommended in ASTM standard D412) using an electro-mechanical universal testing machine (Instron 5567). ABAQUS’s inbuilt optimisation package was then used to estimate the best-fit coefficients for each hyperelastic constitutive model (“Fitting of hyperelastic and hyperfoam), assuming the material to be isotropic and incompressible (Martins et al., 2006; Asadi Khanouki et al., 2019). (Table 1) shows the best-fit coefficients optimised by ABAQUS for each constitutive relation.
TABLE 1 | Constitutive relation coefficients, fitted by ABAQUS to uniaxial experimental measurement.
[image: Table 1]Having identified the optimised coefficients for constitutive models for Ecoflex 0050, we then validated a FE model of our actuators. Model results were compared to data recorded during an indentation test conducted on our prototype actuators. Literature on the normal and shear stress on the stump indicate maximum normal and shear stresses of 200 kPa and 10 kPa, respectively. We thus applied these stresses in our FEM studies of soft actuator arrays. The array was constrained in all directions except the surface to which the external load was applied (Figure 3).
During indentation, we controlled the indentation depth and recorded the force produced at each step. The experimentally recorded forces were used as 3D boundary forces to indent the soft actuator surface in the FE model. The displacement of the indented area was exported from the FE model at each indentation step for each hyperelastic model and compared with the experimental data. We also compared the measured displacement of points neighbouring the indenter tip with those predicted by the FE model.
Design parameter study
In the second part of the study, we investigated the behaviour of the soft actuator array under various loading conditions, as design parameters (e.g., thickness, void size, input pressure) were varied. We investigated different ranges of design parameters to evaluate their effect.
• Input Pressure (P) above atmosphere: 150 kPa, 175 kPa, 200 kPa, 225 kPa, 250 kPa
• Void Diameter (VD): 8 mm, 12 mm, 16 mm
• Void Thickness (VT): 1 mm, 2 mm
• Soft Actuator Thickness (T): 8 mm, 12 mm, 16 mm
To investigate the consequences of different combinations of the design parameters, the input pressures were varied up to the maximum reported pressure (i.e. 200 kPa). Other geometric properties were selected such that the soft actuator surface reached about 5 mm, which is a comfortable range adjustment for amputees (McLean et al., 2019) and also enables the dynamically reconfigurable socket to accommodate −11%–7% of residual limb volume fluctuation (Board et al., 2001). Combinations of the design parameters were studied under normal stress, shear stress, and a combination of both, yielding a total of 270 models. All models used the Ogden N3 hyperelastic constitutive relation.
The range of selected design parameters also enable us to investigate each parameter’s effect on the surface deformation, and demonstrate the combination that can produce concave and convex surface shapes, and uneven and smooth surface shapes. Based on the stresses reported in the literature (summarised in Table 2), the normal external stress and shear stress applied on the surface of the soft actuator array were set at 200 kPa and 10 kPa, respectively.
TABLE 2 | Maximum stump-socket interface stresses and pressures for lower limb amputees.
[image: Table 2]RESULTS AND DISCUSSION
Constitutive relation evaluation
Six hyperelastic constitutive relations were investigated by comparing FE model predictions with experimental measurements at each indentation step (Figure 6). displays the mean displacement of the indentation area, and compares the experiment tip indentation depth to that predicted by the FE model using each constitutive relation. The predictions of Ogden N3 were closest to the experimentally measured displacements with a maximum error of 173 μm at full indentation. Neo-Hookean had the largest discrepancy with indentation depth, with a maximum discrepancy of 527 μm at full indentation (Figure 6).
[image: Figure 6]FIGURE 6 | Predicted indentation for all constitutive relations compared to experimental data.
The RMS error for each constitutive relation is listed in Table 3. Ogden N3 displayed the best performance with 68 µm RMS error, with the next best constitutive relations being Yeoh and Reduced Polynomial N2 with 223 μm and 241 µm RMS error, respectively.
TABLE 3 | The table shows the RMS error of the indentation region for all constitutive relations. The Ogden N3 relation had the lowest RMS error.
[image: Table 3]Fitting the surface of the dense point cloud, corresponding to the soft actuator surface, generated an RMS error of 42 µm. The location of the indenter tip in the stereoscopic images caused an approximately 3 mm × 3 mm area of missing points surrounding and beneath the indenter tip. FE models were fitted to the point clouds to quantify the discrepancy between the predictions and experimental displacement.
The absolute displacement difference between the FE models and point cloud measured at each step, and the average of the discrepancy for all steps, were calculated and are depicted in (Figure 7). The error was highest (∼400 µm) close to the point of indentation, but gradually decreased towards the edges (<150 µm). Of the constitutive relations considered, the Ogden N3 yielded the closest predictions to measured deformations, while the Neo-Hookean relation had the highest error. The Ogden N3 constitutive relation was thus selected for all subsequent model analyses.
[image: Figure 7]FIGURE 7 | The average error between the stereo reconstruction and six different FEM predictions.
Design parameter study
Next, we used the model to investigate the effect on surface shape of four main design parameters: void diameter (VD); void thickness (VT); soft actuator thickness (T); and input pressure (P) (Figure 2). The resulting shape of the soft actuators for the various combinations of design parameters belong to two main groups. The first group is a negative-deformation surface shape (Figure 8A) in which the external loading overcame the load applied from the soft actuator, and resulted in surface concavity. The second group is exhibited positive-deformation (Figure 8B) where the soft actuator surface generated sufficient force to overcome the external stresses applied to the surface, and producing a convex shape.
[image: Figure 8]FIGURE 8 | Picture (A) shows the soft actuator in the negative-deformation condition, and picture (B) displays the soft actuator in the positive-deformation condition.
To evaluate the effect of each design parameter on the soft actuator surface shape under loading, it is helpful to visualise and compare the surface data. Due to the complexity of visualising 270 full 3D surface profiles, data were extracted along the y-centre line (x = 0) of the soft actuator (Figure 9).
[image: Figure 9]FIGURE 9 | Centre line on the left (in red) along which the surface deformation of the soft actuators is extracted (right).
By extracting these data, we can plot the various types of soft actuator array surface deformation that can be achieved by manipulating the design parameters (Figure 10). Each panel in Figure 10 shows the vertical displacement for the soft actuator array with a specific void thickness, void diameter, and actuator thickness, at five pressure differences between the void pressure and the external stress.
[image: Figure 10]FIGURE 10 | The normal displacement for models with 1 mm, and 2 mm void thickness (VT). Each panel represents data for a specific soft actuator thickness (T), void diameters (VD), and VT. Across panels, lines with the same colour represent the same soft actuator pressure. The first row of the panels (A, B) belongs to the data with the VD 8 mm, VT 1 mm, and T 8 mm, and 16 mm, respectively. The second row (C, D) demonstrates the results for the VD 16 mm, VT 1 mm, and T 8 mm, and 16 mm, respectively. The third row (E, F) demonstrates results for analysis with the VD 8 mm, VT 2 mm, and T 8 mm, and 16 mm, respectively. The fourth row (G, H) demonstrates FE results for the VD 16 mm, VT 2 mm, and T 8 mm, and 16 mm, respectively.
In each panel, the pressure difference can change the surface deformation from negative to positive. For positive ΔP, the surface displacement magnitude is approximately proportional to ΔP regardless of other design parameters. In some cases (Panels A, H, where VD = T) the deformation in response to -ΔP is approximately the inverse of that to ΔP. However, in other cases (Panels C, E, G) negative pressure difference leads to ‘collapse’ of the actuator void towards its minimum possible thickness as the top surface of the void contacts the bottom surface.
The soft actuator array thickness T (left column vs. right column) has an inverse effect on the magnitude of the surface displacement, and results in a smoother surface. On the other hand, larger T reduces local control over surface deformation with pressure. The overall surface displacement increases with increasing void diameter (e.g., Figure 10, A cf C, E cf G). Smaller void diameters cause the mid points between actuators to remain constrained to near-zero displacement; larger void diameters VD allow the entire actuator surface to offset in the positive direction.
Increasing the soft actuator array thickness and increasing the void diameter simultaneously (Figure 10A, and D) gradually increases the surface displacement magnitude and provides a more uniform surface deformation. Increasing the void thickness (VT) allowed slightly larger deformation (Figure 10, A cf E, C cf G).
These data can be further analysed by quantifying the shape of the surface (Figure 11). Here, we define the ‘shape waviness’ as the average of peak-trough amplitude for each model divided by the average of the peaks’ magnitude across all models; positive shape waviness indicates convex surface deformation (Figure 8B) and negative shape waviness indicates concave surface deformation (Figure 8A):
[image: image]
[image: Figure 11]FIGURE 11 | The quantified surface shape for the soft actuator arrays when the VT (void thickness) is 1 mm (A), and the VT is 2 mm (B). The pressure difference is plotted against the average peak-trough percentage for each model divided by the average peak in all models (shape waviness). It is clear that pressure difference has a significant effect on the shape waviness, and on the other hand, increasing thickness reduces the shape waviness. In the legend the “VD” stands for void diameter and “T” stands for soft actuator array thickness. The lines with the same color have the same “VD”, and the lines with the same thickness have the same “T”.
Shape waviness increases with void thickness VT (Figure 11A CF Figure 11B), and decreases with array thickness T. Under a negative pressure difference, any increase in the pressure difference (i.e., towards zero) reduces waviness and the soft actuator surface becomes smoother. With positive pressure difference, a further increase in the pressure difference leads to additional shape waviness. There is no direct relation between the void diameter and the shape waviness.
An important consideration is the performance of the actuator to shear loading. Figure 12 shows the result for the models when shear stress alone is applied to the surface of the soft actuators. The graphs in (Figure 12) depict the tangential displacement of each node along the x-axis (shear stress direction). The results show that Increasing the void diameter VD and/or void pressure VP results in increased shear displacement. However, increasing the soft actuator array thickness reduces the shear displacement magnitude. In some cases (Figures 12C, D, G, H) shear displacement is negative for some of the surface. By increasing the void thickness to 2 mm (Figures 12E, F, G, H), the general trend remains the same as the void thickness of 1 mm (Figures 12A–D). Nevertheless, the magnitude of shear displacement increased.
[image: Figure 12]FIGURE 12 | The tangential displacement (every node displacement along the shear stress direction) for models with 1 mm, and 2 mm void thickness (VT). Each panel represents data for a specific soft actuator thickness (T), void diameters (VD), and VT. Across panels, lines with the same colour represent the same soft actuator pressure. The first row of the panels (A, B) belongs to the data with the VD 8 mm, VT 1 mm, and T 8 mm, and 16 mm, respectively. The second row (C, D) demonstrates the results for the VD 16 mm, VT 1 mm, and T 8 mm, and 16 mm, respectively. The third row (E, F) demonstrates results for analysis with the VD 8 mm, VT 2 mm, and T 8 mm, and 16 mm, respectively. The fourth row (G, H) demonstrates FE results for the VD 16 mm, VT 2 mm, and T 8 mm, and 16 mm, respectively.
The maximum shear displacement for the soft actuator array with a void diameter of 8 mm of a thickness of 8 mm is about 2,500 µm (Figure 12E), but reaches about 6,000 µm when the void diameter becomes 16 mm (Figure 12G). For the void diameter of 8 mm (Figures 12E, F) the shear displacement at the centre of each void coordinate (i.e., x = 18 mm, x = 36 mm, x = 54 mm, and x = 72 mm) is almost the same. However, by increasing the void diameter more difference in the shear displacement at the void centres appears. For example (Figure 12G), shows that the magnitude maximum shear displacement for the last void centre is about 6,000 μm, while the magnitude of maximum shear displacement of the first void centre is about 1,200 µm. Increasing the soft actuator array thickness reduces the shear displacement difference between the centre of the first void and the last void.
Often, external shear stress and normal stress will be applied simultaneously (Figure 13); depicts two examples of surface profile of the soft actuator array under a combination of shear and normal stress. The existence of shear stress shifts the surface profile to the right. The surface displacement for the void pressure of 200 kPa (gray line) is almost the same across all models. The main effect of increasing the void diameter is on the magnitude of surface displacement. For example, Figure 13 shows the surface displacement magnitude for soft actuator array with void thickness 1 mm (Figure 13A) and void thickness 2 mm (Figure 13B). The graph shows no evident difference in the surface shape, but the surface displacement increases by increasing the void thickness from 1 mm to 2 mm. For instance, for the void pressure of 250 kPa, the maximum surface displacement reached about 4,800 µm (Figure 13B) from about 3,200 µm (Figure 13A). The effect of void diameter and soft actuator thickness remained the same as discussed before on the surface shape of soft actuator array under combination of normal and shear stress.
[image: Figure 13]FIGURE 13 | A comparison of surface displacement magnitude for the void thickness of 1 mm (A), and void thickness of 2 mm (B) for the soft actuator array with the void diameter of 8 mm and thickness of 16 mm.
Figure 14 presents experimental data that characterises the pressure distribution across four critical regions of the residual limb: the distal end, popliteal muscle, fibular head, and distal tibia. It illustrates the recorded pressure profiles over a 600-s interval following the establishment of steady-state conditions, alongside the corresponding displacement of the voice coil actuator. The experiment details is discussed in (Mollaee et al., 2024).
[image: Figure 14]FIGURE 14 | The recorded pressure for the sensitive areas, and voice coil actuator displacement for 600 s since the steady state moment the 15 N is being applied.
The findings reveal that the distal end of the residual limb consistently experiences the highest pressure, particularly under a 15 N load applied vertically to the prosthetic socket. This elevated pressure concentration at the distal end indicates an imbalance in load distribution, which has significant implications for user comfort and may lead to tissue strain or injury with prolonged use. Such insights underscore the impact of socket design and load application on the comfort and functional mobility of amputees.
The results highlight the necessity for a pressure-optimised prosthetic socket design that minimises concentrated load, particularly in sensitive regions of the residual limb. Future iterations of socket design must prioritise the careful selection of materials and the optimisation of socket topology, particularly in the region of the distal end, to ensure a more uniform pressure distribution. This approach aims to enhance overall comfort, mitigate risks of pressure-induced tissue damage, and improve the quality of life for amputees by reducing discomfort during extended periods of use.
This study reports on a cost-efficient, easy manufacturing methodology for designing a dynamically reconfigurable socket, toward improving the socket’s comfort and fit for transtibial amputees by controlling the pressure distribution over the stump and compensating for residual limb volume fluctuation. Here, we predict the performance of an array of soft actuators, which can be used as a building block for creating a dynamically reconfigurable socket, or a similar deformable load-bearing surface. We have identified an appropriate hyperelastic constitutive model describing the soft actuator array and then explored the effect of different design parameters on the deformation of the array under realistic loading conditions.
In this study, we used a microrobot and 3D surface profiling to identify the Ogden N3 constitutive relation as the most accurate for predicting deformation of our pneumatic actuators (Table 3). We used the Ogden N3 hyperelastic constitutive model for our finite element models to investigate the effect of soft actuator array design parameters under loading conditions by simulating the actuator with loads developed at the prosthetic socket and residual limb interface. Maximum boundary normal and shear stress were applied to the surface of the soft actuator array based on values reported in the literature. Shear stress caused asymmetry in the surface shape. This was also observed in the FE model where the surface was squeezed and packed tightly at the end of the soft actuator surface where located at the endpoint of shear stress distribution (x = 90 mm), and manifested itself in the graphs steep negative slope (Figure 13).
Throughout the FE models, it could be seen that the soft actuator thickness had a significant effect on the surface shape and surface displacement under pressure. Increasing the soft actuator thickness resulted in a smoother surface (smaller shape waviness). Increasing the soft actuator thickness would also increase the soft actuator array bending stiffness (since it increases the second moment of inertia) and naturally requires greater pressure to deform, supporting the observation of an inverse relation between thickness and surface displacement.
The next design parameter studied was the void diameter. Increasing the void diameter increased the surface displacement magnitude (Figure 10). By increasing the void diameter, the same pressure would be applied to a bigger area, generating additional force and greater surface displacement. Despite this, increasing the void diameter does not essentially mean reducing the surface smoothness or shape waviness (Figure 11). Shape waviness change due to altering the void diameter significantly depend on the soft actuator thickness. Inflating the void would require the void to expand the layer on the top of it and lift the layer at the gap between the edge of the voids (Figure 2). Thus, there is a trade-off between the void diameter and soft actuator array thickness to change the shape waviness.
The input pressure for the soft actuator array has a strong influence on surface shape, and can be changed dynamically as a load on a socket varies. Increasing the pressure resulted in increased surface displacement and shape waviness. Due to the incompressibility assumption of the material, when the external normal stress was equal to the void pressure, the surface displacement was zero, and the soft actuator array was flat regardless of other design parameters. The surface deformation was positively correlated with pressure difference.
For the combination of design parameters that produced high shape waviness, the shear displacement has higher magnitudes. For example (Figure 12A), has a shape waviness of about 1 and displacement magnitude about 2000 µm. However, by decreasing the shape waviness to about 0.12 (Figure 12C), the displacement magnitude reduced to around 1,000 µm. The negative shear displacement shows that the tangential displacement as the result of the inflation was more than the displacement due to the shear stress, and always happens near the shear stress start point (x = 0 mm). The displacement magnitude for the ΔP = 0 kPa was almost the same since the shape waviness was approximately zero, and the only reason the surface was deformed was due to the existence of shear stress.
The shape waviness factor determines the resolution of the contact surface between the stump and the soft actuator array. By increasing the shape waviness, the resolution of the contact surface increases, which means that in case we need to locally add more pressure, for instance, redistribute the larger portion of the weight load to more tolerant stump areas, we can use the setting with higher shape waviness. The design setting resulting in smaller shape waviness (smoother surface) would enable the user to distribute the pressure over various regions of the stump uniformly.
It is desirable to minimise the socket’s weight and size and, to achieve this, it is preferable that the actuators would be thin. A very thin membrane thickness will also minimise the overall size. However, if the membrane is very thin, there will be very little resistance to forces tangential to the soft actuator and the socket may slip and increase the chance for skin irritation. Furthermore, if the void diameter is too small, it requires more input pressure to reach a certain displacement, and if it is too large, the resolution of pressure distribution at the socket/stump interface reduces. There is thus a tradeoff between the design parameters setting to achieve a certain soft actuator array surface deformation and shape. The dynamically reconfigurable socket includes several soft actuator arrays that, according to the amputee requirements, make it feasible to embed soft actuator arrays with different settings against different areas of the stump.
Our results show that a dynamically reconfigurable socket design can be optimised by using a combination of arrays of actuators. For the pressure tolerable areas of a residual limb, a soft actuator array with low thickness, such as 8 mm should be used to apply the load to pressure tolerable areas, such as the patellar tendon area. To provide sufficient control over applied load, the size of the void diameter should be big enough to cover the pressure tolerable area. A uniform pressure distribution may provide comfort and avoid tissue damage for the sensitive areas of the residual limb, such as the distal end of the tibia.
CONCLUSION
This study demonstrated a practical design methodology investigation for a cost-efficient and easy manufacturing pneumatic soft actuator array, a building block for manufacturing a dynamically reconfigurable transtibial socket for controlling stump pressure distribution, and compensating for stump volume fluctuation, which are essential for improving the amputee’s quality of life. A mechanism for determining the hyperelastic properties of Ecoflex 0050 silicone was presented. This is a potential candidate for a soft actuator material given its reversible large strain capacity and softness. Deformation testing was performed with indentation and deformation caused by pressurising an internal pocket of air. To deal with the highly non-linear surface deformation, a new speckle imaging technique was used which was able to quantify the accuracy of the surface displacement to 40 µm. These measurements enable the Ogden N3 model to be identified as being able to predict actuator deformation to an accuracy of within 16%. This part of the study aimed to identify a suitable constitutive model to conduct FE analysis to identify appropriate soft actuator array configurations for use in a dynamically reconfigurable socket for lower limb amputees. This application determined some boundaries for interface stresses and pressures.
The FE model analysis showed that soft actuator array thickness would significantly affect the surface displacement magnitude and the surface shape. Void diameter and void thickness also play important roles in determining the surface displacement magnitude. However, their effect on the soft actuator array surface shape depends on its thickness. Input pressure was critical in determining the surface displacement and surface shape. It was observed that surface deformations are positively correlated with the pressure difference. Positive surface deformation enables us to control the surface profile and the pressure distribution over the stump by tuning it and reconfiguring the soft actuators’ surface shape. Soft actuators offer the prospect of a reconfigurable interface between a prosthetic socket and a limb stump of an amputee. This has the potential to improve prosthetic performance by improving comfort. However, the very nature of a soft actuator means that the interface will be flexible and to some extent compliant. This means that the deformation characteristics of the soft actuator will need to be determined accurately to provide the necessary support during active use. This paper presents the tools required to evaluate the properties of the soft actuators to allow their performance in this application to be evaluated with numerical models.
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Background: Digital image correlation (DIC) is widely used to measure surface strain in loaded objects. When studying the deformation of the cervical spine, the complexity and non-planarity of the structure complicate the speckle pattern required for applying DIC. While this non-invasive technique has shown promise in biomechanical testing, its application to cervical spine analysis presents unique challenges, particularly in achieving dynamic full-scale multi-aspect strain measurements. The aim of this paper is to introduce a method for exploring the stress-strain relationship on cervical cadaveric specimen by optical non-contact measurement system.Method: Cervical cadaveric specimens were selected as subjects. Before testing, anatomical exposure, embedding, and spraying were performed sequentially. Specimen preparation was optimized through transverse process removal to enhance visualization of key anatomical structures. The surface strain under tensile testing was analyzed by the Aramis non-contact measurement system.Result: High-quality three-dimensional strain images were obtained with improved inspection points across all aspects, particularly in the lateral aspect (5397.25 ± 723.76 vs. 3268.25 ± 573.17, P < 0.05). Under 60N tensile loading, strain distribution revealed concentration in soft tissue regions while preserving clear visualization of vertebral bodies, intervertebral discs, and foramina. Quantitative analysis shown consistent deformation patterns across cervical segments (C4-C7), with no significant differences in segmental parameters (P > 0.05).Conclusion: The application of an optical non-contact measurement system in this study of cervical spine biomechanics has been proven effective. This method potentially mitigates some of the limitations associated with previous DIC techniques when applied to cervical cadaveric specimens. As a result, it enables more available measurements of multidimensional strain, which may enhance our understanding of the mechanics of the cervical spine.Keywords: digital correlation imaging, cervical spine, in vitro, tensile test, biomechanics
1 INTRODUCTION
In recent decades, collaboration between orthopedics and biomechanics has grown significantly. Within this progress, in vitro mechanical testing on cadaveric specimens has become a critical component of orthopedic research. It could provide helpful experimental evidence for clinical practice, such as the way of internal fixation, the effects of mechanical environment on bone healing, the safety of non-surgical treatment, and so on (Le et al., 2015; Ettinger et al., 2018). Regardless of the type of test—compression, torsion, traction, or specific load—each requires the materials to undergo observed strain and deformation. Generally, strain is used to estimate by the extent of deformation in materials. Conventional approaches include strain gauge, linear variable differential transformers, fiber bragg grating (Grassi and Isaksson, 2015). However, these measurement methods present several disadvantages. First, they are costly and cumbersome to operate, with their accuracy significantly influenced by external environmental conditions such as temperature and moisture. Second, methods like linear variable differential transformers, strain gauges involve manual sensor attachment and or only provide localized response values, which hinders the evaluation of global mechanical behaviors. While finite element analysis can provide overall strain distribution predictions, it relies on idealized models and assumptions that may not fully capture the complex behaviors of actual biological tissues, thus cannot serve as a complete substitute for in vitro biomechanical testing. Third, the invasive nature of inserting sensors to measure internal strain can alter mechanical behaviors (Brandolini et al., 2014; Danesi et al., 2016). Consequently, there is a demand for non-contact strain measurement techniques in biomechanical applications.
Digital image correlation (DIC) is an optical method that utilizes one or multiple cameras to quantify surface strains on an object subjected to loading. In the early 1990s, the integration of DIC with stereovision led to the development of three-dimensional (3D)-DIC, a non-contact strain measurement technique using multiple cameras to capture the 3D positions on objects. The basic principle of the method is to find the image correlation between a reference image and a deformation image under different load levels (Lucas, 1981). By storing digital images, it is possible to measure the displacement and strain fields in the region of interest based on greyscale similarity (Schreier et al., 2009). This advanced technique has been applied in fields ranging from aerospace (Sutton and Michael, 2003), micro-scale measurements (Schreier et al., 2004; Sutton et al., 2008) to biomechanics of spine and joints (Dickinson et al., 2011; Cano-Luis et al., 2012; Holsgrove et al., 2015). However, its application in cervical spine biomechanics has revealed several challenges.
These challenges can be categorized into two main aspects: technical limitations and specimen-related factors. While technical limitations such as camera resolution, shooting speed, noise, calibration errors, and software algorithms remain largely fixed constraints (Pan, 2018), specimen-related factors present variable challenges that warrant particular attention. The cervical spine’s complex anatomical structure introduces unique difficulties in DIC application. The primary challenge lies in the cervical spine’s complex and non-planar nature. Its multiple overlapping structures, including transverse processes, vertebrae, and ligaments, create optical path obstructions that affect measurement quality.
Previous studies have attempted to address these challenges with varying approaches. Liu (Liu et al., 2014) demonstrated the effectiveness of DIC in measuring strain distribution in porcine IVD under unconfined compression and tension loads. Yang (Yang et al., 2022) found that the 3D-DIC system can accurately assess the radial bulging and axial strains of porcine IVD during creep. However, most studies have predominantly focused on animal specimens or short-segment human specimens (Causa et al., 2002; Spera et al., 2011; Holsgrove et al., 2015), with observations primarily confined to single-segment analysis and single-aspect imaging, limiting our understanding of the cervical spine’s integrated biomechanical behavior. And so on, the complex structures complicate the application of speckle patterns necessary for DIC and impacts image quality, which can lead to inaccuracies in strain measurements, and it is a critical concern in biomechanical studies (Cristofolini, 2017). Therein, cervical soft tissues such as intervertebral disc (IVD) and ligamentum flavum (LF) are affected by these structural complexities, which also extend to other crucial structures like the intervertebral foramen (IVF). These structures are essential for understanding the mechanical mechanisms underlying various spinal diseases and corresponding interventions (Anderst et al., 2016; Wong et al., 2022). Furthermore, intricacy affects the application of DIC in the dynamic loading of cervical cadaveric specimens (such as flexion, extension, torsion, and traction), potentially limiting its utility in certain in vitro biomechanical experiments.
These technical challenges in measuring soft tissue response become particularly relevant in the context of cervical traction therapy, a well-established conservative treatment for chronic cervical disorders (Blanpied et al., 2017; Graham et al., 2008). While this non-invasive method has demonstrated significant clinical efficacy in symptom management through controlled tensile forces that increase intervertebral space and neural foraminal area (Côté et al., 2016; Zhu et al., 2016), the underlying biomechanical mechanisms, particularly regarding soft tissue response during traction, remain inadequately understood.
Therefore, this paper aims to address these challenges by presenting an experimental approach for preparing cervical cadaveric specimens and applying DIC to measure strain and deformation during in vitro tensile testing.
2 MATERIALS AND METHODS
2.1 Ethics
All procedures performed in this study involving human participants followed the Declaration of Helsinki (as revised in 2013). The procedures were approved by the Ethics Committee of Guangdong Provincial Hospital of Chinese Medicine. The donors have dedicated their bodies for educational and research purposes to the local Institute of Anatomy prior to death, in compliance with local institutional and legislative requirements.
2.2 Materials
A total of four resh frozen cervical cadaveric specimens (C0-T1) were visually selected and examined by X-ray to rule out bone abnormalities such as tumor, fracture, dislocation, deformity, and severe osteoporosis. These specimens, ranging in age from 38 to 52 years, were preserved from the occipital bone to the T1 vertebra. All specimens were donated voluntarily, and approved and kept by the Department of Anatomy, Southern Medical University.
2.3 Specimens preparation
The cervical cadaveric specimens were carefully dissected, removing all soft tissues (skin, muscles, nerves, and blood vessels) while preserving the bony structures, ligaments, and joint capsules. The transverse processes were removed to clearly expose the intervertebral foramen (IVF), facilitating anatomical visualization and experimental measurements. After the dissection, specimens were wrapped in paper towel, sprayed with 0.9% saline solution, triple sealed in plastic bags, and then stored at −24°C.
On the morning of testing, each specimen was left to thaw for 6 h at room temperature (20°C ± 2°C). Four screws (2 mm diameter) were inserted into specific locations: the cerebellar fossae of the occipital bone, T1 vertebra, and T1 spinous process. Additional screws were added when necessary to enhance the specimen-potting block interface. To stabilize the highly mobile atlantoaxial joint, 1.2 mm Kirschner wires were bilaterally inserted from C1 to C2 transverse processes. Then, the specimens were potted in an embedding mold using a denture base resin mixture (powder: solvent = 1:1 ratio, total 200 mL), solidified naturally to hold the specimen securely during the process. Special attention was given to keep the cranial and caudal ends aligned, ensuring accurate mechanical testing.
2.4 Application of speckle pattern
For Digital Image Correlation (DIC) measurements, specimens were first dried and then painted with a white base coat. The black speckle pattern was then applied separately to each surface (anterior, left lateral, right lateral, left posterior arch, and right posterior arch) using an airbrush technique. During the application process, adjacent surfaces were masked to ensure the randomness of the speckle pattern and maintain high black-white contrast on each surface (Figure 1). This systematic method to speckle pattern application ensures optimal conditions for DIC tracking of surface displacements and strains.
[image: Figure 1]FIGURE 1 | Specimen preparation and speckle pattern application. A full-scale view of specimen preparation across multiple anatomical aspects. (A): Anterior view of the potted specimen showing standardized embedding technique. (B): Anterior aspect after white base coat and black speckle pattern application. (C): Magnified view of vertebral-disc interface highlighting pattern detail and anatomical definition. (D): Posterior view after soft tissue removal showing vertebral plate. (E): Posterior speckle pattern application. (F): Magnified view of spinous process and lamina complex with applied pattern. (G): Lateral view following TP removal for enhanced DIC 3D visualization. (H): Lateral speckle pattern showing clear delineation of IVF. (I): Magnified view of vertebra-disc-articular process complex demonstrating pattern integrity across different tissue types.
2.5 DIC system setup and tensile test
The cervical specimens were mounted on the servo-hydraulic material testing system (Bose Electro Force 3520-AT; Bose, MN, United States). A non-contact optical 3D strain measuring system (Aramis 3D camera 6M, GOM, Braunschweig, Germany) was used to record specimen deformation and strain during testing (Figure 2A).
[image: Figure 2]FIGURE 2 | Experimental setup and methodological optimization. (A): Integrated testing configuration showing servo-hydraulic system and dual-camera DIC setup. (B): Loading protocol diagram illustrating the 60N progressive axial tensile force application. (C): Focus interference caused by the overlapped TP and inadequate 3D inspection points. (D): The overlapping of the TP caused 3D inspection points were identified only on the TP and articular facets, but it was failure to measure the IVF. (E): Optimized lateral view following transverse process removal. Clear visualization of vertebral bodies, IVF and sufficient 3D inspection points for 3D SS modeling during tensile testing.
The dual-camera system was calibrated by adjusting camera heights and distances until optimal image clarity was achieved. For anterior view measurements of C4-C7, cameras were centered on the C5 vertebral body, ensuring coverage from C4 lower endplate to C7 upper endplate. Similar setups were applied for lateral and posterior views. This configuration enabled full-scale imaging of the IVD, IVF, and lamina range C4-C7. Images were captured at 4 frames/second with a resolution of 2,448 × 2,050 pixels and a displacement precision of 0.001 mm.
Biomechanical testing was conducted using Win Test Digital software. Laboratory temperature was maintained at (20°C ± 2°C) throughout the testing process. Prior to the tensile test, 4-5 static images were captured by the Aramis system to verify focus quality and speckle pattern integrity. The measurement module was opened to select 3-5 initial inspection points on each target area such as C4/5 IVD, C5/6 IVD, C6/7 IVD. A minimum of 4,000 3D inspection points were required across anterior, lateral, and posterior aspects of C4-C7. Remarkably, the removal of the TP eliminated previous challenges related to focus interference and overlapping of the IVF, which allowed for clear contour imaging and precise measurement of the IVF structure (Figures 2C, D, E).
Between each test, specimens remained mounted but completely unloaded, with 2-min intervals between tests. Specimens were kept moistened throughout testing. If surface fluid seepage or paint deterioration was observed, the affected areas were promptly dried and repainted. Testing commenced with the activation of the Aramis strain measurement system. Each specimen was subjected to a 60N axial tensile force (Jellad et al., 2009) followed by immediate release (Figure 2B).
2.6 Measurements
2.6.1 3D inspection points
The number of 3D inspection points was calculated by the measurement module of Aramis system.
2.6.2 3D Surface strain
3D Surface Strain (SS) characterizes the mechanical response of specimens under tensile testing by measuring the relative displacement between tracked points on the specimen surface. In this study, major strain was defined as longitudinal strain. All 3D SS values represent maximum measurements obtained at a 60N tensile load, comprising both global SS and local SS.
Global SS values were calculated by the Aramis system and presented in 3D visualization. Local SS values were specifically focused on the central region of the anterior IVD surface for analysis (Figure 3A).
[image: Figure 3]FIGURE 3 | Quantitative measurement parameters for biomechanical analysis. (A): The local SS values of IVD. (B): Measurement of hIVF and wIVF at C4/5 level. (C): Measurement of IDH at C4/5 level. (D) Measurement of LH at C5/6 level. Note: V: values; d: displacement XYZ; dx: displacement X; dy: displacement Y; dz: displacement Z.
2.6.3 Intervertebral disc height
IDH is measured as the distance between the midpoint of the upper endplate of the target segment and the midpoint of the lower endplate of the adjacent segment, using a lateral cervical radiograph (Jin et al., 2021). The change in IDH (ΔIDH) is then calculated to quantify the disc height alteration before and after axial tensile test (Figure 3C).
2.6.4 Height of intervertebral foramen and width of intervertebral foramen
The hIVF is determined by the distance between the superior medial point and the inferior medial point of the foramen. The wIVF was measured by calculating the distance from the anterior medial point to the posterior medial point of the foramen (Sun et al., 2021). The change in height (ΔhIVF) and width (ΔwIVF) captures alterations pre- and post-axial traction (Figure 3B).
2.6.5 Height of and lamina height
Measurement of LH at the posterior side of cervical cadaveric specimen. The hLH was defined by selecting the lower edge of the upper lamina and the upper edge of the lower lamina, measured at the midpoint of each segment’s lamina (Park et al., 2022). △hLH determined the change in pre- and post-test in axial (Figure 3D).
2.7 Statistical analysis
The sample size was calculated using the number of 3D inspection point at lateral side as the primary efficacy parameter. Based on the result of preliminary experiment and related literature, a sample size of 3 specimens per group was estimated to provide 90% power to detect a paired between-group difference of 2000, assuming a standard deviation of 5000, and two-sided significance level of 5%. To compensate for a 25% failure to biomechanical tests, the sample size was increased to 4 specimens in each group. Variables such as the number of 3D inspection point, maximum SS (%), SS of the IVD (%), △IDH (mm), △hIVF (mm), and △hLH (mm) were expressed as mean ± standard deviation. To compare the differences in inspection point between approaches, paired t-test was analyzed. Difference in SS under tensile test among the anterior, lateral and posterior sides, and differences in SS of the IVD (%), △IDH (mm), △hIVF (mm), and △hLH (mm) between segments, were performed by analysis of variance of randomized complete block design. All statistical analysis was conducted using SPSS software (version 20, IBM Corp). All statistical tests were two-sided, and the threshold for statistical significance was set at P < 0.05.
3 RESULTS
3.1 3D inspection points distribution
In the lateral side, the number of 3D inspection points under the modified method, increased significantly, compared to the origin method (P < 0.05) (Table 1). Meanwhile, no significant difference was found in the anterior and posterior side (P > 0.05) (Figure 4A).
[image: Figure 4]FIGURE 4 | Distribution of 3D inspection points and parameter changes across segments. (A): Comparison of 3D inspection point numbers between conventional and modified methods across different aspects. (B): Maximum global SS comparison between aspects. (C): Segmental analysis of local SS of IVD. (D): Combined analysis of dimensional changes. Notes: *P < 0.05; ns = none significant difference.
TABLE 1 | The number of 3D inspection points by different approaches.
[image: Table 1]3.2 3D surface strain
Following the described preparation method for cervical cadaveric specimen, successful generation of 3D SS models of the anterior, lateral, and posterior aspects was achieved. The inspection points are densely distributed and uniform, clearly delineating the 3D contours of the cervical cadaveric specimens. The imaging distinctly displays the structural hierarchy of the vertebral bodies, IVD, IVF, articular processes, and lamina (Figures 5B, D, F) under maximum loading (60N), in comparison with the baseline (0N) (Figures 5A, C, E).
[image: Figure 5]FIGURE 5 | 3D Strain Distribution Under Tensile Loading. (A, C, E): Baseline (0N) strain distribution. (A): Anterior view. (C): Lateral view. (E): Posterior view. (B, D, F): Maximum load (60N) strain distribution. Red arrows: IVD SS concentrations. Green arrows: Lateral IVD SS and articular process SS concentrations. Yellow arrows: Laminar space SS concentrations.
During the tensile test, the maximum global SS values were around 30%, without significant difference found among the anteror, posterior and lateral side (P > 0.05) (Figure 4B). The SS of IVD (%) showed an increasing trend from C4-C5, C5-C6 to C6-C7, indicating higher SS of IVD in lower segments, but there were no significant differences in the SS of IVD (P > 0.05) (Figure 4C).
3.3 Deformation of IDH, IVF and LH
The results of deformation of △IDH, △IVF and △LH showed increasing trends from C4-C5, C5-C6 to C6-C7, suggesting greater deformation in lower cervical segments under tensile load, but there were no significant differences in the increase of deformation (P > 0.05) (Figure 4D).
4 DISCUSSION
The present study investigated the application of DIC technology for examining cervical soft tissue biomechanics through non-contact optical strain measurements under tensile loading conditions. This investigation focused on developing and validating an experimental approach for cervical cadaveric specimen preparation and testing methodology that would enable reliable 3D SS analysis across multiple anatomical aspects of the cervical spine. The experimental method integrated traditional biomechanical testing methods with optical measurement techniques, allowing for simultaneous assessment of various structural parameters during tensile loading. This technical framework may contribute to our understanding of cervical spine biomechanics through non-contact measurement methods.
4.1 DIC technology
DIC is a non-contact experimental method for storing images of material surfaces in digital form (Yoon et al., 2021). The system captures images at predetermined intervals, which are analyzed to determine displacement and strain distribution across the disc surface. This capability is particularly valuable in the context of cervical spine biomechanics, where understanding the strain distribution during dynamic loading conditions can inform surgical interventions and rehabilitation protocols.
Initially, the technique was only capable of measuring a single plane. With the development of imaging technology, the application of 2 or more high-speed camera imaging enables the detection of 3D disembodied space (Grassi and Isaksson, 2015; Yoon et al., 2021). DIC technology was first applied to the testing of engineering materials and is now used more in biomechanical testing in dentistry and orthopedics (Bay, 1995; Lu and Cary, 2000; Poissant and Barthelat, 2010).
The technology has the following advantages (Grassi and Isaksson, 2015): (1) Sensor technology alters the displacement or deformation information of an object, DIC is a non-contact method and provides a richer set of discrete data points compared to sensing technology; (2) DIC technology is faster to analyze, cheaper and easy to integrate and consolidate with a few other technologies. However, the accuracy of DIC technology is based on high-quality imaging, which is affected by hardware, software, and the material itself.
4.2 Specimen preparation
Given these technical characteristics of DIC, careful attention must be paid to specimen preparation to ensure measurement accuracy, particularly when applying this technology to complex anatomical structures like the cervical spine. On irregular anatomical structures such as spine and joints, which do not have a flat surface like materials such as teeth and endothelial plants, preparation of specimen and speckles spraying becomes more difficult and inefficient. Xu (Xu et al., 2018)successfully detected the strain field of the inferior tibiofibular coalition ligament using the DIC technique, which was also used in the author’s team’s previous study to achieve imaging and detection of the sacroiliac joint (Li et al., 2022).
The complexity of cervical spine presented significant challenges for DIC visualization. It was imperative to ensure that specific areas like IVD, IVF and LF were sufficiently flat to maximize 3D inspection points. A particular challenge emerged in the lateral aspect observation, where protruding TP affected speckle pattern application and obstructed camera focus, hindering strain detection of the IVD and IVF. Our solution involved careful excision of the cervical TP, which preserved bony structure stability while significantly improving visualization of key anatomical structures. This modification enabled precise measurements of IVF and enhanced strain detection across IVD, LF, and articular processes.
Tissue hydration management emerged as another critical consideration due to the high-water content of cervical soft tissues, particularly the IVD. To maintain normal physiological properties and mechanical performance (Causa et al., 2002), specimens were wrapped in wet towels and sealed in plastic bags before speckle pattern application. During testing, when surface fluid seepage occurred, affected areas were carefully dried and speckle patterns reapplied to ensure measurement accuracy. Through this optimized preparation protocol, we successfully monitored strains and deformations across multiple anatomical planes of C4-C7 during dynamic tensile testing. The instantaneous loading protocol (0–60N) employed in this study significantly minimized the risk of tissue dehydration during testing. Furthermore, while tissue hydration is crucial for maintaining physiological properties, it is noteworthy that previous biomechanical studies have rarely provided detailed documentation of environmental conditions and specimen humidity control (as shown in Table 2).
TABLE 2 | Comparison of DIC applications in spinal biomechanical studies.
[image: Table 2]4.3 Application of speckle pattern
The effectiveness of DIC technology heavily relies on the uniform application and quality of speckle patterns across the entire area of interest. While existing literature provides general guidance on speckle pattern optimization, there remains no standardized protocol for speckle application on cervical cadaveric specimens. According to Quino’s study (Quino et al., 2021), the optimal speckle size is typically determined based on the resolution of the imaging system and the expected deformation of the material being tested. Larger speckles may be appropriate for materials undergoing significant deformation, while smaller speckles are more suitable for materials with minimal movement (Cariero et al., 2014).
In our study, we first validated the collection of sufficient 3D inspection points through static image capture before proceeding with tensile testing. The results demonstrated remarkable improvements in data collection density, with the anterior aspect detecting (6460.00 ± 1241.16) inspection points, the posterior aspect (7247.00 ± 597.73) points, and the lateral aspect (5397.25 ± 723.76) points. These results significantly exceed and more comprehensive than the previously reported threshold of approximately 3,000 points from the anterior aspect by Holsgrove (Holsgrove et al., 2015), indicating a substantial enhancement in measurement resolution. This higher density of inspection points carries several critical implications for biomechanical analysis. First, it enables the construction of multi-aspect and accurate 3D SS model. Second, it allows for precise measurement of strain values at each inspection point, particularly crucial for analyzing complex anatomical interfaces such as IVD and IVF. Furthermore, this enhanced resolution facilitates more accurate measurements of 3D vertebral angles and strain directions, providing a more complete understanding of cervical spine biomechanics.
Our review of existing literature reveals that DIC applications in spinal biomechanics have been relatively limited, particularly regarding multi-aspect and multi-segment strain analysis (Table 2). Most previous studies focused on single aspects (anterior or lateral) or individual segments of the spine, primarily using porcine models. Our study extends this scope by simultaneously analyzing anterior, posterior, and lateral aspects across multiple cervical segments (C4-C7) in human specimens, potentially providing a more comprehensive understanding of cervical spine biomechanics under tensile loading conditions.
Additionally, regarding speckle application methods, several techniques such as airbrushing, spin coating and powder, have been developed for DIC analysis, as documented by Dong (Dong and Pan, 2017). Maintaining consistent gray intensity distribution before and after deformation is crucial for accurate image correlation (Yoon et al., 2021). While powder-based methods offer precise control over speckle dimensions, they often struggle with pattern adhesion during mechanical testing, particularly problematic for hydrated tissues (Dong et al., 2015; Jonnalagadda et al., 2010). The airbrush method, in contrast, demonstrates superior control over pattern characteristics and has been extensively validated in biomechanical studies (Ottenio et al., 2015; Palanca et al., 2015; Zhang and Arola, 2004). This technique allows for better management of pattern density and distribution, providing more uniform coverage and enhanced pattern stability during deformation (Lionello and Cristofolini, 2014). Its versatility in accommodating different specimen sizes has made it a preferred choice in numerous soft tissue studies (Lauret et al., 2009; Yamaguchi et al., 2011; Zhang and Arola, 2004).
4.4 Dynamic test
Few studies have mentioned DIC technology may not be suitable for dynamic testing conditions where rapid loading or unloading occurs (Lisický et al., 2022). It is because the DIC technology can be limited by the need for high-resolution imaging and sophisticated software for data analysis. However, Timothy (Holsgrove et al., 2015) has demonstrated the viability of using DIC for capturing structural damage in cervical cadaveric specimen within 10 ms after impact. The damage from impacts was localized at C5/6, though it was a high-speed impact. In our opinion, the quality of DIC technology it is also related to the range of motion designed for the specimens and the condition of mechanical loading.
In this study, we employed axial tensile testing, a widely recognized method for investigating cervical spine biomechanics (Zhao et al., 2020). By comparing variables such as SS, ΔIVD, ΔhIVF, ΔwIVF, and ΔLH across different segments, we observed that the DIC system could accurately measure evenly distributed changes in segment parameters. Our observation that neutral position traction resulted in more evenly distributed stress patterns in the lower cervical spine corroborates previous findings by Lin (Lin et al., 2023), thereby lending additional credence to the accuracy of this study. Another notable observation was the differential strain distribution pattern between soft tissues and bony structures. As shown in Figure 5, strain predominantly manifested in the interstitial spaces, specifically the IVD, LF, and articular processes, while bony structures exhibited minimal deformation. This pattern aligns with the therapeutic mechanisms of cervical traction, where controlled tensile forces are applied to decompress neural structures and increase intervertebral space. During mechanical loading, we observed strain concentration across multiple IVDs, articular process and laminar spaces, accompanied by increased height in these areas. These observations may provide insights into the mechanical properties of soft tissues through various measured parameters. As the IVDs undergo deformation under tensile testing, the strain experienced can lead to changes in their height, which is often measured using imaging techniques such as MRI or CT scans (Khuyagbaatar et al., 2017). Moreover, the observed elongation of the LF, indicated by changes in LH, reflects its crucial role in force distribution and neural structure protection (Dorsi et al., 2024).
These findings demonstrate DIC technology is a reliable tool for simultaneously monitoring multiple anatomical aspects and quantifying subtle deformations and provides a validated experimental framework that future researchers can build upon when studying cervical spine biomechanics and therapeutic mechanisms of cervical traction. This strain distribution pattern aligns with the therapeutic mechanisms of cervical traction, where controlled tensile forces are applied to decompress neural structures and increase intervertebral space.
To sum up, the experimental approach mentioned in this study has proven to be a reliable method for conducting biomechanical experiments on cervical cadaveric specimens in vitro. The DIC system effectively recorded and quantified changes in segment parameters, demonstrating its utility even under dynamic conditions. This methodology provides a validated experimental framework for future research in cervical spine biomechanics and therapeutic traction mechanisms.
4.5 Limitations
However, this study still has a certain limitation. In terms of specimen preparation, although fresh cadaveric specimens were used, the process of applying the speckle pattern may have induced tissue dehydration, potentially altering the viscoelastic properties of soft tissues during testing. As a surface measurement technique, DIC cannot provide direct insights into internal stress distributions or failure mechanisms occurring within the specimen under loading. The integration of DIC with finite element analysis may be able to measure the strain of overall IVD and the size of internal IVF. Furthermore, the current study was limited to tensile testing alone. The effectiveness of DIC technology in evaluating other mechanical stress modalities, such as compression and torsion, on large samples of cervical cadaveric specimens remains to be investigated. Future research should explore the applicability of DIC across various loading conditions to establish its broader utility in biomechanical testing.
5 CONCLUSION
In summary, this study applies DIC technology to explore biomechanical behaviors in cervical cadaveric specimens under dynamic conditions. The findings suggest the potential utility of DIC in cervical spine biomechanics research, offering a reliable and reproducible methodological foundation. This could significantly inform future studies aiming to broaden the application of DIC technology, potentially improving the diagnosis and treatment of cervical disorders.
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This study aims to provide an in-depth analysis of the mechanical behavior of deep fascia through a comprehensive multidimensional characterization, including uniaxial, biaxial, and planar tension tests. To determine material parameters via test fitting, both a newly developed coupled exponential energy function and a previously proposed uncoupled exponential model—both considering two perpendicular fiber directions—are evaluated. For the uniaxial response, the mean stress measured was 3.96 MPa in the longitudinal direction and 0.6 MPa in the transverse direction at a stretch [image: image] of 1.055. In planar tension tests, stress values of 0.43 MPa and 0.11 MPa were recorded for the longitudinal and transverse directions, respectively, at [image: image] = 1.72. Under equibiaxial loading conditions, the mean stresses were 3.16 MPa and 1.2 MPa for the longitudinal and transverse directions when [image: image] reached 1.037, respectively. The fitting results indicate that while the uncoupled exponential model effectively captures the uniaxial and equibiaxial experimental data, it fails to predict other mechanical responses accurately. In contrast, the coupled exponential strain energy function (SEF) demonstrates robust performance in both fitting and prediction. Additionally, an analysis was conducted to assess how the number and combination of tests influence the determination of material parameters. Findings suggest that a single biaxial test incorporating three loading ratios is sufficient to accurately capture and predict uniaxial, planar tension, and other biaxial strain states.
Keywords: fascia lata, constitutive models, material characterization, optimization, mechanical tests
1 INTRODUCTION
The medical field is evolving due to computational technologies such as artificial intelligence, computational simulations, and extended reality. These technologies have the potential to guide processes and improve biomedical outcomes (Samant et al., 2023). Ramachandra et al. (2016) demonstrate how computational simulation can be used to study surgical procedures. It provides a powerful tool for simulating the hemodynamics and wall mechanics of grafts in patient-specific coronary artery bypass procedures. Additionally, it enables the characterization of variations in mechanical stimulus indices between arterial and venous surgeries (Ramachandra et al., 2016). Pavan et al. (2015) focus their study on fascia simulation using finite element analysis, which facilitates the interpretation of the correlation between alterations in the volume and pressure of muscle compartments and the deformation of the crural fascia.
Fascia is a tissue of great importance, yet it remains largely unexplored. It consists of collagenous connective tissue that surrounds and interpenetrates skeletal muscles, joints, organs, nerves, and vascular structures. Fascial tissue forms a whole-body, three-dimensional viscoelastic matrix that provides structural support (Klingler et al., 2014). According to Langevin and Huijing (2009), it is composed of three main structures: the superficial fascia, located directly beneath the skin, consisting of dense and areolar connective tissue along with fat; the deep fascia, a continuous sheet primarily made of dense, irregularly arranged connective tissue that restricts changes in the shape of underlying tissues; and muscle-related layers, characterized by irregularly arranged collagen fiber sheets that envelop muscles and may include both dense and areolar connective tissue layers.
Fascia forms a continuous network throughout the body and plays a crucial role in transmitting mechanical forces between muscles (Findley et al., 2012). Under basal tension from muscle insertions, the fascia maintains an inherent state of tension. When muscles contract, their insertions transmit a portion of the traction to the fascia, activating nerve endings embedded within its structure (Stecco et al., 2007), which provide essential sensory feedback to the brain about the body’s state. However, fascia is not merely a passive force transmitter. Schleip et al. (2019) found that fascial tissue exhibits a contractile response to different pharmacological agents, suggesting active behavior. Another key function of fascia is elastic energy storage, where energy accumulated during the stance phase is later released to propel the limb forward during the swing phase (Eng et al., 2014). Additionally, fascia helps regulate mechanical stress by absorbing, storing, and releasing kinetic energy (Zullo et al., 2017).
Concerning the mechanical behavior and biomechanics of fascia, it is known that fascia is an incompressible tissue; thus, the application of large displacement theory for incompressible, non-linear, and anisotropic materials should be employed (Findley et al., 2012). Its anisotropic behavior is attributed to the spatial orientation of collagen fibers, which vary along the sheet to ensure an appropriate response to mechanical demands. Like other soft tissues, fascia also exhibits viscoelastic properties, partly due to fluid movement within its solid matrix and the friction between its fluid and solid components (Peña et al., 2008).
To better understand fascia behavior under both normal and pathological conditions, as well as the relationship between structure and function, a numerical formulation capable of describing its mechanical properties is highly useful (Stecco et al., 2009). Several studies have been conducted to characterize these mechanical properties, including constitutive models that associate material properties with microstructure and parameters. Because different strain states exist, various testing protocols have been developed, such as uniaxial, biaxial, pure shear, and planar tension tests. Pavan et al. (2015) performed uniaxial tests and proposed a constitutive model for the crural fascia. Eng et al. (2014) and Pancheri et al. (2014) carried out biaxial and planar tests, respectively, proposing constitutive models based on the microstructure. However, these studies only considered a single strain state. Ruiz-Alejos et al. (2016) examined both uniaxial and pure shear properties, proposing a constitutive model that incorporates two strain states. However, this study did not include biaxial testing, and according to Sednieva et al. (2020), biaxial testing provides a more accurate representation of fascia loading than uniaxial or pure shear testing.
The present work aims to investigate in depth the mechanical behavior of the deep fascia through a multidimensional characterization, incorporating uniaxial (UT), biaxial (BxT), and planar tension (PT) tests. Although constitutive models for connective tissues, such as tendons and ligaments, already exist, the unique anatomical and histological characteristics of the fascia require adaptations to these models (Stecco et al., 2009). To determine material parameters through test fitting, we analyze a previously proposed uncoupled exponential-type strain energy function (SEF) (Pancheri et al., 2014) and introduce a newly proposed coupled SEF that accounts for two perpendicular fiber directions, following Stecco et al. (2009). Uncoupled structural models are unable to provide accurate fits when considering perpendicular anisotropic directions; therefore, a new coupled SEF is proposed based on Costa et al. (2001) and modified using invariants (Laita et al., 2024). In addition, we conducted a test combination study to identify the optimal set of experiments that yield parameters capable of both fitting and predicting different deformation states. The fitting process provides a parameter set that ensures that computational simulations can be performed with confidence, regardless of the deformation state being simulated.
2 MATERIALS AND METHODS
We propose three mechanical tests (UT, BxT, and PT) to reproduce the strain states in which the fascia primarily functions. Both selected constitutive models are structural models, which means that the model parameters are associated with the structural components of the tissue. Therefore, a relationship must exist between the parameter values and the physiological function of the corresponding tissue component. The two different SEFs are analyzed using the mean curves obtained from experimental tests. Finally, an analysis is performed to determine the number of tests needed for proper fitting and prediction.
2.1 Multidimensional characterization
The uniaxial tensile test is the most widely used method for material characterization (Calvo et al., 2010; Martins et al., 2010; Stecco et al., 2013). It provides stiffness measurements through Young’s modulus, and if the sample undergoes loading and unloading cycles, it also offers insights into viscoelastic properties (Peña et al., 2010). Soft biological tissues such as the arteries, heart, and fascia contain fibers oriented in different directions, forming their internal structure. As a result, their mechanical response varies depending on the loading direction (Guo et al., 2023; Ren et al., 2022; Eng et al., 2014). Biaxial tensile tests are commonly used to evaluate the mechanical anisotropy of these tissues (Takada et al., 2023). However, uniaxial or biaxial tests do not always fully characterize deformation states. In certain cases, tissue behavior cannot be solely described as uniaxial or biaxial, making it necessary to include planar tension tests. For example, Acosta Santamaría et al. (2015) investigated the mechanical behavior of the linea alba in the context of laparotomy closure using planar tension tests. For these reasons, in this work, a multidimensional characterization was conducted using UT, PT, and BxT to replicate the strain states in which the fascia primarily functions.
2.1.1 Sample preparation
The fascia tissues were obtained from male sheep aged 1 year and harvested by veterinarians at the University of Zaragoza. The animals were sacrificed in a slaughterhouse for another study, which does not affect the results or the purpose of this work. After euthanasia (pentobarbital sodium, 8 mL), the fascia lata, attached to the aponeurosis of the tensor fasciae latae muscle, was removed. Once the fascia sheets were dissected, they were frozen at −20°C until the testing day. Previous experience from various experimental tests in our laboratory indicates that cryopreservation helps maintain mechanical properties. Our findings are supported by Stemper et al. (2007), who demonstrated that specimens preserved for 3 months using standard freezing techniques retained their physiological, subfailure, and rupture mechanical properties. The fascia sheet is thawed on the same day it is tested. Once it reaches room temperature, muscle and connective tissue residues are removed using a blade, and samples are cut.
A specific punch was designed for each test: for UT, a dog-bone punch with a central region of interest measuring 25 mm [image: image] 5 mm (5:1 aspect ratio), with 25 mm between clamps, was used. For PT, a rectangular punch with a 5 mm [image: image] 35 mm region of interest (1:7 aspect ratio) and a distance of 5 mm between the clamps was used. Finally, for BxT, a cruciform punch was chosen, with a central region of interest measuring 15 mm [image: image] 15 mm.
After cutting the samples, a black paint spray was applied to create randomized markers for tracking points and measuring the strain map. To prevent slippage between the fascia and clamps, sandpaper was fixed to the ends of the samples using cyanoacrylate glue (Loctite 401), as shown in Figure 1.
[image: Figure 1]FIGURE 1 | Preparation of a PT sample: (A) sample on a sandpaper frame, (B) sandpaper frame glued to the fascia, and (C) sample placed in the testing machine with pneumatic clamps and screws. The frame sides are cut prior to testing.
To avoid dehydration effects, UT and BxT tests were conducted while submerged in PBS solution (sodium chloride physiological solution, BioUltra tablet, Sigma-Aldrich GmbH). For PT, pneumatic clamps were required, so a humidifier was used to maintain proper hydration conditions, as the sample size prevented using a submerged testing chamber.
Following Stecco et al. (2009), the collagen fibers in adjacent fascia layers are oriented in two preferred directions, forming an angle between 80° and 90°. For our model, we assume a 90° orientation between anisotropy directions, referring to them as the longitudinal and transverse directions. When collecting samples, the longitudinal direction corresponds to the primary fiber alignment within the tissue. To ensure proper orientation, the punch’s longitudinal axis was aligned parallel to these macroscopically distinguishable fibers. We obtained samples in the transverse direction by rotating the punch 90° from this position.
2.1.2 Histological analysis
Histological sections were analyzed using Masson’s trichrome (Figure 2A), where collagen appears in blue, and Picrosirius Red (Figures 2B, C), which, under polarized light, reveals collagen fibers in red-orange against a black background.
[image: Figure 2]FIGURE 2 | Histological sections of fascia: (a, b), stained with Masson’s trichrome and Picrosirius Red, respectively, show the different collagen fiber densities in the longitudinal (L) and transverse (T) layers. (c), stained with Picrosirius Red, reveals collagen fibers under polarized light.
2.1.3 Mechanical testing and protocols
Fourteen uniaxial tests were considered, seven for each direction, from a total of 15 longitudinal and 13 transverse samples to obtain the mean curve. In addition, 20 biaxial tests and 17 planar tension tests were performed—nine in the longitudinal direction and eight in the transverse direction, with six tests used to determine the mean curves for each strain state.
UT and PT followed the same protocol: three strain levels (2.5%, 5%, and 7.5%) with a strain rate of 10%/min were applied, subjecting the sample to five cycles at each level. After the last cycle was completed, the sample was stretched to rupture. The sample was first placed on the upper clamp, and a load balance was performed to compensate for the weight effect. The other end of the sample was then attached to the bottom clamp and stretched to achieve a 0 N load. Once at 0 N, the chamber was filled with PBS, and a second load balance was conducted to compensate for the fluid effect before stretching the sample to the pre-load level.
UT tests were performed using the Instron MicroTester 5548, equipped with steel clamps and a 50 N load cell with a sensitivity of[image: image]0.025% of the measured load. The pre-load level was set at 0.08 N, following Pancheri et al. (2014). For PT, the Instron MicroTester 5848 was used, featuring pneumatic steel clamps and a 50 N load cell. A pre-load value of 1.5 N was chosen to ensure a proper initial state.
For the biaxial protocol, a strain level of 10% and a strain rate of 20%/min were applied, along with five loading ratios: 1:1, 0.5:1, 1:0.5, and 0.75:1, denoted as E1, E2, E3, E4, and E5, respectively. The first value of each ratio corresponds to the longitudinal direction. Ratios E1 to E3 were used to fit the material parameters, while E4 and E5 were employed to evaluate the predictive capability of the constitutive model. Each ratio was tested over five cycles. Biaxial tests were conducted using the Instron Planar Biaxial Soft Tissue Test System, equipped with four 50 N load cells. Steel clamps were used, with sandpaper glued to the sample using Loctite 401 and secured with screws to prevent slippage between the sample and the clamps. According to Vitucci (2024), the sample geometry can lead to errors. However, this phenomenon was studied by Cilla et al. (2019), suggesting that our geometry and clamped system leads to shear stresses in the central region close to zero. A pre-load value of 0.5 N was established.
UT and BxT tests were recorded at a frame rate of 3 Hz using the LaVision camera system. The acquired images were processed using the free version of GOM Correlate, a digital image correlation (DIC) software for tracking patterns and computing displacements and deformations. A virtual gauge was defined, as shown in Figure 3B, and strain values were obtained from this gauge. The initial position and length of the virtual gauge were kept consistent across all tests to minimize potential sources of error and variability. In soft tissues, the displacement between clamps is typically larger than in the central region. Because the formulation is valid only in the central region, DIC was necessary to accurately measure deformations in the region of interest. For PT, the DIC system was not used because the distance between clamps was small, making it reasonable to assume that clamp displacement corresponded to the displacement of the region of interest.
[image: Figure 3]FIGURE 3 | Biaxial testing setup: (A) Instron Planar Biaxial Soft Tissue Test System during a test and (B) image from DIC analysis. Note that the region of interest for strain calculation is defined by the area corresponding to the width of the clamps.
2.2 Constitutive models
Soft tissues are usually modeled as composite materials consisting of an isotropic base material reinforced by collagen fibers aligned in two different directions (Peña et al., 2010).
To ensure an accurate reproduction of the fascia’s mechanical response, two material models have been considered (Laita et al., 2024). The first model, based on Holzapfel et al. (2000) and proposed by Pancheri et al. (2014), assumes exponential uncoupled volumetric-deviatoric responses and has been widely used to describe the mechanical behavior of fiber-reinforced soft tissues (Peña et al., 2010; Calvo et al., 2010; Eng et al., 2014). The second model, proposed herein, is a modified exponential invariant-based version of the Costa model (Costa et al., 2001), as introduced by Laita et al. (2024), which considers a coupled response. Within the framework of hyperelasticity, both models assume the tissue is incompressible, undergoes large displacements, and exhibits non-linear anisotropic behavior.
2.2.1 Fundamental equations
An arbitrary point identified by its position vector, [image: image], belonging to an undeformed configuration called reference configuration, [image: image], is chosen. The external mechanical forces deform [image: image], therefore, [image: image] has a new position [image: image] belonging to the deformed configuration [image: image]. The deformation of the body is described by the vector field [image: image], which assigns to points [image: image] a particular position [image: image] in [image: image] and attributes a particular reference position [image: image] in [image: image] to each point [image: image] (Holzapfel et al., 2000).
Following the standard notation, we call [image: image] the deformation gradient tensor relative to [image: image] and define it as [image: image], with the Cartesian components [image: image] with [image: image]. [image: image] is the determinant of the deformation gradient tensor [image: image] representing the local volume ratio. The left and right Cauchy–Green deformation tensors are defined as [image: image] and [image: image], respectively.
The theory of hyperelasticity describes the elastic behavior of a body through a strain energy function, denoted as [image: image], which is defined per unit volume in the reference configuration [image: image]. This work assumes an incompressible material, hence [image: image]. The first Piola–Kirchhoff tensor [image: image] and the Cauchy stress tensor [image: image] are given by Equation 1:
[image: image]
where [image: image] is the hydrostatic pressure. The two directions of anisotropy are given by the unit vectors [image: image] and [image: image] in the undeformed configuration [image: image]. Structural tensors are defined, following Spencer (1971) and Ogden (2001), as [image: image] and [image: image]. Then, the form of [image: image] is reduced to the dependence on the principal invariants [image: image] of [image: image] and [image: image] of [image: image] and [image: image]. Based on the structure of fascia and following the simplification suggested by Holzapfel et al. (2000), we reduce the number of invariants to [image: image]. Therefore, the expression of the Cauchy stress tensor is reduced to Equation 2:
[image: image]
where [image: image] with [image: image], [image: image], [image: image], and invariants are defined as follows: [image: image], [image: image], and [image: image]
Following experimental observations in Section 2.1.1, this work considers a 90° angle between anisotropy directions; thus, unit vectors are defined as
[image: image]
For planar tissue, components of the deformation gradient [image: image] can be expressed by Equation 3:
[image: image]
Finally, for each deformation state, and assuming incompressibility [image: image], the deformation gradient tensor is given by Equation 4:
[image: image]
where [image: image] 1 refers to the longitudinal direction, while 2 refers to the transversal direction.
2.2.2 Uncoupled strain energy function
The uncoupled SEF based on Pancheri et al. (2014) is expressed as a combination of two parts: one related to the homogeneous properties of the substrate material and the other to the anisotropy resulting from the included fibers. It follows Equation 5:
[image: image]
The isotropic contribution of the matrix, [image: image], is modeled following the Demiray exponential strain energy function (Demiray, 1972) expressed by Equation 6:
[image: image]
where [image: image] is a positive stress-like parameter and [image: image] is a dimensionless material parameter.
The anisotropic part of the model, [image: image], also follows an exponential strain form; it has two uncoupled terms, one related to the longitudinal direction [image: image] and the other to the transverse direction [image: image] and is expressed by Equation 7:
[image: image]
The parameters [image: image], [image: image], and [image: image] are positive stress-like parameters; [image: image], [image: image], and [image: image] are dimensionless parameters. [image: image] and [image: image] quantify the level of anisotropy, while [image: image] and [image: image] are associated with the respective directions.
According to Equation 2 and following the definition for [image: image], we obtain Equation 8:
[image: image]
We denote this model as uncoupled because the derivatives of [image: image] with respect to [image: image], [image: image], depend only on [image: image], Equation 8.
2.2.3 Coupled strain energy function
The proposed coupled SEF is based on the one proposed by Costa et al. (2001) and Laita et al. (2024) for myocardial tissue and is given by Equation 9:
[image: image]
where [image: image] is a positive stress-like parameter, and [image: image] is the exponent of the exponential function that includes the isotropic and anisotropic character. This work proposes [image: image] as the sum of three terms: a linear term for the isotropic matrix contribution and two quadratic terms related to the anisotropy directions. Thus, [image: image] is defined as Equation 10:
[image: image]
with [image: image] being dimensionless parameters. The quadratic term dependent on [image: image] represents the longitudinal fiber direction, while the term dependent on [image: image] is associated to the transverse direction. Following Equation 2 shown before, the terms [image: image], [image: image], and [image: image] are given by Equation 11:
[image: image]
We denote our proposed SEF as coupled due to the terms [image: image] depending on all invariants that are associated with the isotropic and anisotropic contributions through [image: image].
2.3 Fitting procedure, combination of tests, and model comparison
A MATLAB script was developed to analyze the optimal combination of tests and optimize the fitting process. Five types of tests were available for fitting (UT, PT, E1, E2, and E3). The number of tests to combine could be chosen while leaving the rest for prediction, in addition to E4 and E5 biaxial ratios. In this way, combinations of three tests were conducted for both uncoupled and coupled models to study the structural parameters obtained by fitting. The model that provides the best fitting and prediction was chosen to study the combinations with different numbers of tests involved.
Given [image: image], a vector of the [image: image] unknown parameters of the SEF, the referred minimization problem can be stated as Equation 12:
[image: image]
where [image: image] is the number of considered points, [image: image] is the stress computed from the experimentally measured force, [image: image] is the analytical stress, [image: image] is the number of parameters of the SEF, and the overlined symbols refer to the mean.
For choosing the proper combination [image: image], we analyze the R-square error, [image: image], the root mean square error (RMSE), [image: image], and the relative error [image: image] (Destrade et al., 2017) of the fit and predictive processes for all possible combinations, as described in Equation 13:
[image: image]
Following the incompressibility hypothesis [image: image], the analytical expressions for the non-null Cauchy stress terms obtained from our proposed coupled exponential SEF for the biaxial strain state are described by Equations 14, 15:
[image: image]
[image: image]
In the case of a uniaxial strain state, the analytical expressions are given by Equations 16, 17:
[image: image]
[image: image]
Finally, for the planar tension strain state, the expressions are given by Equations 18, 19:
[image: image]
[image: image]
3 RESULTS
3.1 Histological results
The longitudinal layer is characterized by a high density of collagen fibers forming fascicles, whereas the transverse layer is thinner, as illustrated in Figure 2A. The results demonstrate that fascia is a highly organized tissue with a clearly defined bilayered structure, as shown in Figure 2B. These layers intersect at an angle of approximately 90°. It can be observed that the transverse layer contains only a single row of collagen fibers, a finding consistent with Pancheri et al. (2014). Figure 2C, stained with Picrosirius Red and observed under polarized light, highlights the nearly 90-degree angle between the layers.
3.2 Mechanical experiments
Fascia lata, which surrounds the principal muscles of limbs, works preferentially along one direction, with most of the collagen fibers following this preferred direction, which we denoted as longitudinal; hence, the matrix and fiber transversal direction will play a secondary role in the mechanics and functionality of the fascia. Proof of this is the curves for the uniaxial tests shown in Figure 4. For a stretch of [image: image], the longitudinal behavior is totally different from transverse, while [image: image] has an average stress value of 3.96 [image: image] 1.15 MPa (mean [image: image] STD), [image: image] only achieves a value of 0.60 [image: image] 0.50 MPa. Following the mechanical behavior that soft tissues usually exhibit, the test begins with an initial zone with no stress increment, and then a strain increment appears (toe region). This is because the unfolding fibers are being stretched; when a value of [image: image] is reached, an exponential increase in stress values is experienced.
[image: Figure 4]FIGURE 4 | Mean and STD (shaded) for Cauchy stress [image: image] [kPa] and stretch [image: image] [−] curves for the longitudinal (red) and transverse (blue) fibers subjected to a uniaxial test.
The planar tension test uses a large aspect ratio between width and length to measure shear properties. According to Moreira and Nunes (2013), for small deformations, the stress–stretch response for planar tension and simple shear is the same. Nevertheless, a divergence between planar tension and simple shear occurs for stretch values greater than 1.30. As we are far from [image: image] values of 1.30, we consider planar tension valid for measuring simple shear properties. Curves for planar tension shown in Figure 5 describe a mechanical behavior with a longitudinal direction that exhibits greater stiffness in contrast to the transversal direction of fibers, as we observed in the uniaxial test. Longitudinal stress values are 4.77 [image: image] 2.45 MPa (mean [image: image] STD), whereas in the transversal direction, we observed 1.13 [image: image] 0.51 MPa for a [image: image] value of 1.072. A less pronounced non-linear behavior is observed compared to uniaxial curves. Regarding the deviation of the longitudinal curves from the mean, it has been noted that planar tension exhibits greater dispersion.
[image: Figure 5]FIGURE 5 | Mean and STD (shaded) for Cauchy stress [image: image] [kPa] and stretch [image: image] [−] curves for the longitudinal (red) and transverse (blue) fibers subjected to a planar tension test.
The mean curves depicted in Figure 6 correspond to the last load cycle at each ratio for biaxial tests. The equibiaxial ratio (1:1) exhibits greater stiffness in both the longitudinal and transverse directions than in uniaxial and planar tension tests. Stretching one fiber family implies an increase in the stiffness of the other. Evidence of this effect is clearly observed by comparing the E1 and E4 ratios: Using the equibiaxial as a reference and considering the described effect of the ratios, a greater stretch in one direction leads to a stiffer curve in the opposite direction than the equivalent curve in the equibiaxial ratio, ensuring the proper performance of the biaxial test. This can be observed in Figure 6F, where the mean curves for each direction and ratio are presented.
[image: Figure 6]FIGURE 6 | Mean and STD (shaded) Cauchy stress [image: image] [kPa] and stretch [image: image] [−] curves for the longitudinal (red) and transverse (blue) fibers subjected to different ratios in the biaxial test. (A) corresponds to the equibiaxial (1:1) ratio, while the curves in (B) show the ratio 0.5:1; (C), (D), and (E) correspond to the ratios 1:0.5, 0.75:1, and 1:0.75, respectively. (F) represents the mean Cauchy stress and stretch curves for both longitudinal and transverse fibers across all ratios.
Table 1 compiles the mean maximum stress and strain values for each direction and ratio obtained. We include the anisotropy ratio [image: image], defined as the ratio between the longitudinal stress value and the transverse stress value for a specific [image: image] value. In order to compare [image: image] across the equibiaxial, uniaxial, and planar strain states, a stretch value of 1.037 has been chosen as a reference.
TABLE 1 | Mean value for [image: image] (mean [image: image] STD) and [image: image] for equibiaxial, uniaxial, and planar tension strain states at a stretch value of 1.037.
[image: Table 1]The [image: image] for the uniaxial test exhibits the highest value, of 6.08, followed by the [image: image] of the planar tension test, which reaches 3.21 and finally, the equibiaxial, where we found a [image: image] value of 2.12. The obtained values for [image: image] are reasonable given the characteristics of the different strain states, as the equibiaxial test involves both directions. As observed in Figure 6, increased stretching in one direction results in a stiffer curve in the opposite direction. Evidence of this is that the maximum transversal stress, [image: image], for [image: image] equal to 1.037 is obtained with the equibiaxial test.
A common point observed in all tests is the significant deviation found in the experiments. Two factors contributing to this could be the extraction area, as regions closer to the tendon or bone may exhibit greater stiffness, and the local mechanical demands the tissue must withstand. If one area supports more stress than another, the fiber density must be higher.
3.3 Constitutive modeling
Fitting is used to determine the parameters that define the model. It is based on a minimization problem where successive iterations of the parameters are performed until reaching a minimum in Equation 12. The objective of this step is to compare whether the uncoupled or coupled model is more appropriate based on their fitting and prediction capabilities. Figure 7 represents the average experimental curve for the fifth loading cycle (dashed lines) for each direction and the curves obtained from the fitting (solid lines) through the minimization process. Fitting accounts for the entire range of deformation reached in the different biaxial tests. However, for both the uniaxial and planar tension tests, the maximum values of[image: image] only reach 1.04. Thus, all tests are fitted within the same range of deformation.
[image: Figure 7]FIGURE 7 | Fitting of the uncoupled model (A) and the coupled model (B) for the optimal combination of tests. Solid lines refer to the Cauchy stress from fitting, while the dash-dotted lines represent the mean Cauchy stress from experiments. Red lines indicate the longitudinal direction, and blue lines indicate the transversal.
We derive the parameters for the fitting process by combining three tests. When the uncoupled model (based on Pancheri et al., 2014) was applied, the optimal combination of test with no constraints in the value of parameters was E1, E3 and PT (Figure 7A) with [image: image] and [image: image]. Regarding the structural parameters, the following values were obtained: [image: image]. We observe that the parameters associated with the family of transverse fibers are equal to zero, which is not physiologically plausible. If we consider the model as structural, there must be a relationship between the parameter and the tissue’s physiology. On the other hand, for the coupled model proposed in this work, the optimal combination was the ratios E1, E2, and E3 (Figure 7b) with [image: image] and [image: image], the values of the structural parameters were [image: image]. Unlike the uncoupled model, the parameter values in this case align with the expected structural function. The parameter associated with the longitudinal direction is greater than that of the transverse direction, and the latter is greater than that of the matrix. Comparing [image: image] (see Equation 13) in both models for the maximum [image: image] obtained with the uncoupled model (E1, E3, and PT), the coupled model exhibits lower relative errors, especially when the transversal direction is fitted, as shown in Figure 8. The longitudinal direction has a similar relative error in both models along [image: image], but it is slightly lower in the coupled model. The fitting for the uncoupled model was performed while considering constraints to ensure the physical meaning of the parameters. The relative error indicates that the proposed model achieves better results when different strain states are evaluated for soft-fibered tissues with fiber orientations close to 90°. The graphs show that the model better fits stress values for [image: image]. Note that [image: image] means the model perfectly matches the experimental stress.
[image: Figure 8]FIGURE 8 | Comparison of the [image: image] for the coupled and uncoupled models for the test combination with the best [image: image]. The uncoupled model fitting was performed with constraints to ensure the parameters have physical meaning.
Observing the better fitting, improved prediction, and the physiological relevance of the parameters, the coupled model was chosen to study how the combination of tests affects the model’s predictive capability, considering its structural nature.
3.4 Constitutive model predictions
In this section, the combination of one to five tests is analyzed. It is essential to strike a balance between fitting and prediction. When parameters are obtained based on a single strain state, the fitting error is minimal, but the predictive capability is lost as the parameters become specific to that strain state.
Table 2 summarizes the material parameters and errors for each combination. Structural material parameters exhibit similar values, all within the same order of magnitude, except for the first fitting using only one test. As shown in Table 2, fitting becomes more challenging as the number of tests increases and the strain states become more diverse.
TABLE 2 | Material structural parameters from fitting for the different combinations of tests using the proposed coupled strain energy function.
[image: Table 2]Fitting with two strain states ([image: image]; [image: image]) implies losing precision when predicting tissue behavior for other strain states compared to fitting with three strain states ([image: image]; [image: image]). It should be noted that an excessive increase in the number of tests used for fitting does not necessarily result in an improvement in prediction error. While increasing from a single strain state to the combination of two may enhance prediction, fitting with four tests ([image: image]; [image: image]) does not yield a better prediction than fitting with three. In this sense, fitting with one strain state and with five strain states simultaneously was tested to corroborate the previous idea. Using only a single test, the E1 ratio yielded the best results in terms of the physiological meaning of the parameters and the prediction error [image: image] that was equal to 0.882 with a [image: image] = 0.406; however, the adjustment error [image: image] was 0.994 with [image: image] = 0.087. Using five tests, the fitting error [image: image] is 0.958 with [image: image] = 0.247, and the prediction error worsens with respect to the combination of three tests ([image: image]; [image: image]) with [image: image] = 0.862 and [image: image] = 0.406.
Figure 9 illustrates the effect of the number of fitting tests on the errors in fitting and prediction. For each number of tests combined, the optimal prediction has been selected; that is, for the combination of three tests, the [image: image] and [image: image] values for the E1, E2, and E3 case are depicted.
[image: Figure 9]FIGURE 9 | Sensitivity of the fitting and prediction errors as the number of tests used to obtain the structural parameters increases. [image: image] and [image: image] values correspond to the best result of each test combination.
Figure 10 depicts the prediction curve for the tests that are not included when fitting with the three strain states (E1, E2, and E3). For low strain values, the prediction curve more accurately follows the real behavior experienced in the test. However, it is also observed that the biaxial ratio E5 proves challenging to predict because it represents a strain state that forces greater stiffness in the softer direction of anisotropy, which contradicts the tests used for fitting.
[image: Figure 10]FIGURE 10 | Prediction results when fitting is performed using three tests (E1, E2, and E3) with the proposed coupled SEF.
4 DISCUSSION
Computational simulation is a powerful tool for studying and analyzing pathologies, treatments, and surgeries in the context of biomechanics. To achieve accurate results, an exhaustive characterization and the use of an adequate constitutive model capable of predicting tissue behavior are necessary. The fascia forms a continuous structure that can store approximately 20% of the total force produced by muscles (Blottner et al., 2019). Its stiffness is associated with plantar fasciopathy (Barreto Rabelo et al., 2023) and biomechanical responses (Cheung et al., 2004), among other functions. Computational simulation could help improve the understanding of its behavior and related pathologies. Despite its importance, the fascia remains an understudied tissue. For this reason, we have chosen fascia as the focus of our study.
4.1 Experimental remarks
Throughout this work, a multidimensional characterization has been presented, including three different tests that reproduce a wide range of strain states. The results show that fascia is a highly stiff tissue due to its structure, which consists of layers of collagen fibers spatially oriented in two directions. The highest deformation observed in our tests occurs in the plane tension test, reaching a maximum value of 7.5%. In the other tests, the maximum deformation reached is 5%. These elongation values are consistent with those reported in previous studies (Eng et al., 2014; Pancheri et al., 2014; Ruiz-Alejos et al., 2016). Fascia’s mechanical behavior is characterized by high stiffness, especially when compared to other soft tissues such as the myocardium and arteries. This stiffness allows the fascia to sustain high levels of stress with minimal strain, a characteristic typical of collagenous fibrous tissues like tendons. If tension increases by 8%–10%, it leads to visible tearing of tendon fibers, ultimately resulting in tendon rupture (Wang et al., 2012). The difference in stiffness between the longitudinal and transverse directions is related to the thickness and number of collagen fibers in each direction, which are greater in the longitudinal direction than in the transverse direction, as shown in the histological images in Figure 2A). Similar results were reported by Pancheri et al. (2014).
Eng et al. (2014) obtained 3.5 MPa in biaxial tests for a strain of 4%, while in our study, we measured 3 MPa for the same strain range. Pancheri et al. (2014) reported a maximum strain of 6% in biaxial tests and 8% in uniaxial tests. Regarding maximum stress values in uniaxial tests, they obtained 7 MPa for a strain level of 5.5%, whereas in our study, we reached 4 MPa at the same strain level. Comparing stress in biaxial tests, Pancheri et al. (2014) reported 3 MPa for a 4% strain, which matches our results. Additionally, Ruiz-Alejos et al. (2016) found that deep fascia exhibited a stress of 2.5 MPa at 5.5% elongation in uniaxial tests. Both results are within the same order of magnitude, with the difference accounted for by deviation. As observed by Pancheri et al. (2014), the data illustrate that specimens stretched along the longitudinally oriented fibers exhibit higher stiffness than those stretched in the transverse direction. Despite the different origins of the fascia samples, we observed similar values in sheep fascia lata to those reported by Stecco et al. (2013) for human crural fascia under the same stretch range. As seen in the literature and confirmed by our experimental results across different strain states, fascia exhibits high variability. The stress–strain curves presented in this work show that this deviation is consistent with that reported in other experimental studies.
4.2 Constitutive model remarks
In this study, we evaluated the accuracy of the model proposed by Pancheri et al. (2014). As they described, a generic angle [image: image] is used despite histological sections showing that collagen fibers form an angle between 80° and 90° (Stecco et al., 2009). We proposed a constitutive model based on a coupled strain energy function, assuming a 90° angle between the anisotropy directions representing the fiber orientations in the tissue. This assumption affects the choice of the constitutive model. Referring back to the formulation in Section 2.2, the unit vectors are defined as [image: image] and [image: image], which, in turn, impacts the expressions used for stress calculation. In the model by Pancheri et al. (2014), the stress value in one direction does not depend on the other, as seen in the expressions for [image: image], [image: image], and [image: image] (Equation 8). Although the model can fit the experimental data (Figure 11A), issues arise with the obtained parameters, as they lack structural meaning. Specifically, the parameters related to the transverse fiber direction are reduced to 0, effectively neglecting one fiber direction. When we impose constraints in the minimization problem to ensure that the transverse parameters remain nonzero and greater than those associated with the matrix, the model is no longer able to fit the experimental data properly, as shown in Figure 11B.
[image: Figure 11]FIGURE 11 | Comparison of the fit for the Pancheri et al. (2014) model: (A) without constraints and (B) with the constraint that the transverse parameters are greater than those associated with the matrix.
To use an uncoupled constitutive model, it is necessary to not assume that the angle between the anisotropy directions is 90°. Instead, this angle becomes an additional parameter in the problem, defining the unit vectors as [image: image] and [image: image], where [image: image] represents the fiber angle relative to the 1-axis, and thus [image: image] = 90°-[image: image]. As stated in Pancheri et al. (2014), [image: image] is a phenomenological parameter that they compare to the angle formed by fascia collagen fibers, despite describing a structural strain energy function (SEF). With the unit vectors defined in terms of sine and cosine, the analytical expression for stress calculation in one direction depends on the other. The model we propose in this work effectively fits the experimental data while assuming that the fibers form a 90° angle between them. This is because it incorporates both longitudinal and transverse contributions within the same exponential term, allowing stress in one direction to depend on the other. Even if the angle were treated as a parameter, our model could still accommodate it by incorporating it into the vector definitions, providing flexibility in considering different anisotropy angles.
Considering these aspects, the parameter fitting process was optimized using the coupled model proposed in this work. The main objective is to determine the minimal set of deformation states required for fitting in order to obtain accurate parameters that enable reliable predictions of fascia behavior with the fewest possible experiments.
Regarding the optimal combination of tests among the options studied and listed in Table 2, greater emphasis was placed on minimizing prediction error and reducing the number of test types required, as this directly impacts the number of samples and overall testing effort. As shown in Figure 9, which illustrates the variation of fitting and prediction errors with an increasing number of tests, both [image: image] and [image: image] stabilize and remain constant beyond three tests. This indicates that including more than three tests in the fitting process does not enhance prediction accuracy. Additionally, the three necessary tests—biaxial ratios E1, E2, and E3—belong to the same test type, reducing the number of specimens required and the overall testing time by eliminating the need for multiple testing machines.
The aim of a computational model is to enable simulations, making predictability a crucial factor. Our proposed coupled SEF demonstrates excellent predictability with only four parameters, considering that it accounts for three strain states. The material parameters we propose for characterizing fascia and predicting various strain states are listed in Table 3.
TABLE 3 | Material parameters proposed for fascia characterization based on our SEF.
[image: Table 3]Throughout this work, we have emphasized the importance of the obtained parameter values in relation to the structural nature of the model used for fitting. There must be coherence between these values and the structural components they represent. In this regard, it is possible to establish similarities with parameters from other studies. The parameters determined in this study represent a solution to a problem that does not have a unique solution. Therefore, direct comparisons of individual values to establish, for example, a stiffness criterion are not meaningful. Moreover, even if the two models are structural, their defining SEFs may differ. In fact, this work presents an SEF distinct from those proposed by Pancheri et al. (2014) and Ruiz-Alejos et al. (2016). Regardless of the absolute parameter values, a clear pattern emerges: parameters associated with the primary fiber direction are greater than those in the transverse direction. In turn, transverse parameters exceed those related to the isotropic component, which corresponds to the tissue matrix and lacks a mechanical function.
4.3 Limitations
This work has some limitations, one of which is that we tested samples from an animal model rather than human fascia. Although our results are similar to those obtained by Stecco et al. (2013), they cannot be directly extrapolated to the human model. Therefore, the parameters we propose should be used with caution in simulations for human studies.
Regarding the coupled SEF proposed in this study, as discussed by Anssari-Benam et al. (2024), the selection of classical invariants for the isotropic component may be suboptimal if [image: image] is excluded, and similarly for the anisotropic component if [image: image] and [image: image] are not considered. The goal of this study is to develop a model that not only achieves a good fit but also enhances predictive accuracy across different deformation states while maintaining a straightforward formulation. To this end, we have chosen to use models that incorporate a simple exponential function and standard invariants commonly referenced in the literature.
Additionally, our model does not account for viscoelastic properties, which play a significant role in the behavior of soft tissues. The viscoelastic properties of fascia are typically analyzed through stress relaxation and dynamic mechanical analysis (DMA), both of which are widely documented in the literature (Bonifasi-Lista et al., 2005; Prevost et al., 2011; García et al., 2012; Calvo et al., 2014). These properties will be the subject of future studies. The perpendicularity of the fibers is considered; however, soft tissues exhibit fiber dispersion relative to the main direction. The next step to enhance the proposed model would be to incorporate a new parameter for dispersion using techniques such as polarized microscopy (Sáez et al., 2016). The mechanical behavior of soft tissues is governed by their underlying microstructure, particularly the extracellular matrix with embedded collagen fibers. Therefore, studying the micromechanical behavior of individual fibers can provide valuable insights into the macroscopic mechanical response. This approach is commonly used in microstructural models, where the behavior of individual fibers is represented and then homogenized by integrating over the surface of a sphere (Alastrué et al., 2009; Gasser, 2011; Weisbecker et al., 2015; Sáez et al., 2016). This work focuses on the macroscopic response and does not account for the micromechanical behavior of collagen fibers.
5 CONCLUSION
Characterizing soft biological tissues is challenging due to the many factors influencing accurate results. Tissue-related characteristics, such as heterogeneity, harvesting area, and inter-individual differences within the same species, as well as handling and testing protocols, can lead to variations across studies. Despite these considerations, our multidimensional characterization has yielded stress values that closely match those reported in the literature for the same strain levels.
This study highlights the importance of considering tissue characteristics and modeling assumptions when selecting an appropriate constitutive model. We assumed that fiber directions form an approximately 90° angle, which necessitates the use of a coupled constitutive model. An uncoupled model fails to properly fit the parameters under the condition that transverse parameters are neither 0 nor lower than the isotropic ones, as we consider the model to be structural. Furthermore, the uncoupled model lacks predictability, making it unsuitable for future simulations. These limitations motivated the development of the coupled SEF proposed in this work. Using this coupled model, we can accurately predict uniaxial, biaxial, and planar tension strain states with a single set of parameters.
Beyond proposing a new SEF that addresses the challenge of modeling anisotropic directions at 90°, we also analyzed the impact of the number of tests on fitting and prediction. Our results demonstrate that increasing the number of fitting tests does not improve the prediction of other strain states. Specifically, the biaxial ratios E1, E2, and E3 are sufficient to predict uniaxial, planar tension, and biaxial strain states.
The diversity of tests, the well-defined testing protocols, the experimental stress-strain curves, and their comparison with literature values, combined with the proposal of a new SEF and material parameters capable of predicting different strain states, provide a comprehensive and accurate understanding of the mechanical behavior of fascia. In addition to introducing a study on test combinations, this work offers valuable insights that contribute to a deeper understanding of fascia mechanics.
6 STATEMENT OF SIGNIFICANCE
Fascia is a collagen-rich soft tissue that has recently gained increasing importance in human physiology. Understanding its mechanical behavior is essential for comprehending its functions. To achieve this, we conduct a multidimensional characterization that includes different strain states. Additionally, we analyze two constitutive models: one widely used and another proposed in this study. Our findings highlight the importance of tissue structure when selecting an appropriate constitutive model. The primary goal of a constitutive model is to accurately predict strain states, which depends on the material parameters obtained through fitting. Therefore, this study also explores the combination of mechanical tests to optimize the fitting process.
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ACL, anterior cruciate ligament; PCL, posterior cruciate ligament; MCL, medial collateralligament; LCL lateral collateral ligament; MA, anterior meniscotibial ligament of the medial meniscus;
LA, anterior meniscotibial ligament of the lateral meniscus; MP, posterior meniscotibial ligament of the medial meniscus; LP, posterior meniscotibial ligament of the lateral meniscus; aMFL,
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W =Cuo (s -3) w Cio(I) =3)" (He et al,, 2021) Ca = 0.0690 kPa
= Cio = 0.0167 kPa
Reduced Polynomial N2 Dias et al. (2014) Ci=202kPa | Ogden NI N =395 MPa
N2 00575 kPa W= 3 O+ 57 H") (He etal, 2021) i
W= Colli-3 =
=
Arruda-Boyce Arruda and Boyce (1993) Am =242 Ogden N3 Ne3 I
| =361 kPa W=y A
=

x
W=pdse (1 -3)

(He et al,, 2021)
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Model Classifier Acc Al 95% CI Sen Spec PPV NPV PREC Recall
‘ Rad LR 0905 0957 09217-0.9925 ‘ 088 0927 0917 | 0895 0917 088 ‘ 0898 ‘ Train
‘Vlud i 0911 09H  08622-10000 ‘ 095 oso | oset ‘ 0957 | o6t ‘ 095 ‘ 0905 ‘ Test
‘ DL IR 0905 | 0935 | 0.8824-0.9874 ‘ os 097 | ooy ‘ 0895 | 0917 ‘ 088 ‘ 0898 [ Train
‘ DL IR 0911 0930 | 0.8377-1.0000 ‘ 095 | oso | oses ‘ 0957 | 0864 ‘ 095 | 0505 ‘ Test
DLR LR 0914 095  09183-0.9930 ‘ 088 0945 0936 \ 0897 093% 088 \ 0907 ‘ Train
DIR I 0s3 0568 09085-10000 090 | o0s0s ‘ 0958 | 0905 095 \ 0927 ‘ Test

ACC, Accuracy; AUG, area under curve; Cl, confidence interv:

predictive value; NPV, negative predictive value; PREC, Precision.
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Age (years) 40.1 + 14.04 47.21 + 1491
Mean + SD

Gender, No. (%)

Male 30 (37.5%) ‘ 34 (48.58%)
Female 50 (62.5%) ‘ 36 (51.42%)
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Co [kPa] G [-] C G [-] £it R
E1 13.02 3213 129.28 40.00 0.994 0.087 0.882 0,406
E2 7.88 113107 230.96 15552 0999 0.032 0719 0686
E3 429 135.68 14929 117.10° 0995 0.089 0620 1,084
ur 13.66 1.00.107 147.36 3672 0990 0.128 0499 0951
1 [ 13.80 126,107 129.99 61.49 0995 0.071 0442 0843
El, E2 1642 1.00.107 15217 78.89 0986 0.147 0803 0494
EL E3 1235 60.41 97.06 2.95 0986 0.149 0873 0423
E1, UT 1257 40.87 12476 24.09 0.989 0.126 0.854 0.471
EL PT 1198 67.93 82.81 1.00.10° 0992 0.106 0846 0452
E2, E3 489 67.96 203.04 12029 0988 0.125 0576 0971
E2, UT 9.03 86.77 12490 1169 0945 0270 0740 0688
E2, PT 936 90.82 78.25 1247 0958 0.199 0856 0472
E3, UT 774 7324 14830 1156 0978 0.191 0830 0590
E3, PT | 941 9438 81.30 1.00.107 0967 0.193 0858 0.486
UT, PT 1275 1.00.10° 14451 5257 0968 0.206 0364 0994
El, E2, E3 13.88 2878 12462 49.07 0.972 0211 0,878 0.371
El, E2, UT 14.08 3739 11667 2928 0973 0202 0870 0412
El, E2, PT ‘ 1321 6227 80.05 7.94 0976 0.185 0.860 0.408
El, E3, UT i 1159 6227 12916 2498 0983 0.166 0844 0492
El, E3, PT 1242 66.20 84.01 1.00.10° 0983 0.157 0846 0454
El, UT, PT 111 44.82 12259 2937 0972 0.198 0859 0461
E2, E3, UT [ 7.00 90.18 14275 2659 0953 0258 0710 0739
E2, E3, PT 8.06 11186 14275 0.84 0950 0228 0747 0631
E2, UT, PT 1325 3094 11683 39.75 0917 0317 0.894 0369
E3, UT, PT 11.63 3420 127.28 33.08 0942 0284 0868 0442
El, E2, E3, UT 13.02 39.60 120.63 30.52 0.969 0.222 0.861 0,417
EL E2, E3, PT [ 13.46 61.16 81.82 7.78 0969 0210 03858 0.404
El, E2, UT, PT 1238 4322 11424 30.98 0960 0238 0877 0.403
EL, E3, UT, PT 1141 46.85 11901 2549 0969 0215 0848 0475
E2, E3, UT, PT 10.86 5284 1721 3245 0921 0313 0918 0325
7 EL E2, E3, UT, PT I 12.42 1 4479 112.95 25.75 0.958 0.247 0.862 0,406

Bold rows represent the best result of each combination.
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E; (MPa) Omax (MPa)
FT 354 9.06 286 1.56
EO 0.33 1.00 057 1.98
10 0.26 0.65 039 1.94
RA 0.33 0.52 023 1.60
TA 0.31 1.03 073 219
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Material types Young's Poisson'’s
modulus, MPa ratio
Osteoporotic cortical bone 8,844 03
Osteoporotic cancellous 660 03
bone
Titanium alloy (Ti- 13,400 03
6AL-7Nb)

Fibular allograft 1,520 03
Bone cement 110,000 03
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te element models PLP-CS PLP-FA PLP-MLP
Number of nodes 390,793 406,581 396,361 396,964
Number of elements 254,486 264,987 257,087 256,337
Size of element, mm
Mean 079 078 079 078
Maximum 100 100 100 099
Minimum 155 x 107 154 x 107 1.54 x 107 0.92 x 1072
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Subject code  Leg position Es (MPa) Mean Es (MPa)

s1 B 0.001975 0.002040
c 0.002145

s2 [ B | 0.002678 0002976
G 0.003273

$3 B [ 0.003700 [ 0002750

G 0.001800
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Subject Class Physical property Mechanical property

Re(ecm) Le(cm) h(mm) MD (kg/m®) Er(MPa) Eg (MPa) vi Gr(MPa)

s1 1 B 252 6.0 0.66 4793 | 035 0.16 021 0.14
Bl 279 | 65 [ 067 4682 033 015 021 | 0.14

(e} 357 75 068 4813 037 021 020 0.17

D 350 | 7.0 067 4806 038 020 020 0.16

mo B 242 TR 503.6 | 042 0.14 022 0.17

Bl | 279 | 65 0.64 4815 | 041 017 | 023 | 0.17

c s 75 0.66 4793 035 0.16 021 0.14

D 322 | 7.0 [ 068 4682 033 0.15 021 | 0.14
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Pre-condition Post-condition

group (N = 13) group (N = 13)
Age, mean 2008 (1.44) 20.62 (1.19)
(SD), yr
Female (%) 69.23% 69.23%
Height, mean 1.69 (0.08) 1.69 (0.09)
(SD), m
Weight, mean | 6285 (12.39) 6772 (15.11)
(SD), kg
BMI, mean (SD), | 2188 (2.81) 2359 (5.43)
kg/m?
Right- 84.62% 100.00%
handed (%)

Maximum force value output during MVC, Newton

Baseline 206.85 (109.96) 184.43 (77.16)
Post 1 17932 (105.02) 159.71 (76.63)"
Post 2 183.13 (105.18) 169.21 (83.47)
Post 3 17667 (11546)" 165.98 (101.75)"

Note: BMI, body mass index; MVC, maximum voluntary contraction. The symbols *
ates p < 0.05 compared to baseline.
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Reference Software pe of analysis Degrees of freedol
Hemndndez-Gascén et al. (2014) Abaqus N/A 885,738" standard
Herndndez-Gascén et al. (2013a) Abaqus static implicit N/A standard and user subroutine
Hernéndez-Gascon et al. (2013b) Abaqus static N/A standard and user subroutine
implicit
Pachera et al. (2016) Abaqus N/A N/A standard
Todros et al. (2018) Abaqus N/A N/A standard
He et al. (2020) Ansys N/A N/A standard
Tuset et al. (2022) Code_aster N/A N/A | standard
Karrech et al. (2023) Abaqus N/A N/A standard
Grasa et al. (2016) Abaqus N/A N/A wser subroutine
Pavan et al. (2019) Abaqus [ quasi-static implicit | N/A | tandard and user subroutine
Todros et al. (2020) Abaqus N/A N/A standard and user subroutine
Karami et al. (2023) Abaqus N/A N/A user subroutine
7 Jourdan et al. (2024) Ansys | N/A N/A | standard

sEistiisiared of fhe Basté of the Aiimber of Hodes: and tjpe of desncits.
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Generic_no twist 65,63 23,65 10,72
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