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Editorial on the Research Topic 
Production technology for deep reservoirs


The diversity of energy sources in deep reservoirs encompasses shale gas/oil, hot dry rock geothermal systems, tight gas/oil formations, and coal gasification. However, the production of deep reservoirs has significant stimulation difficulty. To efficiently extract energy from deep reservoirs, technological advancements are flourishing across Europe, North America, and Asia. This Research Topic accepted thirty-six research articles. These articles discuss lots of aspects about production of deep reservoirs, such as fracturing, production enhancement methods, safety and well testing.
We have collected several papers on fracturing methods and fracture propagation. Zhang et al. constructed a simulation model and found that increasing the wellhead back pressure is a recommended strategy to mitigate the issue of displacement gas kick encountered in horizontal wells. Ding et al. conducted a study on the swift propagation dynamics of fractures induced by waterflooding. The experimental results indicate a notable decrease of the fracture propagation pressure by approximately 20% and a significant propagation of waterflood-induced fractures during the waterflooding process. Wang et al. investigated about the impact of shale heterogeneity on fracture behavior through a physical simulation experiment. The important factors include shale bedding, lithological variations and natural fracture around perforation hole. Wang et al. devised an advanced mathematical model that comprehensively captures the intricacies of quasi-elastic energy dynamics within shale oil reservoirs and they used an embedded discrete fracture model for precise fracture characterization. Meanwhile, Zeng et al. introduced a novel method using water hammer signals for efficient and accurate hydraulic fracture size inversion, reducing data processing time and enhancing measurement accuracy, especially for fractures distant from the well toe. These studies highlight the importance of advanced modeling techniques and efficient data analysis in optimizing shale reservoir development.
Some papers have proposed different production enhancement measures such as CO2 injection, water drive, etc. to improve the recovery of oil and gas wells. Cui et al. utilized investigated on the influence of CO2 huff and puff on recovery efficiency. The numerical simulation results indicate that important factors include injection volume, injection rate and soaking duration. In order to get a optimal achievement, those factors should be optimized according to geological conditions of reservoirs. Li et al.; Junshuai et al. focused on the efficiency of water injection development in carbonate rock reservoirs in the Middle East. They explored methods and techniques, such as improving injection patterns and differential perforation, to enhance reservoir development efficiency and recovery rates. Based on the results of error analysis, Yang et al. used the Gray model to precisely estimate the pressure distribution within shale gas wellbores and identified the practical pressure limit.
We have received several papers that provide insights into safety issues affecting oil and gas field production, such as sand production in oil wells and inter-well interference. He et al. discovered the underlying causes of sand production in oil and gas wells, subsequently delving into the core principles, implementation methodologies, and consequences of conventional sand control measures. Du et al. provided carried out a comprehensive assessment of production variations within several reservoirs, leveraging the analysis of Blasingame type curves to understand the definitions of dimensionless parameters. Moreover, the study scrutinized critical impact on production performance, including the production output of neighboring wells, the distance between these wells, and the commencement timing of production from neighboring wells. Fan et al. conducted an extensive applicability assessment of plunger lift technology in shale gas wells, meticulously evaluating the suitability of a specific well for this technology. The evaluation encompassed a thorough analysis of factors such as the height of the liquid column residing above the plunger, the production efficiency under pressure conditions, and the overall duration of well shut-ins, to determine the well’s compatibility with plunger lift operations.
Well testing is an indispensable part of oil and gas field development. Through well testing, the production potential and economic viability of the well can be better evaluated, guiding subsequent production and development decisions. Chen et al. proposed a novel well testing model to devised specifically for partially perforated wells in natural gas hydrate (NGH) reservoirs. This innovative model incorporates the dynamic decomposition of hydrates. By simulating the behavior of a perforated the NGH well with a dynamic dissociation interface, the model effectively divides the reservoir into two distinct zones. In this study, a sensitivity analysis is performed utilizing the parameters sourced from partially perforated wells as well as the formation properties of the NGH reservoirs. Wang et al. investigated the non-linear seepage flow patterns for ultra-low permeability tight gas reservoirs. Through the analysis of scale invariance in the seepage flow dynamics of ultra-low permeability tight gas reservoirs, researchers have formulated a fractal geometric representation grounded on the capillary pressure curve. Subsequently, they delved into the fractal characteristics of matrix porosity and fractures, examining their influence on the stress sensitivity of these reservoirs.
The studies highlight a range of innovative techniques aimed at improving production efficiency and addressing operational challenges. Advanced simulation models for fracture propagation and optimized well performance, alongside production enhancement measures such as CO2 injection and water drive, underscore the role of technological innovation in boosting recovery rates. Additionally, analyses of sand control methods, inter-well interference, and non-linear seepage flow patterns provide insights into mitigating production issues and optimizing reservoir management. Well testing models and sensitivity analyses further aid in evaluating well potential and guiding strategic development decisions. These valuable contributions significantly enrich our comprehension of reservoir behavior, thereby providing actionable strategies to bolster the economic feasibility and sustainability of oil and gas extraction operations.
AUTHOR CONTRIBUTIONS
YP: Writing–original draft, Writing–review and editing. JW: Writing–review and editing. HQ: Writing–review and editing. DF: Writing–review and editing. YL: Writing–review and editing.
FUNDING
The author(s) declare that no financial support was received for the research, authorship, and/or publication of this article.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
Conflict of interest: Author JW was employed by Chevron Corporation Technical Center.
The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2024 Peng, Wang, Qu, Feng and Liu. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 29 November 2023
doi: 10.3389/fenrg.2023.1324758


[image: image2]
Study on low-heat synergistic chemical profile control and flooding technology in Bohai Oilfield
Liang Dan*, Zhang Jian, Zhou Wensheng, Hua Zhao, Zhang Qichen and Wang Liqi
National Key Laboratory of Offshore Oil and Gas Exploitation, CNOOC Research Institute Co., Ltd., Beijing, China
Edited by:
Feng Dong, China University of Geosciences, China
Reviewed by:
Zhang Zengli, Sinopec, China
Qiang Tan, China University of Petroleum, China
* Correspondence: Liang Dan, liangdan@cnooc.com.cn
Received: 20 October 2023
Accepted: 10 November 2023
Published: 29 November 2023
Citation: Dan L, Jian Z, Wensheng Z, Zhao H, Qichen Z and Liqi W (2023) Study on low-heat synergistic chemical profile control and flooding technology in Bohai Oilfield. Front. Energy Res. 11:1324758. doi: 10.3389/fenrg.2023.1324758

Introduction: Through the combination of hot water and chemical agent, the low-heat synergistic chemical profile control and flooding technology can not only reduce the risks of sand production and string damage caused by high-temperature thermal recovery technology, but also further improve the recovery factor on the basis of hot water flooding.
Methods: Based on laboratory testing, the synergism mechanism of thermal energy and chemical agent is studied.
Results: The research results showed that in the near wellbore zone of the injection well, crude oil viscosity reduction mainly relies on thermal energy, and chemical agents assist in improving the water oil mobility ratio and reducing the risk of cross flow. After entering the deep formation, due to the decrease in temperature, the thermal energy effect is weakened, but the chemical agents still aggregate at the oil-water interface and continue to act on heavy oil to reduce viscosity. The higher the temperature, the greater the role of heat energy, and the weaker the role of chemical agents. The higher the injection concentration of chemical agent, the more obvious the leading role of chemistry. Based on the comprehensive evaluation index, the optimized temperature is 80°C and the injection concentration is 1500 mg/L. The scheme study of Bohai L Oilfield shows that compared with cold water flooding, hot water flooding can only improve oil recovery by 1.2 percentage points, and low heat collaborative chemical profile control flooding technology can further improve oil recovery by 4.7 percentage points on the basis of hot water flooding, with obvious oil increase effect.
Conclusion: It is suggested that Bohai L Oilfield should apply low-heat coordinated chemical profile control and flooding technology to improve the development effect of the oilfield, and provide new technical ideas for safe and economic development of offshore heavy oil.
Keywords: heavy oil, thermo-chemical synergy, experiment, mechanism, scheme design
INTRODUCTION
Bohai Oilfield is rich in heavy oil resources, accounting for 56% of the proved geological reserves. Compared with onshore oilfield, offshore heavy oil development is more difficult (Xie et al., 2016; Zhang et al., 2021). Ordinary heavy oil with formation crude oil viscosity less than 350 mPa s is currently mainly developed by cold recovery methods such as water flooding or chemical flooding, with recovery factor of 30%–50%, but heavy oil with viscosity greater than 350 mPa s is generally less than 10% (Liang et al., 2009; Liang et al., 2015; Qu et al., 2020; Kang et al., 2021). In recent years, field tests of multiple thermal fluid huff and puff, steam huff and puff and steam drive technologies have also been carried out in Nanbao35-2, Chengbei and other oilfields (Chen, 2011; Tang et al., 2011; Cheng-xiang et al., 2012; Liang et al., 2014; Zhu et al., 2016; Zheng et al., 2020; Kang et al., 2022; Yuan et al., 2022), and certain yield increase effects have been achieved. However, because the reservoirs in Bohai Oilfield are mostly loose sandstone and have strong heterogeneity, the conventional thermal recovery method generally has a high temperature, usually above 300°C, so the problems of channeling, sand production and string damage are inevitable in the process of high-temperature fluid injection (Dong et al., 2013; Jiang et al., 2014). In addition, for offshore oil fields, the platform space is limited and the project investment is large. High-temperature thermal recovery requires supporting large heating boilers and water treatment facilities, which not only occupies the platform space but also has high investment costs. The use of high-temperature resistant pipe strings and pumps makes the economic benefits even less optimistic.
In addition to high-temperature thermal recovery technology, field tests of hot water flooding with relatively low temperature have also been carried out in many oilfields, mainly as a replacement technology after high-temperature thermal recovery or conventional water flooding. Guo Dianjun introduced the field test of hot water flooding in shallow and thin heavy oil reservoirs in Daqing Oilfield (Guo et al., 2019). The research shows that the daily oil production has increased by 6t, the comprehensive water cut has decreased significantly, and the oil increase effect is obvious. Duvalintroduced the field test of circulating hot water flooding in Pelican Lake Oilfield, Canada. Through the use of circulating hot water injection, thin heavy oil reservoirs can be effectively developed (Duval et al., 2015). The production of a single well has increased by 19 m3 per day and lasted for more than 2 years. Jha introduced the field test of hot water flooding in the multi-layered onshore oil fields in the South Lokichar Basin of Kenya (Jha et al., 2018). The designed reasonable surface injection temperature is 90°C, while ensuring the low salinity and bacterial count of the injected water.
Although the hot water flooding technology has achieved certain application results, the channeling phenomenon between injection and production well groups in the middle and late stages of hot water flooding can not be effectively avoided. Therefore, some scholars put forward the development method of using hot water and chemical agent to inject together. Mukherjee introduced the technology of improving oil recovery by injecting polymer and hot water together under the condition of bottom water reservoir (Mukherjee et al., 2014). The research shows that preheating the crude oil in the reservoir by injecting hot water can effectively improve the oil displacement efficiency of the polymer. Although hot water can reduce the viscosity of crude oil, the higher the temperature, the better. The viscosity of polymer is affected by thermal degradation, and the sweep efficiency will be limited. Therefore, many scholars have done a lot of research on the mechanism between the temperature required by thermochemical flooding, crude oil viscosity and oil displacement efficiency. In 2016, Tagavifar carried out numerical simulation of hot water polymer flooding in 5000cp heavy oil field, and found that the recovery rate of hot water flooding was 10%, and that of chemical flooding was 20%–50% (Tagavifar et al., 2016); In 2017, Rego adopted the method of numerical simulation to analyze the impact of polymer and hot water composite flooding at different injection temperatures on production and economic indicators, and believed that the optimal injection temperature of hot water was about 100°C. When the temperature exceeded 100°C, the polymer failed seriously and the economic effect was poor (Rego et al., 2017).
In view of the above problems, the low-heat coordinated chemical profile control and flooding technology suitable for offshore heavy oil is proposed to improve the development effect and simultaneously solve the problems of channeling, sand production and economy. In this paper, the low-heat collaborative chemical profile control and flooding technology has been deeply studied from three aspects: indoor experiment, numerical simulation calculation and field scheme design.
Laboratory testing of low heat collaborative chemical profile control and flooding technology
Low-heat collaborative chemical profile control and flooding technology is to add high-temperature and salt-resistant multi-functional chemical agent into hot water. The chemical agent has the combined functions of increasing the viscosity of water phase, reducing the interfacial tension and reducing the viscosity of crude oil. Through the coordination of the characteristics of heat energy and chemical agent, the viscosity of crude oil and the characteristics of oil-water two-phase interface are changed, and the purpose of greatly improving oil recovery is achieved.
Under different displacement stages and temperature ranges between injection and production wells, the mechanism of enhanced oil recovery under the synergistic action of thermal energy and chemical agents has evolved. In the near-well zone of the injection well, the thermal energy carried by the hot water is mainly used to reduce the viscosity of crude oil and improve the fluidity of crude oil. After the temperature rises, the chemical agent can effectively improve the oil washing efficiency. At the same time, the chemical agent can adjust the water-oil mobility ratio to control the displacement profile, expand the swept volume, and reduce the occurrence of hot water channeling; As the injected water advances to the deep part of the formation, the displacement phase gradually recovers to the formation temperature after the loss of heat energy. At this time, the chemical agent plays a leading role. The chemical agent disassembles the crude oil at the oil-water interface, reducing the viscosity of the crude oil, thus achieving the effect of integrated profile control and flooding.
Laboratory testing of the mechanism of improving oil recovery
The performance of temperature and multifunctional chemical agents on heavy oil was tested through experiments, and the synergistic mechanism of thermal energy and chemical agents was studied.
(1) Mechanism 1: thermal energy reduces the viscosity of heavy oil and improves its flowability
During the thermal recovery process, thermal energy is injected into the formation through the thermal medium, which is transferred to the heavy oil. As a result, the viscosity of the heavy oil decreases and the flow performance is improved. The viscosity of heavy oil with an original viscosity of 380 mPa s was tested at different temperatures. The test results are shown in Figure 1. From the figure, it can be seen that during the heating process, the viscosity of heavy oil decreases as the temperature increases, indicating that thermal energy can play a good role in reducing viscosity. By using thermal energy near the wellbore, the viscosity of heavy oil can be reduced. When the temperature rises from 60°C to 80°C, the viscosity of heavy oil decreases to 138 mPa s, and the viscosity reduction rate is 64%. The viscosity reduction rate is the percentage of the difference between the current viscosity and the original viscosity to the original viscosity, which is used to characterize the degree of viscosity change. When the temperature further increases to 120°C, the viscosity decreases to 35 mPa s, and the viscosity reduction rate further increases by 27%. The speed of viscosity reduction of heavy oil shows a characteristic of first fast and then slow.
[image: Figure 1]FIGURE 1 | The effect of temperature on the viscosity of heavy oil.
During the cooling process, it is equivalent to the temperature change process from the bottom of the injection well to the deep part of the formation. From the test results, as the temperature decreases, the viscosity of the heavy oil gradually returns to its initial viscosity. Therefore, it indicates that the scope of relying solely on thermal energy to improve the development effect of heavy oil is very limited.
(2) Mechanism 2: chemical agents increase the viscosity of the aqueous phase, improve the water oil fluidity ratio, and expand the swept volume
The viscosity of the chemical agent at different temperatures and concentrations was tested with Wu Yin stirrer under the condition of shearing for 20s at the first gear (3500r/min). The test results are shown in Figure 2. The test results show that: ① At the same temperature, the higher the concentration, the greater the viscosity. When the temperature is less than 100°C, the viscosity corresponding to the concentration of 1500 mg/L reaches about 80 mPa s, which has good viscosity increasing performance. It shows that the chemical agent can adjust the injection profile in the near-well zone by increasing the viscosity of the water phase, which is conducive to preventing hot water channeling and expanding the swept volume. ② The chemical agent is a temperature-sensitive agent. At the same concentration, the viscosity of the agent first shows an increasing trend with the increase of temperature. When the temperature is greater than 80°C, it changes to a downward trend. However, when the temperature rises from 80°C to 120°C, the viscosity retention rate is still more than 65%, indicating that the agent has good temperature resistance.
(3) Mechanism 3: chemical agents have interfacial activity that helps heavy oil peel off the surface of rocks
[image: Figure 2]FIGURE 2 | Relationship between viscosity and concentration at different temperatures (after shearing).
The interfacial tension of the solution at different chemical concentrations was tested, and the test results are shown in Figure 3. When the solution concentration is 500 mg/L, the interfacial tension can be reduced to 0.8 mN/m, and the higher the concentration is, the lower the interfacial tension is, indicating that the chemical agent has high interfacial activity, and can achieve the effect of oil washing after injection into the formation.
(4) Mechanism 4: chemical agents can change the structure of heavy oil and reduce its viscosity
[image: Figure 3]FIGURE 3 | Relationship between concentration and interfacial tension.
Prepare a 0.1% toluene solution of asphaltene with toluene, and add 1500 mg/L of chemical agent in a volume ratio of 1:1. The mixture is shaken at a rate of 3000r for 5 min on a constant temperature shaker, cooled to room temperature, and centrifuged for 10 min. Finally, dry the upper layer of heavy component solution to obtain the asphaltene after action. The changes of relative molecular weight, microcrystalline parameters and micro morphology of heavy component asphaltene after interaction with chemical agents were measured by gel chromatography, X-ray diffraction and scanning electron microscope.
From the test results (Table 1), it can be seen that after the interaction between asphaltene and chemical agents, the number average molecular weight and weight average molecular weight both decrease, indicating that the chemical agent has the effect of reducing the relative molecular weight of asphaltene, and the effect is more obvious at 80°C than at 60°C. After the interaction of asphaltene with chemical agents, the interlayer spacing, chain spacing, and average diameter of aromatic discs in the layered stacking structure increase, while the stacking height and number of layers decrease. This indicates that under the dual effects of the dispersal effect of chemical agents on asphaltene and the thermal energy of temperature, the fatty carbon and cyclic carbon of asphaltene decrease, and the layered stacking becomes loose. The aggregates extend from the stacking to the plane, and the stacking degree decreases.
TABLE 1 | Structural characterization parameters of asphaltene before and after the action of chemical agents.
[image: Table 1]From the scanning electron microscope photos (Figure 4), it can be seen that the cross-section of asphaltene particles in their original state is rough and uneven, while the affected cross-section becomes relatively smooth and flat, with an increase in surface pores, indicating that chemical agents can reduce the roughness of asphaltene particles and reduce the friction between asphaltene and its other components.
[image: Figure 4]FIGURE 4 | SEM photos of asphaltene before and after chemical agent action.
In addition to the microscopic effects, the macroscopic effects of chemical agents on heavy oil at different temperatures were further tested. Mix crude oil and different concentrations of chemical agents in a 1:1 ratio to form an oil-water mixture. Stir it on a constant temperature magnetic stirrer, test the viscosity of the oil-water mixture system at different temperatures, and finally calculate the viscosity reduction rate (Figure 5). The test results show that: ① With the increase of temperature, the viscosity of crude oil shows a downward trend, and the viscosity reduction rate can reach more than 60% when the temperature rises from 60°C to 80°C, which shows that thermal energy can play a good role in viscosity reduction, and the effect of viscosity reduction of crude oil can be achieved through thermal energy near the well end; ② Due to the viscosity of the chemical agent itself, at the same temperature, with the increase of the concentration of the agent, the viscosity reduction rate of the mixed liquid system first increases and then decreases, reaching the peak at the concentration of 1,000–1500 mg/L, and the maximum viscosity reduction rate of the chemical agent with the concentration of 1500 mg/L at 80°C, reaching 85%. ③ When the temperature is relatively low, the effect of chemical agent on viscosity reduction is more obvious. With the increase of temperature, chemical agent plays an auxiliary role in viscosity reduction, while thermal energy plays a leading role in viscosity reduction. Therefore, in the process of displacement, the front edge of displacement migrates to the deep part of the formation. Even if the temperature is low, there is no effect of heat energy. The chemical agent can reduce the viscosity of heavy oil by adsorbing on the oil-water interface for disassembly. The viscosity reduction rate can reach more than 60% when the temperature is less than 90°C. The effect of viscosity reduction is obvious, and the effect of viscosity reduction at the far end of the well is realized.
[image: Figure 5]FIGURE 5 | Relationship between chemical agent concentration and viscosity reduction rate.
Laboratory testing of oil displacement effect
One-dimensional oil displacement experiment was carried out. The viscosity of crude oil was 380 mPa s (60°C), and the average core permeability was 6000 mD. During the experiment, after the water cut of water drive reaches 90%, change the injection water temperature or add chemical agent solution with different concentration and slug volume of 0.3 PV. Analyze the effect of enhancing oil recovery under the conditions of injecting different media (Figure 6). The test results show that: ① for a single hot water drive, with the rise of temperature, the range of enhanced oil recovery increases gradually, with an increase of 5%–10%; ② At different temperatures, after adding chemical agent, thermal synergetic chemical agent can increase oil recovery by 5%–16% on the basis of hot water flooding; ③ With the increase of temperature, the contribution of chemical agents to EOR decreases from 73% at 60°C to 33% at 120°C. It is verified that the high temperature environmental thermal energy near the well end plays a leading role, and the low temperature environmental chemical agents at the depth of the formation play a leading role; ④ With the increase of chemical agent concentration, the range of enhanced oil recovery increases, and the proportion of chemical agent enhanced oil recovery increases from 62% of 1000 mg/L to 76% of 2500 mg/L; ⑤ The product of the EOR value and the total EOR value per unit of injection slug size is defined as the comprehensive evaluation index for optimizing the injection parameters. The larger the value of the comprehensive evaluation index, the better the oil increase effect and economy. The optimized injection temperature is 80°C and the injection concentration is 1500 mg/L.
[image: Figure 6]FIGURE 6 | Effect of temperature and chemical concentration on EOR.
NUMERICAL SIMULATION OF LOW-HEAT SYNERGISTIC CHEMICAL PROFILE CONTROL AND FLOODING TECHNOLOGY
Based on the CMG numerical simulation software, the mechanism characterization method of synergistic enhanced oil recovery by thermal energy and chemical agent is constructed, and on this basis, the indoor displacement experiment is fitted, and the key physical and chemical parameters required for the scheme study are reversely performed, forming the simulation technology of the integrated technology of low-heat synergistic chemical profile control and flooding. Table 2 shows the corresponding characterization method of synergistic enhanced oil recovery mechanism by thermal energy and chemical agent in the software.
TABLE 2 | Numerical simulation implementation method corresponding to EOR mechanism.
[image: Table 2]Based on the indoor displacement core, a cylindrical core model with equal size is established for numerical simulation. The rectangular coordinate system is adopted, and the size of the model (Figure 7) is 0.025 × 0.025 × 0.6 m, grid size 25 × 25×15, grid step is 0.001 × 0.001 × 0.04 m. The parameters such as viscosity-temperature relationship, viscosity-concentration relationship and adsorption required in the model shall be measured by indoor experiments. The key physical and chemical parameter setting methods and steps in the model are as follows.
① Define components: set two water phase components (water1, water2), two oil phase components (oil1, oil2), and one chemical component (chemical), wherein oil1 is high viscosity crude oil, and oil2 is light oil after viscosity reduction.
② Set the viscosity-temperature relationship: based on the indoor experiment, input the viscosity values of each component at different temperatures.
③ Set nonlinear viscosity-concentration relationship: based on indoor experiments, input the corresponding values of different concentration and viscosity of the agent.
④ Set the chemical reaction relationship: oil 1 reacts with the agent dissolved in water 1 to generate oil 2. The chemical reaction equation is: [image: image].
[image: Figure 7]FIGURE 7 | Equivalent size numerical simulation model corresponding to experimental core.
The agent x value is mainly obtained by numerical inversion of indoor core displacement experiment.
⑤ Set reagent adsorption parameters: according to the indoor experiment, input the corresponding value of different concentration of reagent and adsorption amount.
The production control conditions are consistent with the experimental settings. The first limiting condition of the injection well is the actual injection rate, and the second limiting condition is the actual injection pressure; The first limiting condition of the production well is constant pressure production, the second limiting condition is constant liquid production, and the liquid yield is the measured liquid volume in the experiment. In the inversion process, the viscosity reduction rate at different temperatures is also adjusted when adjusting the viscosity concentration relationship of the chemical agent, so that the water content of the numerical simulation is consistent with the experimental value. Applying the above numerical core model and inversion idea, the displacement experiment process at 80°C was inverted (Figure 8).
[image: Figure 8]FIGURE 8 | The fitting result of numerical simulation to indoor experiment. (A) The red line is the data calculated through numerical simulation, and the small circle is the data from experimental testing. (B) The green line is the data calculated through numerical simulation, and the small circle is the data tested through experiments.
According to the results of numerical simulation inversion, the key parameters required in the numerical simulation of low-heat collaborative chemical profile control and flooding technology are determined: ① The viscosity of the chemical agent after shearing is taken as the viscosity of the chemical agent with the concentration of 2500 mg/L; The viscosity-temperature relationship of crude oil is taken from the test value of laboratory experiment; ② The viscosity reduction rate of the chemical agent is taken as 60% of the test value of the indoor experiment at different temperatures; ③ The viscosity-concentration relationship of chemical agent is taken as the test viscosity after shearing from 0 to 2,500 mg/L; ④ The value of adsorption key is the test value of the experiment.
SCHEME DESIGN OF LOW-HEAT COOPERATIVE CHEMICAL PROFILE CONTROL AND FLOODING IN BOHAI L OILFIELD
The reservoir buried depth of Bohai L Oilfield is 1,160–1412 m, and the physical properties of the reservoir are good. The average permeability is 6130mD, and the average porosity is 32%. The crude oil is heavy oil, and the viscosity of the formation crude oil is 210–460 mPa s. The oil field is developed by water drive, and the oil recovery rate is relatively low (0.7%) and a water content of 91%. At present, the recovery rate is 13%, and the oil recovery rate needs to be further improved. The oilfield has a complete well network, adopting a row shaped well network, where one row of injection wells corresponds to one row of production wells. The ratio of injection wells to production wells is 1:2, and the injection production correspondence is good. Therefore, it is suitable for carrying out low heat collaborative chemical profile control and flooding technology.
Due to the limited space of the platform, it is planned to use the surplus heat of the hot medium boiler of the platform as the heat source, and heat the hot medium with the injected water through the new heat exchange equipment, so that the injected water can be heated to the required temperature and mixed with a certain concentration of chemical agent, and then injected into the marked well through the new water injection pipe manifold. According to the platform surplus heat combined with the injection volume, the maximum temperature that can provide hot water is calculated to be 108°C. During the injection process, due to the wellbore heat loss, the temperature reaching the bottom of the well is about 80°C.Compared to water injection, the viscosity of the chemical agent is higher. Therefore, considering the injection capacity, the designed injection rate for chemical agent injection is 0.8 of that for water flooding. The injection rate for a single well is 190 m3/d to 550 m3/d, with an average of 352 m3/d and an injection production ratio of 1:1. When optimizing injection parameters, economic indicators (the product of oil increase per ton of chemical agent and EOR) were used as evaluation indicators. The optimized injection time is 8 years and the injection concentration is 1200 mg/L (Figures 9, 10). On this basis, the development indicators of low heat collaborative chemical profile control and flooding integration were calculated, and the calculation results were compared with the hot water flooding scheme (Figure 11).
[image: Figure 9]FIGURE 9 | Optimization results of injection time.
[image: Figure 10]FIGURE 10 | Optimization results of injection concentration.
[image: Figure 11]FIGURE 11 | Development index calculation results of different development methods.
The calculation results show that hot water flooding can obtain 40 × 104 tons of oil increase on the basis of cold water flooding, but the enhanced oil recovery is limited, only 1.2 percentage points. The enhanced oil recovery effect of low-heat collaborative chemical profile control flooding technology is obvious, which can further improve the oil recovery by 4.7 percentage points on the basis of hot water flooding. Compared with cold water flooding, this technology can improve the oil recovery by 5.9 percentage points. In this scheme, the temperature is only 20°C higher than that of cold water flooding, The contribution of thermal energy is relatively low, accounting for 21% of the increase in production, and the contribution of chemical agents is 79%.
It can be seen from the numerical model analysis (Figure 12) that compared with hot water flooding, the addition of chemical agent can effectively inhibit the coning speed of the hot water front, which is conducive to expanding the swept volume and improving oil recovery.
[image: Figure 12]FIGURE 12 | Temperature comparison diagram of different development methods. (A): hot water flooding (B): low-heat Synergistic Chemical flooding.
CONCLUSION
Low-heat collaborative chemical profile control and flooding technology combines hot water flooding with chemical flooding. The thermal energy carried by hot water and the role of chemical agent in separating asphaltene and colloid aggregates jointly reduce the viscosity of crude oil. The chemical agent can increase the viscosity of water phase, improve the water-oil mobility ratio, reduce the risk of crossflow, expand the swept volume, and the thermal energy and chemical agent can also improve the efficiency of oil washing. Through the synergy of physics and chemistry, the ultimate goal of enhancing oil recovery is achieved.
Injection temperature and reagent concentration are the key factors that affect the oil increase effect and economic benefit of the low-heat synergistic chemical technology. With the increase of temperature, the extent of thermal energy enhancing oil recovery increases, and the role of chemical agents is weakened; With the increase of chemical agent concentration, the increase of oil recovery increases, but when the concentration is greater than a certain value, the increase of oil recovery slows down. Therefore, reasonable injection temperature and chemical agent concentration should be selected according to specific oilfield characteristics.
The calculation results of the recommended scheme of Bohai L Oilfield show that compared with cold water flooding, low heat cooperative chemical profile control flooding can improve oil recovery by 5.9%, thermal energy contribution accounts for 21% of the increase in oil production, and chemical agent contribution accounts for 79%. This technology can provide a new idea for the effective development of offshore heavy oil.
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Tight sandstone reservoir has the characteristics of low porosity, low permeability and strong reservoir heterogeneity, which leads to a rapid decline in single well production after hydraulic fracturing. Adding nano emulsion to fracturing fluid can not only realize the dual function of fracturing and imbibition oil displacement, but also effectively prolong the stable production time of oil wells. In order to improve the understanding of the interaction between nano emulsion and reservoir, this paper based on the basic physical property test and analysis of nano emulsion, macroscopic and microscopic spontaneous imbibition oil displacement experiments, the mechanism of imbibition displacement of nano emulsion in tight sandstone reservoirs and the influence of related factors is clarified. The results show that: ①The particle size of the three types of nano emulsions ranges from 11 to 16 nm, and they can enter the nanopore throats deep in the reservoir, and can achieve good injectivity in tight reservoirs. The anionic AES nano emulsion is superior to cationic ADT and nonionic AEO-9 nano emulsion in terms of injectability, oil-water interfacial tension and wetting modification effect in tight sandstone cores, and the optimal concentration is 0.30 wt%. ②Spontaneous imbibition oil displacement experiments show that the nano emulsion concentration is not the higher the better. Since the nano emulsion adsorption on the solid surface reaches a dynamic equilibrium, the excessive nano emulsion cannot further change the wettability of the solid surface, and the lower oil-water interfacial tension has the opposite effect on the imbibition displacement. ③The migration and gathering of emulsified oil droplets in solution mainly included five processes: Saturated oil core/Nano-surfactant fluid emulsion reaction, Aqueous/Emulsified oil droplets, Emulsified oil droplet gathering phase, Demulsifying and emulsifying oil droplets, Oil phase after demulsification. The generation of remaining oil in porous media is due to the non-uniform wetting modification in different regions. This study further improves the understanding of the mechanism of spontaneous imbibition of nano emulsion in tight sandstone reservoirs.
Keywords: tight sandstone reservoir, spontaneous imbibition, nano emulsion, action mechanism, microscopic remaining oil
1 INTRODUCTION
Due to the characteristics of low porosity and low permeability of unconventional tight sandstone reservoirs, it is necessary to drill horizontal wells and hydraulic fracturing to realize the commercial exploitation of tight sandstone reservoirs. A complex fracture network system with high conductivity is formed by hydraulic fracturing in tight reservoir can changes the seepage mode of crude oil in tight reservoir, reduces the seepage resistance of crude oil, and improves oil recovery efficiency (Wang et al., 2020a; Wang et al., 2020b). However, the reservoir matrix is dense, so it is impossible to obtain enough effective energy supplement during the pressure drop around the fracture system, resulting in a rapid decline in oil well production after fracturing (Surguchev et al., 2005; Shoaib and Hoffman, 2009). Domestic and foreign scholars have found that the primary recovery rate of tight oil reservoirs obtained by hydraulic fracturing is generally low, and the oil well production decreases rapidly after 1 year (Baihly et al., 2010; Zhang et al., 2015; Rodriguez and Maldonado, 2019). Most reservoirs need to supplement formation energy by water injection or gas injection, but tight reservoirs often encounter problems such as injection difficulties or insufficient surrounding gas sources (Chen and Reynolds, 2015; Han and Gu, 2015). Therefore, how to effectively replenish formation energy is of great significance for improving recovery efficiency of tight oil reservoirs.
Studies have found that adding surfactants to the fracturing fluid during hydraulic fracturing and performing a period of soaking operation after the fracturing operation can increase reservoir energy and oil well production through the imbibition replacement of the fracturing fluid. The main mechanism of surfactant imbibition displacement includes two aspects, namely, reducing the oil-water interfacial tension and wetting modification. Liu et al. (Liu et al., 2019; Liu et al., 2020; Liu and Sheng, 2020) found that surfactants with lower interfacial tension can significantly improve the oil-water emulsification effect and the recovery of crude oil in rock micro-pore throats. The surfactant changes the wettability of the oil-wet rock surface and peels off the oil film by forming a water-adsorbing film on the rock surface, and the process of demulsification and fusion of the crude oil produced by spontaneous imbibition in solution is observed. Finally, it is concluded that the anionic surfactant has the best effect on the imbibition and oil displacement of shale. With the help of nuclear magnetic resonance (NMR) and microfluidic chip devices, Liang et al. (Liang et al., 2020; Liang et al., 2021a; Liang et al., 2021b) revealed the recovery priority of large and small pore crude oil in the process of spontaneous imbibition displacement of nano emulsion, as well as the microscopic remaining oil distribution in the process of spontaneous imbibition displacement of different chemical agent systems. At the same time, combined with laboratory experiments, the field soaking operation cycle is optimized. Sivabalan et al. developed and evaluated the spontaneous imbibition oil displacement effect of surfactants with salinity resistance in carbonate reservoirs, and found that the wetting modification effect of long-chain surfactants is better (Sivabalan and Mahmoud, 2021; Sivabalan and Mazen, 2021). Morteza et al. studied the microscopic mechanism of surfactant spontaneous imbibition oil displacement from nanometer scale by means of micro-nano CT and other technical means, and concluded that emulsification and wetting modification are the main mechanism of improving oil recovery in spontaneous imbibition process, while the influence of gravity is relatively small (Morteza et al., 2017; Anupong et al., 2022). Hatiboglu et al. studied the influence of core size, solution salinity, temperature, crude oil viscosity, surfactant concentration and other related factors on spontaneous imbibition oil displacement efficiency through experiments, and found that crude oil viscosity, interfacial tension between surfactant solution and crude oil and wetting modification effect on rock have great influence on spontaneous imbibition oil displacement effect (Hatiboglu and Babadagli, 2004; Li, 2006; Peng et al., 2010; Li et al., 2011; Zhu et al., 2022; Wang et al., 2023). The above studies analyze the emulsification effect between the surfactant and the crude oil from the perspective of the interfacial tension between the surfactant and the crude oil, or determine whether the surfactant changes the direction and size of the capillary force by testing the wetting modification effect. Finally, the two main parameters are linked to the spontaneous imbibition oil displacement efficiency. However, the roles of surfactants at different stages in the process of spontaneous imbibition displacement efficiency have not been systematically divided. At the same time, there is no explanation of the emulsification mechanism of surfactant with crude oil in the core pore throat, the wetting modification process of reservoir rock, and the demulsification process of produced crude oil in solution.
In order to fully reveal the mechanism of surfactants in different stages of time and contact medium change during spontaneous imbibition and oil displacement in tight sandstone reservoirs, three kinds of nano emulsions, anionic, cationic and anionic-nonionic mixed nano emulsions, are synthesized by microemulsion method. On the basis of testing the basic physical properties of nano emulsions, the types of nano emulsions suitable for tight sandstone reservoirs are selected. Combined with experiments, the effects of nano emulsion concentration, core type, crude oil type and other factors on spontaneous imbibition oil displacement efficiency are studied, and the mechanism of nano emulsion under different conditions in the imbibition process is analyzed. Through microscopic experiments, the remaining oil distribution under spontaneous imbibition displacement is clarified. Furthermore, combined with the morphology of the core surface and the crude oil in the solution during the spontaneous imbibition oil displacement process, the emulsification and wetting modification of the nano emulsion and the demulsification mechanism of the crude oil are analyzed when the contact medium changed. The innovations of this paper include: 1) the interaction mechanism between nano-emulsion and reservoir rock is clarified; 2) Based on the polyfactor method, the influence of different influencing factors on the imbibition displacement effect of nano-emulsion was clarified; 3) Microfluidic chip technology was used to clarify the microscopic mechanism of imbibition displacement of nano-emulsion. This study further improves the understanding of the mechanism of spontaneous imbibition of nano emulsion in tight sandstone reservoirs.
2 METHODOLOGY
2.1 Fluid properties and rock
Nano emulsions commonly used in spontaneous imbibition to enhance oil recovery in tight reservoirs include anionic, cationic and nonionic types. The anionic nano emulsion is coded as AES, and the main component is sodium alcohol ether sulphate. Cationic nano emulsion codenamed ADT, the main component is dodecyl dimethyl tertiary amine; the non-ionic nano emulsion is codenamed AEO-9, and the main component is alcohol ethoxylate. The pH value of the three types of nano emulsions is equal to 7.0, and the purity is more than 99%, produced by Sinopharm Chemical Reagent Co., Ltd.
The natural core types used in the experiment include shale, carbonate rock and tight sandstone. The carbonate rock and shale are taken from the outcrop core of the southwest oil and gas field in Sichuan, China, which are used to study the influence of lithology change on the effect of nano emulsion imbibition displacement. Tight sandstone cores are taken from Shengli Oilfield, China, with a core depth of about 2000 m. The XRD analysis results of the mineral composition of tight sandstone are shown in Table 1. The crude oil includes two types: light crude oil (the content of heavy hydrocarbon components above C20+ is only 5.22%) and heavy oil (the content of heavy hydrocarbon components above C20+ is as high as 42.60%).
TABLE 1 | Tight sandstone core sample XRD mineral analysis result.
[image: Table 1]2.2 Experimental device and design
In order to reveal the mechanism of surfactant in different stages of time and contact medium change in the process of spontaneous imbibition and oil displacement in tight sandstone reservoirs, the main tests in this paper include: 1) Through the test of nano emulsion particle size, oil-water interfacial tension and wetting modification effect, the injectability of nano emulsion in tight sandstone core is clarified, and the interfacial tension is reduced to promote emulsification effect and change capillary force. 2) The effects of nano emulsion concentration, core type, crude oil type and other factors on the spontaneous imbibition oil displacement efficiency are studied by spontaneous imbibition oil displacement experiments, and the mechanism of nano emulsion in the imbibition process is analyzed. 3) Through microscopic experiments, the remaining oil distribution under the action of spontaneous imbibition is clarified. The name, function and origin of the equipment used in the experiment are shown in Table 2.
TABLE 2 | Related data sheet of experimental equipment.
[image: Table 2]2.3 Experimental procedures
2.3.1 Nano emulsion particle size test
The specific dilution method is to slowly add an appropriate amount of nano emulsion (0.3 wt%) to distilled water and fully mix it, and then use a laser nanoparticle size analyzer to test the nanoparticle size distribution of the nano emulsion aqueous solution.
2.3.2 Oil-water interfacial tension test
The test device is JYW-200 A micro-controlled automatic surface and interface tensiometer. The experimental method is as follows: First, the platinum ring is immersed in different concentrations of nano emulsion aqueous solution, and then slowly pulled up. When the platinum ring leaves the liquid surface, a thin film is formed between the platinum ring and the measured liquid due to the tension. The film gradually elongates and the tension gradually increases until the film breaks. The maximum value is the interfacial tension between the two fluids. In order to reduce the error, each experiment is repeated three times and the average value is taken.
2.3.3 Oil-water-rock three-phase contact angle test
Firstly, the natural sandstone core after oil washing is cut into slices by core cutting machine. The diameter of the core slice is about 2.50 cm and the thickness is about 0.3 cm. Then, the surface of the core thin section is polished and smoothed and put into a 60°C oven for drying for 24 h. The thin sections are aged in kerosene containing 15,000 mg/L oleic acid for 24 h to make the core thin sections become oil-wet. When measuring the contact angle, the oil-wet core slice is supported by a stainless steel bracket in a glass container. After the test core slice is immersed in the nano emulsion aqueous solution, the kerosene droplets are slowly injected by using a computer-controlled needle tube to observe the change of contact angle. The experimental device is shown in Figure 1.
[image: Figure 1]FIGURE 1 | JY-PHb contact angle meter.
2.3.4 Spontaneous imbibition experiment
The spontaneous imbibition oil displacement experiment comprehensively reflects the interaction between nano emulsion wetting modification, interfacial tension reduction and reservoir pore throat. Since spontaneous imbibition is affected by many factors such as nano emulsion type, concentration, rock type and crude oil type, these factors need to be considered comprehensively during the experiment. The imbibition experiment is a volume method, and the Amott bottle is used to study the imbibition and oil displacement effect of nano emulsion in real core. Before the experiment, the basic physical parameters such as porosity and permeability are measured by gas permeability measuring instrument and gas porosity measuring instrument, and the core with similar physical parameters is selected for imbibition experiment. The specific steps include (the experimental device is shown in Figures 2, 3).
[image: Figure 2]FIGURE 2 | Experimental device of saturated fluid in Amot spontaneous imbibition bottle with core. Note: ①- ISCO constant speed constant pressure pump; ②- Amott spontaneous imbibition bottle; ③- Intermediate container with nano emulsion solution.
[image: Figure 3]FIGURE 3 | Amott spontaneous imbibition bottle during the experiment.
1) The fully dry core is weighed and put into the vacuum saturation device to record the saturated crude oil volume. 2) The core is put into the imbibition bottle and the solution is injected into the imbibition bottle through the constant pressure and constant speed pump. 3) Due to the density difference between crude oil and water, the crude oil rises, and the amount of imbibition displacement oil in different time periods can be clearly recorded. 4) The curve of imbibition displacement amount and time is drawn, and the related factors affecting imbibition displacement of nano emulsion are explored by changing the concentration and type of nano emulsion, rock and crude oil type.
2.3.5 Microscopic imbibition oil displacement experiment
The main device used in this experiment is a microfluidic chip experimental device (as shown in Figure 4). The main steps include:
[image: Figure 4]FIGURE 4 | Microfluidic chip experimental device and chip model. Note: ①- Leica M165FC optical microscope; ②- objective table and microfluidic chip; ③- neMESYS gas constant-speed constant-pressure micro-flow pump; ④- gas/liquid intermediate buffer tank; ⑤- equipment control and data acquisition system.
1) First, the model is cleaned with a cleanser and completely dried. 2) Then it is immersed in a mixture of sulfuric acid and hydrogen peroxide (volume ratio of 7:3) for 2 h to remove organic pollutants on its surface. 3) Then washed with deionized water and completely dried again, and then immersed in methanol solution of 20,000 mg/L trimethylchlorosilane for 24 h, and finally washed with methane and dried. 4) The microfluidic pump injects Sudan red-stained crude oil into the chip at a flow rate of 0.005 mL/min through the pipeline. 5) After the chip is completely saturated with crude oil, the nano emulsion is injected into the chip at a flow rate of 0.005 mL/min, and the state of the crude oil is observed by a microscope. The low flow rate is used to reduce the viscous force caused by the water flow rate. The effect of oil displacement mainly reflects the effect of imbibition displacement. 6) After each experiment, the microchannel is repeatedly rinsed with 5% hydrochloric acid solution, 2% sodium hydroxide solution, ethanol and deionized water to remove the residual oil in the microfluidic chip, and the microscopic model is dried at 120°C.
3 RESULTS AND DISCUSSIONS
3.1 Basic physical properties test results of nano emulsion
The basic physical property test of nano emulsion includes nano emulsion particle size test to evaluate the injectability of chemical agents in tight reservoirs. The interfacial tension test of the nano emulsion is to determine whether the injection pressure of the liquid can be reduced. The wetting modification effect test of nano emulsion is to determine whether the chemical agent can be effectively adsorbed on the solid surface after entering the porous medium, change the free energy of the solid surface, cooperate with the interfacial tension, and change the capillary force between oil and water.
As shown in Figure 5, the particle size test results of the three types of nano emulsions at a concentration of 0.30 wt%. The results shows that the particle size distribution of AES, ADT, and AEO-9 nano emulsion is 15.69 nm, 11.7 nm and 13.54 nm, respectively. The three types of nano emulsions have particle sizes ranging from 11–16 nm and can enter the nanopore throats deep in the reservoir to achieve good injectivity in tight reservoirs. Figure 6 shows the relationship curves of interfacial tension of three kinds of nano emulsions with concentration. When the concentration of nano emulsion is above 0.10 wt%, the interfacial tension between the three nano emulsion aqueous solution and crude oil is below 2 mN/m. The results show that the three nano emulsions can form lower interfacial tension in crude oil, and then achieve the effect of low injection pressure at the initial stage of injection. When the concentration is increased to 0.20 wt%, the interfacial tension between oil and water could be as low as 0.98 mN/m.
[image: Figure 5]FIGURE 5 | Particle size test results of three kinds of nano emulsions at 0.30 wt%.
[image: Figure 6]FIGURE 6 | The relationship curve of interfacial tension of three kinds of nano emulsions with concentration.
Figure 7 shows the three-phase contact angle of ‘oil-water-rock’ on the core surface treated by three kinds of nano emulsions with different concentrations. When the concentration of nano emulsion is 0.3wt%, the wetting modification effect of three nano emulsion on reservoir rock reaches the inflection point. When the concentration of different types of nano emulsion is the same, the wetting modification effect of AES nano emulsion on tight sandstone reservoir rock is the best (after soaking in 0.30 wt% AES nano emulsion for 24 h, the three-phase contact angle of ‘oil-water-gas’ increases from 51.25° to 148.34°). According to the analysis of the basic physical properties of nano emulsions tested in Figures 5–7, it can be seen that the nano emulsion with a concentration of 0.30 wt% AES exhibits excellent performance in terms of injectability, oil-water interfacial tension and wetting modification effect in tight sandstone cores.
[image: Figure 7]FIGURE 7 | Three-phase contact angles of ‘oil-water-rock’ on core surface treated by three types of nano emulsions with different concentrations.
Based on the analysis of the basic physical property test results of nano emulsion and the effect of capillary force in porous media, it can be seen that nano emulsion with nano particle size (11–16 nm) can realize the deep migration effect in dense pore throat, as shown in Figure 8A. Before the nano emulsion interacts with the rock surface, the lower oil-water interfacial tension can reduce the capillary resistance and the injection pressure of the chemical agent. The nano emulsion adsorbed on the rock surface after wetting modification can change the direction of capillary force, as shown in Figure 8B.
[image: Figure 8]FIGURE 8 | The change process of ‘oil-water-rock’ three-phase contact angle in capillary before and after wetting modification.(A) Oil-water-rock contact angle in oil-wet capillary; (B) Oil-water-rock contact angle in water-wet capillary.
3.2 Effect of nano emulsion type and concentration on imbibition displacement efficiency
In order to further clarify the effect of nano emulsion on the imbibition oil displacement of reservoir rock, Amott imbibition bottle is used to carry out imbibition oil displacement experiment. The main changed parameters include nano emulsion type and concentration, rock type and crude oil type.
Three types of nano emulsions with a concentration of 0.30 wt% are prepared, and the imbibition oil displacement efficiency of the three kinds of nano emulsions is tested at the same concentration. The core permeability and porosity are 0.35 mD and 7.53%, respectively. Figure 9 shows that in the initial stage of imbibition (0–50 h), the imbibition oil displacement efficiency of anionic AES and AEO-9 nano emulsions is not much different, and the imbibition oil displacement efficiency of cationic ADT nano emulsion is the lowest. After the imbibition displacement efficiency reaches dynamic equilibrium, the final imbibition displacement efficiencies of AES, AEO-9 and ADT nano emulsions are 32.51, 25.63% and 8.11%, respectively. It shows that among the three nano emulsions with the same concentration, the anionic AES nano emulsion has the best imbibition oil displacement effect. Figure 10 shows the imbibition displacement efficiency of AES nano emulsions with different concentrations. When the concentration of AES nano emulsion is 0.30 wt%, the corresponding imbibition displacement efficiency is the highest (up to 34.26%), while when the AES nano emulsion concentration is increased to 0.50wt%, the imbibition displacement efficiency drops to 27.82%, indicating that the higher the nano emulsion concentration is not the better. Since the adsorption of nano emulsion on the solid surface reaches a dynamic equilibrium, the excessive nano emulsion cannot further change the wettability of the solid surface, and the lower oil-water interfacial tension has the opposite effect on the imbibition displacement.
[image: Figure 9]FIGURE 9 | Oil displacement efficiency of 0.3wt% nano emulsion imbibition.
[image: Figure 10]FIGURE 10 | Imbibition oil displacement efficiency of AES nano emulsion with different concentrations.
3.3 Effect of rock and crude oil type on imbibition displacement efficiency
In order to compare the effects of lithology and permeability on the imbibition oil displacement efficiency of AES nano emulsion, carbonate rocks (1.22mD, 8.56%), shale (1.08mD, 8.23%) and tight sandstone (1.35mD, 8.54%) with similar permeability and porosity are selected for imbibition oil displacement experiments. At the same time, the imbibition efficiency of tight sandstone with permeability of 0.14, 1.35, 28.97 and 102.34mD is compared. Figure 11 shows the effect of lithology and permeability on the imbibition efficiency of 0.30 wt% AES nano emulsion. When the permeability is similar, the highest imbibition displacement efficiency of AES nano emulsion in tight sandstone is 35.62%, and the worst imbibition displacement efficiency in carbonate rock is 25.94%, with a difference of 9.68%. For tight sandstone, permeability has a significant effect on imbibition displacement efficiency. The imbibition displacement efficiency corresponding to 0.14, 1.35, 28.97 and 102.34 mD is 24.57, 35.62, 42.38% and 57.89%, respectively. The lower the imbibition, the stronger the internal capillary resistance, the more difficult it is for the nano emulsion to enter the interior through spontaneous imbibition for wetting modification, and the lower the corresponding imbibition oil displacement efficiency.
[image: Figure 11]FIGURE 11 | Effect of lithology and permeability on imbibition displacement, 0.30 wt% AES nano emulsion.
There are significant differences in crude oil composition in different types of reservoirs. In order to test the effect of AES nano emulsion on the type of crude oil, light crude oil and heavy crude oil saturated cores are selected to test the imbibition displacement efficiency of 0.30 wt% nano emulsion. Table 3 corresponds to the light crude oil C20+ above the molar content of 5.22%, the viscosity of 8 mPas/25°C, heavy crude oil C20+ above the molar content of 42.60%, the viscosity of 3,250 mPas/25°C. Figure 12 shows that the spontaneous imbibition oil displacement efficiency of AES nano emulsion in light and heavy crude oil is 39.59% and 17.28%, respectively. It shows that the emulsification between anionic nano emulsion AES and light crude oil is better, which can produce better imbibition oil displacement effect.
TABLE 3 | Composition of carbon element in crude oil.
[image: Table 3][image: Figure 12]FIGURE 12 | Effect of crude oil type on imbibition displacement, 0.30 wt% AES nano emulsion.
3.4 Analysis of imbibition mechanism of nano emulsion in porous media
The influence of core permeability and lithology on the efficiency of imbibition oil displacement is analyzed. In Figure 13, ① - ③ are the morphologies of crude oil gathered on the surface of the core when the permeability is 0.14, 28.97 and 102.34mD, respectively. When the core permeability is low, the small pore channel occupies the main channel of liquid seepage. When crude oil passes through the small channel from the large channel, the additional resistance of the capillary seriously affects the flow of crude oil, resulting in the crude oil in the low permeability core cannot be effectively converged in the large channel and produced on the ground, as shown in Figure 13A. With the further increase of core permeability, the large channel in the core is the main channel for crude oil seepage, and the crude oil in the small channel converges in the large channel and is driven out of the core by capillary force to achieve higher imbibition oil displacement efficiency. Comparing the morphology and quantity of crude oil formed on the surface of ④ sandstone and ⑤ carbonate rock in Figure 13, it can be seen that AES nano emulsion cannot effectively wet the carbonate rock due to the influence of lithology. The three-phase contact angle of ‘oil-water-rock’ formed by crude oil on the surface of carbonate rock is less than 90°, resulting in weak capillary force of imbibition displacement and low efficiency of imbibition displacement.
[image: Figure 13]FIGURE 13 | The schematic diagram of the influence of lithology and permeability on the effect of imbibition displacement. (A) Crude oil in large pores in lowpermeability core passes throughsmall pores; (B) In high permeability core, smalland medium-sized channels of crudeoil converge in large channels.
Further, the gathering and demulsification process of crude oil in solution after being extracted from the core is analyzed, as shown in Figure 14. Under the action of AES nano emulsion, the crude oil in the core is stripped from the porous medium to form oil-in-water emulsified oil droplets (Figure 14E). After entering the solution, it floats under the action of gravity (Figure 14D), and a large number of oil droplets gathering (Figure 14C). The oil droplets gradually demulsified after gathering (Figure 14B) and converged into a complete oil phase (Figure 14A). The gathering and demulsification process of emulsified oil droplets in solution verified the interaction process between AES nano emulsion and crude oil in porous media.
[image: Figure 14]FIGURE 14 | Gathering and demulsification process of emulsified oil droplets in solution.
3.5 Nano emulsion micro-imbibition oil displacement and residual oil distribution
In order to visually observe the imbibition and oil displacement process of AES nano emulsion in porous media, a microfluidic chip device with an inner diameter of 20 mm is used to perform the imbibition and displacement of crude oil with different concentrations of nano emulsion, and ImageJ software is used to calculate the oil saturation in the model. The saturated stained crude oil of the treated oil-wet core is subjected to imbibition displacement experiments using AES nano emulsions with concentrations of 0.05, 0.15, and 0.30 wt%, respectively. The results are shown in Figure 15.
[image: Figure 15]FIGURE 15 | Microscopic process of AES nano emulsion imbibition oil displacement with different concentrations.
Figure 15A shows the imbibition displacement process and remaining oil distribution of the oil-wet microfluidic chip model under the action of 0.05 wt% AES nano emulsion. Under the action of AES nano emulsion, the crude oil in the microfluidic chip model is replaced. After 30 min of imbibition, the crude oil at the right end of the model began to be uniformly displaced, and the remaining oil saturation is 80.6%. At 60 min, half of the crude oil in the model is replaced, and the remaining oil saturation is 55.7%. The model imbibition completion time is 100 min, and the final oil saturation is 23.9%. There is still a large amount of crude oil remaining in the pores after imbibition.
Figure 15B shows the imbibition displacement process and remaining oil distribution of the oil-wet microfluidic chip model under the action of 0.15 wt% AES nano emulsion. It can be seen that the remaining oil saturation in the model is 74.3% at 30 min, 37.7% at 50 min, and 14.1% at 60 min, some remaining oil still exists in the swept area after imbibition. The completion time and oil displacement rate of 0.15 wt% AES nano emulsion are higher than those of 0.05 wt% AES nano emulsion. The increase of nano emulsion concentration is beneficial to the imbibition displacement process under the action of capillary force.
Figure 15C shows that when 0.30 wt% AES nano emulsion is used, the imbibition displacement process is completed in about 45 min, the time consumed is much less than 0.05 and 0.15 wt%. At same time, the recovery is the highest, with residual oil saturation of only 6.2%. After the end of imbibition displacement, the model contains only a small amount of crude oil. It is found that the remaining oil is mainly distributed around the pore throat and pore edge of the model, except for the remaining l oil caused by non-uniform imbibition.
Figure 16 shows the regional distribution of crude oil morphology in the model during the imbibition displacement process (0, 15, 40, 60s, respectively). As shown in Figure 16, at the beginning of imbibition (0s), the pores pointed by the black arrow preferentially interact with the nano emulsion, the wetting modification is the fastest, so water driving oil preferentially occurred. The wetting modification of the pore area in the black box is relatively slow, so there is no water driving oil phenomenon in the initial stage. At 40 s, the pores in the black box are gradually affected by the nano emulsion, and the phenomenon of water driving oil begins to form. However, the overall imbibition displacement rate is smaller than that of adjacent pores, and water flows preferentially from adjacent pores. Finally, the oil-water front of spontaneous imbibition flows preferentially from the area with small seepage resistance, and gradually affects on the area with slow wetting modification. The pores in the black box in Figure 16 retain some crude oil that cannot be displaced.
[image: Figure 16]FIGURE 16 | Local morphology of remaining oil in the model. (A) t = 0s; (B) t = 15s; (C) t = 40s; (D) t = 60s.
4 CONCLUSION
This paper based on the test of the basic physical properties of nano emulsions in the spontaneous imbibition displacement process of tight sandstone reservoir, the optimal concentration and type of nano emulsions for the interaction between three kinds of nano emulsions and reservoir rocks and crude oil are determined. Combined with spontaneous imbibition experiments, the effects of nano emulsion concentration, core type, crude oil type on spontaneous imbibition oil displacement efficiency are studied, and the mechanism of nano emulsion under different conditions in the imbibition process is analyzed. The formation process of remaining oil under spontaneous imbibition oil displacement through microscopic experiments is clarified. The main conclusions and recommendations are as follows:
(1) Three kinds of nano emulsions with particle size between 11 and 16 nm have the ability to enter into the deep pore throat of the reservoir, which can achieve good injectivity in the tight reservoir. The oil-water interfacial tension formed by 0.30 wt% AES nano emulsion can be as low as 0.98 mN/m, and the three-phase contact angle of ‘oil-water-gas’ increases from 51.25° to 148.34°. Compared with cationic ADT nano emulsion and nonionic AEO-9 nano emulsion, anionic AES nano emulsion shows excellent performance in terms of injectability, oil-water interfacial tension and wetting modification effect in tight sandstone cores.
(2) Spontaneous imbibition oil displacement experiments show that the higher the nano emulsion concentration is not the better. Since the adsorption of nano emulsion on the solid surface reaches a dynamic equilibrium, the excessive nano emulsion cannot further change the wettability of the solid surface, and the lower oil-water interfacial tension has the opposite effect on the imbibition displacement. The 0.30 wt% AES nano emulsion can improve the efficiency of imbibition and oil displacement in medium-high permeability and sandstone type cores.
(3) Lithology and permeability mainly affect the wetting modification effect of nano emulsion on reservoir rocks and the migration resistance of emulsified oil droplets in porous media. The migration and gathering of emulsified oil droplets in solution mainly include five processes: Saturated oil core/Nano-surfactant fluid emulsion reaction, Aqueous/Emulsified oil droplets, Emulsified oil droplet gathering phase, Demulsifying and emulsifying oil droplets, Oil phase after demulsification. The microscopic experiments show that the formation of remaining oil in porous media is due to the non-uniform wetting modification of nano emulsion in different regions, and the increase of nano emulsion concentration is beneficial to reduce the remaining oil content in the model caused by non-uniformity.
(4) The research results of this paper show that nano-emulsion imbibition displacement can improve the recovery rate of tight sandstone reservoirs, which has certain theoretical significance. All experiments in this paper were carried out in the laboratory. The main shortcomings include core size and reservoir environment, which affect the oil displacement effect of nano-emulsion imbibition displacement, and there are certain differences with the field practice. At the same time, the size of microfluidic chip device can not truly reflect the imbibition displacement effect in dense pore throat.
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Deep reservoirs have high temperature, high pressure, and high stress. The development of such resources is high cost. Integral fracturing applies one-time well displacement, batch drilling, and batch fracturing. Multiple wells are stimulated with zipper fracturing. It can avoid the interference of the well drilling and fracturing. In this way, the spatial stresses can be utilized to generate the complex fracture network. The dynamic change pattern of the stress field is of great value for the design of integral fracturing. Based on the displacement discontinuity method (DDM) and the fracture mechanics criteria, a whole fracture propagation program is developed to calculate the spatial stress distribution and the whole fracture geometry. The reliability of the program is verified against the classical analytical solutions. Based on the program, this work systematically investigates the effects of the fracture length, the fracturing sequence, the fracture distribution mode, and the injection pressure on the stress field. The main conclusions are as follows: 1) When the fracture half-length is 150 m and the well spacing is 300 m, the staggered fracture distribution mode can ensure uniform fracture propagation and realize the active utilization of inter-well stress field; 2) Compared with the relative fracture distribution mode, the staggered fracture distribution mode is less susceptible to the stress field induced by the adjacent hydraulic fractures, hydraulic fractures tend to propagate along the direction of the maximum horizontal principal stress; 3) The stress field is highly influenced by the in-fracture fluid pressure. The stress interference is stronger with a greater fluid injection pressure and a higher fracture deflection angle will be obtained. It can enhance the fracture propagation resistance and increase the stress value. This work discovers the stress change pattern and lays out a solid foundation for the optimization of the integral fracturing.
Keywords: integral fracturing, stress interference, fracture propagation geometry, the displacement discontinuity method, the fracture mechanics criteria
1 INTRODUCTION
Unconventional oil and gas reservoirs exhibit poor reservoir properties and they have no production under natural conditions. Hydraulic fracturing is an indispensable technique to develop such resources. However, the stimulated volume and the well production are restricted through traditional hydraulic fracturing. Integral hydraulic fracturing, achieved through batch drilling and batch fracturing, enables one-time wellbore placement, one-time fracture placement, and one-time reservoir stimulation. It significantly reduces hydraulic fracturing operation costs, effectively mitigates inter-well interference, greatly enhances reservoir utilization, and maximizes the development benefits of unconventional oil and gas resources (ShiqianQihongSen et al., 2018; Tang et al., 2019). However, compared to single-well fracturing, the integral fracturing scale of the platform well is significantly larger, making it challenging to predict fracture geometry and complex stress field evolution patterns. It is necessary to optimize the treatment parameters and utilize the spatial stress fields during integral fracturing. In this way, the unconventional reservoirs can be fully stimulated and it can maximize the well production.
Under natural conditions, reservoir rocks are subjected to three orthogonal in-situ stresses, the magnitude and the orientation determine the difficulty in creating hydraulic fractures. They also determine the direction of the fracture propagation and well post-fracturing production. Practical experiences in the Permian Basin of the United States have shown that the production of the parent wells can alter the magnitude and the azimuthal orientation of the in-situ stresses, thereby influencing the production of the infill wells (Pankaj, 2018; Zheng et al., 2018). Considering the inter-well stress evolution pattern in Marcellus shale, the optimal well spacing was determined by establishing the relationship between well spacing and single well fracturing scale (Jaripatke et al., 2018). Huang et al. analyzed the effect of the fracturing parameters on the inter-fracture stresses by using the three-dimensional lattice method and the dislocation theory. The results show that when the horizontal principal stress difference is small, it can cause a larger deflection angle and lead to the bifurcation of fractures (Huang et al., 2023). Hu et al. studied the influence of induced stress fields generated by different fracture closure times on the supported fractures through numerical simulations. They found that the induced stress fields rapidly decreased with the closure of hydraulic fractures in formations without natural fractures. In naturally fractured reservoirs, the induced stress fields could promote further fracture propagation (Hu et al., 2021). The above studies indicate that the spatial stress field changes significantly during the integral fracturing process, which affects fracture growth geometry and subsequent well production (Pankaj et al., 2018; Hou et al., 2022).
To simulate real complex fracture morphology and the evolution of stress fields in hydraulic fracturing, both domestic and international scholars have employed various numerical calculation methods. Commonly utilized techniques in this field encompass the Extended Finite Element Method (XFEM) and the Displacement Discontinuity Method (DDM) (Chen et al., 2020; Cong et al., 2021; Zhang et al., 2022). Compared to the traditional Finite Element Method (FEM), the XFEM has greater advantages in handling the intricate geometric shapes and the complex boundary conditions. XFEM can precisely calculate stress and displacement fields around fractures without necessitating alterations to the finite element mesh. This capability enables XFEM to achieve precise simulation and characterization of intricate fracture systems (Saberhosseini et al., 2019; Prieto et al., 2022). The Displacement Discontinuity Method (DDM) is a simulation technique primarily employed for solving complex nonlinear problems within the framework of the Finite Element Method (FEM). By subdividing the modeling domain into multiple discontinuous elements, this method enables the attainment of highly accurate solution results (Saber et al., 2023). In the numerical simulation of hydraulic fracturing, DDM partitions the fracture surface into several smaller units. It solves the distribution of displacement, stress, and strain on each unit to depict the deformation of the rock and the propagation of fractures. This discrete approach allows for a more precise representation of deformation and stress distribution on the fracture surface (Zhang and Sheng, 2020; Hu et al., 2022; Ren et al., 2022). Based on XFEM, Wang et al. investigated the interaction and stress interference during the propagation of two close-spaced fractures. It indicates that the interaction of the adjacent fractures primarily hinges on their relative positions, leading to a classification of fracture relationships into three modes: collinear, staggered, and parallel propagation (Han et al., 2021). Renato et al. utilized the XFEM within a coupled fluid mechanics framework to investigate the impact of stress evolution on fracture propagation. They considered two fracturing construction schemes: sequential and synchronous fracturing. By comparing the analytical solutions with the numerical experimental results, it demonstrated a strong agreement between the two methods (Wang et al., 2023a). Tang et al. addressed the issue of mesh distortion in their work based on DDM. They compared the induced stress of different hydraulic fracture geometries and assessed inter-fracture interference. It identifies the influence of induced stresses on fracture propagation with various geometric shapes (Escobar et al., 2019). Wang et al. employed a cohesive element-based approach to establish a hydraulic fracturing model. The model is in conjunction with multiple hydraulic fracturing experiments conducted under different fracturing sequences. They analyzed the stress interference generated with various fracture spacings. It confirmed that alternate fracturing is more effective than sequential fracturing in controlling the geometric shape of fractures (Wang et al., 2023b). Yang et al. developed a fully coupled pseudo-three-dimensional model using the finite volume method and the displacement discontinuity method. They investigated the influence of stress differences, fracture length, and injection rate on the behavior of complex fracture propagation (Yang et al., 2022). Luo et al. utilized the boundary element method to simulate fluid flow within fractures. They developed a semi-analytical technique based on BEM for evaluating and analyzing the transient pressure behavior in reservoirs. They validated this model and extended it to field cases (Zhang and Yang, 2021). Currently, both domestic and international scholars have conducted extensive research on the impact of stress field evolution on fracture propagation during the hydraulic fracturing process. They have gained a deep understanding of this phenomenon. However, the synergistic effects among different construction parameters in platform wells and their influence on the evolution of the overall stress field are still not well understood (Chen et al., 2022; Dong and Ma, 2022; Liu et al., 2022).
In this study, a comprehensive fracture propagation program was developed based on DDM and fracture mechanics criteria. The accuracy of this program was validated against the classical analytical solutions. Based on the program, the fracture geometry and the stress filed during integral fracturing were calculated in consideration of various key factors, which include the fracture length, fracturing sequence, fracture distribution mode, and injection pressure. Based on the investigation, some effective treatment solutions were proposed to fully develop the unconventional resources.
2 PRINCIPLE OF INTEGRAL FRACTURING TECHNOLOGY OF PLATFORM WELL
The Petrel platform can be applied to obtain the overall fracture geometry during integral fracturing. Petrel Kinetix module can simulate the hydraulic fracturing design based on the on-site construction scheme. Thus, the fracture geometry, conductivity, and spatial distribution can be precisely obtained. Petrel Intersect is a high-resolution reservoir simulator that captures all unconformity and reservoir structure changes with a high level of detail, improving the accuracy and efficiency of field development planning and reservoir management. The workflow enables detailed reservoir characterization, accurate fracture propagation prediction, flexible field management strategies and efficient production performance prediction. As shown in Figure 1, integral fracturing is a promising technology that puts significant emphasis on efficient well placement, completion, and three-dimensional fracturing. This approach not only enhances the stimulation efficiency but also lowers the operation costs, enabling the economic development of unconventional oil and gas resources. It can obtain vertical multi-layer deployment and three-dimensional development. Integral fracturing comprises three key technologies: low-cost and high-efficiency drilling technology, optimization design technology of spatial staggered well layout, and factory operation technology. The well drilling speed can be greatly enhanced and the drilling cost can be significantly reduced. Optimizing well spacing and discovering the spatial and temporal distribution of stress can realize the full sweep of the reservoirs (Yoshioka et al., 2021; Wang et al., 2022; Zhao et al., 2022).
[image: Figure 1]FIGURE 1 | Hydraulic fracture geometry during integral fracturing of 4-well platform.
During multi-well integral fracturing, the size and the direction of the local stress field change dynamically due to the competing propagation of multiple fractures. It in turn results in the mutual interference among multiple fractures, multiple stages, and multiple wells. The spatial stress field significantly influences fracture effectiveness and well production. Based on the production data of the offset wells, inter-well interference has three kinds of effects on the stimulation results and the well production: positive effects, negative effects, and negligible effects (Escobar et al., 2019). The positive effects can increase the fracture complexity, enlarge the stimulation volume, lower the pressure attenuation, enhance the cumulative production, and reduce the water content. Conversely, the negative effects are primarily characterized by uneven injection across different perforation clusters. The fracturing fluid and the proppant can flow from the operation wells to the offset wells. The stimulated volume can be reduced and the fluid pressure decays rapidly. The well cumulative production will be greatly lowered. The negligible effects occur when the wellhead pressure and the production rate of the offset wells remain constant. The stimulation volume and the injection pressure are determined by the reservoir properties and the treatment parameters of the operation wells.
As shown in Figure 2, there are three kinds of inter-well interference during integral fracturing of platform wells. The first one is pressure wave interference, the injection fluid does not penetrate from the treatment well into the offset well. As shown in Figure 2A, the fractures have no fluid communication. In this way, the front zone of the fracture remains in a tensile state induced by the pressure wave interference. The permeability of the formation can be greatly enhanced and the reservoir fluid can flow into hydraulic fractures with low resistance. The second one is fracturing fluid interference, the fracturing fluid flows from the treatment well to the offset well. As shown in Figure 2B, the blue zone represents the fluid flow region, and the orange zone represents the proppant flow region. The two fractures have fluid communication. In this way, the injection fluid within the treatment well will be produced in the offset well. The injection fluid cannot create hydraulic fracture and the stimulation volume will be greatly reduced. It hurts well production. The last one is proppant interference, the proppant flows from the treatment well to the offset well. As shown in Figure 2C, the two fractures have proppant communication. In this way, the proppant cannot prop the whole fracture surface, fracture conductivity cannot meet the requirement of well production. Moreover, the effect of proppant interference can last a long time due to the propped hydraulic fractures. The pressure wave interference can enhance the formation permeability. The fracturing fluid interference and the proppant interference can cause strong fracture competition and conductivity reduction. It is of great value to obtain the pressure wave interference and avoid the fluid and proppant interferences.
[image: Figure 2]FIGURE 2 | Three types of inter-well interference (Hou et al., 2022).
3 NUMERICAL SIMULATION METHOD AND PROGRAM VERIFICATION
3.1 The simulation method
The Displacement discontinuity method (DDM) is an approach employed for computing the static and dynamic responses of structures, primarily applied to solve complex nonlinear problems. This method is founded upon the finite element framework, where the domain is discretized into multiple non-continuous elements. Its primary objective is to enhance the precision of solutions, particularly for problems involving discontinuities or lack of smoothness. DDM is built upon the principles of continuum mechanics and involves subdividing fracture surfaces into numerous small sub-elements. It calculates the distribution of displacements, stresses, and strains within each sub-element to depict the behavior of fracture deformation and propagation more accurately. This discretization approach allows for a finer representation of deformation and stress distribution on the fracture surface. Additionally, the DDM method naturally handles multi-physics coupling problems and nonlinear issues, making it highly suitable for scenarios featuring discontinuities such as fractures and defects in the petroleum industry.
3.2 The verification of the developed program
3.2.1 The reliability of calculating the fracture aperture
Fracture aperture is a key parameter. The purpose of hydraulic fracturing is to create complex fractures with high conductivity. Fracture conductivity is determined by fracture aperture and fracture permeability. During hydraulic fracturing, the fracturing fluid is injected into the reservoir with high pressure. When the injection pressure is beyond the in-situ stresses, hydraulic fractures can be generated with an aperture. The fracture aperture determines the fracture conductivity and the value of the induced stresses. When the created fracture closes with a zero aperture, the fracture cannot contribute to the well production. The accurate calculation of the fracture aperture is of great value for the design of hydraulic fracturing. The analytical solution in Eq. 1 was applied to verify the reliability of the program. As shown in Figure 3, the half fracture length of a is set as 1 m, the in-fracture net pressure of Pnet is set as 2 MPa, Young’s modulus of E is set as 38 GPa, and the Poisson’s ratio of v is set as 0.27.
[image: Figure 3]FIGURE 3 | Schematic diagram of a linear fracture under internal pressure.
Figure 4 gives the calculation results of the fracture aperture based on the analytical solution and the developed program. The fracture width obtained based on DDM aligns well with that based on the analytical solution. Therefore, the developed program can be applied to simulate the fracture geometry.
[image: image]
[image: Figure 4]FIGURE 4 | Fracture aperture comparison between the analytical solution and the developed program.
Where w is the fracture aperture, Pnet is the in-fracture net pressure, E is Young’s modulus, a is the half fracture length, and v is Poisson’s ratio.
3.3 Stress field verification
During hydraulic fracture propagation, the in-fracture fluid exerts pressure on the fracture surface and the rock around the fracture will be squeezed. In this way, the induced stresses will be generated and the spatial stress will be altered. The advantages of integral fracturing lie in fully utilizing the spatial stress field. The analytical solution is applied to verify the reliability of the developed program in calculating stress. Figure 5A and Figure 5B show the stress comparison between the analytical solution and the developed program in the x direction and the y direction, respectively., y denotes the distance between the target point and the fracture central point, a denotes the fracture half-length. The stress field from the developed program is in good agreement with that from the analytical solution. Therefore, the developed program can applied to calculate the stress field during integral fracturing.
[image: Figure 5]FIGURE 5 | Stress comparison between the analytical solution and the developed program.
4 NUMERICAL SIMULATION RESULTS AND ANALYSIS
This part firstly investigates the stress distribution induced by the close-spaced fractures within one fracturing stage. Secondly, this part systematically investigates the overall fracture geometry and the spatial stress distribution influenced by various factors during integral fracturing. The factors include the fracture half-length, fracturing sequence, fracture distribution mode, and in-fracture net pressure.
4.1 Stress distribution induced by close-spaced fractures
During hydraulic fracturing, the high-pressure injection fluid creates hydraulic fractures and the fracture surfaces compress the surrounding rocks. The rocks generate deformation and extra stresses. The induced stresses can be superposed to the in-situ stress field. The altered stress field can highly influence the overall fracture geometry and the stimulation effects. Therefore, it is crucial to understand the distribution of the induced stress field during integral fracturing. In this study, one fracturing stage with 3 perforation clusters was simulated to investigate the induced stress field. As shown in Figure 6A–D, the fracture spacing is set to as 10, 15, 20, and 25 m. Figure 6 gives the stress field and the overall fracture geometry based on the developed program. It shows that the fracture interference is strong with a small fracture space. The induced stress makes the side fracture propagate with a high diversion angle. There is a compressive stress region surrounding the fractures and a tensile stress region at the front of the fractures. The size of the region increases with fracture spacing. Stress reversal may occur at the region among multiple fractures and a complex fracture network can be generated. The size of the stress reversal region increases with fracture spacing. The region in front of hydraulic fractures is at a tensile state, the permeability of rock is high and reservoir fluid can smoothly flow into the fractures. The size of the tensile zone increases with fracture spacing. Therefore, both of the tensile region and the compressive region are beneficial for the development of resources. The direction of the minimum horizontal principal stress is along the X-direction and the direction of the maximum horizontal principal stress is along the Y-direction. The simple fracture geometry can be generated with a high difference between the two principal stresses. Hydraulic fractures should control the whole seepage zone along the horizontal wellbore. Moreover, the diversion angle of the side fracture decreases with fracture spacing. Proppant settlement tends to happen with a high diversion angle or a small fracture spacing. Therefore, fracture spacing should be optimized in consideration of the size of the stress reversal region, the size of the controlled seepage zone, and the risk of the proppant settlement.
[image: Figure 6]FIGURE 6 | The stress distribution and fracture geometry with different fracture spacings.
4.2 The effect of half fracture length
For a given reservoir, fracture length can be controlled by designing the fluid injection rate, the fluid injection scale, and the proppant scale. Moreover, experts can inject the small size diverters to plug the fracture tips. In this way, the fracturing fluid cannot flow forward and the fracture will stop propagating. The fracture length significantly influences the size of the stress field. Shorter fractures lead to stress concentration, while longer fractures will weaken local stress. Therefore, it is particularly important to study the influence of fracture length on the evolution of the stress field. The well spacing is 300 m, and the in-fracture net pressure is 8 MPa. Based on the developed program, Figure 7A and Figure 7B simulate two cases with fracture half-lengths of 50 and 100 m, respectively. Gives the stress field and the fracture geometry. The red region represents the compressive region and the blue region represents the tensile region. Shearing fractures tend to be generated in the red region and tensile fractures tend to be generated in the blue regions. The fractures are more complex and the reservoir fluids can smoothly flow from the branch fractures into the main fractures. Moreover, there is a poorly stimulated region among the wells if the fracture half-length is too short. When the fracture half-length is 100 m, the size of the induced stress field increases, and pressure wave interference can be obtained in the fracture tip regions.
[image: Figure 7]FIGURE 7 | Stress field distribution with different half-fracture lengths.
4.3 The effect of fracturing sequence
The fracturing sequence indicates the fracturing order of the horizontal wells. A single well will be fractured from the first stage to the last stage continuously; For a well platform, several wells are fractured alternatively, stage by stage. The well spacing is set as 300 m, the in-fracture net pressure is set as 8 MPa and the fracture half-length is set as 100 m. Based on the developed program, two cases with different fracturing sequences are simulated. As show in Figure 8A, the sequential fracturing order indicates Well A, Well B, and Well C. As show in Figure 8A, the alternating fracturing order indicates Well A, Well C, and Well B. Figure 8 gives the stress field distribution and the overall fracture geometry. The stress compressive region is among multiple fractures and the tensile region is at the front of the fracture tips. Given the same fracture half-length and the fracture spacing, the fracturing sequence has a negligible effect on the stress field and the fracture geometry. However, for the fracturing stages along the same well, the adjacent stage has a high influence on the initiation and propagation of the hydraulic fractures. This effect is treated as inter-stage interference.
[image: Figure 8]FIGURE 8 | Stress field distribution with different fracturing sequences.
4.4 The effect of fracture distribution mode
Fracture distribution mode denotes whether the perforation clusters of different wells are in a straight line. There are two fracture distribution modes: the symmetrical fracture distribution and the staggered fracture distribution. Fractures of different wells will propagate in a line for the former case and propagate with a deviation in distance for the latter case. The well spacing is 300 m, and the in-fracture net pressure is 8 MPa. The fracture half-lengths are set as 50, 100, 150, and 200 m. Based on the developed program, two cases of different fracture distribution modes are simulated. Figures 9A–D, 10A–D give the stress distribution field and the overall fracture geometry under different fracture half-lengths. When the fracture half-length is 50 m, neither of the two distribution modes achieves the state of pressure wave interference. When the half-length of the fracture is 100 m, the pressure wave interference state can be realized by both kinds of distribution modes. When the fracture half-length is 150 m, symmetrical distribution mode results in liquid or proppant interferences between fractures, while pressure wave interference can still be observed under staggered distribution mode. When the fracture half-length is 200 m, the stress field and the overall fracture geometry have a negligible difference from that in the case with the fracture half-length of 150 m. The reason is the stresses are increased and the given in-fracture net pressure cannot propagate the hydraulic fracture. Therefore, the situation is unfavorable for well production. These observations highlight the influence of fracture half-length and distribution modes on the potential for interference or crosstalk during hydraulic fracturing operations.
[image: Figure 9]FIGURE 9 | Stress field distribution of symmetrical fracture layout with different fracture half-lengths.
[image: Figure 10]FIGURE 10 | Stress field distribution of staggered fracture layout with different fracture half-lengths.
4.5 The effect of well-spacing
Well-spacing denotes the distance between the adjacent wells. The fracture half-length is set as 150 m, the in-fracture net pressure is set as 8 MPa, and two kinds of fracture distribution modes are considered. Based on the developed program, the cases of different well-spacings are simulated. The well-spacings are set as 200, 250, 300, and 350 m. Figures 11A–D, 12A–D give the stress distribution field and the overall fracture geometry under different well-spacing. Hydraulic fractures penetrate the adjacent fractures from the offset wells at the well-spacings of 200 and 250 m. When the well-spacing is 200 m in the case of the staggered distribution mode, hydraulic fractures propagate in the regions among the fractures. The fracture tips propagate with a deflection angle. In the case of symmetric fracture distribution, the middle fracture penetrates the fracture from the offset well, while the side fractures propagate with a diversion angle. In this way, fracturing interference hurts well production. When well-spacing is 250 m, the staggered distribution mode results in an even higher fracture diversion angle. When well-spacing is 300 m, the pressure wave interference can be obtained with the staggered distribution mode, while the fluid or the proppant interference will be obtained with the symmetric distribution mode. When the well-spacing is 350 m, both fracture distribution modes can generate pressure wave interference. It can be concluded that for well-spacing below 250 m, the staggered distribution mode can achieve better reservoir stimulation. An asymmetric fracture distribution mode is necessary to achieve effective reservoir improvement for well-spacing beyond 300 m.
[image: Figure 11]FIGURE 11 | Stress field distribution of symmetrical fracture layout with different well spacings.
[image: Figure 12]FIGURE 12 | Stress field distribution of staggered fracture layout with different well spacings.
4.6 The effect of in-fracture net pressure
In-fracture net pressure denotes the fluid pressure minus the minimum horizontal principal stress. It highly influences the fracture aperture and the stress distribution. The in-fracture net pressure can be controlled by adjusting the fluid injection rate and the fluid viscosity. For formation with high permeability, it is difficult to enhance the in-fracture net pressure due to the fluid filtration. Experts can inject the filtrate reducer to plug the natural fracture and lower the fluid leak-off rate. The fracture half-length is set at 150 m and the well-spacing is set at 300 m. Only the staggered distribution mode is considered. Based on the developed program, the cases with different in-fracture net pressures are simulated. Figure 13 gives the stress distribution field and the overall fracture geometry. As shown in Figure 13A, it indicates that a higher in-fracture net pressure leads to a larger induced stress field area and facilitates achieving a more effective pressure wave interference effect. As shown in Figure 13B, when the in-fracture net pressure is 8 MPa, there is a blank region of the pressure wave interference among the fractures. When the in-fracture net pressure is 10 MPa, the pressure wave interference is desirable and the stimulation effect can be enhanced. Moreover, the compressive region among the fractures of the same well is more likely to generate shearing fractures. Well, production can be increased due to the mature stimulation effect.
[image: Figure 13]FIGURE 13 | Stress field distribution with different in-fracture net pressures.
5 DISCUSSION
5.1 Fracturing interference solution
During hydraulic fracturing, pressure wave interference is beneficial for well production while fluid interference or proppant interference can dramatically decrease well production. To obtain the pressure wave interference effects, the operation parameters of integral fracturing should be optimized and adjusted. Based on the simulation results, the following solutions can be applied to avoid the fluid or the proppant interference: 1) The parent wells should be pre-filled to improve the stress of the parent well and avoid the asymmetric fracture propagation of the child wells. 2) Active well prevention, that is, pumping the present wells while fracturing the new well, effectively weakens the interference of the child well on the parent well production. 3) Apply the temporary plugging and diverting fracturing method. It can achieve balanced stimulation within one fracturing stage. It can avoid the single “super fracture” burst into the fractures of the offset wells. 4) For far-field steering, the temporary plugging material (100 mesh quartz sand and 325 mesh silica powder) can be pumped into the fracture tip to bridge the fracture length. In this way, the fracture tips can be plugged and the fracture length can be controlled. It more likely to obtain the pressure wave interference with short fractures. 5) Reduce the stress barrier. The stress barrier can be formed by pressuring the well close to the parent well. It can avoid attracting the whole platform from the failure area of the parent well. Moreover, the interference can be significantly reduced through batch drilling and batch pressuring. For example, fracturing interference occurred between two adjacent wells. The interference had little impact on production after the integral fracturing of a 4-well platform.
5.2 Collaborative optimization of stress interference and production interference
The fracture half-length plays a pivotal role in determining the induced stress range and the degree of pressure wave interference. The fracturing sequence directly impacts the fracture network complexity and the stimulation volume in each fracturing stage. Additionally, variations in fracture length under different distribution modes can lead to distinct types of inter-well interference. It is necessary to consider the synergistic relationships among various fracturing operation parameters when fracturing the platform wells. It is crucial for promoting beneficial inter-well interference. This approach not only enhances overall stimulation effectiveness but also establishes favorable conditions for stable production stress. It can also prevent inter-well production interference during the later production stages. Experts can integrate the Petrel and CMG platforms to realize the collaborative optimization of integral fracturing. Petrel can establish the fine geological model in consideration of the reservoir heterogeneity. CMG can accurately simulate the fluid flow within the fractures and the rock matrix. Various parameters can be optimized at the same time by use of the intelligent search algorithm. Here is an example of optimizing the overall operation parameters. Figure 14 gives the optimization model. In this model, the fracture half-length, well-spacing, fracture distribution mode, and the in-fracture net pressure can be considered. Based on the intelligent search algorithm, these parameters can be optimized at the same time. It is a big difference from the single-factor analysis. The former can achieve the globally optimal result while the latter can just obtain the local optimal result. Through integral optimization, the pressure wave interference can be obtained with an optimal parameter combination of fracture half-length, well-spacing, fracture distribution mode, and in-fracture net pressure. The production potential of the platform wells can be fully excavated.
[image: Figure 14]FIGURE 14 | The optimization model of the overall operation parameter.
6 CONCLUSION
A simulation program for integral fracturing was developed based on the DDM and fracture mechanics theory. Systematic investigations were conducted to discover the impact of fracture half-length, fracturing sequence, fracture placement mode, well spacing, and in-fracture net fracture on stress field distribution and fracture geometry. The conclusions are as follows.
(1) Integral fracturing applies one-time well placement, one-time well completion, and 3D fracturing operation. It offers a dual advantage of efficiency improvement and cost reduction. This approach facilitates vertical multi-layer deployment and 3D development, ensuring the efficient extraction of unconventional oil and gas resources.
(2) Hydraulic fracturing involves the high-pressure injection of fluid, leading to the formation of a high-stress field on both sides of the fracture and a low-stress field in the fracture tip region. The high-stress field promotes the creation of a fracture zone, while the low-stress field favors the development of tensile fractures, significantly enhancing fluid permeability within the fracturing area.
(3) The effects of fracture half-length, well spacing, fracture distribution mode, fracturing sequence, and in-fracture net pressure work together. Collaborative optimization is necessary to avoid fluid/proppant and obtain pressure wave interference. Based on the simulation results, better stimulation effect and higher production can be obtained by setting the fracture half-length of 100 m, designing well spacing of 300m, applying the staggered fracture distribution mode, and controlling in-fracture net pressure of 10 MPa.
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With the scale development of shale gas, the importance of selecting appropriate deliquification process has become increasingly evident in maintaining well productivity and improving shale gas recovery rate. At present, the preferred deliquification process are macro-control plate method and field experience method. The existing methods can only qualitatively select the deliquification process by considering limited influencing factors, resulting in poor process implementation. Based on the results of error analysis, the Gray model was optimized to calculate the pressure distribution in the shale gas wellbore and determine the applicable pressure limit. The W.Z.B. empirical model, which fully considers the influence of wellbore inclination, is used to calculate the gas-liquid carrying situation and determine the applicable liquid carrying limit. By analyzing the technical limits of five commonly used deliquification processes in the Changning shale gas field, namely, plunger lift, optimizing pipe string, gas lift, foam drainage, and intermittent production, a quantitative optimization method for deliquification processes was established. This method was then used to obtain the optimization chart for deliquification processes in shale gas wells. This method was applied in Well Ning 209-X, where the corresponding optimization chart for deliquification processes was drawn based on the production characteristics of the gas well. By quantitatively optimizing the deliquification processes and adjusting to suitable techniques, it effectively guided the production of the gas well and improved the gas field recovery rate.
Keywords: shale gas, deliquification, process optimization, wellbore, optimized method
1 INTRODUCTION
The current petroleum industry is in a new phase of conversion from conventional to unconventional, with increasing energy demand (Alotaibi and Al-Qahtani, 2013; Zou et al., 2020; Olubodun, 2022), and clean energy represented by shale gas has become an important target for development, changing the global energy mix. The United States started the “shale gas revolution” in 1985, and “energy independence” was achieved in 2019 (Meisenhelder, 2013; Chin and Roark, 2017). China is the largest shale gas producer outside of North America, and with strong government promotion, the national oil company has made the historic leap of producing 200 × 108 m3 of shale gas per year in just two decades (Zou et al., 2021).
Compared with clastic reservoirs, shale reservoirs have obvious low pore and low permeability characteristics, there is no free water in the reservoir, or even in a water-bearing undersaturated state (Cai et al., 2013; Ojha et al., 2013; Mohanty and Pal, 2017). Since the shale gas reservoir needs to be put into production after volume fracturing to obtain industrial gas flow, it is very difficult to backflow a large amount of fracturing liquid after it is injected into the reservoir. It is generally believed that a certain amount of injected water will be produced in the initial stage of shale gas well production (Zhang et al., 2016; Booth et al., 2017; Song et al., 2022). In the early stage of shale gas well development, production and wellhead pressure increase rapidly, and most wells are directly put into production with empty casing. When production declines rapidly, the production tubing needs to be lowered in time to improve the deliquification capacity of shale gas wells. As the production declines further, the insufficient energy in the gas well to drain all the liquids can lead to liquid accumulation in the wellbore, requiring the selection of suitable deliquification processes. The production system is not scientific (Elwan et al., 2021), the stage production targets are unreasonable (Ghorayeb et al., 2008), and the timing of intervention of the deliquification is unclear (Rubio, 2023), all of which will affect the production of gas wells and reduce the recovery rate. It is necessary to timely select suitable drainage and gas extraction processes based on the production status of shale gas wells.
Changning Shale Gas Field has initially formed a shale gas well drainage and production process system represented by plunger gas lift, optimizing pipe string, gas lift, foam drainage and intermittent production (Guo et al., 2006; Shen et al., 2017; Xiang et al., 2022). At present, the preferred deliquification process are macro-control plate method and field experience method. The existing methods can only qualitatively select the deliquification process by considering limited influencing factors, resulting in poor process implementation. This paper establishes a quantitative preference method for the deliquification process by analyzing five types of deliquification process, taking into account both pressure supply and critical liquid carrying flow rate (Wang et al., 2022). Drawing the corresponding deliquification process optimization chart according to the production characteristics of gas wells, quantitatively preferring the deliquification process, and adjusting the appropriate deliquification process are significant in maintaining the production capacity of shale gas wells and improving the recovery rate of gas fields.
2 VERTICAL LIFT PERFORMANCE CURVE LIMIT IN OPTIMIZATION CHART
In the production process of shale gas well throughout its life cycle, annual flow, churn flow, slug flow, bubble flow and other flow patterns may occur in turn. At the initial stage of gas well production, the gas rate and water rate are relatively large. Annular flow may appear in the wellbore. The gas is continuous phase and the liquid is dispersed phase, so the lifting efficiency is high; With the decrease of gas production, Slug flow will appear after Annular flow. The gas is a continuous phase and the liquid is a dispersed phase. The lifting efficiency is still high; After the slug flow, if the gas rate of the gas well continues to decline, the lifting efficiency will decline significantly, and Bubble flow and other flow patterns are easy to occur. As shown in Figure 1.
[image: Figure 1]FIGURE 1 | Variation of lifting efficiency with flow pattern.
Choosing the appropriate pressure drop calculation model must take into account various factors, such as wellbore size, well depth, well-bottom pressure, properties of the fluid, etc. It is necessary to combine field data to select and adjust the model to ensure that the selected model can provide accurate predictions for specific well conditions. The applicable conditions for common pressure drop calculation models are shown in the Table 1.
TABLE 1 | The applicable conditions of common pressure drop calculation models.
[image: Table 1]In order to accurately calculate the wellbore pressure, five commonly used wellbore pressure models are compared (Table 2). It is found that the Gray model has the highest accuracy. Therefore, the VLP curve of the gas well is calculated through the Gray model.
TABLE 2 | Comparison between model calculation results and test pressure.
[image: Table 2]The Gray model uses a two-phase flow pressure drop calculation formula as follows (Gray, 1978; Morales et al., 2016):
[image: image]
where, g is the acceleration of gravity; gc is a dimensionless constant; [image: image] is the gas volume fraction; ft is the two-phase flow energy loss factor; G is the liquid mass flow, kg/s; D is duct pipe diameter, m; ρmf and [image: image] are both mixture density, kg/m3.
Solving the above equation requires the data of mixture liquid density, liquid holdup, friction loss factor, etc., which are difficult to obtain in actual production, So the Gray model is solved by some empirical equations based on temperature, pressure and liquid specific gravity as follows:
[image: image]
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The calculated surface tension of the mixture liquid is:
[image: image]
where, Nv is the speed numeral; Nd is the pipe diameter numeral; [image: image], [image: image] and [image: image] are the interfacial tension of oil, water and mixture liquid, N/m; Pd is the dew point pressure, MPa; R is the slip ratio; vso, vsw, and vsg are the apparent flow rate of oil, water, and gas phases, m/s; qw and qo are the volume flow rate of water and oil, m3/d.
The VLP (Vertical Lift Performance) Curve describes the well-bottom flow pressure required for different production under the condition of fixed tubing pressure. Under the condition of normal tubing pressure, calculate the VLP curve under the conditions of Annular flow and Slug flow. Under the condition of transmission pressure, calculate the VLP curve when the wellhead pressurization process is adopted (Figure 2).
[image: Figure 2]FIGURE 2 | VLP Curve under the condition of limiting GLR (Gas-Liquid Ratio).
3 APPLICATION LIMIT OF DELIQUIFICATION PROCESS
3.1 Calculation method for application limit of optimizing pipe string
3.1.1 Model for critical gas rate
As shale gas is mostly developed by horizontal wells, In order to fully consider the effect of well deviation angle and give consideration to accuracy and practicability, W.Z.B. Empirical model (Zhibin Wang model) (Wang et al., 2017) is selected as the on-site gas well liquid carrying analysis model to analyze liquid carrying state and production performance of the gas well. The W.Z.B. model, based on the study of liquid film thickness and the friction factor of the gas-liquid interface, established a new analytical model to reveal the carrying mechanism of the liquid from the perspective of the force balance of the inclined pipe bottom liquid film. It proposed an empirical model similar in form to the Belfroid model (Belfroid et al., 2008). The coefficient [image: image] is introduced to consider the effect of fluid properties on the critical liquid-carrying flow rate under flow conditions, resulting in better calculation accuracy. The results show that the model’s calculated results have an average error of 8.45% compared to experimental data and a 95% match with field data, enabling accurate and straightforward determination of the liquid-carrying state of gas wells. It also reveals the influence of fluid properties on the liquid-carrying state under downhole flow conditions. It has the advantages of simple form and convenient field application.
W.Z.B. model:
[image: image]
Where,
[image: image]
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[image: image]
3.1.2 Application limit of optimizing pipe string
The optimizing pipe string process is a deliquification process that readjusts the size of the tubing to reduce the slippage loss of gas flow and make full use of the energy of the gas well in the middle and late stages of water gas well production (Belfroid et al., 2008; Wang et al., 2017; Ali et al., 2019; Kuku et al., 2020). The optimizing pipe string process is suitable for little water production gas wells with certain self flowing capacity, which are generally characterized by large tubing-casing pressure difference and rapid decline of production. Conventional foam drainage and gas lift are effective, but the gas lift is short in validity or can not meet the requirements for water drainage (Waltrich et al., 2015; Hamad et al., 2017).
For gas wells with good drainage capacity, high flow rate and large water rate, large diameter tubing can be used to reduce resistance loss and increase gas rate; For gas wells in the middle and later stages of production, since the gas rate and well-bottom flow pressure have decreased, and the drainage capacity is poor, small diameter tubing must be replaced accordingly. In order to enhance the liquid carrying capacity of gas flow, reduce or removes the liquid accumulation at the well-bottom, and extend the self flowing production period of gas wells.
The casing size used in shale gas wells in Ning 209 block is [image: image], and the production tubing size is mainly [image: image] (inner diameter = 50.3 mm). Take the tubing of these two sizes as an example to calculate the application limit of optimizing pipe string. The calculation results of optimizing pipe string are shown in Figure 3. The curves in the figure represent the critical gas rate curves for production with casing and production with 2 3/8 in tubing. Since the essence of optimizing pipe string is to prolong the self flowing production time of gas well and enhance the liquid carrying capacity of gas, the premise of effective process is that the gas production after optimizing pipe string is greater than the critical gas rate.
[image: Figure 3]FIGURE 3 | Application limits of optimized pipe string.
The critical gas rate curve corresponding to production tubing of all sizes is the application limit of optimizing pipe string under current production conditions. Bring the current production point of the gas well into Figure 3. If the production point falls on the right side of the critical gas rate curve, the gas well can still be produced by optimizing pipe; If the production point falls to the left of the critical gas rate curve, it means that the energy of the gas well has not met the liquid carrying demand, and it is necessary to replace other processes or use other processes to assist production.
3.2 Application limit of plunger lift
When the optimizing pipe string can no longer meet the production demand, the plunger lift can be used to replace the production. As a solid sealing interface, the plunger separates the gas from the lifted liquid, reducing gas channeling and liquid falling back, and improving the lifting efficiency of liquid.
Similar to the optimizing pipe string technology, the energy of plunger lift mainly comes from the reservoir. This process eliminates the liquid accumulation at the well-bottom by improving the liquid lifting efficiency, increases the production differential pressure, and prolongs the flowing period of gas well production with liquid.
Plunger lift is suitable for gas wells with low bottom hole pressure, high GLR, liquid production less than 30 m3/d, and a well depth not exceeding 4,000 m. When the tubing is connected, the GLR should be greater than 200 m3/m3 per 1,000 m, and when the tubing is not connected, the GLR should be greater than 1,100 m3/m3 per 1,000 m (Darden, 1994). The plunger lift process is greatly affected by well deviation, and when the deviation is large, the plunger lift is prone to sticking during the up and down process, resulting in the inability to lift to the wellhead or fall to the bottom of the well. In 2011, the plunger reached a deviation angle of 74° in Marcellus shale gas field, proving that plunger lift can be applied in horizontal wells, but there are still various problems such as large leakage and difficult tool seating (Kravits et al., 2011). Currently, plunger gas lift is mainly used for gas wells with a deviation angle of less than 40° (Lea et al., 2007).
As shown in the Figure 4, the critical gas rate is the limit of production with the optimizing pipe string, while the plunger lift is applicable to drainage gas production at the left side of the curve. Within the range on the left side of the curve, drainage gas production can be carried out through the plunger lift process.
[image: Figure 4]FIGURE 4 | Application limit of plunger lift.
The basic requirement for using plunger lift for deliqufication is that the actual production point of the gas well is higher than the VLP curve of the wellhead pressurization process. In order to make more effective use of gas well energy, the gas well should also be located between the two curves of annular flow and slug flow for production.
3.3 Application limit of gas lift recovery
The gas lift is applicable to deep wells, deviated wells, wells with more water and sand, and wells with corrosive components. It also has its advantages in inducing blowout of gas wells with large liquid production, re production of water flooded wells, and forced drainage of gas reservoirs, with the maximum liquid discharge reaching 400 m3/d. When the gas well produces more liquid and the energy of the gas well is not enough to discharge the liquid accumulated, the production of the gas well will gradually decline, even water flooding will occur. For water flooded gas wells with serious well-bottom liquid accumulation, inefficient bubble drainage or ineffective shut down, gas lift technology can be used to resume production.
As shown in the Figure 5, the limit of gas lift recovery is the VLP curve of slug flow. At this time, when the production of the gas well continues to decline, the liquid carrying efficiency of the gas will be significantly reduced, resulting in liquid accumulation at the well-bottom, further reducing the gas production and increasing the flow pressure at the well-bottom. When the actual production point of the gas well falls into the gas lift recovery area, high-pressure natural gas is injected into the gas well through the gas lift process to improve the GLR and gas rate in the tubing, increase the liquid carrying capacity of the gas, discharge the liquid accumulated, and restore the production capacity of the gas well.
[image: Figure 5]FIGURE 5 | Application limit of gas lift recovery.
3.4 Application limit of foam drainage
Foam drainage is mainly used for deliquification in low production gas wells with small liquid production. It has the advantages of simple operation and convenient management. Without moving the downhole string, surfactant can be injected to reduce the critical gas rate, which can be reduced by 30%–50%. For low production gas wells with small liquid production, due to the further reduction of production in the late production period, the velocity strings often cannot meet the liquid carrying demand, and it is not economical to use the gas lift process. Therefore, the way of form drainage is often used to reduce the critical gas rate. For the foam drainage process, the transition limit from annular flow to slug flow in the wellbore can be considered as the critical gas rate (LIU et al., 2020).
[image: image]
As shown in the Figure 6, the critical gas rate of the corresponding tubing is the limit by foam drainage. By adding surfactant, a large amount of stable low-density water containing foam is generated from the accumulated liquid. The foam is used to carry the accumulated liquid to the ground with the air flow, significantly reducing the critical gas rate, so as to achieve the purpose of drainage gas production and recovery of normal production of gas wells.
[image: Figure 6]FIGURE 6 | Application limit of foam drainage.
The commonly used types of foaming agents for gas wells are ion-type, non-ion-type, amphoteric ion-type, and their complexes. The produced water from the Changning shale gas well is the residual liquid of fracturing fluid, and the water type is calcium chloride type with a mineralization degree of 19–50 g/L (Table 3). Based on the evaluation of foaming power, foam stability, liquid carrying capacity, etc., the preferred foaming agent is the non-ion-type CT5-7C1 foaming agent, and the corresponding defoamer is CT5-10. The recommended foaming agent injection concentration is 1.0 g/L, and the defoamer is maintained at a ratio of 1:2.
TABLE 3 | Analysis results of formation water in typical wells.
[image: Table 3]The use of foam drainage requires that the gas well has a certain flowing capacity (gas rate ≥1,000 m3/d), and liquid rate is less than 100 m3/d. With the development of production, if the well-bottom flow pressure further reduces to below the VLP curve of the wellhead pressurization process, it is no longer able to meet the liquid discharge demand, so it is necessary to consider using other processes to replace production.
3.5 Application limit of intermittent production
When the gas production of the gas well is lower than the critical gas rate, or the well-bottom flow pressure cannot meet the demand of the transmission pressure, the gas well should enter the intermittent production stage. Intermittent well shut-in is required to restore pressure to achieve periodic liquid drainage production. The lower the production decline rate, the higher the GLR, and the faster the reservoir pressure recovery rate, the longer the duration of the intermittent production stage. For gas wells with poor production capacity, serious liquid accumulation, and continuous production of no gas, intermittent production helps to supplement the formation energy near the well and improve the gas rate to a certain extent.
As shown in the Figure 7, the limit of intermittent production is the VLP curve of the wellhead pressurization process. When the well-bottom flow pressure drops below the VLP curve of the wellhead pressurization process, the well should be shut in to restore the pressure until the well-bottom flow pressure is balanced with the static pressure, or the wellhead pressure returns to a certain value, the well should be opened again for production. Generally, when the daily average gas rate of intermittent production is less than 50% of the theoretically predicted gas rate, the intermittent efficiency is low, it is necessary to consider using other processes to maintain production.
[image: Figure 7]FIGURE 7 | Application limit of intermittent production.
4 FIELD APPLICATION
According to the current production status of the gas well, read the current gas rate and wellhead pressure, and calculate the corresponding well-bottom flow pressure, which can judge whether the current deliquification process is effective and whether it falls within the corresponding range according to the chart. Moreover, the adjustment plan of the production process can be formulated in advance according to the distance between the actual production point and the application limit.
When the production point of a gas well falls within the region where both foam drainage and plunger lift can be used, the choice of process should be based on the actual situation. For the foam drainage process, the effectiveness of the surfactant is crucial. For high-temperature, high-pressure, and high-mineralization gas wells, only a surfactant that meets all conditions can generate a large amount of low-density water-containing foam, reducing the liquid density and increasing the liquid-carrying capacity of the gas well. The plunger lift process is suitable for gas wells with a high GLR and certain reservoir energy. Conventional plunger devices are mostly difficult to enter the inclined or horizontal sections through the build-up points of highly deviated and horizontal wells, and can only be applied to vertical sections. Although improved tools have been applied in some highly deviated and horizontal wells, there are still some problems in actual production. Therefore, the plunger lift is still mainly used for gas wells with not too high deviation.
4.1 Gas well production processes
The Ning209-X well was opened for production in February 2020 and has been producing for 3 years with the production curve shown in Figure 8. The initial production from the well was high and the gas well was producing directly using casing. After a period of time, the production and pressure dropped rapidly and could not meet the requirements of the gas well to carry liquids, so a velocity tubing was put in place to stabilize production. Based on the experience of the field experts, as production continued, when the well gas rate was further reduced to 1.2 times the critical gas rate, production was switched to the plunger lift process.
[image: Figure 8]FIGURE 8 | Production curve of well Ning209-X.
4.2 Application of the optimization chart
As shown in the Figure 9, The production data points of gas well Ning 209-X were placed into the optimization chart of deliquification process, and it was found that the well went through roughly three stages of production: “①→②→③,” with three gas lift recovery due to liquid accumulation.
[image: Figure 9]FIGURE 9 | Production process of well Ning209-X.
At the initial stage of development, the production gas rate is high. The gas well is directly produced by casing, which can effectively carry liquid production. Under the pressure release production system, the wellhead pressure drops rapidly to the transmission pressure; Then, the gas well enters the “②” stage. If the casing production is continued, liquid accumulation or even water flooding may occur. After the tube is lowered into the gas well, due to the significant reduction of the critical gas rate, the gas well is still able to carry liquid with its own energy for production, and the gas well flowing production period can still last for a period of time.
When the production of the gas well enters the “③” stage, as the production is less than the critical gas rate, the liquid carrying capacity of the gas becomes poor, and liquid will accumulate at the bottom of the well, so the production can be replaced by the plunger lift.
When the gas well produces more water and the energy of the gas well is not enough to discharge the accumulated liquid in time, the production of the gas well will gradually decline, and the gas well often enters the “④” stage, which requires gas lift recovery. The high-pressure natural gas is injected into the gas well through the compressor to improve the GLR and gas flow speed in the gas well, increase the liquid carrying capacity of the gas, discharge the accumulated liquid and restore the production capacity.
When the energy of the gas well decreases rapidly and the well-bottom flow pressure cannot meet the transmission demand, the gas well will enter the “⑤” stage, requiring a long shut-in period to achieve periodic liquid drainage production. When the well-bottom flow pressure is balanced with the static pressure, or when the wellhead pressure returns to a certain value, the well will be opened again for production.
5 CONCLUSION

(1) It is very difficult to backflow a large amount of fracturing liquid after volumetric fracturing of shale gas reservoirs. In order to effectively drain liquid accumulated in shale gas wells, Changning shale gas field has initially formed a shale gas well deliqufication process system represented by plunger lift, optimizing pipe string, gas lift, foam drainage and intermittent production.
(2) Based on the deliqufication process system of Changning shale gas field, this paper establishes an optimization chart of deliqufication process for shale gas wells, and provides the application limits of plunger lift, optimizing pipe string, gas lift, foam drainage and intermittent production.
(3) This method was applied in Well Ning 209-X, where an optimization chart of deliqufication process was developed based on the production characteristics of the gas well. The optimization chart realizes quantitatively preferred deliqufication process, effectively guides the production of gas wells, timely adjusts the appropriate drainage gas extraction process, and improves the recovery rate of the gas field.
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Horizontal well technology is a promising method for oil and gas development. During cementing operations in horizontal wells, it was found that conventional casing centralizers could not meet the requirements for casing cementing in expanded wellbores. Therefore, a new type of casing centralizer needs to be designed for horizontal well sections that have undergone enlargement. By analyzing the most common materials currently used, 45 steel was selected for the spring leaf of the novel casing centralizer. To evaluate the centralization effect of the horizontal well casing centralizer, a casing centralization degree evaluation function was established, and a wellbore-centralizer mechanical model was proposed using the finite element method to simulate the working conditions of the centralizer spring leaf in ϕ215.9 and ϕ311.2 mm well sections. On this basis, a wellbore-centralizer-casing coupling model that does not consider the effect of wellbore fluid on the casing was established to simulate the centralization characteristics of the new casing centralizer and traditional centralizer under different wellbore sizes. Simulation results show that the average casing centralization degree of the new centralizer is 85.53%, while that of the traditional centralizer is 55.58%. That is, the horizontal well casing centralizer can maintain a good centralization effect on the casing string.
Keywords: casing centralizer, finite element, horizontal well, cementing quality, numerical simulation
1 INTRODUCTION
During the conventional oil and gas development processes, the quality of cementing plays a vital role. Insufficient cementing quality can prevent the achievement of expected production outcomes and may even lead to severe operational accidents (De Andrade and Sangesland, 2016; Zhang and Wang, 2017; Ma et al., 2022). With the advancement of exploration techniques in the petroleum industry in China, the development methods have become increasingly diverse (Dao et al., 2023). Among these methods, the utilization of horizontal wells and large-scale hydraulic fracturing has emerged as a significant solution for petroleum resource development (Lei et al., 2022; 2021). Additionally, as conventional oil and gas reservoirs deplete, there is growing attention towards the development of unconventional oil and gas reservoirs (Jiao, 2019; Al-Shami et al., 2021). In the ongoing exploration of unconventional reservoirs, the implementation of large-scale multistage hydraulic fracturing has become a crucial approach for exploiting these resources (Jia et al., 2012; Jia and Tian, 2012; Li et al., 2020).
Casing centralization refers to the degree of alignment between the casing axis and the wellbore axis. The proper centration of casing is crucial for the quality of subsequent cementing operations. The use of casing centralizers is the only tool for maintaining casing centralization and safeguarding cementing quality (Sabins, 1990; Liu and Weber, 2012; Sanchez et al., 2012). However, conventional centralizers face technical limitations when employed in wellbore sections with expanded diameters, leading to inadequate centralizing forces exerted on the casing (Xianglin et al., 2010). As a consequence, gravity influences the casing during cementing, causing downward displacement towards the wellbore and resulting in the formation of an uneven annular gap around the casing, as shown in Figure 1. Within the cementing operation, the presence of an eccentric annular gap hinders the effective displacement of drilling fluids during the cement slurry displacement process (McLean et al., 1967). This leads to uneven cement thickness and incomplete cementing around the wellbore after cementing (Salehi and Paiaman, 2009; Zhao et al., 2016), preventing the cementing quality in horizontal wells from meeting subsequent construction requirements (Jung and Frigaard, 2022). In the hydraulic fracturing development process, poor cementing effects in certain wellbore sections can lead to issues such as inter-well interference (Zhao et al., 2016; Liu et al., 2023), cement sheath failure (Zhao et al., 2019; Kuanhai et al., 2020), and casing deformation (Al Farsi, 2014; Han et al., 2022; Shangyu et al., 2023).
[image: Figure 1]FIGURE 1 | Illustration of the cementing effect of conventional well supporters in conventional and borehole expansion wells.
In current research on casing centralizers, the focus has primarily been on reducing the surface friction (Dall’Acqua et al., 2022; Kinzel and Calderoni, 1995) and enhancing the design strength of traditional centralizers to address the issue of high down-entry friction (Javier et al., 2015; Rodrigue et al., 2019). Efforts have been made to improve cementing by utilizing modified bow-spring centralizers (Peckins et al., 2001). However, there is limited research on the ineffective centralization performance of conventional centralizers in expanded wellbores.
Mu et al. (Mu et al., 2020) addressed the demand for casing centration in construction activities within expanded wellbore sections by designing a novel centralizer. This tool employs an underground hydraulic activation mechanism, which avoids issues such as high down-entry friction during the centralizer’s deployment, while also mitigating the potential damage to the wellbore wall that can occur with traditional bow-spring centralizers (Urdaneta Nava and Farley, 2020). It possesses the advantages of providing strong downhole casing support and meeting the requirements for centration during construction in expanded wellbore sections of horizontal wells. Despite the results, the current research lacks investigations on material selection for the new centralizer, analysis of downhole conditions, and evaluations of the centralization effects at the wellbore bottom.
In this study, a finite element analysis method was employed to establish models for the wellbore-centralizer system and the wellbore-centralizer-casing system, enabling mechanical analyses. The investigation aimed to elucidate the influence patterns of hydraulic conditions, materials, and operating conditions on the centralization effectiveness of the hydraulic centralizer. Our works in present paper are expected to offer valuable insights for enhancing the casing centralization performance of hydraulic centralizers.
2 STRUCTURE AND WORKING MECHANISMS OF NEW CENTRALIZER
2.1 Structure of new centralizer
The casing centralizer primarily consists of the following components, as illustrated in Figure 2. The coupling serves as the connection point for the centralizer, ensuring the flow of fluids within the tool towards the casing centralizer. The body is externally designed with a thrust sleeve, thrust ring, hydraulic cylinder, spring plates, connecting sleeve, and lower cone sleeve.
[image: Figure 2]FIGURE 2 | Brief diagram of the new casing centralizer.
The thrust ring is positioned between the thrust sleeve and the outer sleeve, employing an inverse tooth structure to prevent any backward movement of the mechanism after forward motion. Sealing rings are utilized to establish a seal between the thrust sleeve, thrust ring, hydraulic cylinder, and the body, while threaded sealing is employed between the remaining components and the body. The arrangement and functionality of these components contribute to the overall performance and effectiveness of the casing centralizer.
2.2 Working principle
The casing centralizer is lowered into the well along with the casing and positioned at the designated location, as shown in Figure 3A. Once in place, the ball is sent into the well. The fluid present within the well aids in the movement of the ball towards the seat. Owing to the fact that the diameter of the seat is smaller than that of the ball, the ball ceases movement upon reaching the seat. As the pump pressure escalates, there is a corresponding increase in the local pressure of the cylinder. This results in the ball becoming hydraulically lodged onto the ball seat, thereby creating a sealed environment. As the pressure builds up within the centralizer’s hydraulic cylinder, and fluid enters the hydraulic cylinder through the designated fluid inlet in the tool. The high-pressure fluid propels the hydraulic cylinder forward, causing intermittent shear pin failure and initiating stress concentration in the pre-determined arched positions of the spring plates. This leads to the opening of the spring plates at the arched positions, and the bottom spring plates push the casing upward until the upper spring plates come into contact with the wellbore wall.
[image: Figure 3]FIGURE 3 | Demonstration of the centralizer workflow.
A groove-shaped thrust sleeve is incorporated between the hydraulic cylinder and the thrust sleeve to ensure that the spring plates remain open even after pressure is released, thus ensuring the centralization effectiveness of the entire tool, as depicted in Figure 3B. The evenly distributed spring plates, activated by hydraulic pressure from the hydraulic cylinder, ensure a uniform opening, thereby guaranteeing the casing’s centration within the wellbore space. After that, when the cement slurry returns to the wellhead, the injection is stopped and the cement cement operation is completed, as shown in Figure 3C.
3 MODEL DESCRIPTION AND NUMERICAL SIMULATION DETAILS
3.1 Simulation model
Spring plates are hydraulically actuated by the cylinder to achieve the required deformation for casing centration. The hydraulic cylinder of the tool incorporates a thrust shaft component to enforce the centralizing force on the tubular column through the spring plates. During the hydraulic transmission process, the cylinder is propelled by hydraulic pressure, which, in turn, drives the spring plates. The spring plates are fixed to the lower fixed sleeve, and a simplified analysis of the hydraulic casing centralizer model is conducted by establishing the constraints between the cylinder, spring plates, and fixed sleeve. The three-dimensional model is established, as depicted in Figure 4.
[image: Figure 4]FIGURE 4 | Structures of hydraulic cylinder, spring plates and connecting sleeve.
A hydraulic load P is applied at the upper end of each individual spring plate, which is pre-set with a certain inclination angle. This configuration induces significant elastic-plastic deformation at point M, exerting a thrust force FN on the wellbore wall, as illustrated in Figure 5. The maximum Mises stress of the spring plates is selected as the evaluation criterion to analyze the influence of the mesh density on the accuracy of the simulation results.
[image: Figure 5]FIGURE 5 | sketch of Spring plate structure.
During the function fitting process, it was found that the results using Boltzmann function regression exhibits strong correlation and minimal residuals, effectively describing the relationships between pressure load and the displacement of the spring plate. This indicates a clear physical interpretation. The Boltzmann function form for characterizing the deformation of the spring plates is established as follows:
[image: image]
where, y represents the maximum deformation of the casing centralizer, in millimeters; x denotes the applied load in MPa; A1, A2, dx, and x0 are coefficients.
The actual performance of casing centralizers in downhole operations is a crucial criterion for evaluating their design effectiveness. Simulating real operating conditions allows for the visual observation of the impact of casing centralizers on cementing outcomes. In this study, models were developed to analyze the construction sections, including a model with a conventional wellbore diameter (ϕ215.9 mm) and a model with an expanded wellbore diameter (ϕ311.2 mm), as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Conventional wellbore and expanded wellbore models.
Due to practical constraints, finite element modeling was employed to establish a three-dimensional model of the casing centralizer and the wellbore (Figure 7), enabling the simulation of casing centralizer performance in both conventional and expanded wellbore sections.
[image: Figure 7]FIGURE 7 | Demonstration of wellbore-casing centralizer model.
After setting the boundary conditions and meshing, a hydraulic load was applied to the casing centralizer at the hydraulic cylinder. Upon applying the load, the spring plates underwent deformation.
The centralization of the casing can be quantified using the casing eccentricity, which is calculated as follows:
[image: image]
In the equation, Ah represents the wellbore axis in mm; Ac represents the casing axis in mm; e represents the casing eccentricity in mm; ε represents the casing centralization in %; Dh represents the wellbore diameter in mm; and Dc represents the outer diameter of the casing in mm.
Assuming that the downhole tubulars are not influenced by the downhole fluids, we establish a wellbore-casing centralizer-casing model to evaluate the centralization performance of the tool, as shown in Figure 8. The spacing between the casing centralizers in the horizontal section of the well is set at 12.0 m (Lee et al., 1986). In the model, a 15 m long horizontal section is designed, and a centralizer is installed at the end of the casing to analyze the casing centralization. Currently, most centralizers used in horizontal wells are rigid centralizers. We establish a model for a conventional rigid centralizer with the following parameters: outer diameter of 172 mm, inner diameter of 60 mm, and tool length of 500 mm. The horizontal well casing adopts an outer diameter of 139.7 mm and an inner diameter of 121.4 mm.
[image: Figure 8]FIGURE 8 | Wellbore-casing centralizer -casing model.
3.2 Parameter description
The hydraulic cylinder and fixed sleeve are made of 35CrMo material, while the material for the spring leaf is selected from 45 steel, 35CrMo, and 60Si2Mn. Parameters of the three materials are listed in Table 1.
TABLE 1 | Parameters for 45 steel, 35CrMo, and 60Si2Mn.
[image: Table 1]The downhole condition simulation involves simulating the opening of the casing centralizer in the wellbore and applying fixed constraints around the wellbore, as shown in Figure 9. When the spring plates are opened and supported against the wellbore wall, it is assumed that there is no sliding between the spring plates and the wellbore wall, and sliding friction contact is neglected. The outer surface of the spring plates is assumed to have full-face contact with the inner wall of the wellbore. The remaining components of the tool are designed with general contact.
[image: Figure 9]FIGURE 9 | Boundary condition setting.
3.3 Grid independence verification
To ensure the reliability of the grid partitioning in the numerical model, grid independence verification was performed. The hydraulic casing centralizer is primarily responsible for providing centering and aligning effects for the casing, thus the focus of the grid independence study is on the spring plate.
The numerical simulation experiment with grid independence analysis was conducted under the boundary condition of hydraulic pressure of 70 MPa. The results, as shown in the Figure 10, indicate that when the number of grids exceeds 100,000, the relative error of the maximum equivalent displacement remains within 5%. Considering the impact on computational resources, a global seed size of 1 was selected, resulting in a total of 105,780 grids.
[image: Figure 10]FIGURE 10 | The relationship between the number of grid cells and the maximum equivalent force.
The spring plate, outer sleeve, and wellbore components were discretized using 8-node linear reduced integration hexahedral elements (C3D8R) for grid partitioning, while the lower and upper connecting sleeves were discretized using conventional 10-node tetrahedral elements (C3D10). The grid partitioning results are shown in Figure 11.
[image: Figure 11]FIGURE 11 | Component assembly and meshing.
4 RESULT AND ANALYSIS
4.1 Material preference
To investigate the impact of hydraulic load on the spring plate, finite element analysis was conducted on an individual spring plate made of 45 steel material. The analysis yielded the relationship between the load and the deformation of the spring plate, as illustrated in Figure 12.
[image: Figure 12]FIGURE 12 | Relationship between hydraulic load and maximum deformation of spring plate.
The data shown in Figure 12 were fitted, resulting in the relationship between the hydraulic load and the maximum deformation of the spring plate. The fitted equation is as follows:
[image: image]
The fitted curve, with a correlation coefficient of R2 = 0.99961 (>0.99), indicates a good fit. According to Eq. 3, when a load of 93.64 MPa is applied at the end of a single spring plate, the maximum deformation at the top of the spring plate reaches 41.001 mm. This meets the construction requirements for the majority of expanded diameter well sections.
Finite element analysis was conducted on the aforementioned spring plates made of the three different materials to obtain the relationship between the maximum Mises stress, as well as the displacement at the top of the spring plates (Figure 13).
[image: Figure 13]FIGURE 13 | Relationship between pressure load and (A) maximum Mises stress and (B) tip displacement of different materials.
As shown in Figure 13A, with increasing pressure load, the maximum Mises stress of the spring plates made of the three materials rapidly increases. The rate of increase is higher for the structures made of 60Si2Mn and 35CrMo materials compared to that made of 45 steel. After the pressure load exceeds 60 MPa, the maximum Mises stress of the structures made of 60Si2Mn and 35CrMo materials remains below their yield strengths, while the structure made of 45 steel exceeds 355 MPa and undergoes yielding. During the pressure load stage between 60 MPa and 100 MPa, the maximum Mises stress of the structures made of 60Si2Mn and 35CrMo materials still remains below their yield strengths, indicating elastic behavior throughout the loading phase. However, the structure made of 45 steel experiences plastic deformation in elements after the pressure load exceeds 60 MPa.
Figure 13B illustrates that the displacement at the top of the spring plates made of the three materials increases with the increasing pressure load. However, the structure made of 45 steel exhibits the most significant increase. Specifically, above 60 MPa, the rate of displacement increased exponentially for the structure made of 45 steel, compared to just linear increases for the other two materials. In the case of the expanded section of the wellbore, where the outer diameter of the wellbore reaches 311.2 mm, the structure made of 45 steel satisfies the construction requirements. However, the other two materials are not capable of meeting the on-site demands effectively, as shown in Table 2.
TABLE 2 | Comparison between different materials.
[image: Table 2]In summary, the structure made of 45 steel exhibits plastic deformation when the load exceeds 60 MPa. The rate of increase in displacement at the top of the structure also becomes more significant. Due to the occurrence of plastic deformation, the deformed structure does not exhibit elastic recoil. On the other hand, the structures made of the other two materials remain in the elastic phase throughout the entire load application, and their top displacement fails to meet the on-site conditions. Therefore, 45 steel is selected as the material for the spring plates.
4.2 Evolution of stress-strain process
Numerical simulation was conducted to analyze the spring plates in models with different wellbore diameters. The simulation results reveal that in the wellbore sample with a diameter of 215.9 mm, the casing centralizer is positioned at the center of the wellbore, with the spring plates protruding by a distance of 14.10 mm and closely adhering to the wellbore wall, indicating good centralization performance. The simulation further indicates that after contacting the wellbore wall, the spring plates in the ϕ215.9 mm wellbore continue to move forward, providing additional internal compression force. This increases the contact area between the spring plates and the wellbore wall, enhances the internal squeezing force, and improves the centralization performance of the tool. In the wellbore sample with a diameter of 311.2 mm, the casing centralizer is also positioned at the center of the wellbore, with the spring plates protruding by a distance of 61.45 mm and closely adhering to the wellbore wall. After the spring plates are in contact with the wellbore wall, the provided stop-retreat axle locks the hydraulic cylinder and provides a reactive force to the spring plates for centralization, ensuring the working performance of the casing centralizer. Figure 14 illustrates the 10-s deformation process of the spring plates in the wellbore.
[image: Figure 14]FIGURE 14 | Deformation profile of the casing retainer in the wellbore model.
The spring plate is a crucial component of the casing centralizer that provides the centralization effect. To analyze the centralization performance of the casing centralizer more effectively, the finite element calculation results of the spring plate were extracted and analyzed separately, as shown in Figure 15.
[image: Figure 15]FIGURE 15 | Deformation results of spring plate in horizontal wells.
The resulting contour plots illustrate the Mises stress distribution and plastic strain distribution of the spring plate after deformation in both the non-expanded and expanded wellbores, as shown in Figure 15. In the non-expanded wellbore, the hydraulic pressure continues to push the hydraulic cylinder forward, exerting pressure on the rear of the casing centralizer, leading to stress concentration in the arch region. In the contour plot of the non-expanded wellbore, the maximum Mises stress is 383.4 MPa, and the maximum plastic strain is 0.001386. In the contour plot of the expanded wellbore, the maximum Mises stress is 492.4 MPa, and the maximum plastic strain is 0.07740.
From the contour plots, it can be observed that stress concentration occurs in the arch region of the spring plate, accompanied by plastic deformation in that area, as shown in Figure 15. In the expand wellbore section, each spring plate exhibits a top displacement of approximately 61.45 mm, as shown in Figure 14B. At this point, the hydraulic cylinder advances by 18.27 mm, while the design of the casing centralizer allows for a maximum cylinder displacement of 28 mm. The simulation results demonstrate that the casing centralizer is capable of meeting the requirement of centralizing the casing in the horizontal expanded wellbore section.
4.3 Application effectiveness forecast
Two types of casing centralizers, namely, the new centralizer and the conventional rigid centralizer, were installed at the ends of the casing string. Finite element analysis was conducted to determine the vertical displacement of the casing using these two centralizers, and the results are presented in Figure 16.
[image: Figure 16]FIGURE 16 | Comparison of deformation contours of (A) new casing centralizer and (B) conventional casing centralizer.
The data extracted from the numerical simulation results were used to calculate the eccentricity of the casing. The results are presented in Figure 17.
[image: Figure 17]FIGURE 17 | Comparison between (A) the conventional rigid centralizer and (B) the new centralizer in terms of eccentricity and casing centralization degree.
Figure 17A shows that the eccentricity at the location of the casing centralizer in the expanded section of the wellbore is zero. Due to gravity, the axis of the casing deviates from the wellbore axis in the middle section of the casing. By contrast, when using conventional rigid centralizers, their limited correcting effect in the expanded section prevents the casing from being centered, resulting in suboptimal centralization of the entire casing. To better present the evaluation criteria, Figure 17A is replotted in terms of the centralization degree in Figure 17B. It is clear that the centralization degree of the casing with conventional centralizers is significantly lower than that with new casing centralizers. The optimal centralization occurs at the position of the rigid centralizer installation, with a centralization degree of approximately 69.82%, while the worst centralization occurs at the midpoint between the two centralizer installation positions, with a centralization degree of approximately 43.14%. The average centralization degree of the casing with rigid centralizers is 55.58%. On the other hand, the casing equipped with hydraulic casing centralizers exhibits optimal centralization at the centralizer placement position, with a centralization degree of 100%. The worst centralization occurs at the midpoint between the two centralizer installation positions, with a centralization degree of approximately 73.25%. The average centralization degree of the casing with casing centralizers is 85.74%.
Based on the results of numerical simulations, comparisons of casing eccentricity and centralization, it was observed that the degree of centralization for casing strings equipped with conventional rigid centralizers was suboptimal, with deviations occurring at the centralizer installation. However, the implementation of a new centralizer design has addressed this issue, resulting in an increase in the average degree of casing centralization by 30.16%.
4.4 Indoor experimental verification
An indoor experiment was conducted to test the effectiveness of the new casing centralizer. In this experiment, we used clear water to replace the cement slurry circulating in the casing and conducted the experiment at room temperature. We used hydraulic testing to evaluate the performance of the new casing centralizer (Figure 18).
[image: Figure 18]FIGURE 18 | Activated centralizer with the spring plate open.
Based on the experimental conditions described above, the following results were obtained.
1. The spring leaf opened smoothly. When the pump pressure rose to 12 MPa, the shear pin was cut off, and the spring leaf quickly expanded.
2. After maintaining a pressure of 30 MPa for 20 min, the test pump showed no pressure drop, and the spring plates did not retract upon pressure release. This indicates that the hydraulic cylinder exhibited good sealing performance.
3. After 24 h, measurements were taken of the spring plates, which remained in an open state without any rebound. The deformation observed in the arched position of the spring plates aligned with both numerical and experimental results, providing evidence that the casing centralizer can effectively maintain the centralization of the casing string.
These results demonstrate that the casing centralizer effectively ensures the expansion and sealing of the spring plates, verifies the sealing performance of the hydraulic cylinder, and confirms the ability of the new centralizer to maintain proper centralization of the casing string.
5 CONCLUSION
To investigate the material selection for the new centralizer and evaluate its centralization effects under actual operating conditions, in this work, a spring plate model was established, models of a conventional wellbore-casing centralizer system and an expanded wellbore-casing centralizer system were established to determine the effect of the casing centralizer in the horizontal section, and a wellbore-casing centralizer-casing model was established. A comparative analysis was conducted between a conventional rigid centralizer and the casing centralizer. The findings lead to the following conclusions.
1. Based on the displacement of the spring plate’s top end, the material for the casing centralizer was optimized, and it was determined that the spring plate performed optimally when made of 45 steel.
2. Modeling results show that the spring plates of the casing centralizer experienced stress concentration and plastic deformation in the arched region, preventing the spring plates from rebounding while increasing the displacement at the top end, thereby enhancing their effectiveness.
3. The average casing centralization when using the conventional rigid centralizer was 55.58%, while the new casing centralizer achieved 85.74% centralization. This resolves the issues of high friction during the installation of conventional rigid centralizers and poor casing centralization. In laboratory tests using water as the medium, the spring plates rapidly expanded when the pump pressure reached 12 MPa. The spring plates remained in their expanded state without any rebound after 24 h.
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During the course of actual oilfield development, judicious selection and design of well placement are paramount due to cost constraints and operating conditions. This paper introduces the Matrix Directional Continuous Elements Summation Algorithm (MDCESA), which is utilized to identify that segment with the largest summation for a given length in a 2D or a 3D matrix. An additional function that accounts for the distance between segments was added when searching for multiple segments to avoid intersections or overlaps between segments. The well placement optimization was transformed into a segment summation on a 3D matrix. Our findings reveal significant advancements in well placement optimization. Employing the MDCESA method, six producers were identified and their production performance was compared against two previously selected producers using a reservoir numerical simulator. The results demonstrated that the wells selected through MDCESA exhibited a substantial improvement in production efficiency. Specifically, there was an 11.6% increase in average cumulative oil production over a 15-year period compared to the wells selected by traditional methods. This research not only presents a significant leap in well placement optimization but also sets a foundation for further innovations in reservoir management and development strategies in offshore oilfields.
Keywords: offshore oilfield, horizontal well, well placement optimization, reservoir production potential, matrix directional continuous element summation algorithm
1 INTRODUCTION
Offshore oilfield development plays a vital role in the global energy supply. Estimates from the United States Geological Survey (USGS), approximately 30 percent of the world’s hydrocarbon resources are located in the oceans, with around 60 percent of the oil and 40 percent of the natural gas located in deep and ultra-deep water areas. Recent advancements in deep-water drilling technologies have rendered the exploitation of these resources feasible, positioning deep-water fields as future pivotal contributors to the augmentation of hydrocarbon production (Rogner, 1997; Zou et al., 2015).
However, oilfield development, especially offshore oil and gas development, is a high-risk, high-investment business model that requires huge capital investments to support complex equipment construction, exploration, drilling, production and transportation (Behrenbruch, 1993; Wang et al., 2019). Therefore, compared with the development of onshore oil fields, the strategic development of offshore oil fields (especially deepwater oil fields) typically prioritizes reservoirs with better physical conditions in order to reduce the development cost, which are characterized by low viscosity, high oil abundance, high porosity and high permeability (Gupta and Grossmann, 2016; 2017). In actual oilfield production, the development strategy of “fewer wells, higher production” is mainly adopted, so for reservoir engineers, reasonable well placement selection and well pattern design are of paramount importance.
The well placement optimization problem is considered a challenging task because it involves numerous static and dynamic factors such as reservoir physical properties, heterogeneity, and fluid flow characteristics (Tavallali et al., 2013; Chen et al., 2018). Finding the optimal well placement requires executing a large number of reservoir simulations, which is computationally intensive, so it is crucial to establish a novel efficient well placement optimization method (Islam et al., 2020). In recent years, many researchers have carried out a large number of studies for the well placement optimization problem, which can be mainly divided into three main categories: 1) reservoir numerical simulation method, 2) reservoir potential/quality map method, and 3) surrogate model based intelligent optimization method.
The first mainstream approach to well placement optimization is reservoir numerical simulation. Reservoir numerical simulation is a very important and widely used tool in oilfield development (Coats, 1982, 12290; Peaceman, 2000; Ertekin et al., 2001; Chen, 2007). It utilizes mathematical models and computational techniques to simulate fluid flow and interactions within the reservoir to predict full reservoir and individual well production performance (Kazemi et al., 1976; Matthäi et al., 2007; Dumkwu et al., 2012).
Reservoir engineers often use the predicted development performance to optimize development plans. Wei et al. (2017) utilized a comprehensive dataset, including seismic data, well logs, and production history, to categorize a super-giant carbonate reservoir into three types (good, medium, and poor), established their distribution patterns, and proposed tailored water flooding plans based on fine-scale geological modeling and reservoir numerical simulation, effectively increasing the estimated ultimate recovery (EUR) by more than 20% compared to natural depletion. Li et al. (2016) introduced a systematic technique combining analytical and numerical production analysis, pressure transient analysis, material balance analysis, and geological analysis to effectively evaluate reservoir properties and forecast production performance of fractured vuggy carbonate gas condensate reservoirs with complex characteristics. Agada et al. (2014) utilized a high-resolution three-dimensional outcrop model of a Jurassic carbonate ramp to perform detailed and systematic flow simulations, demonstrating that reservoir performance and oil recovery in carbonate reservoirs are significantly influenced by small- and large-scale geological features, with subseismic faults and oyster bioherms identified as major controls, and showcased how optimizing well placement and injection fluid can mitigate fluid channelling and enhance oil recovery.
Simulation based method also widely used in well placement optimization. Forouzanfar et al. (2010) developed a two-stage well placement optimization method, employing a gradient-based algorithm with the adjoint method and gradient projection for constraints, effectively determining the optimal number, locations, and rates of water injection and producing wells, while mitigating the effects of pre-specifying well rates and operational reservoir life. Taware et al. (2012) utilized a novel method based on streamline simulation and total time of flight calculations to optimize well placements in a mature offshore carbonate field, outperforming traditional well placement techniques and successfully validating the approach with subsequent field infill drilling. Deng et al. (2010) implemented a comprehensive approach integrating proactive well placement technology, thorough rock physics and petrophysics studies, geomechanical analysis, and real-time interpretation and reservoir simulation, successfully enhancing productivity beyond initial predictions for horizontal wells in the complex offshore field of Bohai Bay. Yu et al. (2015) applied numerical reservoir simulation to model CO2 injection as a huff-n-puff process in Bakken tight oil reservoirs, revealing that CO2 molecular diffusion significantly enhances oil recovery, especially in formations with lower permeability, longer fracture half-length, and more heterogeneity, providing valuable insights into the effectiveness and key parameters of CO2 enhanced oil recovery in unconventional tight oil reservoirs. van Vark et al. (2004) conducted a simulation study evaluating various enhanced oil recovery processes in low permeability carbonate reservoirs in Abu Dhabi, concluding that miscible acid gas injection emerges as the preferable recovery method due to its favorable interaction with native oil, efficient asphaltene dissolution, and advantageous mobility ratio. Al-Fadhli et al. (2019) utilized modeling and simulation to implement the downhole water sink technique with an inverted ESP completion in Greater Burgan Field, achieving increased ultimate oil recovery, mitigated rapid water coning conditions in a high permeability water drive reservoir, and established an optimal development strategy, resulting in a 25% increase in oil production and an 18% reduction in water production over 5 years in the study well.
The second commonly used method of well placement optimization is the reservoir production potential map or quality map method. The reservoir production potential map, also known as a quality map, is a visual graphical tool used to characterize the differences in production potential among various regions of a reservoir. It is usually based on the results of reservoir numerical simulation, and integrates some key reservoir parameters and production data to visualize complex data and help reservoir engineers make more rational decisions.
The concept of the reservoir production potential map was first introduced by da Cruz et al. (1999). Da Cruz et al. (2004) introduced the “quality map” a 2D representation aiding in reservoir management by visualizing reservoir responses and uncertainties. The “quality map” is created by running flow simulations with varied well locations and generating multiple stochastic realizations to capture geological uncertainties, with applications demonstrated across 50 realistic reservoir models.
Some researchers have improved the calculation method of production potential map on the basis of previous studies in order to better characterize the production performance and represent the internal differences of reservoirs. Badru (2003) presented basic and modified quality map approaches which provide a straightforward two-dimensional reservoir representation requiring no simulation runs. The approaches enhanced efficiency of well placement optimization by using the quality map as a preliminary screening tool (Badru and Kabir, 2003). De et al. (2005) developed a faster and reliable methodology for generating quality maps, essential tools in defining and optimizing production strategies, by integrating geological and fluid variables to identify areas with varying production potentials. The effectiveness of this approach is demonstrated using three reservoir models. Liu and Jalali (2006) presented a methodology that transforms standard reservoir models into maps of production potential, guiding the strategic placement of wells across various phases of field development. This approach shows a marked improvement in field recovery factor when compared to traditional fixed spacing approaches. Ding et al. (2014) modified the productivity model to account for the negative effects of bottom water and gas cap on field development, thereby providing a more accurate representation of the production potential in various grid blocks of the reservoir.
Some researchers have combined production potential map and stochastic search algorithms to develop some well placement optimization methods. Chen et al. (2017) employed an analytical formula-based objective function and Cat Swarm Optimization (CSO) algorithm to establish a well placement optimization method, solving the problem of low efficiency in traditional well placement optimization processes that rely on numerical simulators, and significantly accelerating the well placement optimization process. Ding et al. (2019) utilized the Direct Mapping of Productivity Potential (DMPP) technique and Threshold Value of Productivity Potential (TVPP) management strategy in conjunction with Particle Swarm Optimization (PSO), to establish a more efficient well placement optimization process, significantly reducing optimization time while maintaining optimization effectiveness in oil field development. Harb et al. (2020) implemented the black hole particle swarm optimization (BHPSO) method, a hybrid evolutionary optimization technique, for simultaneous well placement optimization in terms of well count, location, type, and trajectory, achieving superior performance compared to the standard PSO with reduced computational requirements.
The third method used for well placement optimization is an artificial intelligence approach based on an surrogate model. Some researchers believe that potential maps and stochastic search algorithms are not always effective in solving well placement optimization problems. Therefore, they look for new ways to establish surrogate models as the basis of optimization algorithms, and data-driven artificial intelligence models are one of them (Liu et al., 2021; Peng et al., 2022; Zhang et al., 2022; Zhong et al., 2022).
Salehian et al. (2022) utilized an ensemble learning of surrogate-models-assisted optimization framework, incorporating Convolutional Neural Network (CNN) and Simultaneous Perturbation Stochastic Approximation (SPSA), to provide diverse and near-optimum well placement solutions with reduced computational cost, achieving superior operational flexibility and computational efficiency compared to conventional methods in the Brugge and Egg field case studies. Moolya et al. (2022) employed a hybrid approach combining surrogate modeling and Multiperiod Mixed-Integer Linear Programming (MILP), alongside a novel methodology of Spatial Aggregation and Disaggregation, to efficiently determine optimal producer locations accounting for surface infrastructure constraints, significantly reducing computational expenses while ensuring maximization of the NPV. Foroud et al. (2012) employed various metamodeling techniques, including 18 different metamodels, and integrated the best performing model with a Genetic algorithm for global optimization search, to efficiently determine the optimal location, direction, and length of a new horizontal well in a mature oil reservoir, resulting in a substantial increase in accumulative oil production and a significant reduction in computation time. Arouri et al. (2022) utilized a surrogate-based well-placement optimization approach, incorporating both analytical and physics-based surrogates with manifold mapping, a multi-fidelity technique, in derivative-free, noninvasive corrections to optimize drilling locations within hydrocarbon reservoirs, demonstrating noticeable computational acceleration and effective well placement in hydrocarbon fields under stringent computing resource constraints. Nasir et al. (2020) developed a hybrid optimization framework named E-MADS, integrating the Enhanced Success History-Based Adaptive Differential Evolution (ESHADE) strategy with a Mesh Adaptive Direct Search (MADS) local pattern search method, and employed a gradient boosting machine learning technique to create a surrogate model, achieving superior performance in the joint optimization of well location and time-varying control for oil fields. Redouane et al. (2019) implemented a hybrid intelligent system combining a Genetic Algorithm (GA), a hybrid constraint-handling strategy, Gaussian Process (GP) surrogate modeling, and an adaptive sampling routine, optimizing well placement in fractured reservoirs with arbitrary well trajectories, complex grids, and various constraints, showcasing high accuracy and efficiency in the challenging real well placement project in El Gassi field, Hassi-Massoud, Algeria. Pouladi et al. (2017) introduced a novel proxy using the Fast Marching Method (FMM) for volumetric pressure approximation to optimize production well placement, achieving satisfactory results with significantly reduced computational costs, demonstrated through application to single and multiple production well placements in standard reservoir models, and comparison with conventional simulator-based methods. Miyagi et al. (2018) applied various variants of the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) with mixed integer support to optimize well placement and injection scheduling in a Carbon dioxide Capture and Storage (CCS) project, discovering that the CMA-ES with step-size lower bound outperformed other variants, showcasing robustness and effectiveness in handling mixed integer programming problems in geologic CO2 storage optimization. Redouane et al. (2018) developed a hybrid intelligent approach, integrating adaptive space-filling surrogate modeling with an evolutionary algorithm, to optimize well placement under field constraints, resulting in a more accurate, reliable, and efficient solution compared to traditional automatic optimization routines, even with a realistic and complex reservoir model. Hamida et al. (2017) utilized a modified Genetic Algorithm (GA) incorporating a novel “Similarity Operator” for optimal well placement in oil fields, enhancing the solution quality by considering interactions with pre-located wells and geological features, demonstrating robust performance on both the PUNQ-S3 and Brugge field datasets.
Based on the previous literature research we found that there are advantages and disadvantages of these three methods as listed in Table 1. Reservoir numerical simulation is currently the most credible tool for optimization, but its high computational complexity and the need to run a large number of cases when faced with a well optimization problem leads to its low computational efficiency. The optimization method that combines the reservoir production potential map and the stochastic search algorithm offers higher computational efficiency, but this method is generally ineffective in the application of large-scale real reservoir model, which is less practical for the actual production of oilfield. Surrogate model based intelligent optimization method also has similar problems, this method is predominantly applied to theoretical model or mechanism model, and less applied in the actual reservoir model. Currently, the surrogate model unable to fully supplant the reservoir simulation model.
TABLE 1 | Comparison of advantages and disadvantages of three main well placement optimization methods.
[image: Table 1]This paper establishes a fast well placement optimization workflow considering the practical application needs of oilfield production. The basic process involves establishing the Matrix Directional Continuous Elements Summation Algorithm (MDCESA) for 2D planar matrix and 3D spatial matrix, constructing a modified production potential map characterization formula for a specific reservoir, and then using the algorithm to execute a well placement optimization task. This article is divided into the following sections. In Section 2, we introduce the methodology of the Matrix Directional Continuous Elements Summation Algorithm (MDCESA) and reservoir production potential calculation method. Section 3 introduces the application of the proposed method in a actual deep-water reservoir model. The discussion and conclusions are given in Section 4, 5.
2 METHODOLOGY
2.1 Matrix directional continuous elements summation algorithm (MDCESA)
The core idea of this method is transforming the horizontal well placement optimization problem into a matrix element summation problem, the reservoir model into a matrix model, and the horizontal section of a horizontal well into a segment of continuous elements of length l.
2.1.1 Calculate max sum of segment
In a two-dimensional planar matrix, this task can be transformed into finding a segment of consecutive points of length l in all possible directions from a given point (m, n), and compute the cumulative value of these sequences to find the sequence with the largest value. This function is defined as “Calculate Max Sum of Segment”.
The principle of “Calculate Max Sum of Segment” is as follows. Assuming that the two-dimensional planar matrix A (Figure 1A) is composed of elements Amn and dimensions (M × N), where M is the number of rows and N is the number of columns.
[image: Figure 1]FIGURE 1 | Schematic diagram of a two-dimensional planar matrix: (A) a two-dimensional planar matrix; (B) Ignored grid distribution considering the well spacing = 1.
For a given point (m, n) and a direction vector (dx, dy), a segment S is delineated as Eq. 1
[image: image]
where S(k) is the kth element of the segment S, l is the length of the segment.
For a two-dimensional planar matrix, there are eight directions from a given point: [(1, 0), (−1, 0), (0, 1), (0, −1), (1, 1), (1, −1), (−1, 1), (−1, −1)].
The summation for a segment of length l is given by Eq. 2
[image: image]
The pseudocode for “Calculate Max Sum of Segment” is encapsulated in Algorithm 1. We need to input the matrix and the coordinates of a given point, set the length of the segment, and subsequently computes the sum of the segments in all possible directions and output the value and direction of the max one. The possible cases for each element of the matrix can be calculated through iterative loop traversal.
Algorithm 1. Calculate Max Sum of Segment.
Input: [image: image] (coordinates and length), [image: image] (MxN matrix)
Output: [image: image] (maximum sum of segment), [image: image] (direction of the segment)
1: function CalculateSegmentSum [image: image]
2:   [image: image]
3:  [image: image]
4:  [image: image]
5:  [image: image]
6:  [image: image]
7:  for each [image: image] in [image: image] do
8:   [image: image]
9:   for [image: image] to [image: image] do
10:    if [image: image] and [image: image] then
11:      [image: image]
12:     end if
13:   end for
14:   if [image: image] then
15:    [image: image]
16:    [image: image]
17:   end if
18:  end for
19:  return [image: image]
20: end function
2.1.2 Set horizontal well spacing
Based on the actual situation of oilfield development, well placement optimization needs to consider the distance between wells to preclude the intersection or overlap of wells.
To address this requirement, we introduce a methodology whereby subsequent to the selection of the initial segment, the segment itself along with its adjacent elements are designated as “ignored”. This strategy ensures that the selection of the ensuing segment does not incorporate the constituents of the initial segment. Figure 1 illustrates the basic principle of this approach. The red line represents the horizontal well, and X represents the grid that is ignored when the distance around the horizontal well is 1.
Given a matrix A, a starting point (m, n), a direction vector (dx, dy), the length of segment l, and the well spacing distance, the principle of method is as follows Eq. 3
[image: image]
Where, [image: image] represents all ignored elements; [image: image] represents the elements of the previous segment; [image: image] represents the set of elements to be ignored around the previous segment, as shown in Eqs 4, 5
[image: image]
[image: image]
Where, [image: image] and [image: image] are integers from [image: image] to [image: image] representing the offsets in the x and y directions when searching around each position [image: image].
The pseudocode for Set Horizontal Well Spacing is outlined in Algorithm 2. The “distance” in Algorithm 2 represents the minimum spacing between horizontal wells, by this function we can make sure that horizontal wells will not intersect or overlap with each other. The spacing between them will be greater than value of “distance”.
Algorithm 2. Set Horizontal Well Spacing.
1: Input: [image: image] - start coordinates of the segment
2:    [image: image] - length of the segment
3:    [image: image] - direction vector of the segment
4:    [image: image] - current set of ignored points
5:    [image: image] - surrounding distance to ignore
6: Output: Updated set of ignored points
7: function SetSurroundingToIgnore [image: image]
8:  [image: image]
9:  [image: image] ⊳ Iterate over each point in the segment
10: for [image: image] to [image: image] do
11:   [image: image]
12:   [image: image] ⊳ Iterate over the surrounding area of the current point
13:  for [image: image] do
14:   for [image: image] do
15:     [image: image]
16:     [image: image] ⊳ Check if the surrounding point is within the matrix boundaries
17:    if [image: image] and [image: image] then
18:       [image: image]
19:      end if
20:    end for
21:   end for
22: end for
23: return [image: image]
24: end function
2.1.3 The framework of the proposed method
The pseudocode delineating the framework of the proposed methodology is encapsulated in Algorithm 3. This framework solves the well placement optimization for a two-dimensional matrix considering horizontal section length and well spacing conditions. Inputting predefined parameters of length of segments (horizontal well length), number of segments (number of horizontal wells), and distance (well spacing), this framework finds the optimal result.
Algorithm 3. Framework of The Proposed Method.
1: Input: matrix, [image: image] (length of segments), segments_count (number of segments to find)
2: Output: max_sums (list of maximum sums), max_positions (starting positions of segments), max_directions (directions of segments)
3: function CalculateSegmentSum [image: image]
4: Compute the sum of segments in all directions from [image: image] with length [image: image]
5: return the maximum sum and its direction
6: end function
7: function SetSurroundingToIgnore [image: image]
8: Mark the surroundings of the segment starting at [image: image] with direction [image: image] and length [image: image] as ignored
9: end function
10: function IsSegmentIgnored [image: image]
11: Check if the segment starting at [image: image] with direction [image: image] and length [image: image] is in the ignored set
12: return True if ignored, False otherwise
13: end function
14: function FindMaxSegment [image: image]
15: Find the segment with the maximum sum in the matrix that is not ignored
16: return the maximum sum, its starting position, and direction
17: end function
18: 
19: procedure Main
20: Load matrix from an Excel file
21: Initialize variables: max_sums, max_positions, max_directions, ignored
22: for segments_count times do
23:   Find the segment with the maximum sum using FindMaxSegment
24:   Add the results to max_sums, max_positions, and max_directions
25:   Update the ignored set using SetSurroundingToIgnore
26: end for
27: Display the results
28: Plot the original matrix and the found segments
29: end procedure
2.1.4 Extending the algorithm to 3D reservoir modeling
The reservoir is a three-dimensional spatial distribution field, and the well placement optimization results based on a two-dimensional planar distribution field are inaccurate. To better simulate the real situation of the reservoir, the application of the proposed framework is extended to a three-dimensional spatial matrix.
The principle of modified Calculate Max Sum of Segment is as follows. Assume that the three-dimensional planar matrix A (Figure 2) has elements Amnp and dimensions (M × N × P), where M is the number of rows, N is the number of columns, and P is the depth.
[image: Figure 2]FIGURE 2 | Schematic diagram of a three-dimensional matrix.
For a given point (m, n, p) and a direction vector (dx, dy, dz), we can define a segment S as Eq. 6
[image: image]
where S(r) is the rth element of the segment S, l is the length of the segment.
In the 3D matrix, there are 26 possible directions from a given start point, as listed in Table 2.
TABLE 2 | All possible directions in a 3D matrix starting from a specific point.
[image: Table 2]The sum of segment of length l as Eq. 7
[image: image]
The pseudocode for modified Calculate Max Sum of Segment is similar with Algorithm 1. Change the possible directions of the 2D matrix to the possible directions of the 3D matrix (Table 2). In this way, we can find the maximum segment in the 3D matrix for a given length l.
2.2 Application in theoretical models
To validate the proposed method, it is applied to random 2D and 3D matrices. A two-dimensional matrix of dimensions (11 × 11) was synthesized, with each element assigned a random integer ranging from 0 to 100, as illustrated in Figure 3A.
[image: Figure 3]FIGURE 3 | Application of MDCESA to random 2D and 3D matrix: (A) Result of 2D matrix; (B) Result of 3D matrix.
The segment length was designated as 4, MDCESA was utilized to systematically assess each element within the matrix. The algorithm computed the sum of the elements spanned by the segment, subsequently identifying the segment’s maximal value, start point, end point, and direction. Similarly, a 3D matrix (11 × 11 × 11) is randomly generated and the same operation is performed using the MDCESA. The visualization results are shown in Figure 3.
In the 2D matrix scenario, value of optimal segment is 354, start position is (3, 2), end position is (6, 2), direction is (1, 0). In the 3D matrix scenario, value of optimal segment is 387, start position is (7, 4, 0), end position is (10, 4, 0), direction is (1, 0, 0).
In order to validate the multi-well optimization considering well spacing, a random two-dimensional matrix with dimensions (20 × 20) was generated for the validation process. Within the MDCESA, the segment length was set at 4, and the well count was set at 4 and 6, respectively. The optimization results are depicted in Figure 4; Table 3. The framework demonstrated robust performance on the random matrix, adeptly identifying optimal segments while ensuring that these segments maintained a separation that met or exceeded a predefined threshold and did not intersect or overlap.
[image: Figure 4]FIGURE 4 | Application of MDCESA in random 2D matrix (Considering well spacing): (A) Well count is 4; (B) Well count is 6.
TABLE 3 | Results of application of MDCESA in random 2D matrix (Considering well spacing).
[image: Table 3]2.3 Reservoir production potential
In order to comprehensively consider the influence of reservoir abundance, pore pressure, formation permeability, distance from the boundary and structure position on production capacity, Liu and Jalali (2006) proposed the concept of reservoir production potential based on the study of da Cruz et al. (1999), i.e., the potential oil and gas resource production capacity of the material and energy embedded in the reservoir under the comprehensive consideration of the static and dynamic influencing factors of the reservoir.
The formula for this calculation is outlined as follows:
[image: image]
where [image: image], [image: image], and [image: image] is the production potential, oil saturation, and pressure at the grid (m, n, p) at t time respectively. [image: image] is the residual oil saturation; [image: image] is the minimum well bottom pressure; [image: image] is the permeability at the grid (m, n, p); [image: image] is the distance from the grid (m, n, p) to the closest boundary.
In this study, the formula for calculating production potential was tailored to accommodate the specific reservoir type, taking into account the relationships between the target reservoir type, oil-water distribution relationship, structure features, and fluid flow characteristics. This involved an integration of pertinent data, including porosity, permeability, pressure, reservoir thickness, structure elevation, boundary data, and fluid viscosity, to refine the formula, enhancing its specificity and adaptability.
The modified calculation formula is as follows:
[image: image]
where [image: image] is the viscosity at the grid (m, n, p); [image: image] is the porosity at the grid (m, n, p); [image: image] is the thickness of the formation (the distance from the grid (m, n, p) to the oil-water interface, indicating the effect of the location of the structure on the production potential); [image: image] is the distance from the highest point of the reservoir to the oil-water interface.
Moreover, we refrained from applying logarithmic transformation to the permeability values as such a conversion could significantly diminish the influence of permeability on the estimated production potential, a factor particularly critical in low-permeability reservoirs.
The production potential for Reservoir F was estimated utilizing the aforementioned Eqs 8, 9, and the results are visually represented in Figure 5. Figure 5A illustrates the oil saturation distribution of the 3rd layer of the F reservoir. Figure 5B depicts the computed production potential map, with zones of the model where Net to Gross (NTG) equals zero being purposefully omitted, hence appearing as voids on the map.
[image: Figure 5]FIGURE 5 | Comparison of reservoir oil saturation map and reservoir production potential map: (A) Oil saturation map; (B) Production potential map.
3 CASE STUDY
3.1 Workflow
This section aims to apply and validate the proposed MDCESA on the actual offshore reservoir model; the workflow is shown in Figure 6. First, the reservoir model data, formatted in GRDECL, is exported and subjected to data processing. Second, the MDCESA is deployed to optimize well placement based on maps depicting oil saturation and production potential. Finally, the production performance of the optimally positioned wells is corroborated using a reservoir numerical simulator, and the results are benchmarked against those from previously manually chosen wells.
[image: Figure 6]FIGURE 6 | Workflow of case study in actual reservoir model.
3.2 Reservoir background
The F reservoir, a deepwater reservoir, is located in the eastern part of the South China Sea, in the northern part of a sag in the Zhujiangkou Basin, where the water depth is about 286 m. The reservoir is a point-reef reservoir developed on the coastal deposit. The sedimentary phases can be categorized as littoral, carbonate plateau, bio-banking, and bio-reef phases in the following order from bottom to top. The depth of the reservoir is from −1802.0 to −1862.5 m, and the reservoir type is low-permeability reef limestone reservoir, with strong non-homogeneity, average porosity of 17.9%–22.3%, average permeability of 5.5–50.1 mD, which belongs to medium-porosity, low-permeability reservoir, and the development of high-angle tectonic fissures.
The fluid of F reservoir is light oil, the viscosity of formation crude oil is 5.5–5.6 mPa∙s, and the fluidity is poor. Considering the lack of natural energy in the limestone reservoir, the reservoir is developed by combining natural energy and artificial water flooding. A total of 10 producers and 3 water injectors are designed, of which most of the producers are long horizontal wells and maximum reservoir contact (MRC) wells in order to maximize the use of reserves and enhance oil recovery. The F reservoir was put into production in September 2022, and a total of 11 wells have been put into production so far.
3.3 Optimization on saturation map
Oil saturation is an important parameter in reservoir development; therefore, the oil saturation map is commonly used to guide well placement optimization. We used MDCESA to optimize on the oil saturation map by setting the number of horizontal wells = 5, horizontal section length = 15 grids (750 m), and minimum well spacing = 4 grids (200 m). Oil saturation map in the 3rd layer of F reservoir is shown in Figure 7A. From the well placement optimization result (Figure 7B), it can be seen that the ideally sited wells predominantly occupy zones with high oil saturation, congruent with established petrophysical principles.
[image: Figure 7]FIGURE 7 | Oil saturation map and well placement optimization results: (A) Oil saturation map in the 3rd layer of F reservoir; (B) Well placement optimization result of F reservoir based on the oil saturation map.
Nevertheless, the optimization derived solely from the oil saturation map overlooked critical factors such as fluid flow capacity, reservoir permeability, reservoir energy, structural complexities, and boundary constraints, all of which significantly impact a well’s production performance. This oversight resulted in the suboptimal placement of well W-5, positioned perilously close to a water body, thereby exposing it to the imminent threat of water breakthrough despite its location in an area of locally high oil saturation.
The reliance on an oil saturation map for well placement is thus deemed inadequate; a more comprehensive approach necessitates the use of a production potential map. This realization underpins the rationale for revising the production potential calculation formula, aiming to integrate all aforementioned factors for a more cogent optimization strategy.
3.4 Optimization on potential map
Facing the challenges of optimization based on oil saturation map, we calculated the production potential map of F reservoir, in which the 3rd layer is shown in Figure 8A. We set the same parameters for the optimization algorithm: the number of horizontal wells = 5, horizontal section length = 15 grids (750 m), and minimum well spacing = 4 grids (200 m). From the well placement optimization result (Figure 8B), it can be seen that the optimization results are more reasonable compared to the optimization result based on the oil saturation map.
[image: Figure 8]FIGURE 8 | Production potential map and well placement optimization results: (A) Production potential map in the 3rd layer of F reservoir; (B) Well placement optimization result of F reservoir based on the production potential map.
Similarly, we apply MDCESA to the reservoir-wide production potential model for well optimization, setting the number of horizontal wells = 5, horizontal section length = 15 grids (750 m), and minimum well spacing = 4 grids (200 m). The results including the well name, production potential value, start and end positions and direction of each well are shown in Table 4.
TABLE 4 | Results of optimization based on F reservoir production potential model.
[image: Table 4]3.5 Optimization results evaluation
In order to validate the production performance of the selected horizontal producers, we imported the six producers (W-1, W-2, W-3, W-4, W-5, and W-6) into the reservoir numerical simulator and compared the production of these wells with the previous manually selected wells (A5H and A9H).
Oil production rate and cumulative oil production for these 8 wells are summarized in Figure 9. The performance of the six wells (W-1 through W-6) shows a decreasing sequence that is consistent with their production potential values. The two previously manually planned producers (A5H and A9H) performed worse than the wells selected based on the MDCESA in terms of the length of the plateau, the rate of decline, and the cumulative oil production. Comparing the 15-year cumulative oil production of these wells, the newly selected wells showed an 11.6% increase in average cumulative oil production over the previously selected wells.
[image: Figure 9]FIGURE 9 | Simulated well performance of the selected six producers and the previous manually selected two producers: (A) Oil production rate; (B) Cumulative oil production.
Plotting A5H and A9H on the production potential map (Figures 10B, 11B) shows that both wells are located away from the core area of the production potential map. This locational disadvantage is the primary cause for their diminished production.
[image: Figure 10]FIGURE 10 | Location of the previous manually selected well A5H: (A) Oil saturation map; (B) Production potential map.
[image: Figure 11]FIGURE 11 | Location of the previous manually selected well A9H: (A) Oil saturation map; (B) Production potential map.
The MDCESA method offers superior benefits in terms of precision and efficiency in optimization. Traditional well placement optimization, which rely on geological modeling and iterative reservoir simulation workflows, typically incur substantial time investments—ranging from several days to weeks. In contrast, the MDCESA approach completes the process in a mere fraction of that time, often within minutes to hours.
4 DISCUSSION
The purpose of this research is to develop a novel methodology for quickly obtaining optimal horizontal well placement during the reservoir development. Currently, the traditional workflow of geologic modeling and reservoir numerical simulation consumes a lot of time and computational costs. The application of artificial intelligence techniques that utilize surrogate models and algorithms optimizing multiple parameters has not been extensively realized in practical reservoir scenarios. The utilization of a reservoir production potential map emerges as an effective instrument for guiding the well design and selection process.
The main advantage of the proposed method in this study is that it can quickly identity reasonable well placements, computational efficiency is substantially improved over conventional methods, and the production performance of screened wells is improved, and this method can serve as an important component in the early-stage or mid-stage of the traditional workflow of modeling and simulation to assist in the planning and selection of well placements.
The development of the MDCESA represents a significant step forward in the field of well placement optimization, particularly in the context of offshore oilfield development. The primary objective of this work was to introduce a method that can efficiently identify the most productive segments for well placement in both 2D and 3D matrices. MDCESA stands out in its ability to consider the distance between multiple segments, thus avoiding intersections or overlaps. This approach redefines well placement optimization, transitioning from heuristic and manual selection processes to a more systematic, algorithm-driven method.
While the results obtained using the MDCESA are promising, it is important to acknowledge certain limitations of this method. Firstly, the algorithm’s current form assumes a certain level of uniformity in reservoir characteristics, which may not always be the case in more heterogeneous formations. This could affect the algorithm’s applicability in reservoirs with highly variable geological features. Secondly, the MDCESA, in its current iteration, does not explicitly account for operational constraints such as drilling difficulties or economic factors that could influence well placement decisions. Future versions of the algorithm could be enhanced to include these aspects for a more holistic approach to well placement.
In light of these limitations, future research should focus on enhancing the MDCESA to incorporate a broader range of geological and operational variables. Efforts could also be directed towards testing the algorithm’s effectiveness in different types of reservoirs and under varying operational conditions.
5 CONCLUSION
In this study, the Matrix Directional Continuous Elements Summation Algorithm (MDCESA) was developed to determine the segment with the maximum value in the 2D and 3D matrices considering the distance between multiple segments. Subsequently, the reservoir production potential calculation formula was modified, which takes into full consideration the static geological characteristics and the dynamic performance of the reservoir. Finally, we transformed the well placement optimization into segment summation on a 3D matrix, and successfully applied MDCESA to actual offshore reservoir development. Our key findings demonstrate that MDCESA significantly enhances well placement decisions, as evidenced by an 11.6% increase in average cumulative oil production over a 15-year period compared to traditional selection methods. In conclusion, the MDCESA offers a novel and effective solution to well placement challenges in offshore oilfields, with promising implications for the future of oil and gas extraction and reservoir management. The specific conclusions are as follows.
1. The establishment of the Matrix Directional Continuous Elements Summation Algorithm (MDCESA) is designed to identify the segment with the highest summation value for a specified length within 2D or 3D matrices. Furthermore, the algorithm has been enhanced by incorporating a feature that accounts for the distance between multiple segments, effectively preventing any intersection or overlap among them.
2. Modified reservoir production potential calculation formula was developed in this study. Compared to the oil saturation map, the production potential map comprehensively characterizes the potential resource production capacity of the material and energy contained in the reservoir, while considering the effects of static and dynamic parameters of the reservoir. The updated formula, which now includes considerations for fluid viscosity, structural elevation, and oil formation thickness, offers a more pragmatic and comprehensive tool for reservoir evaluation.
3. The process of well placement optimization was redefined as a problem of segment summation within a 3D matrix, and the MDCESA was adeptly employed to locate optimal well positions in an actual offshore reservoir based on the production potential map. Six producers were selected using the MDCESA approach and the production performance of each of these six wells and two previously manually selected producers was calculated by using the reservoir numerical simulator. Comparing the 15-year cumulative oil production of these wells, the newly selected wells demonstrated an 11.6% increase in average cumulative oil production over the previously selected wells.
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Hydraulic fracturs size inversion plays an important role on evaluating hydraulic fracturing efficiency. Fracture size can be calculated by microseism events or all the pressure data generated by hydraulic fracturing stimulations. These methods are time-consuming. However, the sudden shutoff of pumping can induce a special data known as the water hammer signal. The size of this data is much fewer than others so using it to calculate fracture size is efficient. This study proposes a method of using water hammer signal to work out the hydraulic fracture size. The numerical simulation model is proposed based on the transient flow model to describe the water hammer behavior. The impacts of fracture on water hammer behavior are represented by three parameters (R,C and I). Through these parameters, the fracture size can be calculated. The accuracy of this method is validated by comparing fracture size inversion results between different methods. The results show that the parameter C and R have obvious impacts on water hammer signal and they can cause the amplitude of water hammer signal alternate from 5 to 2 MPa. In addition, this method is accurate for fracture size calculation and the overall error between its results and ones from normal methods is about 6.28%. This method is more suitable for fractures away from horizontal well toe than ones near to well toe. The mean error of fractures away from well toe is only 3.49% but it is 12.75% for fracture near well toe. It is because that the fracture structure is complex near well toe. It indicates that the more accurate relationship between fracture size and parameters (R,C and I) is required for fracture with complex structure.
Keywords: unconventional reservoir, hydraulic fracturing, numerical simulation, fluid flow, fracture propagation
1 INTRODUCTION
Shale gas plays an extremely important role as an energy resource and a source of some chemical products (Armor John, 2013). However, shale gas reservoirs are usually characterized by low porosity and ultra-low permeability. For example, Sichuan shale gas reservoir is a deep shale gas reservoir whose depth is about 5,000 m, and the reservoir is mainly free-phase gas (Qian et al., 2023). In order to improve gas production, hydraulic fracturing is a necessary stimulation method, and the hydraulic fracture size affects the production of shale gas. The appropriate hydraulic fracture size can form an effective fracture network, which decreases economic costs and enhances production recovery (Guo et al., 2022; Peng-Fei et al., 2023).
Since the hydraulic fracture size cannot be directly observed, many methods for calculating hydraulic fracture size have been proposed to evaluate the quality of hydraulic fracture. The common calculation methods are: G-function analysis, AVO (Amplitude Variation with Offset) inversion, thermal neutron detection technology and field direct logging or microseismic detection. Since the G-function method was proposed in 1987, the research on fracture size calculation methods by G-function had been widely studied (Castillo, 1987; Yuan et al., 2016; Recep et al., 2021; Tu et al., 2022; Jatykov and Bimuratkyzy, 2022). However, the traditional G-function model is difficult to estimate the shape of the multi-fracture network in each fracturing stage. In the latest study (Hou et al., 2022), a multi-fracture geometry calculation model based on the G-function graph of the pressure drop data after fracturing was proposed. It can obtain the fracture length and width by considering the proportional function of fracture length. However, its accuracy of the heterogeneous reservoir is usually low. The AVO inversion algorithm identifies fluids in different statements through the dispersion characteristics of fluids, thus determines the effectiveness of fractures (Minsley Burke et al., 2004; Gregg et al., 2009; Gabriel et al., 2009; Muhammad and Sun, 2020; Xiao et al., 2022). Traditional frequency-dependent AVO inversion algorithms cannot consider the azimuth of seismic data acquisition, and ignores the effect of seismic anisotropy dispersion in real media. Through considering the anisotropy of seismic data, a frequency-dependent AVOAz (Amplitude Versus offset/Angle and Azimuth) inversion method is proposed (Ajaz et al., 2021; Li et al., 2013). However, the shortcomings of seismic noise affecting inversion results and low resolution of inversion results are still required improvements. Thermal neutron detection technology is based on the high thermal neutron absorption capacity of gadolinium oxide labeled proppant, and the fracture parameters are determined by thermal neutron detection. Monte Carlo simulation method is used to analyze the spatial distributions of thermal neutrons before and after fracturing stimulations, and the relationship between thermal neutron number, gadolina content and proppant placement is built (Qian et al., 2020). On this basis, a mathematical relationship between the change of thermal neutron number and fracture parameters is established. Fracture height and width are quantitatively evaluated. However, thermal neutron detection technology has high economic cost and cannot maximize economic benefits. Seismic data such as seismic amplitude, azimuth and other parameters are usually used to invert fracture information in field tests (Davis et al., 2008; Cao and Sharma, 2022). The current methods are mainly used to obtain the elastic constant, anisotropy coefficient or fracture weakness, but they cannot directly obtain the fracture information. In order to improve their accuracy, scholars have proposed weighted calculation or improved inversion schemes based on seismic data (Guo et al., 2022; Huang et al., 2023). These improvements can accurately describe fracture information and the prediction of fracture trend. Their results are in good agreement with the results of tectonic stress field analysis.
The Hydraulic Fracturing Test Site (HFTS) program conducted in 2015 was a site-based hydraulic fracturing experiment in the West Texas Permian (Midland) basin and had successfully tested a new patented method of pumping hydraulic fracturing (Jordan and Iraj, 2017). This method rapidly changes the speed of fluid pump from a predetermined constant rate to a significantly low rate, and then rapidly increases to the maximum rate. Rapid changes in fluid velocity or rate pulses can temporarily produce pressure pulses of hundreds to thousands psi. They generate a water hammer phenomenon. The water hammer signal fracture inversion method uses the dynamic changing pressure signal as the input boundary condition. Substituting this condition into the fluid transient flow model can solve the water hammer response in the fracture through the MOC (Method of Characteristics) algorithm and finite difference method (Zaruba, 1993; Chen, 2005; Chen et al., 2006; Hou et al., 2021). Parameters that can represent the impact of fractures on pressure signal are added into the transient flow model. When the fitting pressure value satisfies with the real data of actual stimulation pressure curve, those parameters presenting fracture impacts can be set as the real fracture size (Qiu et al., 2022; Carey et al., 2015; Hwang et al., 2017; Iriarte et al., 2017).
In this paper, in order to test the applicability of water hammer signal fracture inversion method for horizontal wells, the finite element method is used to simulate the fracturing stimulation process in shale reservoirs to obtain hydraulic fracture size. Based on the transient flow model, the characteristics of water hammer signal are analyzed, and the fracture size is retrieved by the fracturing water hammer signal, and the feasibility of water hammer signal inversion is verified and its influencing factors are discussed.
2 FRACTURE SIZE CHARACTERISTICS OF SHALE GAS RESERVOIR IN SICHUAN BASIN, CHINA
The hydraulic fracture size characteristics are obtained by the finite element method in this section. Those solutions can be used to verify the accuracy of the water hammer signal fracture inversion method.
2.1 Geological reservoir model
2.1 1Geological characteristics of reservoir
The actual stimulation data used in this study is obtained from a shale gas reservoir in the south Sichuan Basin. The target reservoir is located at the Silurian reservoir with a buried depth about 4,000 m. It mainly contains gray and dark gray shale rocks in the upper layer, gray black-black interlayer shale rocks in the bottom layer, and its caprock is gray argillaceous limestone. The shale gas reservoir has good preservation conditions, and the measured pressure coefficient of single well is 1.8–2.4. The reservoir is developed by a well group, and the target well group (P4) contained 6 wells. According to the rock mechanical experiment and logging data, its reservoir mechanical properties are shown in Table 1. The range of difference between in-situ stresses in two directions is 2–17 MPa and the difference of Young’s modulus is greater than 10 GPa, indicating that the reservoir is highly heterogeneous.
TABLE 1 | Mechanical properties of Silurian reservoirs in P4 platform.
[image: Table 1]2.1.2 Geomechanical reservoir model
According to the reservoir mechanical properties in Table 1, the reservoir mechanical properties around a single well are set, and the mechanical properties of rocks in interwell reservoir areas are established using the interpolation function. The distributions of Young’s modulus and Poisson’s ratio are shown in Figures 1A, B, respectively. The mechanical boundary condition of the reservoir is set as uniaxial strain condition. The stress generated by the gravity of overlying rock is applied to the top boundary, and the remaining boundaries are set as the rolling support condition (no normal displacement). Through numerical simulation, the reservoir in-situ stress values are calculated. The distributions of the minimum horizontal stress and maximum horizontal stress are shown in Figures 2A, B, respectively. Compared with the in-situ stress values of each well in Table 1, it is found that the average error between the numerical simulation solution and the actual values is 5.3%. Therefore, the above geomechanical model is accurate and can improve the accuracy of subsequent hydraulic fracturing simulation.
[image: Figure 1]FIGURE 1 | 3D distribution of reservoir mechanical properties. (A) illustration of Young’s modulus distribution; (B) illustration of Poisson’s ratio distribution.
[image: Figure 2]FIGURE 2 | 3D distribution of reservoir in-situ stress. (A) illustration of Minimum horizontal stress distribution; (B) illustration of Maximum horizontal stress distribution.
2.2 Hydraulic fracturing stimulation characteristics
Six Wells on the P4 platform are stimulated by multi-stages hydraulic fracturing method. Well W5 is stimulated by variable-viscosity slip water (viscosity range: 400–600 mPa·s), and the remaining five wells are stimulated by low-viscosity slip water. Each stage has 6 clusters and perforation density is 16 perforations/m, the stage distance is 15–25 m. The main stimulation parameters is shown in Table 2.
TABLE 2 | Stimulation parameters of six wells in P4 platform.
[image: Table 2]2.3 Fracture size characteristics
On the basis of the above geomechanical model, the fracturing stimulation scheme is input, and the hydraulic fracture propagation is simulated by Kinetx software. The software assumes the fracture as a vertical plane fracture and proposes an unconventional fracture model (UFM). This model can simulate the interaction between hydraulic fractures and natural fractures, consider the one-dimensional flow of fracturing fluid, the migration of proppant and the elastic deformation of fracture width. Due to the difficulty in obtaining natural fracture data and the increased difficulty in modeling, the geological model used in this study will generate natural fracture conditions based on empirical formulas. It can also fully consider the rock mechanical properties and irregular fracture morphology of the reservoir. This software is widely used in the numerical simulation of hydraulic fracturing stimulation for shale reservoirs.
In order to verify the accuracy of numerical simulation results, the numerical simulation results are compared with three types of field data. Firstly, the simulated fracture distribution results are compared with the microseismic data, as shown in Figure 3. Because the microseismic data itself is susceptible to interference, it cannot accurately reflect the fracture length and other characteristics, so only the microseismic data is used to verify the simulated fracture distribution characteristics. As shown in Figure 3, in the area with dense microseismic data points, the simulated fractures are also relatively dense. Therefore, the fracture distribution obtained by numerical simulation is basically consistent with that of microseismic data. Secondly, the simulated wellbore pressure curve is compared with the actual pressure curve. The comparisons of pressure between field data and numerical solution for the Well 2, Well 3 and Well 5 are shown in Figures 4A–C, respectively. As shown in Figure 4, the simulated pressure curve is in good agreement with the actual curve in terms of value and variation law. Finally, after fracturing simulation, the shale gas production is simulated, and the shale gas daily production simulation data is obtained, and compared with the actual production data. The comparisons of daily production rate between field data and numerical solution for the Well 2, Well 3 and Well 5 are shown in Figures 5A–C, respectively. As shown in Figure 5, the alternation behavior of the numerical simulation results is consistent with that of the actual production data, but the data is hard to be highly consistent with the actual ones. The actual stimulation is complicated, and there are operations such as well repairing. However, the overall agreement between the numerical simulation and the actual data reached 84%. Through the comparison of the above three types of data, it is clear that the fracture size obtained by numerical simulation is basically accurate.
[image: Figure 3]FIGURE 3 | Comparison of fracture morphology and micro-seismic data of Well2 and 6.
[image: Figure 4]FIGURE 4 | The comparison of pressure curve between numerical solution and field data. (A) comparison result of Well 2; (B) comparison result of Well 3; (C) comparison result of Well 5.
[image: Figure 5]FIGURE 5 | Comparison of daily production data between numerical solution and field data. (A) comparison result of Well 2; (B) comparison result of Well 3; (C) comparison result of Well 5.
The fracture length obtained by this numerical simulation is shown in Figure 6. The total length of fractures in each well falls in the range of 100–350 m. The simulation results also show that the overall fracture height is about 40 m and the fracture width falls in the range of 5–15 mm. The fracture size difference of the same well is large, resulting from reservoir heterogeneity as shown in Figure 1 and Figure 2. For example, the minimum horizontal principal stress of each horizontal well is quite different and its difference is about 5 MPa. The similar flow rate and the upper limit pressure of the fracturing equipment, therefore, the fracture length is short at location where the in-situ stress is high, while, the fracture length is moderate at location where the in-situ stress is low. Although the fracture lengths for different multi-stages are quite different, the numerical solutions are basically accurate because that their distributions are consistent with micro-seismic data as shown in Figure 3, the pressure curves of numerical solutions are consistent with field data as shown in Figure 4 and the daily production data of numerical solutions are also consistent with field data as shown in Figure 5. These solutions of fracture lengths can be used to verify the ones obtained by the water hammer signal in the following section.
[image: Figure 6]FIGURE 6 | The corresponding fracture length of each well fracturing stage in P4 platform.
3 FRACTURE SIZE INVERSION METHOD BASED ON WATER HAMMER SIGNAL
3.1 Water hammer phenomenon
The pump or valve is closed at the end of hydraulic fracturing stimulation, inducing a pressure wave because of the fluid flow inertia. This phenomenon is known as the water hammer phenomenon. This pressure wave transports in the wellhole and is reflected when it reaches at the end of wellhole. During this process, the hydraulic fracture affects the pressure wave transport behavior, and pressure signal with some oscillations can be received at the wellhead. The characteristics of pressure signal (such as amplitude, frequency) dynamically change with time due to fluid flow friction and flowing into fractures, as shown in Figure 7. By simulating the water hammer pressure signal, the characteristics of the fracture can be inverted.
[image: Figure 7]FIGURE 7 | Illustration of pressure signal at wellhead caused by the water hammer phenomenon.
3.2 Numerical simulation model of water hammer phenomenon
Figure 8 shows the geometry model of wellbore-fracture structure. When the fracturing stimulation is stopped instantaneously, the pressure wave propagates through the fracturing fluid, reflects at the end of the wellbore, and is superimposed with other pressure waves. The overall pressure signal is monitored by the wellhead pressure sensor. Due to the existence of fractures, some amount of fluid flows into fractures, affecting the pressure signal at the wellhead The fracture size can be inverted based on the characteristics of pressure wave at the wellhead.
[image: Figure 8]FIGURE 8 | Illustration of fluid flow path in the wellbore-fracture structure.
The fluid flow of water hammer phenomenon in the wellbore can be regarded as a one-dimensional pipeline flow when establishing the numerical model. The momentum and mass conservation equation of fluid flow in a one-dimensional pipeline are shown in Eqs 1, 2 without considering the liquid compression (Chaudhury, 1987):
[image: image]
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where p is the pressure, V is the fluid flow velocity, f is the Darcy-Weisbach friction coefficient (Churchill, 1997), ρ is the fluid density, D is the equivalent diameter of the hydraulic fracture, a is the velocity of pressure wave. The value of some parameter and conversion relationship between them is shown in Eqs 3–7:
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[image: image]
[image: image]
[image: image]
[image: image]
where e is the surface roughness of the main joint; μ is the fluid viscosity, A is the area of a fracture cross section, and S means the perimeter of the fracture cross section, H is the pressure measuring head, Q is the flow, z is reference depth, K is the fluid elastic modulus, which is 0.218 GPa.
By combining the above equations, the flow equations represented by H and Q in one-dimensional horizontal wellbore is obtained, as shown in Eqs 8, 9:
[image: image]
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To get the response of the water hammer signal with fractures, it is necessary to introduce parameters related to fractures into the equation. Three physical parameters, R, C, and I, is used to simulate the effect of fractures on the water hammer signal. The pressure inside fractures is different from the pressure inside wellbore (pBH). Their difference (Δpnwf) can be represented by those three parameters, as shown in Eq. 10 (Carey et al., 2015):
[image: image]
According to the wellbore flow Eqs 8–10, the response of the water hammer signal in the case of a single fracture can be simulated by adjusting the three parameters R, C, and I.
To simplify the calculation of fracture size, the following assumptions are made.
(1) The water hammer simulation model only considers a single fracture in each a single fracturing stage. The corresponding impact of fracture on the water hammer is the equivalent result of all fractures in the single fracturing stage;
(2) During the whole process of water hammer occurrence, the fracture stop to propagating and its length is constant;
(3) The fracture leakage is ignored in the whole process of water hammer occurrence;
(4) The pressure drop induced by flow through perforation is ignored.
For the horizontal well, there are several fractures in one fracturing stage. The calculated fracture size is considered as the equivalent fracture size which is the sum of all these fractures’ geometry sizes. Shylapobersky et al. (1988) related net pressure to fracture dimensions with Eq. 11 below:
[image: image]
There are two cases: short crack (2Lf/hf < 1) or long crack (2Lf/hf > 1). Equations for fracture half-length, height, and width were derived from Eqs 12–14.
[image: image]
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where Lf is the seam length, hf is the seam height, w is the seam width, E′ is the plane strain elastic modulus, and E(m) is the complete elliptic integral of the second kind (Mondal, 2010).
3.3 Influence of fracture parameters on water hammer signal
In order to illustrate the impact of three parameters (R,C,I) on the water hammer signal, several simulation cases are conducted. The geometry model is as shown in Figure 8 and it is assumed that there is a fracture at the end of horizontal well. The impact of fracture on fluid flow is that there is an additional pressure at the location where the fracture exists. This additional pressure is represented by Eq. 10. The parameters used in these simulations are shown in Table 3.
TABLE 3 | Parameters used to illustrate the impacts of three key parameters on water hammer signal.
[image: Table 3]The impact of R on water hammer signal at wellhead is shown in Figure 9. It is clearly shown that R affects the amplitude of the simulated water hammer signal. The amplitude of water hammer signal decreases with the R value. When the R increases from 10 to 50, the initial amplitude of water hammer signal decreases from 5 to 3 MPa. After several periods of vibration, the amplitude also decreases. When the R increases from 10 to 50, the following amplitude of water hammer signal decreases from 3 to 1 MPa.
[image: Figure 9]FIGURE 9 | Pressure profiles for different R values.
The impact of C on water hammer signal at wellhead is shown in Figure 10. It is clearly shown that C affects the mean value of the simulated water hammer signal. The mean value of water hammer signal decreases with the C value. When the C increases from 0.2 to 1, the mean value of water hammer signal decreases from 74 to 69 MPa. Through these two figures, it is can be seen that water hammer signal is dependent with those parameters, so it is possible that the real water hammer signal could be matched by carefully selecting those parameters’ values.
[image: Figure 10]FIGURE 10 | Pressure profiles for different C values.
3.4 Calculation procedure
After the available parameters are found out through matching water hammer signal, the fracture size can be calculated by substituting those into Eqs 11–14. To work out the fracture size, the following steps are required.
(1) Obtaining the real water hammer signal from the pressure curve of fracturing stimulation, as shown in Figure 7.
(2) Obtaining the reasonable parameters (R, C, and I) through conducting the numerical simulation of water hammer signal, as shown in Eqs 8–10. The geometry model is shown in Figure 8 and the real well size is set based on the actual data. Optimizing The values of parameters (R, C, and I) are optimized until the minimum error between numerical solution and the real signal is obtained.
(3) Calculating the fracture size. The fracture size can be calculated by substituting the above reasonable values of R, C, and I into Eqs 11–14.
4 FEASIBILITY OF FRACTURE SIZE INVERSION METHOD BASED ON WATER HAMMER SIGNAL
4.1 Water hammer signal simulation
Since some wells do not observe water hammer signals, water hammer inversion cannot be carried out. In the fracturing data from the above 6 wells in section 2, it is found that 27 pressure curves of fracturing stimulations contain water hammer signals. Through the above diagnosis procedure in section 3.4, the suitable values of R, C, and I for these 27 cases are found out and shown in Table 4. The errors between simulation solutions and real water hammer signals are mainly less than 2% and the maximum error is 3.76%.
TABLE 4 | Parameters required for fitting water hammer signal.
[image: Table 4]Figure 11 shows the comparison of pressure between simulation solutions and water hammer signal from fracturing stimulations. The comparison results between field data and numerical solutions for 10 stages of Well 2, Well 3, Well 4 and Well 6 are shown in Figures 11A–J, respectively. The order of these figures is set by the accuracy values. The best comparison result is shown in Figure 11A and the worst comparison result is shown in Figure 11J. The main errors are less than 2%, indicating the availability of this numerical model. The accuracy of this model depends on the quantity of water hammer signal. If the water hammer signal has over 4 circles of vibration and the pressure amplitude is less than 1.5MPa, the error falls within 0.26%–0.70%, as shown in Figures 11A–I. Otherwise, the error increases to 1.64%–3.76%, as shown in Figures 11f–J. The reasons for this phenomenon are as follows.
(1) The friction model in the numerical simulation model of the water hammer (f in Eq. 5) may not be suitable for the actual friction behavior of fracturing fluid. When the amplitude of the water hammer signal is less than 1.5 MPa, it indicates that the friction is small, so the error is few.
(2) The method of using three parameters, R, C, and I to represent the effect of fractures on water hammer signals may not be suitable for horizontal wells with quite complex fracture network. The fracture morphology of some horizontal wells has the main fracture and the secondary fractures which are more complex than the normal bi-wing fracture morphology. The impact of such complex fracture on water hammer signal may be hard to be represented by the simple three parameters. If the relationship between these three parameters and fracture size or fracture network is known, this method can be used to evaluate more information of fracture morphology. The corresponding studies are required in the further.
[image: Figure 11]FIGURE 11 | Comparison between numerical simulation solutions and actual water hammer signals. (A) comparison result of Stage 20 in Well 2; (B) comparison result of Stage 16 in Well 2; (C) comparison result of Stage 28 in Well 3; (D) comparison result of Stage 2 in Well 4; (E) comparison result of Stage 6 in Well 4; (F) comparison result of Stage 2 in Well 3; (G) comparison result of Stage 2 in Well 2; (H) comparison result of Stage 12 in Well 6; (I) comparison result of Stage 5 in Well 4; (J) comparison result of Stage 4 in Well 4.
4.2 Inversion results of fracture size
After the reasonable values of R, C, and I are obtained, substituting them into Eqs 10–12 can get fracture size. The iteration process is implemented using EXCEL software, with 200 iteration steps. The relevant parameters are shown in Table 4. The fracture length obtained by the water hammer inversion method is compared with that simulated by hydraulic fracturing finite element software. The comparison results for the Well 2, Well 4 and Well 6 are shown in Figures 12A–C, respectively.
[image: Figure 12]FIGURE 12 | Comparison of water hammer inversion results and finite element inversion results. (A) comparison result of Well 2; (B) comparion result of Well 4; (C) comparison result of Well 6.
According to the comparison with the finite element results, the overall errors of this new method is 6.28%. These few errors magnitude indicate that this new method is quite accurate. This method of using water hammer signal to calculate fracture size is much simpler than the one of finite element method, therefore, this new method has more efficiency and can give timely feedback to engineers and ensures quick modification of fracturing stimulation. However, the errors of stages near to horizonal well toe (the number of fracture stage is less than 4) are one-time higher than the overall errors and their errors can be 15%. The fractures of these stages near to horizontal well toe are significantly affected by drilling stimulations so the fracture morphology may be more complex than the one of bi-wing fracture. The relationship of fracture size and water hammer parameters (R, C, and I) is far away from ones shown in Eq. (13) ∼ (15), indicating high errors.
5 CONCLUSION
In order to enhance fracture size inversion efficiency, this study proposes a method to obtain fracture size through water hammer signal. The fracture size is first evaluated by normal method. The corresponding method is then built and its results are compared with ones from normal method. The main conclusions are as follows.
(1) The special parameters (R,C and I) in this new method is used to represent impact of fracture on water hammer signal. The parameter C and R have obvious impacts on water hammer signal and they can cause the amplitude of water hammer signal alternate from 5 to 2 MPa.
(2) This new method is accurate for fracture size evaluation and the overall error between its results and the one from normal methods is about 6.28%.
(3) This new method is more suitable for fractures away from horizontal well toe than ones near to well toe. The mean error of fractures away from well toe is only 3.49% but it is 12.75% for fracture near well toe. It is because that the fracture structure is complex near well toe. It indicates that the more accurate relationship between fracture size and parameters (R,C and I) is required for fracture with complex structure.
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Introduction: This study explores the potential of enhancing shale oil recovery and reducing CO2 emissions through CO2 injection in fractured shale reservoirs. The importance of this approach lies in its dual benefit: improving oil extraction efficiency and addressing environmental concerns associated with CO2 emissions.
Method: We employed a discrete fracture-matrix model to simulate CO2 flooding in fractured shale reservoirs, utilizing both discontinuous Galerkin (DG) and continuous Galerkin (CG) finite element methods. The DG-CG FEM’s accuracy was validated against the McWhorter problem, ensuring the reliability of the simulation results. Our model also considered various factors, including reservoir heterogeneity, fracture permeability, CO2 injection volume, and gas injection patterns, to analyze their impact on shale oil recovery.
Result: Our simulations revealed that fractured reservoirs significantly enhance shale oil production efficiency compared to homogeneous reservoirs, with an approximate 48.9% increase in production. A notable increase in shale oil production, by 15.8%, was observed when fracture permeability was increased by two orders of magnitude. Additionally, a fourfold increase in CO2 injection rate resulted in a 31.5% rise in shale oil production. Implementing a step-by-step reduction in injection volume while maintaining the total CO2 injection constant proved to be more effective than constant-rate injections.
Discussion: The study demonstrates the effectiveness of CO2 flooding in fractured shale reservoirs for enhancing shale oil recovery.
Keywords: CO2 geological storage, shale oil, fractured reservoir, discrete fracture-matrix model, two-phase flow
1 INTRODUCTION
The effective exploitation of unconventional oil and gas is of great strategic significance to alleviate the contradiction between oil and gas supply and demand, promoting the low-carbon transformation of energy structure (JIN et al., 2021a). In China, shale oil resources are abundant and exhibit extensive geographical distribution. Nonetheless, notable challenges persist, notably concerning the low recovery and limited production experienced by individual wells (JIN et al., 2021b). The shale oil development goal of China is to achieve a production output of 6.5 million metric tons by 2025, with increasing shale oil recovery rate serving as a crucial support for realizing the objective (Yang and Huang, 2019). Since supercritical CO2 can rapidly penetrate into the microporosity of reservoir rocks, CO2 injection for enhanced recovery has been applied industrially in the field of oil and gas development (LU et al., 2021; MA et al., 2017). Not only does CO2 injection enhance the oil and gas recovery rate, but it also facilitates CO2 geological storage, mitigates the global greenhouse effect, and aids China in reaching its “carbon peak, carbon neutral” goals. Therefore, the development of CO2 injection shale oil technology has a broad application prospect and strategic significance.
At present, CO2 enhanced oil recovery from shale mainly focuses on two aspects: shale core flooding test and numerical simulation of gas injection enhanced recovery (MEI et al., 2018; JIA et al., 2019; FAN et al., 2022; Li et al., 2022; Wan et al., 2022; Huang et al., 2023). In terms of experimental research, core-scale CO2 shale oil replacement tests have been carried out (ALHARTHY et al., 2018; ELWEGAA et al., 2019; FAKHER and IMQAM, 2020; LANG et al., 2021) and the results show that CO2 injection can improve shale oil recovery. Moreover, the efficiency of this replacement process is influenced by factors such as the duration of CO2 exposure, shale permeability, porosity, and the maturity of organic matter. Chen et al. (Cheng et al., 2014), Zhu et al. (ZHU et al., 2018) and Yu et al. (YU et al., 2021) adopted numerical simulations to show that volumetric fracturing penetrates the internal fractures of the reservoir, and then injecting CO2 effectively improve the recovery rate. If CO2 is directly injected into the reservoir with low permeability, the recovery rate of shale oil is reduced. The existing studies focus on the impact of secondary fractures generated by fracturing on gas injection and oil recovery, while ignoring the impact of primary fractures widely present inside the reservoir.
Fractures in reservoirs profoundly affect fluid flow paths and mass transport. The models describing fluid flow in fractured rock are generally categorized into equivalent continuous models, discrete fracture network models, and discrete fracture-matrix models (GLÄSER et al., 2017; BERRE et al., 2019). Among them, the equivalent continuum model is subdivided into single-pore medium model, dual-pore medium model, and multi-pore medium model (BERRE et al., 2019). The assumptions of the single-pore medium model are based on the effective medium theory, which ignores the properties of the fracture network and calculates the effective permeability of the fracture network based on the shape, size, pore size and orientation distribution of the fracture as well as the matrix permeability. The dual-pores medium model and the multi-pore medium model mathematically describe the pores and fracture, and the fluid-mass balance equations are established within the fracture and matrix systems respectively. At any point in space, hydraulic parameters (permeability, porosity, etc.) have single or multiple values. Fracture-matrix interactions are represented by fluid exchange terms that incorporate microscale effects at the macroscale and do not geometrically characterize the fracture. Therefore, it is possible to carry out relevant studies directly using the method of simulating the flow in porous media (WANG et al., 2000; LIU and ZHANG, 2008; Yang et al., 2008). Currently, the common oil and gas numerical simulation software ECLIPSE, TOUGH2 and CMG are using equivalent continuous models (PRUESS et al., 1999; GUIDE, 2002; LAW et al., 2002; LAW et al., 2003; GeoQuest, 2010). Although this method is computationally efficient, it is more difficult to geometrically realize discrete fractures in porous media and their effects on local fluid paths. In the discrete fracture network and discrete fracture matrix models, the matrix and the fracture are retained as separate geometrical objects, and the fracture region is explicitly created within the overall framework. The discrete-fracture model ignores the permeability of the matrix and considers only the fluid behavior in the fracture network. In the discrete fracture matrix model, diffusion, desorption, or two-phase seepage of the fluid within the matrix is ab considered. Meanwhile, the model downscales to deal with fractures and explicitly constructs low-dimensional fractures. The discrete fracture matrix model allows the effect of fractures on the flow topology to be explicitly modeled compared to the dual-porosity and dual-permeability model in an equivalent continuous medium (KHOEI et al., 2016a; CHEN et al., 2017; ZHANG et al., 2017; MENG et al., 2018; CUSINI et al., 2021).
Based on the discrete fracture matrix model, this paper establishes a two-phase fluid flow model for CO2 enhanced shale oil recovery. The model incorporates the two-phase seepage governing equations for CO2 and shale oil, accounting for their behavior in both the porous regions and low-dimensional discrete fracture within the reservoir, including the fluid-mass transfer between the fractures and the pores. We apply this established model to a randomly fractured shale reservoir for numerical simulation purposes. Through this application, we analyze the effects of reservoir inhomogeneity, fracture permeability, CO2 injection volume, and the injection scheme on the field, as well as on the efficiency and volume of shale oil extraction.
2 MATHEMATICAL MODEL
The discrete fracture matrix model utilizes explicit low-dimensional interfaces to equivalently replace the high-dimensional regions occupied by fractures. The matrix and low-dimensional fractures are retained as separate geometric objects, and the discrete fracture network is explicitly modeled within the overall framework, as shown in Figure 1. The two-dimensional computational domain [image: image] is equivalently described as a two-dimensional matrix region [image: image] and a one-dimensional fracture region [image: image]. Therefore, the method is also known as mixed-dimensional or hybrid-dimensional discrete fracture model. The fracture computational domain contains any set of fully or partially interconnected fractures, and thus [image: image] is expressed as [image: image], [image: image] being the total number of fractures. where [image: image] is the boundary of the computational domain, and [image: image] and [image: image] are the tangent and normal directions of the fractures.
[image: Figure 1]FIGURE 1 | Geometric diagram of discrete fracture model.
2.1 Governing equations for two-phase flow
The basic assumptions of the mathematical model are as follows: 1) the fluid process is isothermal; 2) CO2 and shale oil are immiscible fluids; 3) the velocities of the free-state fluids in the matrix and the fracture satisfy Darcy’s law; 4) the mass exchange of CO2 and shale oil in the matrix and fracture satisfies the linear mass-transfer equations; and 5) the differential capillary pressure effect between the matrix and the fracture is neglected. Based on the above assumptions, the governing equations for the two-phase fluids of CO2 and shale oil in the reservoir matrix [image: image] are expressed as (ZHANG et al., 2017; MA et al., 2021a):
[image: image]
[image: image]
The two-phase flow in the reservoir fracture [image: image] is expressed as (LAW et al., 2003; MENG et al., 2018):
[image: image]
[image: image]
where superscript [image: image] denotes matrix and fractures. Subscript [image: image] denotes shale oil and CO2. [image: image] is the porosity, [image: image] is the fluid saturation, [image: image] is the fluid density, [image: image] is the fluid compressibility coefficient, [image: image] is the fluid pressure, and [image: image] is the capillary pressure. Absolute permeability tensor [image: image] I, [image: image] is the absolute permeability, [image: image] is the unit matrix, [image: image] is the relative permeability, [image: image] is the fluid viscosity; [image: image] is the fracture aperture. The source-sink term [image: image] describes the jump in fluid normal flux in the matrix grids adjacent to the fracture, and the normal velocity of the fluid at the matrix grid is expressed as (Brenner et al., 2018):
[image: image]
The weak forms of the discontinuous Galerkin method for Equations 1, 2 are shown below (MA et al., 2021a; MA et al., 2021b):
[image: image]
[image: image]
The weak form of the continuous Galerkin method in Equations 3, 4 is shown below (MA et al., 2021b):
[image: image]
[image: image]
where [image: image] and [image: image] are the trial functions, [image: image], The penalization factor [image: image] is set to [image: image], and [image: image] is the grid size. The proposed model can consider the effect of low-permeability barriers on fluids, whereas we focus on high-permeability fractures. In other words, the fractures described herein have a higher permeability compared to the matrix, resulting in a relatively small gradient of pore pressure in the direction normal to the fracture. Thus, the pore pressures of matrix adjacent to the fractures is approximated equivalently as continuous when crossing the fracture.
2.2 Relative permeability and capillary pressure
The same relative permeability and capillary pressure models are selected for the matrix and fractures in shale reservoirs with the following expressions (MA et al., 2021a):
[image: image]
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In the above equation: [image: image] and [image: image] are the relative permeability of shale oil and CO2; [image: image] is the effective saturation; [image: image] is the capillary pressure; [image: image] is the van Genuchten coefficient, and [image: image] is the pore size distribution index.
2.3 Initial and boundary conditions
The initial conditions in the matrix and fractures of the shale reservoir are set as follows:
[image: image]
[image: image]
where [image: image] and [image: image] denote the initial CO2 pressure and oil phase saturation of the reservoir.
The production well is set up as Dirichlet boundary conditions with constant pore pressures and saturation, which are expressed as follows:
[image: image]
[image: image]
The injection well is set as a constant flow boundary:
[image: image]
where [image: image] and [image: image] are the CO2 pressure and oil-phase saturation at the production well, [image: image] is the CO2 injection volume.
The difference in initial values of the variables between the production well and the shale reservoir increases the nonlinear characteristics of the two-phase flow equations. To further improve the convergence and stability of the model, the method of adding penalty function is introduced in this study to set Dirichlet boundary conditions (MA et al., 2021a), then equations Eq. 15 and Eq. 16 are rewritten as:
[image: image]
[image: image]
3 MODEL IMPLEMENTATION
We use ADFNE software to generate the coordinate information of random fractures. Subsequently, we utilize COMSOL Livelink in conjunction with MATLAB to import this random fracture information into the COMSOL Multiphysics software, allowing us to generate the corresponding geometric model. Following this, we incorporate the two-phase flow equations (6) to (9) for both pores and fractures into the built-in PDE weak form and low-dimensional PDE weak form modules of the COMSOL Multiphysics finite element software, respectively. We also set the model boundary and initial conditions. In the time domain, we choose to discretize the equations using the q-order backward difference method. For solving the nonlinear algebraic system, we selecte the MUMPS direct solver based on LU decomposition, applying the damped Newton method. To achieve higher computational accuracy, we set the relative tolerance to 0.001. The algorithm employs an adaptive approach for time discretization, in contrast to the pre-established time step method which selects time steps randomly. By default, this method initiates with the first step being 0.1% of the total end time.
4 MODEL VALIDATION
In this section, the model and its numerical results are validated through the McWhorter problem, in which the capillary effects of immiscible and incompressible two-phase flow in porous media are considered. The geometry, boundary and initial conditions of the model are shown in Figure 2. The length of the model is 2.6 m. At the initial moment, the simulated region is fully saturated by the non-wetting phase fluid and the reservoir pressure is [image: image] Pa. The left boundary has the water saturation of 1 and the pressure is [image: image] Pa, while the other boundaries are no-flow boundaries. Brooks-Corey functions for capillary pressure and relative permeability are implemented in the model. The relevant parameter settings in the simulation are shown in Table 1. The comparisons between the semi-analytical solution of the McWhorter problem and the numerically calculated water saturation curves are given in Figure 3. The results show that the water is transported from the left boundary by about 1.5 m after 10,000 s. Meanwhile, the numerical and theoretical results match well, proving the applicability and accuracy of the numerical method in two-phase flow.
[image: Figure 2]FIGURE 2 | Geometric model, boundary conditions and initial conditions for the McWhorter problem. The subscripts w and nw refer to the wetting phase and non-wetting phase, respectively.
TABLE 1 | Parameter settings in McWhorter problems.
[image: Table 1][image: Figure 3]FIGURE 3 | The left panel illustrates the spatial distribution of water saturation at various time steps, whereas the right panel presents the line distribution of water saturation from numerical (lines) and semi-analytical (dots) solution.
5 MODEL SETUP
Given the challenge of directly obtaining the distribution characteristics and attribute information of fractures within the reservoir, we employ the ADFNE program to generate two sets of two-dimensional random fractures (Alghalandis, 2017), with fracture lengths following an exponential distribution. The fractures are oriented at 45° and 135° to the horizontal direction, and the minimum and maximum values of the fracture lengths are 1 m and 5 m, respectively. The model is shown in Figure 4, and the 10 m [image: image] 10 m simulation geometry area is divided into about 4,700 triangular cells. The initial reservoir pressure [image: image] of the model is 8 MPa and the initial saturation [image: image] is 0.9, and the extraction well and gas injection well are placed in the upper right and lower left sections of the model, respectively. The pore pressure [image: image] and saturation [image: image] in the extraction wells are 4 MPa and 0.9, respectively, and the gas injection wells are set at a constant flow rate with a CO2 injection of [image: image], and the rest of the boundaries are zero-flow boundaries. The whole simulation time is set to 600 days, and the basic physical parameters of the model are shown in Table 2.
[image: Figure 4]FIGURE 4 | Geometric model, boundary conditions and initial conditions of a fractured shale reservoir.
TABLE 2 | Simulation parameters for CO2 enhanced shale oil in a fractured reservoir.
[image: Table 2]6 SIMULATION RESULTS
Figures 5, 6 represent the spatial distribution of pore pressure ([image: image]) and CO2 saturation at different time steps (t = 50th, 300th and 600th day) of CO2 injection into the fractured reservoir for enhanced shale oil recovery, respectively. During shale oil extraction, pore pressures near the gas injection wells increase, while those near the extraction wells decrease, resulting in an expanding range of pressure fluctuations. The higher permeability of the fractures, compared to the surrounding matrix, facilitates a more substantial flow of CO2 into the interior of the reservoir along the fracture regions.
[image: Figure 5]FIGURE 5 | Pore pressure distribution at t = 50th, 300th and 600th day for CO2 injection into fractured reservoirs.
[image: Figure 6]FIGURE 6 | Saturation distribution at t = 50th, 300th and 600th day for CO2 injection into fractured reservoirs.
7 SENSITIVITY ANALYSIS
7.1 Effects of heterogeneity in shale reservoirs
In shale oil reservoirs, a considerable number of weak structural surfaces, such as laminae and natural fractures, are developed (JIN et al., 2021a; JIN et al., 2021b). Although fractures account for a small portion of the volume of the underlying shale oil reservoir, the fractures contribute to the heterogeneity of reservoir, profoundly affecting fluid transport and shale oil extraction efficiency (LEI et al., 2021). To accurately understand the impact of shale oil reservoirs heterogeneity properties on internal fluid transport, we investigate the effects of CO2 injection into fractured and homogeneous reservoirs. Figures 7, 8 shows the distribution of reservoir pore pressure and CO2 saturation along the monitoring line at different time steps (t = 50th, 300th and 600th day) during CO2 injection into both the fractured and homogeneous reservoirs. The fractures enhance the overall permeability of the shale oil reservoir, increasing the mobility of both CO2 and shale oil. As a result, the CO2 saturation within the fractured reservoir at the same location is significantly higher than that in the homogeneous reservoir. Due to the lower permeability of matrix in the homogeneous reservoir, CO2 tends to accumulate near the well, leading to slightly higher CO2 saturation in its vicinity than at the wellhead of the fractured reservoir. The pore pressure near the injection well in the homogeneous reservoir is about 14.5 MPa at 600 days into the injection; however, in the fractured reservoir, the pore pressure near the injection well is about 20.1 MPa, due to the injection of a larger volume of CO2.
[image: Figure 7]FIGURE 7 | Distribution of pore pressure along the monitoring line at different time steps.
[image: Figure 8]FIGURE 8 | Distribution of CO2 saturation at different moments along the monitoring line.
Figure 9 illustrates the shale oil extraction rate and cumulative production resulting from CO2 injection into both fractured and homogeneous reservoirs. At the outset of gas injection and production, the production rate of shale oil surges rapidly due to the significant pressure difference between the gas extraction well and the reservoir. During the process of production, the production rate of shale oil follows a general trend of increasing initially and then decreasing. On the 50th day of gas injection, the production rate of shale oil in the fractured reservoir experiences a rebound, attributable to the injection of a larger quantity of CO2. By the 600th day of gas injection, the production rates of shale oil in the homogeneous and fractured reservoirs are approximately 0.09 kg/d and 0.17 kg/d, respectively, while the cumulative production amounts to approximately 60.8 kg and 90.4 kg, respectively. Throughout the entirety of the simulation process, the presence of natural fractures contributes to a 48.9% increase in the cumulative production of shale oil.
[image: Figure 9]FIGURE 9 | The evolutions of shale oil production rate and cumulative production for CO2 injection into both fractured and homogeneous reservoirs.
7.2 Effect of fracture permeability
Fracture permeability is typically one of the key factors influencing the efficiency of CO2 enhanced shale oil recovery (ALFARGE et al., 2018; FENG et al., 2019). Here, we focus on analyzing the effect of fracture permeability on the behavior of fluid flow, as well as on shale oil recovery efficiency and production volume. Figures 10, 11 show the distribution of CO2 saturation and pore pressure on the 600th day under different fracture permeability conditions ([image: image]).
[image: Figure 10]FIGURE 10 | Distribution of CO2 saturation at t = 600th day with different fracture permeabilities.
[image: Figure 11]FIGURE 11 | Distribution of pore pressure at t = 600th day with different fracture permeabilities.
Figures 12, 13 demonstrate the distribution of CO2 saturation and pore pressure along the monitoring line, as well as the shale oil production rate and total production volume under different fracture permeability conditions. As fracture permeability increases, CO2 is more readily able to penetrate into the interior of the reservoir, leading to an increase in both CO2 saturation and reservoir pressure near the gas injection wells. A higher fracture permeability facilitates the flow of shale oil, enhancing the production rate and the total volume of shale oil produced. When the fracture permeability increases from [image: image] to [image: image], total shale oil production increases from 80.0 kg to 90.4 kg. However, as fracture permeability further increases from [image: image] to [image: image], the total shale oil production increases slightly, from 90.4 kg to 92.6 kg, amounting to an increase of 2.4%.
[image: Figure 12]FIGURE 12 | Distribution of pore pressure and CO2 saturation along the monitoring line at t = 600th day with different fracture permeabilities.
[image: Figure 13]FIGURE 13 | Shale oil production rate and total production with different fracture permeabilities.
7.3 Effect of CO2 injection rate
Figures 14, 15 show the distribution of pore pressure and CO2 saturation along the monitoring line, as well as the shale oil extraction rate and total amount of production, under the conditions of CO2 injection rate ([image: image]). Given the same parameters and grid conditions, a larger CO2 injection rate results in a higher volume of CO2 being injected into the reservoir at any given time. When the injection rate increases from [image: image] to [image: image], the pressure near the injection well rises from 9.88 MPa to 14.1 MPa, and the CO2 saturation also increases. Furthermore, a higher injection rate enhances the efficiency of shale oil displacement, leading to an increase in both the production rate and total extraction of shale oil. The production efficiencies of the three scenarios are 0.14 kg/d, 0.17 kg/d and 0.22 kg/d, while the recoveries are 81.9 kg, 90.4 kg and 107.7 kg, respectively. The simulation results indicate that a higher gas injection rate yields greater production benefits. However, it is crucial to note that higher pore pressure may increase the likelihood of damage or even rupture in the reservoir and caprock. New fractures in the caprock could provide pathways for CO2 leakage, escalating the risk of gas escape, diminishing the CO2 sequestration capacity of the reservoir, and potentially contaminating groundwater, among other issues. Therefore, the mechanical properties of both the reservoir and caprock warrant further investigation.
[image: Figure 14]FIGURE 14 | Distribution of pore pressure and CO2 saturation along the monitoring line under different CO2 injection rate conditions.
[image: Figure 15]FIGURE 15 | Shale oil extraction rate and total production under different CO2 injection rates.
7.4 Effect of different gas injection schemes
To examine the impact of various gas injection strategies, three distinct cases are designed, as depicted in Figure 16. In case 1, the CO2 injection rate undergoes a stepwise reduction, starting from [image: image] and decreasing to [image: image]. In case 2, there is a stepwise increase in the CO2 injection rate, ranging from [image: image] to [image: image]. Lastly, Case 3 maintains a constant CO2 injection rate of [image: image] throughout the simulation. These designs ensure that the total gas injection rate remains the same for all three schemes during the entire simulation period.
[image: Figure 16]FIGURE 16 | Evolution of shale oil production in different gas injection cases.
The spatial distribution of CO2 saturation at t = 600 days for different gas injection schemes is illustrated in Figure 17. After 600 days of gas injection and extraction, the CO2 distribution within the shale reservoir is generally similar across all three injection schemes. Figures 18, 19 highlight variations in pore pressure, extraction rate, and total production near the injection and production wells under different gas injection scenarios. The pore pressures near the injection wellheads for case 1 and 3 quickly peak at 13.5 MPa and 11.5 MPa, respectively, at the onset of gas injection and extraction. Thereafter, the pore pressure decreases under the influence of the production wells. In Case 2, the pore pressure gradually increases to 10.2 MPa. Across all three injection cases, the pore pressure near the production wells follows a pattern of rapid decline followed by a rebound. In the middle stage of extraction, case 1 exhibits the highest pore pressure and extraction rate near the injection wells, while Case 2 has the lowest. The total production in Case 1 surpasses that of the other two cases, indicating that the choice of gas injection influences shale oil production, even when the same amount of CO2 is injected. Therefore, optimizing the gas injection scheme presents tangible economic benefits for enhancing production capacity.
[image: Figure 17]FIGURE 17 | Distribution of CO2 saturation at t = 600th day in different gas injection cases.
[image: Figure 18]FIGURE 18 | Evolution of pore pressure near injection and production wells in different gas injection cases.
[image: Figure 19]FIGURE 19 | Evolution of shale oil recovery rates and total production in different gas injection cases.
8 CONCLUSION
In this paper, we conducted a comprehensive analysis of the fluid dynamics and production characteristics of shale oil in response to CO2 injection. We presented the discrete fracture matrix model, incorporating both discontinuous and continuous Galerkin finite element methods. The main conclusions are drawn as follows:
(1) Fractures in shale oil reservoirs play a crucial role in boosting both the efficiency of shale oil production and the production volumes. When compared to homogeneous reservoirs, fractured reservoirs exhibit an approximate 48.9% increase in cumulative shale oil production. Enhancing the permeability of fractures contributes to improved fluid flow capacity within the reservoir, subsequently fostering an increase in both the shale oil extraction rate and production volume. However, it is important to note that solely increasing the fracture permeability has a limited effect on augmenting the reservoir’s shale oil production capacity.
(2) A higher CO2 injection rate enhances both the replacement efficiency and shale oil production. As the CO2 injection rate increases from [image: image] to [image: image], the shale oil recovery rate improves from 0.14 kg/d to 0.22 kg/d, and the recovery volume increases from 82 kg to 109 kg. Furthermore, when considering the same total volume of CO2 injection, the chosen gas injection scheme significantly influences shale oil recovery. Simulation results indicate that gradually decreasing the CO2 injection rate yields more favorable outcomes for shale oil production compared to a constant flow rate injection.
(3) Higher CO2 injection rates and a stepwise reduction in CO2 injection result in higher reservoir pore pressures, increasing the possibility of damage or even destruction of the rock near the well. New fractures created could cause CO2 leakage, which affects the overall gas injection effect and leads to environmental problems.
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The study of heterogeneous and complex oil and gas reservoirs poses a significant challenge due to the problem of unstable seepage flow. This research investigates the non-linear seepage flow patterns in such reservoirs, with a particular focus on ultra-low permeability tight gas reservoirs, using fractal theory. By analysing the scale invariance in the seepage flow of ultra-low permeability tight gas reservoirs, we have derived a fractal geometric expression based on the capillary pressure curve. This expression was integrated with mercury intrusion porosimetry to study the fractal dimension of ultra-low permeability reservoirs. Our experimental results indicate the presence of fractal characteristics in ultra-low permeability tight gas reservoirs. Based on this, we have investigated the fractal nature of matrix porosity and fractures and their effect on the stress sensitivity of ultra-low permeability tight gas reservoirs. This led to the development of a new fractal model for seepage flow in these reservoirs, which takes into account the non-Darcy flow behaviour of gas in nanoscale pores. The mathematical model was simplified using point source solutions and regular perturbation methods. The analysis shows that the fractal parameters of the matrix and fractures, together with the adsorption coefficients and the permeability modulus, have a significant influence on the dynamic pressure behaviour. The effects of slip and diffusion coefficients and stress sensitivity on the dynamics were also investigated. The pressure dynamics curves of ultra-low permeability tight gas reservoirs show distinct differences from those of homogeneous reservoirs and conventional dual porosity reservoirs. This study not only reveals the unique dynamic pressure characteristics of ultra-low permeability tight gas reservoirs, but also shows that the traditional reservoir models are, under certain conditions, special cases of the model proposed in this paper.
Keywords: ultra-low permeability gas reservoir, characterization of fracture complexity, stress sensitivity, pressure dynamics, multi-stage fracturing horizontal wells
1 INTRODUCTION
Pore structures have a significant influence on gas reserves and affect the productivity and recovery efficiency of wells. Fundamental research has shown that analysing the fractal characteristics of these structures is a valuable approach. Fractal dimensions provide a thorough and quantitative description of reservoir rocks, including pore size distribution, structural complexity and granular composition.
Mandelbrot, an innovator in fractal geometry, expanded fractal theory’s reach, applying it to complex natural phenomena that defy explanation through conventional Euclidean geometry (Mandelbrot and Wheeler, 1983). Krohn’s SEM studies of various rock sections revealed distinct fractal attributes in a range of sandstone types, including low permeability, tight, and carbonate rocks, particularly within the 0.2–50 μm pore size range (Krohn, 1988). P. M. Adler’s incorporation of regular fractals into porous media descriptions led to a deeper understanding of fractal diffusion and percolation within these entities (Adler and Thovert, 1993). A. M. Vidales creatively developed a fractal formula linking porosity and permeability in fractal porous media (Vidales and Miranda, 1996). Employing the spherical matrix model alongside the Hagen-Poiseuille equation enabled the creation of a fractal permeability model for bi-disperse porous media (Yu and Li, 2001). R. Alfaro’s CT-based fractal dimension analysis of low permeability, tight rocks confirmed their fractal characteristics (Alfaro, 2004). Zhang’s investigation of porous membranes’ fractal features across different Knudsen numbers added to the scholarly dialogue (Zhang, 2008). Roberto F. Aguilera’s introduction of a fractal distribution equation, adaptable for various shape distributions, represented a notable progress (Aguilera et al., 2012). Research led by Yang et al. (2014) in the Sichuan basin examined low permeability, tight rocks, verifying their irregular pore surfaces exhibit fractal properties. An important observation was made: higher fractal dimensions correspond to increased adsorption capacities in these structures (Yang et al., 2014).
Despite a substantial body of evidence confirming the effectiveness of fractal theory in elucidating complex structures, many seepage models for ultra-low permeability tight gas reservoirs currently overlook these fractal characteristics. This divergence highlights the critical need for improvements in the incorporation of fractal theory into seepage models to ensure alignment with the real production dynamics of ultra-low permeability reservoirs.
When exploiting ultra-low permeability tight gas reservoirs, a decrease in reservoir pressure is accompanied by an increase in effective stress on rock particles (Deng et al., 2013). Therefore, it is important to incorporate stress sensitivity into seepage theories that apply to these reservoirs. This requires recognition of the fractal attributes and pressure-dependent aspects of permeability and porosity. Therefore, it is essential to apply fractal geometry theory to dual-medium, pressure-sensitive, ultra-low permeability tight gas reservoirs. This leads to the development of a dual porosity fractal seepage theory model, which is then analytically evaluated under pressure-sensitive scenarios.
Furthermore, research has confirmed that adsorbed gas is prevalent in ultra-low permeability reservoirs. Gas flow in low permeability, compact nano-matrix pores is mainly controlled by slippage and Knudsen diffusion (Ozkan et al., 2009). This study addresses the complexities of adsorbed gas adsorption and desorption, as well as non-Darcy flow in matrix pores. A mathematical model for flow in fractals of dual porosity, ultra-low permeability tight gas reservoirs under pressure-sensitive conditions is rigorously developed. The model is resolved using source functions, Laplace transformations, canonical perturbations, and delta generalized functions, providing a point source solution for these reservoirs. The study employs artificial fracturing to identify the transient pressure response of fractured horizontal wells in Laplace space. A multitude of pressure dynamic curves are produced and examined to shed light on the diverse influencing factors. The formula for the adsorption coefficient during the model’s resolution is redefined in an innovative approach. This redefinition includes total organic carbon (TOC) content and other geologically relevant parameters, aligning with contemporary geological perspectives. This not only highlights the potential impact of TOC on transient pressure responses but also establishes a vital link between reservoir development and geological characteristics. These insights and methods collectively provide essential guidance for interpreting and analyzing pressure responses in ultra-low permeability tight gas reservoirs, reinforcing their scholarly and practical significance.
2 UNRAVELING THE FRACTAL CHARACTERISTICS OF PORE THROATS IN LOW PERMEABILITY TIGHT GAS RESERVOIRS
Fractal geometry theory is a valuable tool for understanding complex phenomena in ultra-low permeability tight gas reservoirs. These reservoirs have a fractal structure with statistical properties throughout their pores and fluid flow network. The reservoir as a whole can be viewed as an extended fractal network. A model based on fractal principles is proposed for the gas reservoir, taking into account essential features such as bedrock, pores and fractures. Recent advances in fractal geometry have significantly advanced its implementation in geological studies, leading to remarkable results in areas such as oilfield production, pore structure analysis, fracture evaluation and reservoir heterogeneity characterisation. These advances have given rise to the concept of “fractal geology.” The use of fractal geometry to create accurate models of the complex pore configurations in low permeability tight gas reservoirs has gained increasing recognition. The study of fractal properties has played a significant role in this development.
2.1 Modeling the fractal pore structure in low permeability tight gas reservoirs
In a three-dimensional Euclidean space, the fractal dimension of pore structures typically falls within a fractional interval of 2–3 (Giri et al., 2012). A reduced fractal dimension indicates a more homogeneous and smoother pore throat surface, which is indicative of superior reservoir rock functionality. As a porous entity, the low permeability tight reservoir is complex and irregular, containing nanometre-scale pores. Due to its distinctive pore arrangement and the specialized state of the natural gas it contains, the reservoir presents a challenge to traditional assessment methods that are suitable for conventional gas reservoirs (Fang, 2012). The fractal model is an essential technique for quantitatively deciphering the pore structure of low permeability tight gas reservoirs, based on experimental findings from methods such as mercury intrusion porosimetry (Huang, 2014). This approach presents a quantitative depiction of the reservoir’s pore microstructure (Zhang, 2010).
Notably, ultra-low permeability tight gas reservoirs, along with coal-bed methane (CBM) and other non-traditional reservoirs, exhibit intricate pore configurations. The fractal interpretation of the capillary pressure curve, which has been validated in coal-bed methane research, is also applicable to ultra-low permeability tight gas reservoirs. The examination of the mercury porosimetry curve and fractal dimension provides a detailed understanding of the fractal properties found in low permeability tight gas reservoirs.
These samples underwent rigorous experimental analysis, and the results are presented in Figure 1. The mercury intrusion curve profiles of each sample showed a pronounced similarity, with each having a unique “plateau segment.”
[image: Figure 1]FIGURE 1 | Mercury porosimetry curve in samples.
Referring to Supplementary Appendix SA, we have explained the relationship between the volume infiltrated by the non-wetting phase (mercury) and the capillary pressure. This relationship can be accurately calculated using the following equation:
[image: image]
Formula: V is the total pore volume of the core, cm3; Vmp is the volume of mercury pressed into the core, cm3; pc is the capillary force, MPa; D is the fractal dimension, dimensionless.
According to Eq. 1, On the double logarithmic graph, a linear relationship between lg (dVmp/dpc) and lg (pc) is evident. Therefore, in lg (dVmp/dpc)–lg (pc) figure, The tight fractal dimension D for low permeability can be obtained by calculating the slope.
When examining the slope shown in Figure 2, we calculated the fractal dimensions for four core samples with great care. The values obtained were 2.702, 2.753, 2.618, and 2.859, respectively. It is important to note that these fractal dimensions closely converge to the value of 3. This pattern is characteristic of the intricate and complex pore structures found in low-permeability tight gas reservoirs. The complexity is further increased by the abundance of minuscule pores, which can lead to suboptimal reservoir performance. The fractal dimension values approach the upper limit of 3, which supports our theoretical understanding. This highlights the importance of fractal dimensions as a precise characterization parameter. This insight is crucial when constructing a seepage model for ultra-low permeability tight gas reservoirs, as it requires meticulous consideration of the fractal characteristics of pores.
[image: Figure 2]FIGURE 2 | lg (dVmp/dPc) and lg (Pc) Relation diagram regressed by core experiment: (A) Sichuan No. 1 core; (B) Sichuan No. 2 core; (C) Sichuan No. 3 core; (D) Barnett 1 core.
2.2 Advanced fractal fracture network model for low permeability tight porous media
The natural fractures in tight gas reservoirs exhibit a wide range of characteristics, including substantial variability in scaling, frequency of occurrence, and spatial extent. These characteristics are intrinsically linked to the fracture process inherent in initial brittle materials, which gives rise to fractal structures. The fracture network model originated from research on nuclear waste management. In a study conducted by (Barton and Larsen, 1985), the researchers discovered the self-similarity of fractures within a scaling range of 0.2–15 m during their exploration of Nevada’s Yucca Mountain. They used the box-counting method to assess Yucca’s fracture network and observed that fractal geometry applies to a wide range of objects, from micro fractures to the South Atlantic’s seabed, extending over eight orders of magnitude. Building on this (Sammis and Ashby, 1986), investigated the Geysers geothermal field in northeastern California. They detected a fractal pattern in the fractures and calculated their fractal dimensions (Chelidze and Gueguen, 1990). Analysed ground fissure graphics within a dolomite marble stratum located near Canan, Connecticut, United States. They concluded that the three-dimensional fracture network is a fractal entity. This adds to the existing body of knowledge.
It is worth noting that the alignment with fractal characteristics is not exclusive to natural fracture networks. Artificially induced fractures in reservoir rocks also exhibit distinct geometric features. Comprehensive experiments and studies have consistently confirmed that gas reservoir fracture systems evolve into fractal structures, ranging from faults to microfractures. Given the extensive coverage of fractured fractals in literature, this paper will not repeat the calculations of fractal dimensions. The intricate distribution of fractures in ultra-low permeability tight gas reservoirs is complex and fractal. Therefore, it is essential to integrate the fractal characteristics of fractures when formulating a credible and effective seepage model tailored for ultra-low permeability tight gas reservoirs.
3 DEVELOPMENT AND ANALYSIS OF A MATHEMATICAL MODEL FOR DUAL POROSITY GAS RESERVOIRS IN PRESSURE SENSITIVE FORMATIONS
Ultra-low permeability tight gas reservoirs have unique migration mechanisms that distinguish them from conventional reservoirs. These reservoirs occur in the matrix pores of low permeability tight formations, primarily in an adsorbed state. Gas flow has negligible relevance in nano pores, and the dynamics are dominated by Knudsen flow. Therefore, it is necessary to have a comprehensive understanding that includes not only the adsorption and desorption processes within the pore matrix but also the incorporation of Knudsen diffusion and slip effects in the pores.
Gas storage within the pore spaces can take three distinct forms: free gas, adsorbed gas, and dissolved gas. The dissolved gas content in kerogen is typically negligible and can be excluded from consideration. Even in cases where dissolved gas is present, its diffusion quantity is extremely low, making its quantity insignificant. Therefore, this study has chosen to omit the dissolved gas content in kerogen from its considerations. The model’s underlying assumptions are as follows: The gas reservoir is fractured and has fractal dimensions Dm and Df. It is embedded within a three-dimensional Euclidean rock mass. The gas has low compressibility. Negligible gravitational and capillary pressures are present. The skin effect and the influence of pressure on permeability and porosity are taken into account.
Although the pores and fractures may undergo minor deformations under pressure, they still maintain their fractal characteristics. It is important to note the existence of both fracture and matrix pores, which reveals an inherent sensitivity to compressive stress coupled with fractal characteristics. Leveraging this understanding, the permeability and porosity of both the fracture and matrix pores can be aptly expressed as functions of pressure, drawing upon the seminal works of (Chang and Yortsos, 1990; Zhang et al., 2007).
For matrix pores Eqs 2, 3 are obtained:
[image: image]
[image: image]
For fracture Eqs 4, 5 are obtained:
[image: image]
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Where: the lower corner ma and f represent pores and fracture respectively; Φ is the porosity, fractional; Φwe is effective porosity, fractional; k is permeability,mD; kam is the apparent permeability of matrix pores,mD; m is pseudo pressure, MPa; Dm and θm are fractal dimension and fractal exponent of matrix pores respectively, dimensionless; Df and θf are fractal dimension and fractal exponent of fracture respectively, dimensionless; rmR is the radial radius of matrix pore, m; rwe is effective well radius, m; α1 is matrix and fracture permeability modulus; 1/MPa; α2 is matrix and fractured porosity modulus, 1/MPa.
3.1 Development of a fractal seepage model for ultra-low permeability tight gas reservoirs
3.1.1 Constitutive equations for pore and fissure flow in ultra-low permeability reservoirs
3.1.1.1 Gas flow equation in matrix pores
When the formation pressure drops to the critical desorption pressure, the adsorbed gas on the surface of matrix particles starts to desorb, and the desorbed gas carries into the matrix pores and cracks to become free gas, meanwhile, in the process of reservoir energy attenuation, the thermodynamic equilibrium changes, and the gas is desorbed from the surface of the casein into the matrix at the same time, the dissolved gas in the pores of the casein diffuses to the surface. Under the action of pressure difference, the gas diffuses into the fracture network through matrix pores and fractures. Finally, under the action of flow potential, the dense gas flows to the wellbore through the fracture network system. Schematic diagrams of seepage processes in low-permeability tight gas reservoirs can be referenced drawing on chen (Chen et al., 2015).
Low permeability tight reservoir matrices typically exhibit permeability within the Darcy range. The role of Darcy flow in matrix pores is somewhat marginalized. According to a comprehensive study by Ozkan (Ozkan et al., 2009), gas flow within these low permeability tight pores is predominantly governed by slippage and Knudsen diffusion mechanisms. Numerous international scholars support this perspective, which acknowledges the presence of nano-scale pores in low permeability tight gas reservoirs. This renders the slippage effect significant, and the migration of gases in ultra-low permeability tight gas reservoirs can be interpreted as a combined effect of slip flow and Knudsen diffusion. The velocity of gas flow in the pore of the matrix is defined as the sum of the Knudsen diffusion velocity and the slip velocity we can define vma as Eq. 6:
[image: image]
Formula: vma is the velocity of gas flow in matrix, m/s; vkma is the Knudsen diffusion velocity, m/s; vs is the slip velocity, m/s.
Utilizing the diffusion flux parameters outlined by F (Javadpour, 2009), expressions for vkma and vs can be obtained as shown in Eq. 7:
[image: image]
Formula: μg is gas viscosity, mpa. s, F is slippage coefficient, dimensionless; Dk is Knudsen diffusion coefficient, m2/s; ρg is gas density, kg/m3; pma is matrix pore pressure, MPa. Among them, slip coefficient F (Brown et al., 1946) and Knudsen diffusivity coefficient Dk are defined as shown in Eqs 8, 9:
[image: image]
[image: image]
Formula: f is the fraction of gas molecules colliding with the pore walls by diffusion, dimensionless; pavg is the mean pressure, MPa; R is the gas constant, 0.008314 MPa⋅m3/(kmol⋅K); T is the absolute stability of the gas, K; Mg is the molar mass of the gas, kg/kmol.
3.1.1.2 Gas flow equation in fractures
Gas flow within the fissures of gas reservoirs adheres to Darcy’s law we can get Eq. 10:
[image: image]
Formula: vf is the velocity of gas flow in fracture, m/s; pf is fracture pressure, MPa; kf is fracture permeability, mD.
3.1.2 Transport model for bedrock in ultra-low permeability tight gas reservoirs
By defining rm as the radial radius of a cylindrical segment and examining an infinitesimal section, Δr, we place a unit at the outer boundary of a cylinder with radius r. The gas migration is considered a result of slipstream flow and Knudsen flow, and the mass conservation equation for seepage in ultra-low permeability gas reservoir bedrock is derived from the continuity equation:
[image: image]
Where: A represents the surface area of the cylinder, m2; ∆V denotes the volume of fluid flowing through the micro-element in ∆t, m3, ∆t denotes the time flowing through the micro-element, second.
It is important to note that Eq. 11 does not include the adsorption term, which is a significant factor in the flow dynamics of ultra-low permeability tight gas reservoirs. Assuming that gas adsorption and desorption follow Langmuir’s isothermal adsorption law, the amount of adsorbed gas is affected by pressure and adsorptive conditions, including organic components such as kerogen in low-permeability tight formations (Sondergeld et al., 2010). The mathematical expressions for these phenomena are as shown in Eqs 12, 13:
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Where: ρbi is the density of porous rock under the initial formation pressure, kg/m3; qd is the mass of adsorbed gas in the solid volume of the unit, kg/m3; VL is the volume of Langmuir gas, m3/kg; ρgsc is the density of ultra-low permeability gas reservoir under the standard state, m3/kg; pL is Langmuir gas pressure, MPa; pi is initial pressure, MPa; SVk is the kerogen surface, 1/m; q is the adsorbed gas volume per unit area, kg/m2.
Advanced imaging techniques can be used to estimate the specific surface of kerogen, which is a pivotal parameter in ultra-low permeability gas reservoir pore scales (Ambrose et al., 2011). Additionally, the total organic carbon (TOC) content can be approximated by assuming a uniform kerogen thickness (hk) and using the following relation, as suggested by (Roy et al., 2003) we can get Eq. 14:
[image: image]
εTOC is the total organic carbon content, decimal fraction; hk is kerogen average thickness, m.
By incorporating the desorption increment from Eq. 13 into the material balance Eq. 11, and considering the impact of slipstream flow, Knudsen diffusion, and gas adsorption on pore surfaces at r = rmR, we can derive the continuity Eq. 15 for matrix porosity.
[image: image]
z is the gas deviation factor.
3.1.3 Transport model for the natural fracture system in ultra-low permeability tight gas reservoirs
Ultra-low permeability tight gas reservoirs often have complex fracture networks due to the expansion of high-pressure gas phases and compressive and shear stresses during tectonic movements. This classification makes them naturally fractured gas reservoirs, then we can get Eq. 16.
[image: image]
The term q2 represents the mass flow rate per unit volume from matrix pores to the fractures we can define q2 as Eq. 17:
[image: image]
where q2 is the mass source, kg/(m3⋅s); qma symbolizes the discharge volume flow from matrix pores; rmR is the radial matrix radius, m; vma is the matrix flow rate, m/s; Ama is the cross-sectional area of flow through the matrix, m2; Vma is the matrix pore volume m3.
3.2 Dimensionless introduction, definite condition and model solution
3.2.1 Definition of pseudo pressure and dimensionless quantities
To simplify the model, the following variables are introduced:
Table 1 above [image: image], l angle represents ma and f; cl is the compression coefficient, 1/MPa; mo is the initial proposed pressure, MPa2/mPa▪s; mw is the bottom-hole proposed pressure, MPa2/mPa▪s; mma and mf are the matrix and fracture bottom-hole proposed pressures, MPa2/mPa▪s, respectively; The presented definitions enhance the model’s solvability by refining the relevant parameters. The defined adsorption coefficient is an integral parameter that encapsulates variables such as Total Organic Carbon (TOC) content, pressure, effective matrix porosity, Langmuir volume and pressure, pore size, and modulus, among others, from a modeling standpoint. These variables have a significant impact on the amount of gas adsorption. This aligns with our understanding of tight gas reservoirs. Future research could use experimental methods to establish a correlation between TOC and the adsorption coefficient. This would help to connect gas reservoir characteristics with geological phenomena and aid in the development of comprehensive evaluation models.
TABLE 1 | Definition parameter.
[image: Table 1]3.2.2 Model solutions
Model Solutions Dma-θma-3 = βma and incorporating dimensionless quantities alongside expressions for fractal porosity and permeability, Eq. 15 undergoes a transformation into a pseudo-pressure form, as illustrated in Eq. 18.
[image: image]
Empirical investigations into low-permeability tight formations reveal a complex pore structure, which becomes more intricate as the fractal dimension approaches 3. The use of the zero-order approximation method for Laplace transformation in pull space allows for the introduction of dimensionless quantities, simplifying Eq. 18. For detailed derivations, please refer to Supplementary Appendix SB. By substituting umD = lnrmD into the transport equation for Bedrock, as represented by Supplementary Equation SB9, we obtain Eq. 19. The function f1(s) represents the transport function of the matrix pore.
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Where [image: image], f1(s) represents the transport function of the matrix pores. The upper equation is the generalized Bessel’s function equation, and its solution can be obtained by solving the Eq. 20:
[image: image]
Among:vm = βma/(βma-2), In accordance with the derivative property of the Bessel function as shown in Eqs 21, 22.
[image: image]
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Eq. 20 is derived as follows:
[image: image]
And as [image: image], [image: image] as well as [image: image]. Based on the nature of Iv and Kv, it can be concluded that B = 0. The coupling between fracture and matrix should be considered on the surface of the matrix pores: [image: image]; from the dimensionless relation, it is easy to obtain [image: image]. At the same time, we know the boundary conditions. [image: image], It can be deduced that:
[image: image]
To further simplify the model, let Df -θf −3 = βf, and according to the Eqs 23, 24, we get the Eq. 25:
[image: image]
With εfD = lnRfD, the transformation relations are encapsulated in Eq. 26. Given the negligible moduli in this study and assuming α1 = α2, Eq. 27 follows.
[image: image]
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Acknowledging the complicated nature of ultra-low permeability gas reservoir pores, and recognizing that the fractal dimension of fractures becomes increasingly complex as it approaches 3, we approximate βf ≈ -θf. This zero order approximation further simplifies the fracture transport equation, as seen in Eq. 28.
[image: image]
The solution, using generalised Bessel functions, is given by Eq. 29:
[image: image]
Where vf = βf/(βf-2), and where is the transport function of fracture: [image: image]. [image: image]
3.3 Sophisticated model and solution for multi-fractured horizontal wells
Evidence from detailed microseismic monitoring of horizontally fractured wells in tight gas reservoirs with exceptionally low permeability reveals the intricate nature of the fracture patterns by Fan et al. (2010). The complexity is mainly due to the emergence of branch fractures from the main artificial fracture during the stimulation phase. In addition, there is a pronounced tendency for the fracturing fluid to navigate along existing natural fractures, resulting in the reactivation or widening of previously sealed natural fractures. This process ultimately results in an intricate network of fractures, creating a noticeable disparity in permeability within areas that remain unfractured.
We have meticulously crafted a pressure response equation for wells in ultra-low permeability tight gas reservoirs. This has been achieved by ingeniously intertwining the continuous point source function, characterized by its unwavering intensity, with the time-honoured principle of superposition. By assuming the instantaneous release of a finite volume of gas from the source point at the very beginning of time (t = 0), we ensure the equivalence of the cumulative flow volume at the microsphere surface to the volume of gas instantaneously released from the point source.
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Where Bg is the gas volume coefficient, dimensionless; Tsc is the temperature at standard conditions, K; psc is the pressure at standard conditions, MPa; T is the temperature, K; [image: image], [image: image], Further application of the Laplace transformation to both sides of Eq. 30, facilitated by a rigorous derivation and substitution process starting from Eq. 29, culminates in Eq. 31.
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Then can get: [image: image], where [image: image], then it can be gotten:
[image: image]
Eq. 32 graciously unfolds a Laplace spatial solution, detailing the pressure distribution emanating from an instantaneous point source at the origin, subsequently defined with precision in Eq. 33. The pressure profile within tight gas reservoirs is inherently linked to the incessant outflow of fluid, characterised by a rate q, over the time interval from 0 to t. Applying the superposition principle to the instantaneous point source solution over the time interval (0, t) yields the continuous point source solution. In cases of perpetual fluid discharge from the point source, this superposition principle gives us the solution shown in Eq. 34.
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Convolution property [image: image], Laplace transform to Eq. 35:
[image: image]
The Laplace transformation can be obtained as shown in Eq. 36:
[image: image]
Among them: [image: image].Defining the transformation of dimensionless pseudo pressure: [image: image]. Define dimensionless output: [image: image]
It is assumed that all fractures are infinite flow diversion fractures. From the continuous line source, it is known that the conversion pressure drop generated by the continuous line source in the ultra-low permeability tight gas reservoir with lateral infinite upper and lower boundary is in Laplace space.
[image: image]
Where: [image: image]
As shown in Figure 3, after fracturing, m fractures are formed and each fracture is divided into n units of equal length. Each fracture is divided into 2n units, and m vertical fractures can be discretised into 2n×m units. The angle of fracture formation between the fracture of i (1 ≤ i ≤ m) and the horizontal well is αi, and the coordinates are (xi, 0), then the coordinates of any point on the fracture meet we can get Eq. 38:
[image: image]
[image: image] represents the coordinates of the jth end point on ith (1 ≤ i ≤ m) fracture, and can be expressed as follows:
[image: image]
[image: image] represents the node coordinates of the jth discrete element on the fracture i, and its expression is:
[image: image]
[image: Figure 3]FIGURE 3 | Multilevel fracturing horizontal well plane sketch map and fracture element discrete diagram. (A) is a schematic diagram of a multi-stage fractured horizontal well; (B) is fracture element discrete diagram.
Assuming that the linear density flux of the discrete element is qij, then the method of integrating the line source on the curve and the coordinated relationship of Eqs 39, 40 into only the integral of ywi as well as the dimensionless transformation are used to obtain the Laplace transformation of Eq. 37 of the jth discrete element on the fracture at the fracture i at the point (x, y) we can derive the Eq. 41.
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Among them: [image: image]
Based on the superposition principle of potential, the expression of the converted pseudo pressure drop of the discrete element nodes [image: image] in the plane is formed as shown in Eq. 42:
[image: image]
The seepage resistance of the ultra-low permeability gas reservoir in the formation is much greater than that in the fracture. At the same time, this paper ignores the pressure loss caused by the seepage of the ultra-low permeability gas reservoir in the fracture. Therefore, the gas flow in the fracture can be considered as an infinite diversion form:
[image: image]
Since k and v can have different values, 2n×m equations can be obtained. The total production relationship in the fractured horizontal well is considered as follows:
[image: image]
Among them, the dimensionless length of element (i, j) is recorded as ΔLfDij = ΔLfij/L, which is equal when considering the equal spacing of the fracture. The Eqs 43, 44 can represent the required solution. [image: image] An equation is Obtained. [image: image], [image: image], [image: image],……, [image: image] this 2n×m+1, Therefore, we can use the equation set to represent as shown in Eq. 45:
[image: image]
Among them: Ai*j, k*v The expression of the pseudo pressure loss coefficient of the unit strength continuous line source on j discrete element of section i at the centre of V discrete element of fracture K at the fracture element of fracture is expressed as Eq. 46:
[image: image]
(Van Everdingen, 1953) referred to the influence of wellbore storage and skin effect as shown in Eq. 47:
[image: image]
Among them: ψwD and‾ψwDn are the dimensionless bottom pseudo pressure expressions under the Laplace space considering and without considering the epidermis and well storage time; s is Laplace time variable, and Sskin is the skin factor, ‾CD is the dimensionless well storage coefficient. [image: image] is the dimensionless 0-order bottom hole pseudo pressure when considering for the skin and well storage in the Laplace space, so it can be transformed into dimensionless 0-order bottom hole pressure in real space by Stehfest algorithm (Stehfest, 1970).
[image: image]
4 ANALYSIS PRESSURE CHARACTERISTICS AND INFLUENCING FACTORS
To facilitate the computational process, we assume that the fractures are perpendicular to the horizontal wellbore and are uniformly distributed. Under these conditions, Eq. 48 can be used to generate the dimensionless unsteady pressure and pressure derivative curves for multi-fractured horizontal wells in ultra-low permeability tight gas reservoirs characterised by matrix and pore fractal features. This is achieved by implementing the Stehfest numerical inversion method.
As shown in Figure 4, the seepage dynamics within ultra-low permeability tight gas reservoirs can be categorically divided into several distinct phases. The initial phase, characterised as the wellbore storage stage (stage 1), exhibits a linear trajectory in both the pressure and pressure derivative curves, each with a slope of unity. This is immediately followed by a transition to transient flow, the wellbore reservoir flow phase, which is manifested as a pronounced hump (stage 2) on the pressure derivative plot.
[image: Figure 4]FIGURE 4 | Stages of typical flow curves of fractal ultra-low permeability tight gas reservoirs.
In the subsequent early linear flow stage (stage 3), the pressure derivative curve again assumes a linear trend, this time with a halved slope of 0.5. This indicates that the fractures have assumed the role of primary conduits for gas migration, with gas flow occurring orthogonally to the fracture plane. Figure 7 illustrates that the manifestation of this stage is closely related to the gas flow mechanism, in particular slippage and diffusion phenomena. An increased combined coefficient of slippage and diffusion flow tends to alleviate the “concave” configuration observed between stages 2 and 3, with the effect on gas deliverability being linked to the overall coefficient.
Stage 4 serves as a transition phase, linking the early linear flow to the mid-term quasi radial flow. This is followed by Stage 5, which emerges as a mid-term quasi radial flow encompassing each fracture. This phase is distinguished by a horizontal trajectory on the pressure derivative curve, its value on the same curve approximating 1/2 m, where m is the number of fractures. The interaction between fractures heralds the onset of linear flow (stage 6), characterised by the axial movement of fluids and a slope of 0.5 on the pressure derivative curve corresponding to this flow stage.
Culminating in a later stage of integrated pseudo-radial flow (stage 7), the system stabilises to a horizontal pressure line, a characteristic typical of conventional gas reservoirs, normalised to 0.5 (as shown in Figure 11, assuming alpha m = 0, beta f = 0 and no fractal characteristics). The deviation of the pressure derivative value from 0.5 in this study is attributed to the fractal dimension, shedding light on the complex interplay between reservoir properties and flow dynamics.
The pressure derivative is a crucial parameter in well test analysis, reflecting the rate of change of pressure with respect to time. It is instrumental in identifying flow regimes and reservoir properties. The pressure derivative is calculated by dp/d (logt).
The following analysis carefully examines the sensitivity of gas reservoir and fracture properties to the flow stages outlined above. It is important to emphasise that the gas reservoir properties, coupled with the fracture defining parameters, play a pivotal role in determining the flow dynamics within ultra-low permeability tight gas reservoirs. This results in the non-uniform manifestation of each of the previously described flow patterns in different fractured horizontal wells within such reservoirs.
Figures 5, 6 show the pressure curves for ultra-low permeability tight gas reservoirs, illustrating the effects of matrix fractal coefficient and fracture fractal coefficient, respectively. A seepage model for fractured ultra-low permeability tight gas reservoirs has been established, which shows that the fractal dimension of the matrix pores has a significant influence on the seepage process, especially in its middle and late stages. Conversely, the shape of the fractures mainly affects the early to mid stages of seepage, due to the prevalence of internal flow within the fractures during these early stages. Furthermore, an increased fractal coefficient indicates an increased degree of fractality, which is indicative of increased reservoir heterogeneity, intricate pore and fracture structures and complex fracture networks. This complexity leads to faster pressure decay and an upward shift in the pressure derivative curve.
[image: Figure 5]FIGURE 5 | Influence of matrix fractal coefficient.
[image: Figure 6]FIGURE 6 | Influence of fractal coefficient.
Figure 7 illustrates the pressure-dynamic curve shaped by the migration mechanisms—slip and diffusion—within ultra-low permeability tight gas reservoirs. The slip and diffusion coefficients are integral in defining the gas migration mechanisms and have a significant impact on the early and mid-flow stages as they influence the gas supply capacity. A lower overall coefficient correlates with a downward trajectory of the pressure derivative curve.
[image: Figure 7]FIGURE 7 | Influence of slippage and diffusion coefficient.
Figure 8 provides an insight into the pressure dynamics under the influence of the adsorption coefficient in ultra-low permeability tight gas reservoirs. It can be seen that the adsorption coefficient affects the entire flow stage, with larger coefficients corresponding to higher gas adsorption levels, increased gas supply capacity, a more gradual pressure decline and a lower position on the pressure derivative curve.
[image: Figure 8]FIGURE 8 | Influence of adsorption coefficient.
Figures 9, 10 examine the effects of fracture number and fracture length on the dynamic pressure, respectively. It can be seen that an increase in either parameter significantly affects the transient pressure and pressure derivatives during the early and mid stages, due to the increased permeability near the wellbore resulting from the increased hydraulic fracturing. A longer fracture length further increases the permeability of the reservoir, resulting in a lower pressure drop near the wellbore. However, these parameters show minimal sensitivity in the late pressure stages, as the effects of hydraulic fracturing are predominantly felt in the early stages.
[image: Figure 9]FIGURE 9 | Influence of fracture number on curve.
[image: Figure 10]FIGURE 10 | Effect of fracture length on curves.
Figures 11, 12 investigate the effects of the storage capacity ratio and the cross-flow coefficient respectively. Figure 11 shows that a smaller storage capacity ratio increases the gas storage capacity of the matrix, which slows down the pressure drop and forms a noticeable dip in the pressure derivative. In contrast, Figure 12 shows that a smaller λ results in shorter pore diffusion times and earlier breakthroughs, while a larger λ increases the ability of the matrix system to feed the fracture system, ultimately slowing the pressure drop.
[image: Figure 11]FIGURE 11 | Influence of storage capacity ratio on typical curve.
[image: Figure 12]FIGURE 12 | Influence of channeling coefficient on typical curve.
Finally, Figure 13 focuses on the effect of matrix and permeability modulus γD (previously referred to as α1) on pressure dynamics. This figure illustrates that an increase in the permeability modulus results in increased stress sensitivity, which accelerates the pressure drop and causes an upward shift in the pressure derivative curve.
[image: Figure 13]FIGURE 13 | Influence of permeability modulus on typical curve.
5 CASE APPLICATION AND ANALYSIS
After a detailed analysis of the curve morphology and the factors influencing it, the characteristics of the curve and the reasons for its various changes become clearer. This understanding is crucial for better application in the interpretation and analysis of gas wells and provides a valuable reference for the accurate description of reserves in individual wells. For example, the D11 well underwent a fracturing modification in 2014 and started production in 2015. The basic data for interpretation of the well test include: shut-in time of 483 h, test layer depth of 2,155 m, well diameter of 0.1 m, formation temperature of 75°C, effective gas layer thickness of 26 m, porosity of 3.1% and horizontal well length of 900 m. Using the model discussed in this paper for fitting analysis, the resulting fitted double logarithmic plot (Figure 14) is as follows:
[image: Figure 14]FIGURE 14 | Comparison of actual data and predicted data fitting curve.
The fitting results show that the model calculations are in good agreement with the actual data, and the different flow stages are clearly defined, indicating that the interpretation model provided in this paper is reliable. According to the interpretation method of this paper, the extrapolated pressure of well D11 is 22.6 MPa, which is the normal pressure. The effective permeability is 1.6*10−3 mD, indicating ultra-low permeability. The total skin factor is −4.08, indicating effective matrix modification. The fracture half-length is about 30 m, the adsorption coefficient is 2.5, the storage ratio is 0.3 and the channeling coefficient is 105. In the initial stage of pressure recovery, as can be seen from the graph, the slope of this segment is 1, indicating the continuation flow stage, where the well pressure is not in equilibrium with the formation pressure and the well storage effect is the main influencing factor. During the transition stage, the interpreted fracture skin factor is greater than zero, indicating contamination in the fracture zone. Although the total flow capacity in the wellbore area increases, the fracture surface area is obstructed. The double logarithmic curve shows a significant concave, resulting in a downward trend in the derivative curve from the start of the transition phase to the linear flow phase of the hydraulic fracture. This is an indication of fracture skin damage, but does not affect the later seepage stage of the curve. As the pressure increases, the middle part of the curve shows the characteristics of the pressure and the half-slope of the pressure derivative, indicating that the pressure between the fracture and the matrix has equilibrated, resulting in a bi-linear flow from the hydraulic fracture to the formation. In the later stage, the fracture shows pseudo-radial flow, with a large pressure influence range for each fracture, and the curve tends to level off, indicating pseudo-radial flow. The interpretation results can provide a reference for development.
6 CONCLUSION
In this research, the fractal expression of the capillary pressure curve was meticulously applied to ultra-low permeability tight gas reservoirs and seamlessly integrated with mercury injection data to explore the fractal dimensions of low permeability tight gas reservoirs. We used rigorous experimental methods to reveal the intricate fractal characteristics of ultra-low permeability tight gas reservoirs. Following a deductive analytical approach, the fractal dimensions of these reservoirs were accurately calculated.
A ground-breaking transient pressure flow model specifically tailored to dual-fractured ultra-low permeability tight gas reservoirs was developed. This comprehensive model incorporates the dynamics of porous porosity together with the phenomena of diffusion, adsorption and desorption. It meticulously accounts for the fractal nature of both the matrix and fractures, while also addressing the critical aspect of compressive stress sensitivity, thus providing a holistic solution for modelling ultra-low permeability tight gas reservoirs. Through advanced programming, a series of exemplary curve plots were generated to facilitate nuanced sensitivity analysis. The insights gained from this analysis revealed that the fractal dimensions of the matrix and fractures have a differential effect on the dynamic pressure profiles at different flow stages. In addition, the morphology of the pressure curve was found to be significantly influenced by factors such as slip and diffusion transport mechanisms, the adsorption coefficient and the number and length of fractures, in stark contrast to the behaviour observed in conventional sandstone reservoirs. The ultra-low permeability tight gas reservoirs are characterized by their nanoscale pore diameters, multiple storage modes, complex gas flow patterns within nanoscale pores, and the variety of parameters governing flow in these low permeability tight gas reservoirs.
The newly introduced adsorption coefficient in our model stands out as a comprehensive parameter that encapsulates a number of critical factors including TOC content, pressure, effective porosity, Langmuir volume, Langmuir pressure, pore size and modulus. Collectively, these factors play a critical role in determining the volume of gas adsorbed, which is consistent with our empirical understanding of actual tight gas reservoirs. Furthermore, this comprehensive parameterisation establishes an indirect but robust link between tight gas reservoirs and their geological characteristics, paving the way for a multi-dimensional evaluation approach to our model. This not only enhances our reservoir understanding, but also leads us towards more holistic and insightful reservoir evaluations in future research efforts.
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The space of production well plays a crucial role in the heat extraction performance of the Enhanced Geothermal System (EGS), which have the potential to meet the growing global energy demand as a reliable energy source. Nonetheless, there has been insufficient research and attention focused on comprehending the impact of the space of production well on the efficiency and effectiveness of EGS. In this work, a series of numerical simulations were conducted to assess the impact of the space of production well on heat extraction efficiency in EGS. Three different cases were considered: Case 50 with 50 m production well spacing, Case 100 with 100 m production well spacing, and Case 150 with 150 m production well spacing. At the X-Y plane and Y-Z plane, the simulation results indicated that there were slight differences in temperature variation among the Case 50, Case 100 and Case 150. And the cooling area decreasing as the spacing of production wells decreased. Moreover, the delivery of cooling water via the injection well and its subsequent distribution to various reference points lead to a decline in temperature at each point, albeit with varying degrees of variation. Besides, the established efficiency (ef) for Case 50 is smaller than the Case 100 and Case 150 during the last 15 years. These findings contribute valuable insights to the exploration and exploitation of EGS systems and can serve as a guide for further research in this field.
Keywords: space of production well, heat extraction efficiency, enhanced geothermal system (EGS), numerical simulation, engineering scale
1 INTRODUCTION
Nowadays, as a matter of fact, energy consumption has recently increased significantly due to the world economy’s rapid growth, which is also causing the intended low-carbon and green process—that is, a high-speed and green development—to go more quickly (Olasolo et al., 2016; Liu et al., 2017a; Liu et al., 2017b; Zheng et al., 2019; Hao et al., 2021; Lin et al., 2021; Zhao et al., 2022). With this context in mind, unconventional oil/gas resources like tight sandstone gas and shale oil, as well as renewable energy sources like solar, wind, and enhanced geothermal systems (EGS), emerge on the scene (Zheng et al., 2018; Kumari and Ranjith, 2019; Cheng et al., 2021; Steffen et al., 2021). Therein, the EGS is thought to have the capacity to supply the growing energy needs for the reason that it has an endless supply of resources that can be obtained for less money than traditional fuels from almost any place in the globe (Lu, 2018; Abdelhafiz et al., 2023; Zhao et al., 2023). Undoubtedly, a highly effective development pertaining to this type of renewable energy source is required to support this issue. Due to its emerging nature and potential to generate clean, low-carbon energy, EGS is receiving a lot of attention. There are also efforts underway to steer EGS toward a commercially viable platform through the use of cost-cutting measures, enhanced performance, and technology validation (Lu, 2018). As a result, many initiatives were carried out and demonstrated some successful and acknowledged accomplishments (Olasolo et al., 2016).
Actually, EGS is now commonly known as an engineered geothermal system, which has replaced the previous phrases used in earlier research, such as hot dry rock and hot sedimentary aquifers (Christ et al., 2017). Rudimentary studies on the creation of artificial geothermal reservoirs, and heat exchange and transport were arranged in relation to the EGS-related investigations (Feng et al., 2012; Zhang and Jiang, 2012; Li and Lior, 2014). Additionally, the Songliao Basin in Northeast China was the subject of a study on the 30-year heat extraction process in an EGS system, which examined the most significant variable factors involved (Huang et al., 2015). Besides, predictions were made regarding the diverse effects on EGS results during extended periods of operation under varying geological situations (Chen et al., 2013a; Chen et al., 2013b). Moreover, Gan et al. (2021) and Spycher and Pruess (2010) conducted research on an EGS system that employed CO2 as the working fluid instead of water. Furthermore, based on the utilization of fracture network simulation techniques for an EGS system, the study also analyzed the hydraulic fracturing process (Wang and Zhang, 2011). While these mentioned literature sources may have different focuses, they share a common aspect, which is the utilization of numerical modeling. Furthermore, upon reviewing past accomplishments in relation to EGS systems, it is apparent that the impact of the space of production well on heat extraction efficiency has not been adequately addressed. This lack of consideration may restrict the optimal positioning of production wells for heat extraction.
Indeed, numerical approaches have become extensively utilized in research on geological resources in recent years, particularly in endeavors aiming to simulate complex engineering scenarios that are impractical to conduct in a traditional experimental setup (Sun et al., 2013; Chen et al., 2019; Li and Elsworth, 2019; Liu et al., 2021; Yang et al., 2023). This study employs numerical modeling to simulate the process of heat extraction from an EGR system. Herein, the production well spacing is varied to assess its impact on heat extraction efficiency. Moreover, the study also contrasts the heat extraction effectiveness under various operational circumstances to conduct a quantitative analysis of how the space of production well affects heat extraction efficiency from an EGS system. This numerical study is carried out on an engineering scale about how the well space influence the heat extraction performance, providing a new viewpoint and possibly providing some guidance for the exploration and exploitation of EGS-related issues.
2 NUMERICAL MODEL DESCRIPTION
For this numerical study conducted at an engineering scale, a hot dry rock (HDR) cubic model with edge length of 400 m was employed, which is a further work on the basis of our previous investigations (Wang et al., 2016a; Wang et al., 2016b; Hu et al., 2022; Ke et al., 2022; Wang et al., 2022; Wang et al., 2023). Within this model, the EGS system was situated at its center with dimensions of 250 m in length, 250 m in width, and 150 m in height (Figure 1). The simulated reservoir in this study has a depth of 600 m from the surface to the bottom, while the roof of the reservoir is located at a burial depth of 300 m. In addition, to examine the impact of the space of production well on heat extraction efficiency, EGS system comprises of injection well and production wells. Three distinct situations are established, wherein each model features a single injection well with a length of 50 m with coordinates midpoint at X: -100, Y: 0, Z: 0 (Figure 2), and the origin of coordinates situates at the central position of the EGS system (Figure 1). The spacing of production wells in Case 50, Case 100, and Case 150 is 50, 100, and 150 m, respectively (Figure 2).
[image: Figure 1]FIGURE 1 | Numerical model used in this work.
[image: Figure 2]FIGURE 2 | Modeling cases description regarding the injection-production wells planform of the EGS system.
3 GOVERNING EQUATIONS FOR NUMERICAL MODEL ESTABLISHMENT
3.1 Model hypotheses
In this work, a 3D THM coupling model was created to simulate the procedure of the heat extraction from HDR system. The model incorporates a few hypotheses pertaining to heat transmission and fluid flow to effectively simulate the process (Zimmermann et al., 2009; Ye et al., 2021; Huang et al., 2023; Wang et al., 2023; Liu et al., 2024).
(1) The working fluid is water, which exists as a liquid in the pores throughout the heat extraction procedure.
(2) It is assumed that the initial EGS system brims with water, and the fluid in the matrix follows Darcy’s law as laminar flow.
(3) The heat transmission process within the matrix is governed by Fourier’s law. Calorific balance can be achieved locally between the rock mas and working fluid.
These hypotheses are commonly used as reasonable conditions in numerical studies related to EGS systems (Lu, 2018; Zhao et al., 2023).
3.2 Governing equations
Therefore, based on the above assumptions, the main control equations of this heat extraction simulation process are as follows (Sun et al., 2019; Tan et al., 2021; Zinsalo et al., 2021; Zhao et al., 2023).
When the working fluid flow in the porous medium a, the mass conservation law in the seepage field can be described as:
[image: image]
Furthermore, according to the Darcy’s law, the expressions of q is defined as:
[image: image]
The local thermal balance is the main feature of the heat exchange between the cryogenic fluid and the rock surface in the temperature field. During this heat exchange process, the liquid and the solid have the same temperature at any location. Hence, the energy conservation law can be expressed as:
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3.3 Effect of temperature on water properties
In addition, the temperature can determine the density (ρw), the thermal conductivities (λw), the heat capacity (cp,w), and the dynamic fluid viscosity (μf) of water. The governing equations are described as (Sun et al., 2019; Aliyu and Archer, 2021; Zhou et al., 2022):
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In this work, the boundary/initial conditions and main reservoir physical parameters for the numerical simulation model referred from previous research (Han et al., 2020; Yu et al., 2021; Zhou et al., 2022) are listed in Table 1. Moreover, during the modeling process, all simulation cases run in 30 years.
TABLE 1 | Reservoir physical properties.
[image: Table 1]4 MATHEMATICAL RESULTS AND DISCUSSION
The assessment of heat extraction performance in an EGS system heavily relies on temperature as a fundamental parameter (Rodriguez et al., 2013; Guo et al., 2018; Yang et al., 2021). Consequently, this study focuses on comparing the heat extraction efficiency of an EGS system utilizing water as the working fluid by analyzing temperature. Firstly, the overall temperature distribution throughout the EGS system is investigated, followed by setting up three reference points to track the temperature variation during variable simulated cases. Subsequently, three operation cases (Case 50, Case 100 and Case 150) were compared in terms of the temperature changes across the entire system.
4.1 Overall trend of temperature variation for different operation cases in the EGS system
In this work, the trend of overall temperature change from various directions for different numerical simulation cases are analyzed from three planes, which include plane X-Z (Y = 0), plane Y-Z (X = 0) and plane X-Y (Z = 0)–according to the coordinate system in Figure 1.
4.1.1 X-Z plane
The X-Z plane represents a cross-section that passes through both the injection well and the center of the EGS system (Figure 1). In Figure 2, the Y-coordinate is set to 0 on this plane. Basically, the area of cooling place gets larger from the injection well to production well during the water injection process (Figures 3–5). Nevertheless, in the X-Z plane, the temperature variation tendency seems to be similar for different production well spacing. Herein, the reason for the insignificant difference among all numerical simulation cases might be analyzed from two aspects. On the one hand, during the simulated process, the water is injected from one injection well with stable injection rate of 10 kg/s. On the other hand, the water (relatively low temperature) can scarcely transport on a large scale in the low permeability system, which makes the water extraction from production well influenced the water seepage. In general, the overall temperature variation tendency in X-Z plane of EGS system is less affected by the well spacing.
[image: Figure 3]FIGURE 3 | Temperature change in the X-Z plane for Case 50.
[image: Figure 4]FIGURE 4 | Temperature change in the X-Z plane for Case 100.
[image: Figure 5]FIGURE 5 | Temperature change in the X-Z plane for Case 150.
4.1.2 Y-Z plane
The Y-Z plane is a slide that across the EGS center, where X = 0 in the coordinate system in Figure 1. Herein, as the water continuously injected from injection well, the area of cooling place becomes grater (Figures 6–8). When comparing the temperature variations among the different numerical cases, a noticeable difference can be observed when examining the X-Z plane (Figures 3–5) as mentioned earlier. It becomes evident that having smaller production well spacing leads to a smaller cooling area during heat extraction. This observation provides a perceptual understanding of the relationship between the spacing of production wells and the corresponding cooling area. Additionally, considering the inconspicuous difference observed in the X-Z plane, it can be hypothesized that the variation in temperature resulting from the space of production well primarily affects the Y-Z plane. Therefore, during heat extraction process, this variation is likely to contribute to the volume difference.
[image: Figure 6]FIGURE 6 | Temperature change in the Y-Z plane for Case 50.
[image: Figure 7]FIGURE 7 | Temperature change in the Y-Z plane for Case 100.
[image: Figure 8]FIGURE 8 | Temperature change in the Y-Z plane for Case 150.
4.1.3 X-Y plane
In this study, the X-Y plane is perpendicular to the wellbore of production/injection well (Figure 1). It is utilized to examine the horizontal temperature variation within the EGS system. In general, across all operational cases, the cooling area within the EGS system gradually expands as water is injected from the injection well. It is observed that this expansion occurs in a manner where the cooling area extends from the injection well towards the production well (Figures 9–11). Similar to the temperature variation tendency of the X-Z plane (Figures 3–5), the difference among three numerical cases is not apparent in the X-Y plane and the stable injection rate and low permeability system might be the main factors.
[image: Figure 9]FIGURE 9 | Temperature change in the X-Y plane for Case 50.
[image: Figure 10]FIGURE 10 | Temperature change in the X-Y plane for Case 100.
[image: Figure 11]FIGURE 11 | Temperature change in the X-Y plane for Case 150.
4.2 Temperature variation in reference points for different operation cases in the EGS system
In order to more comprehensively illustrate the temperature change among distinct simulation cases, the dynamic alterations in temperature are quantitatively evaluated based on three reference points. These representative points are located at coordinates (X = 100, Y = −50, Z = 25), (X = 100, Y = 0, Z = 25), and (X = 100, Y = 50, Z = 25), as illustrated in Figure 1. The temperature change at the three reference points is visually depicted in Figures 12–14, respectively.
[image: Figure 12]FIGURE 12 | Temperature change in reference point at (X = 100: Y = −50: Z = 25).
[image: Figure 13]FIGURE 13 | Temperature change in reference point at (X = 100: Y = 0: Z = 25).
[image: Figure 14]FIGURE 14 | Temperature change in reference point at (X = 100: Y = 50: Z = 25).
In general, at each reference point, the temperature undergoes only slight variations during the initial ∼3”years across all simulation cases (as shown in Figures 12–14). This is attributed to the fact that the cooling water injected into the system has not yet reached these points, and also due to the fact that the heat extraction from the production well has a relatively mild impact on the EGS. Subsequently, the temperature at these points begins to decrease as the cooling water is continually injected and reaches the reference points, exhibiting varying degrees of amplitude in its variation. For Case 50, the temperature variation at the designated coordinates (X = 100, Y = 50, Z = 25) is gradual and steady throughout the entire heat extraction process. This can be attributed to the water pressure discrepancy between the injection well and the production well, which stimulates the movement of cooled water in the direction of the production well. However, for Case 100 and Case 150, the injected cooling water eventually reaches the location at (X = 100, Y = 50, Z = 25) due to the seepage induced by the hot water extraction from the production well. For Case 150, a larger quantity of cooling water flows towards this specific point compared to Case 100. This discrepancy arises because the injected cooling water exhibits a tendency to flow towards the production well, driven by the disparity in fluid pressure.
In regard to the point at (X = 100, Y = 0, Z = 25), the temperature fluctuation demonstrates a comparable pattern and inclination in Case 50 and Case 100 (as shown in Figure 13). This is likely due to the fact that, the cooling water encounters analogous seepage space and flow conditions in its path towards this reference point. Moreover, the disparity in fluid pressure between the injection well and the location at (X = 100, Y = 0, Z = 25) is comparable for both Case 50 and Case 100, as demonstrated in this work. Throughout the entire heat extraction period in Case 150, the temperature at the reference coordinates (X = 100, Y = 50, Z = 25) exhibits a consistently smooth variation. This can be also attributed to the discrepancy in water pressure between the injection well and the production well, which propels the flow of cooling water towards the production well and ensures a continuous provision of cooling water to the reference points. Additionally, an observation can be made at the location of (X = 100, Y = −50, Z = 25), where there is a comparable temperature variation tendency (as seen in Figure 12) to that observed at point (X = 100, Y = 50, Z = 25) (as depicted in Figure 14). It can be inferred that the underlying mechanism responsible for the temperature variation at both of these points is similar to the aforementioned process.
4.3 Attenuation process of temperature in the whole EGS system
In this study, an efficiency metric called heat extraction efficiency (marked as ef) has been introduced (Zhao et al., 2023). The purpose of this metric is to examine the attenuation process during the temperature variation in the EGS. The heat extraction efficiency is derived by dividing the heat recovery by the total heat stored in the EGS, providing valuable insights into the overall effectiveness of heat extraction (Zhao et al., 2023),
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Figure 15 presents the ef performance for each numerical case, as determined by Eq. 10. The calculations reveal slight variations among the different simulation cases, as shown in Figure 15. In general, it can be noted that for three numerical simulation cases, there is a swift surge in the ef during the first 10 years, succeeded by a relatively sluggish progression in the final 20 years. Throughout the heat extraction process, the variation of ef for Case 50 exhibits a slightly lower trend compared to Case 100 and Case 150. Therefore, it could be concluded that the larger the well spacing, the higher the value of ef during the last 20 years.
[image: Figure 15]FIGURE 15 | The value of ef for each case in 30 years.
5 CONCLUSION
When investigating the temperature variation during the heat extraction process, there are minimal disparities observed among the three operation cases on the X-Y plane and Y-Z plane. Furthermore, a noticeable observation is that smaller production well spacing leads to a smaller cooling area during heat extraction.
Based on the investigation conducted on the points (X = 100: Y = 0: Z = 25), (X = 100: Y = 50: Z = 25), and (X = 100: Y = −50: Z = 25), it is observed that the temperature is piecemeal reduce in each reference point for the unceasing injection of cooling water and its arrival at the representative locations at (X = 100, Y = 0, Z = 25), (X = 100, Y = −50, Z = 25), and (X = 100, Y = 50, Z = 25), albeit with varying amplitude of variation. Notably, among the three numerical cases, the temperature change at points (X = 100: Y = −50: Z = 25) and (X = 100: Y = 50: Z = 25) exhibits a significant difference. Conversely, for Case 50 and Case 100, the temperature change at the point (X = 100: Y = 0: Z = 25) appears less pronounced.
As for the ef, it is noteworthy that the variation of the ef for Case 50 exhibits a slightly lower trend compared to Case 100 and Case 150. This finding suggests that the spacing of production wells has impact on the ef in an EGS system during the last 15 years. Therein, it could be concluded that the larger the well spacing, the higher the value of ef.
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The accumulation of liquid in gas wells is a common problem in the later stages of shale gas production. The plunger lift is currently one of the most economically effective methods for removing accumulated liquid in gas wells, but its applicability is not yet clear. This article analyzes the production characteristics of gas wells on-site and summarizes the key indicators for evaluating the plunger lift technology, including casing pressure changes, production changes, liquid column plunger height, tubing-casing pressure differential changes, and differential size of pressure relief. Combined with numerical simulation methods, a complete set of evaluation systems for judging, classifying, and evaluating the effectiveness of plunger lift technology is established, and an evaluation method for the applicability of plunger lift technology is proposed. Taking well Ning 216-H4 as an example, a comprehensive evaluation is made on whether the gas well is suitable for plunger lift based on the height of the liquid column above the plunger, the production effect under pressure, and the overall shut-in time. This method has important guiding significance for the further promotion and application of plunger lift technology in deep wells, directional wells, and horizontal wells to achieve efficient development of natural gas.
Keywords: shale gas, plunger lift, applicability, indicators, evaluation method
1 INTRODUCTION
Shale gas wells are characterized by low porosity and low permeability, necessitating volume fracturing for industrial gas flow initiation. Given the difficulty in recovering a large volume of fracturing fluid (Meng et al., 2023a), it is assumed that shale gas wells will produce a certain amount of injected water (Zou et al., 2021; Meng et al., 2023b). In the initial production stage, shale gas wells often have high output, but most wells experience a rapid decline in production of 40%–80% within a year (Oyewole, 2016). The production characteristics of high initial output and rapid decline post-fracturing necessitate the use of artificial lift techniques (Kaisare et al., 2013). For low-producing shale gas wells in the middle and late stages of production, plunger lift can achieve optimal economic benefits (HASSOUNA, 2013).
The plunger lift is currently one of the most economically effective methods for removing accumulated liquid in gas wells (Chen et al., 2021), but its applicability is not yet clear (Hassouna, 2013; Hingerl et al., 2020), and there are still some challenges in its application in horizontal wells (Sask et al., 2010).As early as the 1950s, experts and scholars from the United States and the Soviet Union began researching plunger lift. In 1965, Foss and Gaul proposed the classic plunger lift model based on force balance, derived from experience in gas fields, which later influenced most subsequent research (Foss and Gaul, 1965; Lea, 1982). Maggard et al. (2000) established a new dynamic model for plunger lift specifically for tight gas wells, enabling in-depth analysis of the entire gas lift process in such wells. In 2007, plunger lift was applied in 40 tight gas wells in the San Juan Basin’s northern area, resulting in an increase in daily production of over 11 × 104 m3/d (Oyewole and Garg, 2007). Advances in related technologies have greatly expanded the application range of plunger lift technology, especially the rise of gas-assisted-plunger-lift (GAPL) and plunger-assisted-gas lift (PAGL), further extended plunger lift’s capabilities in horizontal wells (Burns, 2018). In 2011, the plunger reached a 74 well inclination in Marcellus shale gas wells, demonstrating the applicability of plunger lift in horizontal wells (Kravits et al., 2011).
Currently, there is limited research on comprehensive evaluation methods for plunger lift in the industry. Lea et al. (2007) proposed an empirical method for monitoring plunger movement, liquid column height, and circulation time, optimizing the control parameters of plunger lift. Bello et al. (2011) developed a simple analysis model for plunger lift systems, assessing the feasibility of the technology. Hosein and Mohammed, (2017) used the Foss and Gaul model to determine optimal plunger rise speed and gas requirements. Teymourifar and Ozturk (2018) adopted a neural network heuristic algorithm to solve the production scheduling problem of plunger lift. Liu et al. (2020) proposed a method to implement a work system according to the average production of plunger lift Wells. Yang et al. (2022) established an evaluation method of plunger lift application timing, process parameters, and operational regimes in the shenmu Gas Field based on the production situation.
As an economically effective measure for stabilizing production, the plunger lift has been extensively implemented in over 200 wells in Changning Block (Wang et al., 2023). However, challenges remain, including the dispersion of Plunger lift wells, and a lack of comprehensive evaluation methods. Current practices involve adjusting process parameters based on individual well production without a complete plunger lift applicability evaluation system. Therefore, it is necessary to carry out comprehensive evaluations of plunger lift. This paper summarizes key evaluation indicators for plunger lift based on field production situations, classifies typical field plunger lift wells, and comprehensively evaluates the effectiveness of plunger lift in gas wells.
2 FACTORS INFLUENCING PLUNGER LIFT
Plunger lift propels the plunger up and down, utilizing the well’s own energy to expel accumulated liquids and prolong the life of the gas well, thereby effectively restoring gas production. This method is a special form of intermittent gas lifting, primarily powered by formation energy, but can be supplemented by injecting high-pressure gas into the wellbore. The plunger, acting as a solid interface, separates the accumulated liquids above from the gas below, reducing liquid loss and gas channeling, thus improving operational efficiency. Typically, the entire movement process of plunger lift is divided into four stages: plunger descent, pressure recovery, plunger ascent, and sustained production (Zhao et al., 2021; Xiong et al., 2023) as shown in Figure 1.
(a) Plunger descent
[image: Figure 1]FIGURE 1 | Four stages of plunger movement.
After the end of the sustained production stage, the well is shut in, and the plunger starts to descend from the wellhead under its own gravity. The casing pressure and tubing pressure gradually recover, and the plunger passes through the gas and accumulated liquid, eventually descending to the catcher position. If the pressure recovery meets the requirements at this point, the well is reopened to start a new cycle, otherwise, it enters the pressure recovery stage.
(b) Pressure recovery
When the reservoir’s liquid and gas supply capacity is low, the plunger should remain on the catcher for a period, allowing the pressure to recover sufficiently to push the plunger from the wellbore to the wellhead. During this stage, oil and gas continue to accumulate around the wellbore, and the energy at the bottom of the well gradually recovers.
(c) Plunger ascent
When the casing pressure and tubing pressure recovers to a certain extent, the well is opened for production. The expanded gas in the annulus flows into the tubing, lifting the plunger and the upper liquid column towards the wellhead along with the formation gas until the plunger reaches the wellhead, where it is captured by the wellhead catcher. The liquid column above the plunger completely enters the production pipeline, and the gas well enters the continuous sustained production stage.
(d) Sustained production
If the reservoir has sufficient energy, the gas well can be put on intermittent production for a period of time. However, with the production of the gas well, the formation water and accumulated liquid in the annulus gather at the bottom of the well again, causing the well-bottom flow pressure increases continuously. If the gas well energy cannot carry the liquid, it indicates the end of the working cycle.
Key evaluation indicators for plunger lift include casing pressure changes, production variations, plunger height in the liquid segment, changes in tubing-casing pressure differential, and blowdown differential. These indicators are crucial for classifying and evaluating the performance of typical field plunger wells.
(1) Casing Pressure Change after Shut-In
The cycle gas production of plunger lift wells increases with casing pressure and the duration of sustained flow after reopening. The higher the set opening casing pressure, the longer the shut-in time required for pressure recovery, resulting in a longer lift cycle. This is partly due to the larger volume of gas needed to achieve higher casing pressures and partly because the pressure difference between the well-bottom flow pressure and the formation pressure decreases at higher casing pressures, slowing the recovery rate.
(2) Plunger Ascent Speed
Due to a minimum gap of 1.25 mm between the plunger and the tubing wall, liquid loss occurs. The plunger must reach a certain speed during ascent to effectively seal gas and liquid, known as “velocity sealing”. Numerical simulations indicate that the critical ascent speed to prevent liquid leakage is 3.7 m/s (Han, 2016). If the plunger’s ascent speed is too low, gas channeling increases dramatically, reducing production efficiency. Conversely, too high a speed can cause significant liquid leakage, decreasing lifting efficiency.
When the liquid segment plunger reaches the wellhead, the smaller size of the wellhead pipeline compared to the tubing can delay liquid discharge, creating backpressure. The plunger ascent time is from the moment of opening the well until the tubing backpressure returns to atmospheric pressure as shown in Figure 2.
(3) Plunger Descent Speed
[image: Figure 2]FIGURE 2 | Plunger ascent time.
During plunger descent, a dynamic fluid level exists in the tubing, so the plunger experiences both falling through gas and liquid phases. Both too fast and too slow descent speeds are detrimental. For wells with inflection points in the pressure recovery curve, the plunger undergoes both descent and settling in the catcher, with the descent time being from shut-in to the inflection point in the pressure recovery curve. For wells without inflection points: slower plunger descent speeds mean the plunger only experiences the descent phase, with the descent time equal to the shut-in duration as shown in Figure 3.
(4) Tubing-Casing Pressure Differential
[image: Figure 3]FIGURE 3 | Plunger descent time.
For plunger lift wells, one method to judge the effectiveness of plunger lifting is to observe whether there is a height of the liquid column above the plunger. Using data from the Ning 209-2well, a “WellFlo numerical model” was developed to simulate the relationship between tubing-casing pressure differential and liquid column height as shown in Figure 4.
[image: Figure 4]FIGURE 4 | WellFlo numerical model.
Results show that the tubing-casing pressure differential reflects the height of the liquid inside the wellbore (Figure 5). And the difference between “opening tubing-casing pressure differential” and “shut-in tubing-casing pressure differential” indicates changes in the height of the liquid column during opening and shut-in.
(5) Pressure relief
[image: Figure 5]FIGURE 5 | Relationship between tubing-casing pressure differential and the height of liquid column above the plunger.
The pressure relief is defined as the difference between the “tubing pressure in the gas well before opening” and the “stable production tubing pressure in the gas well after opening.” The magnitude of the pressure relief before and after opening reflects the pressure exerted by the gas to push the liquid column above the plunger and is indicative of the pressure recovery during the shut-in period. As a special form of intermittent gas lifting, plunger lift is essentially a high-frequency “intermittent production” as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Pressure relief of gas wells.
3 CLASSIFICATION METHOD OF PLUNGER LIFT WELL
For plunger lift wells, the change in tubing-casing pressure differential is an important evaluation indicator for the plunger lift. An important method to determine the effectiveness of plunger lift is to observe the height of the liquid column above the plunger. Classifying based on the liquid column height is not only simple and intuitive, but also has a certain corresponding relationship with the oil tubing-casing pressure differential as shown in Table 1. Generally, it is believed that in the case of sufficient gas volume, wells with a liquid column height >100 m have a better effect in reducing pressure by plunger lift for deliqufication. For wells with a liquid column height of 20–100 m, plunger lift can have a certain effect in reducing pressure for deliqufication. For wells with a liquid column height <20 m, plunger lift for deliqufication is ineffective.
TABLE 1 | Liquid column height corresponding to the tubing-casing pressure differential.
[image: Table 1]3.1 Numerical simulation of annular liquid level height in gas wells
Gas wells produced using plunger lift, during the opening phase, the liquid in the annular enters the tubing, and the high-pressure gas in the annular pushes the plunger upwards, so there is almost no liquid in the annular above the tubing shoe. During the closing phase, gas enters the casing first, and the casing pressure is restored more quickly. Due to the higher liquid column in the tubing compared to the annular, a small amount of liquid enters the annular space, but this can be ignored due to the much smaller cross-sectional area of the tubing compared to the annular. The simulation results of the OLGA software also confirmed that there is almost no liquid in the annular above the tubing shoe during a complete plunger cycle.
To study the variation of liquid level in the tubing-casing annulus during the plunger lift process, an OLGA numerical simulation model was developed based on the basic data from the Ning 209-H2 well, and the simulation of the annular holdup above the tubing shoe was conducted using the OLGA software as shown in Figure 7. This well is characterized by dry gas with a natural gas specific gravity of 0.65 and a production rate of 50,000 m3/d. The reservoir temperature is 107.2°C, with a pressure of 62.8 MPa. The reservoir depth is 3,988 m, the plunger depth is 3,200 m, and the simulation covers a 12-day production period.
[image: Figure 7]FIGURE 7 | Profile of wellhead pressure difference in well Ning 209-H2.
The OLGA software was used to simulate the liquid holdup above the tubing shoe in the annulus (Figure 8). The results, indicate that there is almost no liquid present in the annular above the tubing shoe throughout a complete plunger cycle. This allows for the calculation of the liquid column height above the plunger.
[image: Figure 8]FIGURE 8 | Simulation results of wellbore holdup by OLGA software.
3.2 Classification results for plunger lift gas wells
At the moment before opening a plunger lift well, the basic pressure relationships within the gas well are as follows: tubing pressure + gas column pressure in the tubing + liquid column pressure in the tubing = casing pressure + gas pressure in the casing. Since the heights of the gas and liquid columns in the tubing are unknown, iterative calculations can be performed through programming. An analysis was conducted on 8 field plunger lift gas wells, and the classification results are as presented in the Table 2.
TABLE 2 | Plunger lift well classification results.
[image: Table 2]4 PLUNGER LIFT WELL COMPREHENSIVE EVALUATION METHOD
4.1 Evaluation method of plunger lift
The evaluation of the effectiveness of plunger lift technology is mainly based on three aspects: the necessity of plunger lift, the operating conditions of plunger lift, and the deliquification effect of plunger lift technology. By considering the height of the liquid column above the plunger, the production effect under pressure, and the overall shut-in time, a comprehensive evaluation is made on whether a well is suitable for plunger lift technology (Figure 9).
(1) Necessity of plunger lift
[image: Figure 9]FIGURE 9 | Evaluation flow of plunger lift.
The necessity of using plunger lift in a shale gas well is determined mainly by the critical gas rate profile. Considering that the field well type is horizontal well, in order to fully consider the influence of well inclination angle, and at the same time ensure the accuracy and practicability, the Wang Zhibin (W.Z.B.) empirical model is selected as the field gas well liquid carrying analysis model to analyze the gas well liquid carrying state and predict the production performance of the gas well.
W.Z.B. model:
[image: image]
where,
[image: image]
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(2) Judgment of plunger operating conditions
The judgment of whether the self-conditions of a gas well can ensure the normal operation of plunger lift primarily relies on the reservoir pressure, gas-liquid ratio, and liquid accumulation height. The simulation results of the OLGA software for the failure pressure of gas well plunger lift under different gas-liquid ratios and liquid accumulation heights are shown in Figure 8. Generally, the smaller the gas-liquid ratio and the higher the liquid accumulation height, the more difficult it is to start the well, and the greater the failure pressure of the well. At the same time, at higher liquid accumulation heights, the gas-liquid ratio parameter has a relatively small impact on the well’s failure pressure as shown in Figure 10.
(3) Deliquification effect of plunger lift
[image: Figure 10]FIGURE 10 | Failure pressure of plunger lift at different liquid accumulation heights.
The plunger lift can reduce slippage losses, improve lifting efficiency, and reduce the waste of gas energy. In a properly operating plunger lift well, during the shut-in phase, gas will preferentially enter the annular space, resulting in a faster recovery of casing pressure compared to tubing pressure. Then, during the opening phase, the high-pressure gas in the annulus drives the plunger and the liquid column upwards. The difference between the “tubing pressure in the gas well before opening” and the “stable production tubing pressure in the gas well after opening” is defined as the “the pressure relief ", which is used to determine whether the plunger lift technology serves to maintain pressure. The magnitude of the pressure relief before and after opening can reflect the pressure of the gas pushing the liquid column above the plunger (Table 3).
TABLE 3 | Calculation results of pressure release difference for each well.
[image: Table 3]According to the simulation results of wellFlo software, the tubing-casing pressure differential can reflect the height of the liquid column in the wellbore. Therefore, the plunger lift can be run for one cycle, and the tubing-casing pressure differential before well opening can be used as the basis for judging the liquid column height above the plunger to determine whether the plunger lift plays the role of liquid drainage.
4.2 Effect evaluation of plunger lift well
Well Ning 216-H4 was selected to evaluate the plunger lift effect, and the evaluation results are as follows:
(1) Necessity of plunger lift
Well Ning 216-H4 is a horizontal well with a depth of 4051 m and an average gas production of 2.64 × 104 m3/d. The critical gas rate calculated by the W.Z.B. model is 2.58 × 104 m3/d, slightly lower than the production gas rate. The critical liquid accumulation depth is 2,372.48 m, with an on-site critical gas rate of 537.80 m3/d at the danger point as shown in Figure 11.
[image: Figure 11]FIGURE 11 | W.Z.B. model results.
In the 30 days before the plunger lift process was put into operation, the average drainage volume of the well was 24.13 m3/d, with daily drainage volumes ranging from 1 m3/d to 52 m3/d, showing significant fluctuations. Due to the rapid decline in reservoir energy and high water production, there were three instances of needing to resume production using gas lift in the month before the plunger was put into operation, hence the need for plunger lift production as shown in Figure 12.
(2) Judgment of plunger operating conditions
[image: Figure 12]FIGURE 12 | Production in the month before plunger lift.
After the implementation of plunger lift, the daily gas production of the well is 1.43 × 104 m3, and the gas-liquid ratio is 1786, showing the characteristic of “large gas and large liquid”. The calculated liquid column height above the plunger reaches 154.0518 m, and the pressure at the end of the tubing is 6.31 MPa. Although the liquid column height is high, the energy of plunger lift is sufficient, and the plunger lift process can operate normally. One month after the plunger is put into operation, there is no need for gas lifting to resume production. Liquid column height calculation parameters are shown in Table 4.
(3) Deliquification effect of plunger lift
TABLE 4 | Liquid column height calculation parameters.
[image: Table 4]Pressure relief can judge whether the plunger lift plays the role of holding pressure, reflecting the pressure size of the gas pushing the liquid column above the plunger. The tubing-casing pressure differential can reflect the height of the liquid column in the wellbore, and judge whether the plunger lift plays the role of deliquification.
①The role of well shut-in pressure holding and intermittent production.
The tubing pressure in Well Ning 216-H4 quickly dropped after opening, and then stabilized. After closing, it instantly recovered some pressure, and then slowly returned to stability. The casing pressure as a whole is basically stable. Before opening, the tubing pressure was 4.48 MPa, and after opening, the stable production tubing pressure was 2.87 MPa, with a pressure difference of 1.61 MPa (Figure 13). After the plunger is inserted, both the tubing pressure and the casing pressure have a certain recovery, with a pressure relief of 1.6 MPa, playing a certain role in backpressure, equivalent to high-frequency “intermittent production”.
[image: Figure 13]FIGURE 13 | Plunger lift production process for gas well Ning 216-H4.
From a pressure perspective, both the tubing pressure and the casing pressure have shown some recovery, with a Pressure relief of 1.61 MPa before and after opening. One month after the plunger is put into operation, there is no need for gas lift to resume production, greatly saving production costs as shown in Figure 14.
[image: Figure 14]FIGURE 14 | Comparison of production parameters before and after plunger lift.
In summary, the plunger lift has affected the production efficiency of the gas well, reducing production gas rate but increasing water production, reducing the need for gas lift to resume production, and significantly saving production costs.
5 CONCLUSION
(1) This paper analyzes the production characteristics of on-site gas wells and summarizes the key evaluation indicators of plunger lift, including casing pressure changes, production changes, liquid column plunger height, tubing-casing pressure differential changes, and differential size of pressure relief. Combined with numerical simulation methods, a complete set of methods for judging, classifying, and evaluating the effectiveness of plunger lift is proposed.
(2) According to the simulation results of the WellFlo software, the tubing-casing pressure differential can reflect the height of the liquid column in the wellbore, while the difference between the “opening tubing-casing pressure differential” and the “closing tubing-casing pressure differential” can reflect the changes in the liquid column height in the wellbore during opening and closing.
(3) The pressure relif is defined as the difference between the “tubing pressure in the gas well before opening” and the “stable production tubing pressure in the gas well after opening.” The magnitude of the pressure relif before and after opening can reflect the pressure of the gas driving the liquid column above the plunger and is an indication of pressure recovery during well shut-in.
(4) The holdup rate of the annulus above the tubing shoe was simulated using OLGA software, and it was found that there was almost no liquid present in the annular interface above the tubing shoe during the operation of the plunger lift process. This led to the calculation method for the liquid column height above the plunger: at the moment just before the plunger lift operation, “tubing oil pressure + gas column pressure inside the tubing + liquid column pressure inside the tubing = casing pressure + gas pressure inside the casing."
(5) An evaluation method for the effectiveness of the plunger lift was proposed, mainly based on the necessity of plunger lift, the judgment of plunger operating conditions and the deliquification effect of plunger lift. Taking well Ning 216-H4 as an example, a comprehensive assessment was made on whether the plunger lift process is suitable for the gas well based on the impact of factors such as the liquid column height above the plunger, shut-in pressure, and the duration of well shut-in.
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Targeting the problem of a small amount of fluid accumulation in deep coal seam gas (CSG) wells during flowing production stage, the evaporation drainage method is proposed to discharge the liquid accumulation. Based on the Dalton evaporation model and wind speed function, a calculation model of evaporation drainage was established for deep CSG wells, which was verified by laboratory experiments. Taking a CSG well in the western Ordos Basin as an example to analyze the evaporation drainage capacity, the influence of temperature, daily gas production, bottomhole flowing pressure (BHFP), formation gas water saturation on the evaporation drainage capacity was investigated. The results show that the maximum evaporation water production is 2,533.8 kg/d at a bottomhole temperature of 80°C and a gas production rate of 30 × 103 m3/d. It is found that the temperature and pressure have a marked influence on the evaporation drainage. By improving the gas production and bottomhole temperature, and reducing the BHFP can effectively promote the evaporation drainage capacity. The initial moisture content of CSG in the reservoir are inversely proportional to the evaporation drainage capacity. By adjusting the BHFP and daily gas production, the evaporation drainage capacity can match the liquid production rate of the formation. Evaporation drainage can effectively extend the flowing production time of deep CSG wells and reduce the costs of production.
Keywords: deep coal seam gas well, evaporation drainage, experimental validation of the evaporation model, prolong time of flowing production, liquid loading cleanup
1 INTRODUCTION
As unconventional natural gas, coal seam gas (CSG) has a great market prospect for development. CSG also plays an important role in developing clean energy (Scott et al., 2007; Qin et al., 2019; Zou et al., 2019; Wu et al., 2022). In recent years, China’s CSG has been developing rapidly, such as Qinshui Basin, Ordos Basin, eastern Yunnan and western Guizhou, etc. Some blocks have been commercialized (Meng et al., 2018; Geng et al., 2022; Wang et al., 2022; Zhu et al., 2023).
Unlike conventional natural gas, gas and water enter the wellbore almost at the same time at the beginning of production in CSG wells (Jiang et al., 2016; Chen et al., 2023). For CSG wells with high gas production and low water production, once the water cannot be discharged timely from the wellbore, water will accumulate at the bottom of the gas well. The liquid loading will seriously reduce the gas production rate and total gas production (Wang and Qin, 2019). To address this problem, some methods have been applied, such as intermittent production, foam drainage, gas lift, and artificial lift (Jin et al., 2004; Le et al., 2012; Wang et al., 2022). However, owing to the discontinuity of water production, the mechanical equipment for drainage cannot operate efficiently, which leads to the failure. Moreover, a large amount of production data should be analyzed before drainage operation (intermittent production, foam drainage, and gas lift), which increases the on-site adjustment frequency and cost (Qi et al., 2018). It is urgent to develop a new flowing production method that can better meet the requirement for gas and water production in CSG wells, especially for two-layer coproduction. The water carrying capacity of the CSG well is improved, and the flowing production time of CSG wells is effectively prolonged. Through exploration, it is found that the CSG reservoir is mainly distributed in the formation with a depth 1,000–2,000 m (Zhang B. et al., 2016; Gao et al., 2019). These CSG wells have many characteristics including high crustal stress, high temperature, high pressure, and low permeability (Qin et al., 2012; Zhu, 2020). Under the condition of high temperature, the evaporation rate of accumulated liquid at the bottomhole will be greatly increased (Gao et al., 2022; Zhao et al., 2023). Thus, discharging fluids loading by evaporation at the bottomhole is possible for CSG wells.
Research on evaporation began in 1802. The evaporation model was established through experiments. The evaporation speed of water in this model is directly proportional to the pressure difference of water vapor and the wind speed on the water surface, while inversely proportional to the air pressure on the water surface (Dalton, 1802). In 1882, A wind speed function expression was established based on the Dalton model (Stelling, 1882). Two water surface evaporation models were established respectively by energy balance method (Schmidt, 1915; Bowen, 1926). The Bowen ratio energy balance model solved the problem of sensible heat flux value, so it has a stronger application value. A evaporation model for reservoirs was established in 1943 (Horton, 1943). The Penman model was established by considering the effects of energy balance and gas flow, and the model has been widely verified and applied (Penman, 1948). The Penman model was simplified with the Priestley-Taylor coefficient (Priestley and Taylor, 1972; Cui and Liu, 2023). The R-H model was established based on the superposition relationship between free convection and forced convection, which is widely used (Ryan et al., 1974). The influences of air temperature, water surface wind speed, water temperature, and the temperature difference on the evaporation rate were analyzed through a wind tunnel test, and established a model of water surface evaporation speed (Chen et al., 1989). Based on the conservation of mass, combined with the hydrological station and laboratory data in typical areas of China since 1976, a model for lake water surface evaporation was established (Pu, 1994). In 2000, a evaporation calculation model was established by considering the three factors of water vapor, pressure difference, wind speed, and relative humidity (Li, 2000). In 2005, a piecewise function expression of wind speed function was established based on the Dalton model, which further reduced the error of surface evaporation prediction (Min, 2005). At present, the research on the evaporation model mainly focuses on the evaporation of conditions with normal temperature and pressure or reduced pressure (Wang et al., 2019; Liu et al., 2023). The pressure of CSG in the wellbore is high. The gas in the wellbore consists of methane and other hydrocarbons (Hou et al., 2023). Therefore, it is necessary to carry out theoretical research on the evaporation of the liquid drainage of CSG wells.
The contributions of this paper are as follows. 1) An evaporation drainage method that can be used for CSG wells was presented. Based on the Dalton evaporation model, the model gives an evaporation calculation method considering the characteristics of the gas production process (especially CSG wells). Through evaporation drainage, the time of flowing production for CSG wells can be effectively prolonged. 2) The influences of different factors (temperature, daily gas production, BHFP and moisture of gas.) on the evaporation drainage of liquid loading in CSG wells are analyzed, and measures to enhance the evaporation drainage of CSG wells are presented, such as raising the temperature of liquid loading at the bottomhole, circulating the injection of dry gas, and properly decreasing the BHFP.
The rest of the paper consists of the following parts: Section 2, The wellbore structure of CSG well and analysis of evaporation liquid carrying production feasibility. Second an evaporation drainage model combined with high-pressure conditions is presented. In section 3, the device, procedures and results for validation experiments are presented. The results and analysis are in Section 4. Finally, the conclusions are drawn in Section 5.
2 THEORETICAL ANALYSIS
2.1 Drainage of CSG well
There are two production modes in CSG production: single-layer production and multi-layer production (generally two layers). The flowing production structure of CSG wells for single-layer production and artificial lift drainage is shown in Figure 1. For the two-layer coproduction wells, the well structure and device are shown in Figure 2.
[image: Figure 1]FIGURE 1 | Downhole structures of single-layer production CSG wells (A) Gas wells flowing in tubing with liquid loading; (B) Gas wells flowing in tubing without liquid loading; (C) Gas wells drainage using a pump with liquid level in the upper part of the reservoir; (D) Gas wells drainage using a pump with liquid level in the lower part of the reservoir.
[image: Figure 2]FIGURE 2 | Structure of CSG coproduction wells. (A) Gas wells flowing in tubing with liquid loading; (B) Gas wells flowing in tubing without liquid loading.
As shown in Figure 1, the depth of the liquid level in the annulus between the tubing and the casing varies due to different gas and water production flow rates. For CSG wells with a liquid level lower than the production layer (Figures 1C, D), after entering the wellbore, gas flows from the reservoir upward to the ground. The liquid surface in the wellbore will continuously produce water vapor, which will be discharged out of the wellbore by flowing gas. Therefore, the CSG well with low liquid level production still has a certain water drainage capacity. As shown in Figures 1A, C, after entering into the wellbore, the gas passes through the liquid part. This results in the gas having a large contact area and enough time to contact with water (including water vapor) in the flow path. Thus, water vapor is equally discharged with gas flow. During the gas flow, its pressure continuously decreases. The gas continues to absorb the water vapor generated by the accumulated liquid in the annulus, so it has a certain water drainage capacity. Compared with single-layer, the CSG coproduction well of two-layer coproduction has a higher gas production, and the coproduction well has the capacity of flowing production in the early stage. Therefore, coproduction wells are produced by tubing, as shown in Figure 2.
For CSG wells with two layers of coproduction, the gas output of the coproduction well meets the production conditions of gas-carrying liquid (i.e., the water is discharged from the wellbore by gas flow), as shown in Figure 2B. However, with continuous production, the formation energy will gradually attenuate and the water production will increase gradually. At some time, when the fluid cannot be completely removed by the gas flow, the fluid would load up at the bottom of the wellbore. This results in the accumulation of fluid at the bottom of the wellbore, as shown in Figure 2A. The gas produced by the two layers enters the tubing from the annulus and passes through the liquid accumulation to the ground. The water vapor discharged by the evaporation of well fluid will be produced together with the gas, as Figure 1A. Therefore, the CSG well has an evaporation drainage capacity.
2.2 Moisture content model
In the moisture content calculation, the following assumptions are made. 1) The temperature of gas and liquid is the same throughout the process. 2) When the gas flows through the fluid accumulation in the wellbore, the gas flow rate is equal at any section. 3) Tubing and casing are concentric. 4) In the well-depth direction, the sectional dimensions of tubing and casing remain unchanged. 5) The gas from the reservoir is only methane.
In the production of CSG well, the well fluid produced by the reservoir is a mixture composed of water, inorganic salt, etc. Due to the different content of inorganic salt in the well fluid and the small impact of inorganic salt on the evaporation of water in the well fluid (Al-Shammiri, 2002). When conducting the moisture content calculation of gas, the well fluid is taken as pure water.
The moisture content of CSG can be obtained from Eq. 1 (Xue, 2006):
[image: image]
The Pv at different temperatures conforms to the Clausius Crabron Equation (Zhang J. et al., 2016) as follows:
[image: image]
Owing to the simultaneous presence of gas and water in the CSG reservoir, it is assumed that the relative humidity of the gas in the reservoir is 100%. Based on the data of the temperature gradient in the well logging formation, the PV at the temperature of the reservoir can be obtained by Eq. 2. The moisture content of the CSG d1 in the reservoir can be obtained by Eq. 3.
[image: image]
The relationship between moisture content in methane and temperature or pressure is shown in Figure 3, under conditions of temperature ranging from 20°C to 80°C and pressure ranging from 0.1 to 20.0 MPa.
[image: Figure 3]FIGURE 3 | Saturated moisture content of CSG under different temperatures (A) and pressures (B).
As shown in Figure 3, the water vapor content of CSG is influenced by temperature and pressure. At the same temperature, the moisture content in CSG decreases with increasing pressure. When the pressure increases from 0.1 to 1.0 MPa, the moisture content in CSG drops rapidly, as shown in Figure 3A. At 20°C and 0.1 MPa, the moisture content in CSG is 26.94 g/kg, while at 1.0 MPa, the moisture content in CSG is 2.637 g/kg, with a drop of 90.22%. The moisture content in CSG was 1.317 g/kg at 2.0 MPa and decreased by 50.05% compared to 1.0 MPa. Under the same pressure condition, with the increase of temperature, the moisture content in CSG increases linearly in the logarithmic coordinate system.
2.3 Water vapor saturation of CSG
As the saturated CSG produced from the reservoir enters the wellbore annulus, the gas pressure decreases, and the gas changes into an unsaturated state due to the increase of saturated moisture content. At this point, the gas will continue to absorb the water vapor generated by the liquid accumulated in the annulus. However, the relationship between the gas flow rate and the rate of water evaporation from the well fluid shall be considered to determine whether the CSG can reach the saturated humidity under the bottomhole condition.
In the above evaporation calculation model, except the Dalton model, other models involve the influence of water and gas temperature difference, net surface radiation as shown in Table 1 and other factors on evaporation. In the wellbore, the water and gas temperature are basically the same, and there is no input of external heat such as sunshine. Dalton model was chosen to calculate the evaporation of the bottomhole accumulation, in which the wind speed function expression is chosen from the Min Q. model (Min, 2005).
TABLE 1 | Different models for water surface evapotranspiration calculation.
[image: Table 1]The temperature difference between the bottomhole and the reservoir is ignored. The downhole temperature is calculated according to the well depth and the ground temperature gradient. Therefore, the saturated vapor pressure of the gas at the bottomhole remains unchanged, and the saturated moisture content of the gas is only affected by the change in the pressure. The BHFP can be obtained by Eq. 4 (Jin et al., 2004):
[image: image]
The variables S and f can be obtained by Eq. 5 
[image: image]
Associating Eqs 3, 4 to obtain the moisture content of bottomhole gas as expressed in Eq. 6:
[image: image]
By comparing d1 and d2, the water vapor unsaturation of the downhole CSG can be obtained. The unsaturated CSG will continue to absorb the water vapor generated by the evaporation of the well fluid in the annulus of the oil casing. However, the final saturation state depends on the relationship between the annular water evaporation rate and the gas flow rate. The downhole water evaporation rate can be calculated by the Dalton model (Dalton, 1802; Min, 2005), such as Eq. 7.
[image: image]
The evaporation coefficient α can be obtained by Eq. 8 
[image: image]
To evaluate the change in moisture content of CSG, the following assumptions are made: a volume of CSG of ΔV passes through the surface of water, and the passage time is Δt. The moisture content of the CSG before it flows through the liquid surface is d1; the moisture content of the CSG after it passes through the water surface is d2, as shown in Figure 4.
[image: Figure 4]FIGURE 4 | Schematic diagram of the evaporation process of CSG through a water surface.
Based on the mass conservation of water vapor during evaporation, it can be expressed in Eq. 9:
[image: image]
The critical evaporation rate required for downhole CSG to reach saturation can be expressed as Eq. 10:
[image: image]
The critical gas velocity [image: image] at which the CSG flow just reaches saturation after passing through the liquid surface is expressed as:
[image: image]
By comparing Wd and Wdc values, it can be determined whether the downhole CSG reaches saturation state and its final moisture content. Due to the pressure distribution characteristics of the CSG well, the water vapor in the gas will not condense as the gas rises. Hence, the final gas vapor carrying capacity is the CSG moisture content at the bottom of the well. At the same time, the calculation formula of the final water drainage of low liquid level gas can be contained expressed as Eq. 12:
[image: image]
2.4 Experiment setups
This experiment is conducted with the experimental device of the multi-reservoir coproduction device based on wellhead pressure control. The device was independently designed and assembled by Jiangsu Tuochuang Scientific Research Equipment Co., Ltd. The device is mainly composed of wellbore simulation module, gas supply module, pressure control module, flow monitoring and display module, as shown in Figures 5A, B. The wellbore module is used to simulate the wellbore conditions for CSG well production. The gas supply module consists of a nitrogen cylinder and a booster pump and is used to provide high-pressure gas for the experiments. The pressure control module consists of multiple pressure-reducing valves and is used to control the supply pressure and wellhead back pressure. The flow monitoring module is mainly composed of two gas flowmeters, which is used to display the real-time flow of different branch. The reservoir pressure and wellhead back pressure are adjusted by the pressure valve group to reach the preset experiment conditions. The pressures are monitored by the sensor and transmitted to the display module.
[image: Figure 5]FIGURE 5 | Setup for evaporation experiment. (A) Block diagram of experiment system; (B) Pressure module and wellbore simulation module; (C) Record during the experiment.
3 EXPERIMENTS
To verify the correctness of the model, evaporation drainage experiments under different temperature and pressure conditions are carried out.
3.1 Experiment materials and parameters
As methane is flammable and explosive, we use nitrogen instead of methane. Due to the fast gas flow rate and different molecular diameters of water vapor and nitrogen after the high-pressure gas flows out of the wellbore, the desiccant of X13 molecular sieve is selected for gas drying. The maximum gas flow rate is 30.0 SL/min limited by the range of the gas flowmeter. The experimental temperatures were 20.0°C and 27.7°C. The pressure is set at 0.7–5.6 MPa. The steps of the evaporation experiment are as follows.
1. Inject a certain amount of water (set to 55.0 mL) into the wellbore using a syringe from the casing at the lowest end of the wellbore module.
2. Record the laboratory room temperature and the temperature at the bottom of the wellbore module.
3. Weigh and record the total mass of the drying device.
4. Connect the air supply system and set the pressure and wellhead backpressure.
5. Open the air supply system, connect the wellbore module gas outlet to the drying unit after the airflow stabilizes, and record the flowmeter readings.
6. Disconnect the wellhead gas outlet from the drying device when the cumulative gas flow reaches the test requirements.
7. Weigh the drying module again and record.
8. By changing the pressure value of the device and repeating the above steps.
3.2 Model validation
The results of the model calculations and experiments are shown in Figure 6.
[image: Figure 6]FIGURE 6 | The mass of water vapor for experiments and model calculations at different temperatures and pressures.
As shown in Figure 6, the trend of changes in experiments and calculated data is consistent. However, there are deviations between the experimental values and the theoretical calculation values. The reasons for these deviations are as follows: gas volume measurement, drying device quality measurement, etc. As the temperature increases, the water content of the gas increases at the same pressure, since the saturated vapor pressure of water increases with increasing temperature. At the same temperature, the vapor content of the gas decreases as the CSG pressure increases. The experimental values are consistent with the calculated values of the model, which verifies the model.
4 RESULTS AND DISCUSSION
Taking a CSG well in Ordos Basin as an example, the evaporation drainage of CSG wells is analyzed. Through theoretical calculation and experimental evaporation data, it can be concluded that temperature, pressure, daily gas production and initial gas content have an impact on evaporation drainage. Calculations were carried out using MATLAB to analyze the effect of different factors on the amount of liquid discharged by evaporation. The parameters of a production well in Ordos Basin are shown in Table 2.
TABLE 2 | Basic data of a CSG well in Ordos Basin.
[image: Table 2]4.1 Temperature
As shown in Figure 7, the water production by evaporation in CSG wells increases rapidly with increasing temperature. As shown in Figure 7A, when the BHFP is 1.0 MPa and the gas production is 30 × 103 m3/d, the mass of liquid discharged by evaporation increases from 56.75 kg/d to 1,203.90 kg/d when the bottomhole temperature is increased from 20°C to 80°C. As shown in Figure 7B, when the BHFP is 3.0 MPa and the bottomhole temperature is increased from 20°C to 80°C, the mass of liquid discharged by evaporation increases from 18.89 to 388.42 kg/d. The reason for the above change is that the saturated vapor pressure of water increases rapidly with the increase of downhole temperature, which leads to a sharp increase in the amount of vapor carried by saturated CSG, and thus leads to an increase in the amount of evaporated liquid carried by the CSG. This is consistent with the experiment results of different temperatures in Figure 6. From the above analysis, it is clear that temperature has a great influence on the evaporation drainage of CSG wells. Therefore, when CSG wells conduct evaporation drainage, wells with higher bottomhole temperatures can be prioritized. There is also the option of heating the fluid at the bottom of the well with a suitable device (such as electric heating, microwave heating, etc.), which can effectively improve the water production of evaporative fluid production.
[image: Figure 7]FIGURE 7 | Effect of temperature variation on evaporative water production in CSG wells. (A) The BHFP is 1 MPa; (B) The BHFP is 3 MPa.
4.2 Daily gas production
As shown in Figure 8, under different temperature and pressure conditions, the evaporation drainage of the CSG well will increase with the increase in daily gas production. The reasons are as follows. Under the given condition of CSG well space parameters, the actual gas flow rate must not exceed the critical gas rate. Thus the gas is saturated with water vapor. As the daily gas production increases, the mass of the water discharged with the gas will also increase. As shown in Figure 8A, when the BHFP is 1.0 MPa and the temperature is 60°C, with the increase of gas production from 5 × 103 m3/d up to 50 × 103 m3/d, the water production increases from 143.01 kg/d to 1,430.08 kg/d. The trends in Figure 8B are consistent with those in Figure 8A but differ in their values. Therefore, the evaporation drainage increases with the increase of daily gas production, and the water production of evaporation mode is linearly related to the gas production. In field application, when the water production is less than the theoretical evaporation drainage capacity, the evaporation drainage method can be adopted. While the daily water production is slightly greater than the theoretical evaporation drainage capacity of the current daily gas production, the evaporation drainage can be moderately increased by circulating dry gas injection to discharge more accumulated water.
[image: Figure 8]FIGURE 8 | The influence of daily gas production changes at the bottom on evaporation drainage in CSG wells. (A) The BHFP is 1 MPa; (B) The BHFP is 3 MPa.
4.3 BHFP
As shown in Figure 9, under different temperatures, with the increase of BHFP, the water discharged by evaporation is in a declining trend. As shown in Figure 9A, while the bottomhole temperature is 80°C and the gas production is 10 × 103 m3/d, with the increase of BHFP from 0.5 to 7.0 MPa, the mass of evaporation drainage decreases from 335.05 kg/d to 23.04 kg/d. As shown in Figure 9B, while the bottomhole temperature is 80°C and the gas production is 10 × 103 m3/d, with the increase of BHFP from 0.5 to 7.0 MPa, the mass of evaporation drainage decreases from 844.6 to 54.98 kg/d. Under the condition of constant temperature and daily gas production, the saturated vapor pressure of water does not change. The reason for the change in evaporation drainage production is that the saturated vapor pressure ratio of water decreases with the increase of BHFP. This results in a decrease in the amount of water vapor per unit mass of CSG, which is consistent with the trend in the experimental data in Figure 6. Therefore, if the CSG well is considered to drain water through evaporation, the BHFP can be reduced through proper measures to ensure that the theoretical evaporation drainage production is greater than the actual water output.
[image: Figure 9]FIGURE 9 | Effect of variation of BHFP on evaporation water production. (A) Bottomhole temperature is 60°C; (B) Bottomhole temperature is 80°C.
4.4 Moisture content of gas in reservoir
With single or multiple coproduction, the moisture content of the gas produced by the reservoir affects the amount of water vapor absorbed by the gas at the bottom of the well. The pressure drop between the reservoir and BHFP for single-layer production and the difference in moisture content between two layers for coproduction are considered for analysis. The results are shown in Figure 10.
[image: Figure 10]FIGURE 10 | Effect of different moisture content of reservoir output gas on evaporative drainage. (A) Effect of difference in moisture content due to pressure difference between reservoir and BHFP; (B) Effect of difference in relative humidity of output gas from the other reservoir in a two-layer coproduction well.
As shown in Figure 10A, with the increase of pressure difference between the reservoir and BHFP, the amount of water discharged by evaporation increases, but the magnitude of the increase gradually decreases. When the BHFP is 1.0 MPa and the pressure difference is 0.5 MPa and 1.0 MPa, the water production by evaporation is 110.89 kg/d and 165.77 kg/d, respectively. When the pressure difference is 1.5 MPa, the water production by evaporation is 198.52 kg/d. The reasons for this trend are as follows. As the temperature of the bottom of the wellbore remains unchanged, the saturated vapor pressure of the effluent vapor from the bottom of the wellbore remains unchanged. Does not change. According to Eq. 11, as the bottomhole temperature is constant, the mass of water vapor per unit mass of CSG in the reservoir decreases with the increase of pressure difference. Due to the gas flow rate not reached the critical flow rate, when the gas enters the wellbore, it absorbs the water vapor produced by the evaporation of water in the wellbore and reaches the state of saturated water content. Therefore, when the pressure difference between the reservoir and the BHFP is greater, CSG could absorb more water vapor. However, as the pressure difference between the wellbore and the producing formation increases, the same magnitude of change in pressure difference does not result in the same magnitude of change in the mass of absorbed vapor. However, it gradually decreases as the pressure difference increases, which is consistent with the trend in Figure 8.
Different moisture contents of gas from different layers in coproduction CSG wells lead to different evaporation drainage capacities. As shown in Figure 10B, with the wellbore temperature of 60°C and daily gas production rate of 10 × 103 m3/d, when the moisture content of the gas produced from another production layer is different, the drainage capacity of the gas produced from this layer is opposite to the value of the moisture content of the gas. When the bottom pressure is 1.0 MPa and the relative humidity is 0.8, the evaporation drainage production is 65.65 kg/d. When the relative humidity is 0.6, the evaporated water production is 131.29 kg/d, which is twice as much as that of the moisture content of 0.8. The evaporated water yield at relative humidity of 0.4 is three times as much as that at 0.8 moisture content. The reason for this is that the moisture content is the mass fraction of water vapor in the gas. Therefore, as the humidity of the gas decreases, the mass of vapor that the gas can carry away from the bottom of the well increases proportionately.
5 CONCLUSION
Aiming at the problem that the short time for flowing production of CSG wells, which is caused by liquid loading. Based on the Dalton model, the model of evaporation drainage in the wellbore for CSG wells was established. The correctness of the evaporation model was verified by experiments in the laboratory. The effects of temperature, BHFP, daily gas production and moisture content of gas from the reservoir on the evaporation drainage were investigated. The increase of temperature and gas production can promote the growth of evaporation drainage. The increase of wellbore pressure and moisture content of reservoir gas will inhibit the evaporation process for drainage.
By lowering the BHFP of CSG wells, increasing the temperature of bottomhole fluid, and adopting measures such as circulating dry gas injection, the evaporation water production of bottomhole fluid can be further promoted, thus effectively prolonging the flowing production time of in CSG wells. This can effectively reduce the production cost of CSG wells (including co-production wells). Currently, we are working on tools for heating fluids at the bottomhole, which will be presented in a future work.
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Waterflood-induced fractures can enhance the production of deep tight oil reservoirs. However, if waterflood-induced fractures propagate fast, they connect injection wells to production wells earlier, inhibiting the production of tight oil reservoirs. In the present research, the fast propagation mechanism of waterflood-induced fractures was mainly investigated. The changes in sandstone mechanical properties by water were investigated by laboratory experiments, and the relationship of the geomechanical damage of sandstones with water saturation was quantified. Flow-geomechanics-coupled numerical simulations were performed to analyze the impacts of water flooding on stress distribution in a deeply deposited tight oil reservoir. Based on the fracture mechanics theory, the propagation length of the waterflood-induced fracture was calculated and the characteristics of waterflood-induced fracture propagation were analyzed. Experimental results revealed that water changed the mineral composition and microscopic structure of sandstones. This phenomenon decreased the Young’s modulus and tensile strength of sandstones and increased the Poisson’s ratio. The changing magnitude of these properties increased with the rise of water saturation, and the maximum changing magnitude reached 70%. The water saturation distribution became heterogeneous after waterflooding, causing a heterogeneous distribution of mechanical properties. The stress around the fracture tip and the fracture propagation length were significantly affected by these property changes. After the geomechanical damage, the fracture propagation pressure decreased by about 20%. Moreover, the initial fracture length enhanced the propagation length of the waterflood-induced fracture. These results suggest that the propagation of waterflood-induced fractures becomes more significant during waterflooding; thus, the injection pressure should be reduced to avoid fast fracture propagation.
Keywords: sudden water influx, deep tight oil reservoir, waterflood-induced fracture, geomechanical damage, stress intensity factor
1 INTRODUCTION
Tight oil reservoirs are important unconventional reservoirs (Jia et al., 2008; Tong et al., 2014; Zou et al., 2015; Wang et al., 2017b; Chai et al., 2022a; Chai et al., 2022b). Owing to the low primary recovery rate of tight oil (5%–10%), advanced oil recovery methods are usually implemented to improve its recovery rate (Wang, 2007; Wang et al., 2017a; Tian et al., 2019; 2020; Zhang et al., 2020). Water injection has been proved efficient in tight oil reservoirs because it can supplement the formation energy and overcome the threshold pressure gradient (Fan et al., 2015).
It is reported that waterflooding can induce fractures in reservoirs (Hagoort et al., 1981; Suarez-Rivera et al., 2002; Baker et al., 2016). These waterflood-induced fractures (WIFs) propagate toward production wells during waterflooding, and this process is beneficial for tight oil reservoirs. However, WIFs can expand to production wells, causing sudden water influx and a decrease in recovery efficiency (Wang et al., 2018). Therefore, WIF propagation plays an important role during waterflooding in tight oil reservoirs. Tight oil reservoirs have low permeability; thus, the efficiency of waterflooding is low. The generation of WIFs can increase the flow capacity of injected water, and it is beneficial for tight oil reservoirs. In addition, the generation of WIFs is difficult to be avoided. In tight oil reservoirs, most wells undergo a hydraulic fracture process. Owing to their low production rate, production wells often turn into injection wells, and hydraulic fractures occur around these injection wells. During waterflooding, the pressure inside hydraulic fractures increases and exceeds the minimum principal stress of reservoirs after water injection, resulting in the generation of WIFs (Suri and Sharma, 2009; Baker et al., 2016). Waterflooding also generates temperature-induced stress, which makes the generation of WIFs easier (Suri and Sharma, 2009, 2010). The temperature of injected water is generally lower than that of tight oil reservoirs; thus, thermal stress is generated in reservoirs. This thermal stress decreases the in-situ stress, and the low temperature also reduces the fracture propagation energy; hence, WIFs can easily propagate when the injected water temperature is low. Natural fractures also affect WIF propagation. WIFs propagate along natural fractures when the difference between two horizontal stresses is low; otherwise, WIFs propagate along the direction of the maximum horizontal stress. Moreover, the heterogeneous distribution of Young’s modulus can also affect WIF propagation (Li et al., 2012). In this case, the stress distribution becomes complicated and affects WIF propagation (Li et al., 2012). The common criteria to predict fracture propagation are the tensile properties of reservoirs. If the tensile stress around a fracture tip is higher than the tensile strength, the fracture propagates. The other criteria to predict fracture propagation are the Mohr-Columb criterion, the Griffith criterion, and the stress intensity factor.
It is reported that water-rock interactions can greatly change rock properties (Young’s modulus and uniaxial compressive strength (UCS)). Water invasion can decrease Young’s modulus by ∼20%, decrease USC by ∼40%, and increase the Poisson’s ratio by ∼60% (Valès et al., 2004; Yuan et al., 2014; Meng et al., 2015; Wen et al., 2015). These changes in rock mechanical properties can be attributed to the reduction in fracture energy, the decrease in suction pressure, the swelling of materials (Wang et al., 2015), and the generation of microcracks upon wetting (Shi et al., 2012; Ling et al., 2016). It is shown that high content of montmorillonite and carbonate minerals contribute to the formation of dissolution pores and the loosening and detachment of mineral particles during hydration. The arrangement, bonding status, and development of microcracks of the original mineral particles in the sample have a significant impact on the formation of dissolution pores and the detachment of mineral particles after hydration (Sui et al., 2018). During long-term waterflooding, the distribution of water saturation in reservoirs becomes heterogeneous. In this case, water-rock interactions in different locations of a reservoir are different; thus, the heterogeneity of rock properties increases, affecting the stress distribution and fracture propagation in the reservoir.
However, in previous studies, the effects of water-rock interactions on in-situ stress and WIF propagation are not clarified. At present, the impact of water flooding on the mechanical properties and crack propagation of tight sandstone, as well as the underlying mechanisms, are unknown. Hence, in the present research, the effects of water-rock interactions on WIF were investigated. Experiments were conducted to investigate the impacts of water-rock interactions on the mechanical properties of rocks. Moreover, the damage magnitudes of Young’s modulus, Poisson’s ratio, and tensile strength were calculated. In addition, the stress change behavior in a tight oil reservoir during waterflooding was investigated by flow-geomechanics-coupled numerical simulations. Based on the theory of fracture mechanics, the stress intensity factor at the fracture tip was calculated to evaluate the propagation length of WIF. Finally, sensitivity studies were conducted to discuss the impacts of different factors on WIF.
2 METHODOLOGY
2.1 Sample preparation
To investigate the effects of hydration on the mechanical properties of tight sandstones, specimens were divided into three groups: 1) dry sample, 2) fully water-saturated, and 3) incomplete water-saturated. The tight sandstone samples used in this paper are all subsurface rocks, which were taken from tight sandstone gas reservoirs. These tight sandstone samples have an average porosity of 12% and an average permeability of 4.8mD. The mineral composition is introduced in the following sections of this paper. These tight sandstone samples do not contain oil.
The preparation steps of specimens at saturation states are presented below.
I. Fully water-saturated samples:
The dry specimens were weighed and soaked in a potassium sulfate solution until they became completely saturated (Figure 1A). The dried specimens were weighed and saturated in a drying vessel (Figure 1B).
[image: Figure 1]FIGURE 1 | (A) Fully water-saturated samples; (B) Partially water-saturated samples.
To calculate the water saturation of the specimens, the water content of the specimens was divided by the water content of the fully saturated specimens. Noted that drilled cores or rock blocks were used in the specimens, and artificial fractures were not allowed during the preparation process.
2.2 Experimental methods
The mechanical properties of rock are controlled by the mineral composition and microstructure of rock. The changes in rock mechanical properties are due to the changes in rock microstructure and mineral composition caused by hydration. In order to investigate the mechanism of the influence of hydration on rock mechanical properties, the microstructure and mineral composition of rocks under different saturation states were tested and analyzed. The samples with different saturation states were analyzed by triaxial compression tests, tensile strength tests, field-emission scanning electron microscopy (FESEM), and X-ray diffraction (XRD) analysis.
Triaxial compression tests were performed on an MTS-816 true triaxial compression test system. The sample diameter and height were 24.7 mm and 51.02 mm, respectively. The diameter error did not exceed 0.3 mm, and the maximum parallelism at both ends of each sample did not exceed 0.05 mm. Experimental specifications complied with the laboratory test standards recommended by the International Society for Rock Mechanics (ISRM). The mechanical parameters of rocks, such as compressive strength, Young’s modulus, Poisson’s ratio, were experimentally determined.
The Brazilian disk method recommended by the International Committee for Rock Mechanics Experiments was adopted to measure the tensile strength of rocks. It must be noted that Brazilian disc test is an indirect measure of tensile strength of a rock. The sample diameter and thickness were 24.6 mm and 11.6 mm, respectively. Tensile stress was calculated by Eq. (1).
[image: image]
where P means the peak load during Brazilian disc test, MPa; Dt represents the diameter of the rock sample, mm.
2.3 Analysis of experimental results
2.3.1 Effects of saturation on the mechanical properties of rocks
According to the method suggested by the ISRM, the Young’s modulus, Poisson’s ratio, and triaxial compression strength of the specimens were calculated based on their experimental stress-strain curves. The triaxial compression test results of different specimens are presented in Table 1.
TABLE 1 | Triaxial compression test results.
[image: Table 1]With the increase of water saturation, the Young’s modulus decreases from average 20 GPa to 12.8 GPa by 35.9%. As show in Table 1, the greater the confining pressure, the smaller the reduction. When the confining pressure is 0 MPa and 40MPa, the reduction is 68.1% and 20.8%, respectively.
The tensile strengths of the samples were calculated by Eq. (1), and the corresponding results are presented in Table 2.
TABLE 2 | Tensile test results of rocks.
[image: Table 2]It is evident that water saturation had an important effect on the tensile strength of rocks. With the increase of water saturation, the tensile strength of rocks decreased by 36.3% (from an average of 5.8 MPa–3.6 MPa).
2.3.2 Damage variable of tight sandstones
Zhu and Wei (2011) proposed a damage variable for rocks to describe the damage of sandstones. Owing to the damage of sandstones, the change in the Young’s modulus of rocks was calculated by Eq. 2. The damage variable ɷ was calculated according to the mechanical variation of core parameters under different saturation degrees.
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Where, S is the investigated mechanical parameter (Young’s modulus, tensile strength, cohesion), S0 is the initial mechanical parameter, and ɷ is the damage variable.
According to statistical calculations, the damage variables of different samples are listed in Tables 3–5.
TABLE 3 | Damage variables for the Young’s modulus of cores with different saturation degrees.
[image: Table 3]TABLE 4 | Damage variables for the tensile strength of cores with different saturation degrees.
[image: Table 4]TABLE 5 | Damage variables for the cohesion of cores with different saturation degrees.
[image: Table 5]To analyze the relationships between the damage variables of rock mechanical parameters and water saturation, the results shown in Tables 3–5 were fitted, and the corresponding fitting results are displayed in Figure 2.
[image: Figure 2]FIGURE 2 | (A) Damage coefficient of Young’s modulus (black line represents the fitting equation, short blue lines represent the top and bottom limits of experimental data, blue points represent average values); (B) Damage coefficient of UCS (black line represents the fitting equation, short blue lines represent the top and bottom limits of experimental data, blue points represent average values). (C) Damage coefficient of tensile strength (black line represents the fitting equation, short blue lines represent the top and bottom limits of experimental data, blue points represent average values).
The fitting results obtained from Figure 3 can be expressed as
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[image: Figure 3]FIGURE 3 | Microstructural changes in sample X-2 before (left) and after (right) water saturation (red circles highlight changes).
The fitting results obtained from Figure 5 can be expressed as
[image: image]
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The fitting results obtained from Figure 6 can be expressed as
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where E is Young’s modulus (GPa), Sc is the compressive strength (MPa), St is the tensile strength (MPa), Sw is the water saturation degree, subscript 0 represents the parameter of dry rocks, DE is the damage coefficient of Young’s modulus, Dc is the damage coefficient of compressive strength, and Dt is the damage coefficient of tensile strength.
2.3.3 Microstructure and composition of tight sandstones
The effects of water saturation on the macroscopic mechanical properties of tight sandstones are demonstrated in Sections 2.3.1 and 2.3.2. The changes in macroscopic mechanical properties resulted from the micro-structure changes in tight sandstones. In this section, microstructure changes induced by water saturation are depicted.
Figure 3 displays the SEM images of different samples and compares the microstructural changes in tight sandstones before and after water saturation. Some mineral particles in rocks fell off and migrated to rock surfaces. Clay particles expanded to induce microscopic cracks. These microscopic mechanisms changed the mechanical properties of saturated sandstone rocks.
3 ANALYSIS METHOD OF THE WIF PROPAGATION LENGTH IN THE TIGHT OIL RESERVOIR
3.1 Analysis steps
The WIF propagation length was analyzed by the stress intensity factor around the fracture tip. To calculate the WIF propagation length, the stress around the fracture during water flooding should be known. This kind of stress could be calculated by flow-geomechanics-coupled simulations. The analysis steps of WIF propagation are depicted below.
(1) According to flow-geomechanics-coupled numerical simulation results, the in-situ stress on the reservoir after water injection was calculated.
(2) According to the fracture mechanics theory and numerical simulation results, the stress intensity factor at the crack tip was calculated.
(3) The difference between the stress intensity factor at the fracture tip and the fracture toughness was determined to calculate the WIF propagation length.
3.2 Flow-geomechanics-coupled numerical simulations
To analyze the stress during water flooding, a flow-geomechanics-coupled numerical simulation model was used (Wang and Peng, 2014; Lei et al., 2020). This model included two governing equations: i) flow equation of two-phase fluids through porous media and ii) rock deformation equation.
3.2.1 Governing equation of fluid flow
The main focus of this analysis was the calculation of the fracture strength factor at the fracture tip and the fracture propagation length. Therefore, the whole reservoir was assumed to be a single porous medium; thus, only matrix and hydraulic fractures existed in the reservoir (natural fracture was excluded). One hydraulic fracture is connected to the injection well, and the other fracture is connected to the production well. The continuity equations for water and oil in the reservoir are expressed by Eqs. (9) and (10), respectively, and the models for saturation, relative permeability, and capillary pressure are presented by Eqs. (11)–(15), respectively.
Continuity equation of the water phase:
[image: image]
Continuity equation of the oil phase:
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Saturation equation:
[image: image]
Relative permeability model:
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Capillary pressure equation:
[image: image]
where Pom is the pressure of the oil phase, Pwm is the pressure of the water phase, Som is the saturation of the oil phase, Swm is the saturation of the water phase, Sor is the residual saturation of the oil phase, Swr is the residual saturation of the water phase, km is the permeability of the matrix, μw is the viscosity of the water phase, μo is the viscosity of the oil phase, φm is the porosity of the matrix, qo is the source and sink of the oil phase, qw is the source and sink of the oil phase, λ could be obtained by fitting the experimental relative permeability values of oil and water, S* o is the normalized saturation, and Pe is the entry pressure (Liu et al., 2011; Wang and Peng, 2014).
3.2.2 Governing equation of deformation
As the tight reservoir was saturated with oil and water, the pore pressure depended on the pressure and saturation of water and oil. Based on poroelasticity and the analogy between thermal contraction and adsorption-induced strains (Zhang et al., 2008; Peng et al., 2014a,b), the motion equation of the tight reservoir could be expressed as
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where G = E/2/(1 + ν) is the shear modulus (GPa), E is Young’s modulus (GPa), ν is Poisson’s ratio, K is the bulk modulus (GPa), εad is the stress after water absorption water, f is the volume force, u is the displacement, p is the pore pressure (MPa), α is Biot’s coefficient, Sw is the saturation of water, and So is the saturation of oil (Qu et al., 2019).
3.2.3 Damage variable of rocks
The impacts of geomechanical damage on stress were analyzed to track the changes in mechanical parameters (Young’s modulus, Poisson’s ratio, tensile strength, cohesion) after water saturation, and the corresponding model is expressed by Eq. (2).
3.3 Calculation of the stress intensity factor (KIA)
The propagation process of WIF was mainly affected by the reservoir stress and the fluid pressure in the fracture. The in-situ stress on the fracture was symmetrically distributed along the water injection well (Figure 4). It was assumed that the fracture lengths before and after WIF propagation were 2H2 and 2H, respectively. The half-length of fracture propagation was h = H − H2.
[image: Figure 4]FIGURE 4 | Schematic diagram of stress distribution on the fracture wall.
According to the fracture mechanics theory, the stress intensity factor acting on the fracture wall at the crack tip could be expressed as
[image: image]
where H is the half-length of the fracture m), p(x) is the net pressure in the fracture (MPa), and KIA is the stress intensity factor at the crack tip (MPa•m0.5) (Qiangbo, 2017).
Owing to the stress concentration phenomenon at the fracture tip, stress distributions on the fracture wall and at the fracture tip could be simplified as
[image: image]
The initial WIF length was 2H2. To calculate the stress intensity factor at the fracture tip, the uniform fluid pressure in the fracture (Pf) and the effects of the ground stresses σa, σb1, and σb2 were considered. Therefore, the pressure acting on the fracture wall could be expressed as
[image: image]
Now, substituting Eq. (19) into Eq. (17),
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Further, the integration of the above equation leads to
[image: image]
3.4 Calculation of the WIF propagation length
If the KIA value obtained from Eq. (21) is higher than the fracture toughness (KIC), WIF propagation will occur. It was assumed that the new WIF length was H. To calculate the pressure acting on the fracture wall (Eq. (22)), the impacts of σa, σb1, σb2, σc1, σc2 on WIF and the fluid pressure in the fracture (Pf) were considered.
[image: image]
Now, substituting Eq. (22) into Eq. (17),
[image: image]
The integration of the above equation leads to Eq. (24). It is noticeable that when H increases, KIA decreases continuously. When KIA decreases to KIC, the propagation of WIF stops. Therefore, when KIA is equal to KIC in Eq. (24), the updated WIF length H) is obtained.
[image: image]
4 MECHANISM OF WIF PROPAGATION IN THE TIGHT RESERVOIR
4.1 Influence of rock mechanical damage variables on WIF propagation
Numerical simulations were conducted to calculate the KIA at the fracture tip during water flooding. To simplify the calculation, a two-dimensional geometric model of 350 m × 200 m size was developed to represent the reservoir. A total of 4,800 grids with a size of 3.5 m × 2.08 m was divided into 100 grids horizontally and 48 grids vertically. The basic parameters of the model are presented in Table 6. The ranges of the parameters were consistent with experimental results. Some parameters were not tested and obtained from previous reports. The model was composed of two wells: one is the injection well located at the left end of the model and the other one is the production well located at the right end of the model (Figure 5A). Both wells were connected to one hydraulic fracture located in the middle of the model. At time t = 0, the pressure at each point in the reservoir was 10 MPa and the initial oil saturation was 0.8. The left and right sides of the model represent constant pressure boundaries. The injection pressure on the injection well was 15.1 MPa, and the production pressure on the production well was 6.5 MPa. No flow boundaries were applied on the upper and lower sides of the model. Referring to the horizontal principal level of tight sandstone reservoir, the minimum and maximum horizontal principal stresses for rock deformation were 20 MPa and 45 MPa, respectively. Roller support boundary conditions were applied to the left and bottom of the model (Figure 5B).
TABLE 6 | Numerical simulation parameters.
[image: Table 6][image: Figure 5]FIGURE 5 | Model geometry and initial boundary conditions. (A) For fluid flow. (B) For rock deformation.
It is noticeable from Figure 6B that during waterflooding, the water saturation of the reservoir changed sharply, especially around the hydraulic fracture at the left side of the reservoir. The maximum water saturation reached 0.9, and the maximum change was 0.7. The difference in water saturation between areas around the hydraulic fracture and other areas in the reservoir was extremely large. After 240 days of water injection, the water saturation around the hydraulic fracture at the left side of the reservoir was 0.7–0.9, whereas the water saturation in other areas was around 0.2. Therefore, a heterogeneous distribution of water saturation occurred in the reservoir. According to experimental results, the mechanical properties of rocks changed with the increase of water saturation. Figure 6C reveals that the Young’s modulus of the reservoir changed significantly after 240 days of water injection. The Young’s modulus around the hydraulic fracture decreased from 14 GPa to 7 GPa; therefore, a heterogeneous distribution of Young’s modulus also occurred.
[image: Figure 6]FIGURE 6 | (A) Initial water saturation distribution. (B) Water saturation distribution after 240 days of water injection. (C) Young’s modulus distribution after 240 days of water injection.
The heterogeneous distribution of Young’s modulus played an important role in stress variation. Figure 7 displays the stress evolution in the y-direction (vertical to the hydraulic fracture) around the hydraulic fracture. In most areas around the fracture (less than 130 m in Figure 7, length of WIF = 140 m), stress values were almost equal to the minimum horizontal stress of 20 MPa. Owing to WIF, stress concentration occurred at the fracture tip (near 140 m in Figure 7) and turned into tensile stress in some areas. After 150 m, the stress started to increase. After 240 days of water injection, stress values in the areas less than 130 m or greater than 170 m changed slightly; however, stress values in the areas between 130 m and 150 m changed sharply. In most areas around the fracture tip, the stress became tensile (minus stress value in Figure 7), causing WIF propagation.
[image: Figure 7]FIGURE 7 | Distribution curve of σy along the fracture direction.
According to Eq. (22), stress distributions on the fracture surface and in front of the fracture tip at 0 days and 240 days of water injection were calculated.
The σy distribution at 0 days is of water injection could be expressed as
[image: image]
The σy distribution after 240 days of water injection could be described as
[image: image]
Now, substituting Eqs. (25) and (26) into Eq. (21), it could be inferred that the KIA values at the fracture tip after 0 days and 240 days of water injection were −3.18693.1869 MPa m0.5 and 25.86919 MPa m0.5, respectively. According to the experiment, the KIC of the sandstone sample was 0.4249 MPa m0.5; therefore, WIF could not propagate at 0 days of water injection. Now, substituting Eq. (26) into Eq. 24 and assuming KIA = KIC, the fracture length H was calculated as 159.49 m. The initial fracture half-length was 140 m; hence, the half-length of WIF propagation was 19.49 m.
The mechanical parameters of rocks, such as Young’s modulus and Poisson’s ratio, varied with water saturation. Therefore, eight groups of damage variables were set to illustrate the effects of damage variables on WIF propagation. Parameters relating to stress distributions on the fracture surface and at the fracture front under different damage variables are presented in Tables 7, 8, and the corresponding results are displayed in Figure 8 and 9. When the injection pressure and the fracture length were constant, KIA increased quadratically with the damage variable. When the damage variable of Young’s modulus was less than 0.5, KIA was less than KIC; thus, WIF could not propagate. When the damage variable was greater than 0.5, the WIF propagation length increased exponentially with the damage variable. Therefore, the damage variable reduced the difficulty of fracture propagation and increased the WIF propagation length, implying that in the later stage of waterflooding, the damage variable increased, WIF easily propagated, and the WIF propagation length was larger than that in the early stage of waterflooding, leading to the formation of a sudden water influx.
TABLE 7 | Stress distribution parameters for the fracture surface under different damage variables.
[image: Table 7]TABLE 8 | Calculation results for different damage variables.
[image: Table 8][image: Figure 8]FIGURE 8 | Variation of KIA at the fracture tip under different damage variables.
[image: Figure 9]FIGURE 9 | Percentages of crack propagation under different damage variables.
4.2 Influences of injection pressure on WIF propagation
Generally, fracture propagation is controlled by the injection pressure. To investigate the influences of injection pressure on fracture propagation, water injection pressures were set to 14 MPa, 15 MPa, 15.5 MPa, 16 MPa, 17 MPa, and 19 MPa.
The variations of KIA at the fracture tip and the half propagation length of WIF are displayed in Figure 10, respectively. All these results were obtained from the same damage variable. A linear relationship was detected between KIA and the injection pressure. Moreover, the half propagation length of WIF also varied linearly with the injection pressure. When the damage variable of Young’s modulus was close to 1 and the injection pressure was 14 MPa, WIF propagated. When the damage variable was taken into account, the critical pressure for WIF propagation was reduced. However, in practical applications, the injection pressure is set as a constant value; thus, sudden WIF propagation and sudden water influx occur.
[image: Figure 10]FIGURE 10 | (A) Stress intensity factor at the crack tip (KIA) under different injection pressures. (B) Fracture half-lengths under different injection pressures.
4.3 Effects of fracture length on WIF propagation
Generally, the injection pressure is set close to the minimum horizontal stress. Therefore, in this analysis, the water injection pressure (Pf) was set as 19 MPa. The initial WIF lengths for different cases were 30 m, 60 m, 90 m, 120 m, and 140 m. The KIA values and half propagation lengths of WIF for different cases were calculated. The damage variable was set as 0.6.
Figure 11 and 12 indicate that the KIA and propagation length of WIF increased exponentially with the initial WIF length, implying that WIF could propagate when the initial WIF length was long enough. According to the fitting function in Figure 12, when the initial WIF length was greater than 114 m, the power index was larger than 1; thus, the propagation length of WIF was almost 40 m, indicating that WIF propagation became significant in the later stage of waterflooding. To avoid sudden water influx, the injection pressure should be reduced in the later stage of waterflooding.
[image: Figure 11]FIGURE 11 | Variation of KIA at the fracture tip under different water injection fracture lengths.
[image: Figure 12]FIGURE 12 | Fracture propagation lengths for the damage variable of 0.6.
5 CONCLUSION
The impacts of water saturation on sandstone properties, such as Young’s modulus and Poisson’s ratio, were investigated by laboratory experiments. Flow-geomechanics-coupled numerical simulations were performed to analyze the impacts of water flooding on stress distribution in a tight oil reservoir. Based on the fracture mechanics theory, the propagation length of the waterflood-induced fracture was calculated and the characteristics of waterflood-induced fracture propagation were analyzed. The main observations of this experiment are depicted below.
(1) The interaction between water and sandstones significantly affected the mechanical properties of sandstones. With the increase of water saturation, the Young’s modulus, tensile strength, and cohesion of sandstones decreased; however, the Poisson’s ratio increased. The alternation magnitude of Young’s modulus was the highest and reached 70%. These changes in mechanical properties resulted from the alternation of the microscopic structure of rocks. Therefore, the geomechanical damage of sandstones depended on their mechanical characteristics.
(2) The heterogeneity of mechanical properties was enhanced by waterflooding. After waterflooding, water saturation around the fracture increased sharply; however, water saturation in other areas increased slightly; thus, the water saturation distribution became more heterogeneous. The alternation magnitudes of mechanical properties (mechanical damage) depended on water saturation. Therefore, after waterflooding, the distributions of mechanical properties also became heterogeneous.
(3) The geomechanical damage induced by water enhanced the propagation of the waterflood-induced fracture. Numerical simulations revealed that when the geomechanical damage occurred, the stress around the fracture tip decreased greatly; thus, the stress intensity factor also increased, making fracture propagation easier. The critical damage factor that could significantly decrease the fracture propagation pressure was 0.5. The propagation length increased as the damage factor or the initial WIF length increased; hence, WIF propagation became more significant in the late stage of waterflooding. In this stage, the initial WIF length was large and the water saturation-induced geomechanical damage of rocks was high. Therefore, the injection pressure should be kept low during waterflooding to avoid fast fracture propagation.
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The small difference between formation pressure and fracture pressure in offshore oil and gas reservoirs poses a huge challenge to drilling. Managed pressure drilling (MPD) technology, as a drilling technique that can accurately control bottomhole pressure, is an effective technique to solve this challenge. In MPD technology, the pressure wave propagation behavior and mechanism in the wellbore induced by wellhead backpressure are crucial for parameter design and efficient application. In this paper, pressure wave propagation characteristics and mechanism in gas-liquid flow were investigated with a new proposed pressure wave velocity model that considers inter-phase mass transfer effect. This new model and its solution algorithm were verified with experimental data in literature. The influence of gas invasion stage, drilling fluid type, drilling fluid density and backpressure on pressure wave propagation characteristics were investigated. Results show that the time for pressure wave induced by wellhead backpressure in the wellbore cannot be ignored in the design of the backpressure value during MPD. This propagation time increases with occurrence of gas invasion. Moreover, the propagation time in water-based drilling fluid is longer than that in oil-based drilling fluid, which is because the interphase mass transfer between invaded gas and oil-based drilling fluid. The influence mechanism of high drilling fluid density and wellhead backpressure on pressure wave propagation characteristics is due to the suppression of gas invasion process. These findings could be used as guides in parameters design and optimization in MPD.
Keywords: managed pressure drilling, wellbore flow, gas liquid flow, pressure wave, propagation characteristic
1 INTRODUCTION
Managed pressure drilling (MPD) technology has been proven to be a highly efficient drilling technology with great potential (Kaidarov et al., 2022; Sheikhi et al., 2022). The MPD technology controls the circulating fluid in the wellbore as a closed-loop loop. This closed-loop fluid system inside wellbore is the core of pressure control in the MPD technology. In the application of MPD technology, wellhead backpressure is applied to control the equivalent density of wellbore pressure within the safe density window, and then safe and efficient drilling operation is achieved (Najjarpour et al., 2022). The backpressure applied to the wellhead is achieved by reducing the opening of the throttle valve in wellhead. The reduction of throttle valve opening compresses the fluid near the throttle valve, and then the density and pressure of the fluid at that position are changed. This squeezed fluid would change the density and pressure of adjacent fluid. Similarly, the pressure of the entire wellbore would be changed. In this way, a pressure wave is formed in the fluid of wellbore. During this process, the backpressure applied at the wellhead is propagated to the bottom of the wellbore in the form of pressure wave, with the fluid in the wellbore serving as the propagation medium. For the normal circulation drilling process in MPD, the fluid flow in the wellbore can be considered as single-phase flow (Yang et al., 2022). The propagation process of pressure wave in single-phase flow is simple with fast propagation velocity (Hou et al., 2021; Xue et al., 2023). However, if the bottomhole pressure is less than the reservoir pressure, the gas in the reservoir would invade into the wellbore, which is called gas invasion or gas influx. As a result, the fluid flow in the wellbore would be multiphase flow (Wang et al., 2023). Many literature have shown that the propagation characteristics of pressure wave in multiphase flow are far more complex than that in single phase flow (Li et al., 2016; Chen et al., 2023; Zhou et al., 2023).
The propagation of pressure wave in fluid is determined by fluid density and fluid compressibility. Compared to liquid, gas has stronger compressibility and lower density. The invasion gas would reduce the density of the mixed fluid in wellbore and increase the compressibility. Thus, the propagation characteristics of pressure wave in the mixed fluid are changed (Fang et al., 2021). Furthermore, the gas-liquid interface induced by the invasion gas continuously blocks the propagation of pressure wave in the mixed fluid. As a result, the propagation velocity and efficiency of pressure wave are decreased (Zhang et al., 2023). Meanwhile, the virtual mass force and drag force between the gas-liquid phases are the main forces that affect the propagation characteristics of pressure waves in multiphase fluids (Zhou et al., 2023).
The propagation characteristics of pressure wave in gas-liquid two-phase flow have been studied by many researchers (Wijngaarden, 1972). The study of pressure wave velocity in gas-liquid two-phase flow began with experimental research. As early as 1947, the propagation velocity of pressure wave in the liquid containing bubbles was measured (Carstensen and Flody, 1947). Subsequently, the propagation velocity of pressure seeding in bubbly flow and slug flow was experimentally studied (Hsieh and Plesset, 1961; Miyazaki et al., 1971; Mori et al., 1975; Ruggles et al., 1988; Legius et al., 1997). Henry et al. conducted the pressure wave velocity testing experiments in gas-liquid two-phase flow. The experimental results show that the propagation velocity of pressure wave rapidly decreases with increasing gas content when gas content are low. Moreover, during the initial increase in gas content, the decrease in wave velocity is particularly significant (Henry et al., 1971). The propagation velocity of pressure wave in multiphase flow is found to be related to gas proportion, fluid pressure, and temperature of gas-liquid fluid (Falk, 1998). The propagation and attenuation of pressure wave in vertical pipe fluid flow with rising bubbles have also been studied with experiments (Wang et al., 2000; Bai et al., 2005). The results show that the presence of bubbles increases the attenuation of pressure wave and reduces the propagation velocity.
Many models have been established to describe the propagation velocity of pressure wave in gas-liquid two-phase flow. In 1958, Campbell and Pitcher derived a pressure wave propagation velocity model for gas-liquid mixtures in pipelines (Campbell and Pitcher, 1958). Nguyen proposed a uniformity model that treats gas-liquid two-phase flow as a homogeneous mixture to predict the propagation velocity of pressure waves in gas-liquid two-phase flow. This model indicates that the propagation velocity of pressure waves first rapidly decreases with gas volume fraction, then remains stable, and finally increases with gas volume fraction (Nguyen et al., 1981). A homogeneous flow model considering the effects of wall shear force and gas compressibility was established and used to study the propagation characteristics of pulse pressure waves in drilling fluids. The results indicate that the propagation velocity of pulse pressure wave is influenced by the density and compressibility of drilling fluid (Liu et al., 2007). The pressure wave propagation model based on homogeneous flow ignores the interaction forces between gas-liquid phases, which reduces the accuracy of model calculations.
A dual fluid model has been established to describe the propagation velocity of pressure waves in gas-liquid two-phase flow (Huang et al., 2004). The interface momentum exchange caused by non drag forces, viscous shear forces, and drag forces are considered in this model. The principle of small perturbation linearization is used to solve the model. Results of this model indicate that the propagation velocity of pulse waves is controlled by the disturbance frequency, and the wave velocity decreases as the disturbance frequency decreases. When the disturbance frequency is infinite, the wave velocity would tend to stabilize (Huang et al., 2005). Similarly, pressure wave propagation velocity models based on two-phase flow models have been used by many researchers to study the propagation characteristics and influencing factors of pressure waves in gas-liquid two-phase flow (Li et al., 2011; Lin et al., 2013; Li et al., 2022).
A single-phase flow would change to a gas-liquid flow with gas-liquid mass transfer after gas invading under oil-based drilling fluid. The pressure wave formed by applying back pressure at the wellhead would propagate in this gas-liquid two-phase flow to bottomhole. However, the effect of gas-liquid mass transfer on pressure wave propagation characteristics has not been investigated.
In this paper, firstly, a new pressure wave propagation model considering gas-liquid mass transfer is proposed and verified. Secondly, the characteristics of pressure wave propagation under different gas invasion stage are investigated with this new model. Furthermore, influence of drilling fluid type, drilling fluid density and backpressure on pressure wave propagation characteristics are presented and discussed. This study could provide a guidance for backpressure design in MPD.
2 METHODOLOGY
2.1 Physical model and assumptions
The physical model of wellbore fluid flow after gas invasion during offshore MPD is shown in Figure 1. The physical process of fluid flow can be described as follows:
(1) Gas flows from the formation to the wellbore during gas invasion;
(2) Gas in annulus flows with the drilling fluid from the bottomhole to the wellhead;
(3) The outflow rate and pit gain are simultaneously applied to monitor gas invasion situations;
(4) By closing the wellhead choke valve, the pressure wave is generated and then propagated through the annular gas-liquid fluid to the bottomhole.
[image: Figure 1]FIGURE 1 | Schematic diagram of physical model after gas influx in MPD.
This paper establishes a pressure wave propagation model for the process of pressure wave propagation formed by the added backpressure in step (4). The main assumptions include:
(1) The fluid in wellbore and wellbore wall are in a thermal equilibrium state;
(2) There is no heat exchange between gas and liquid;
(3) There is a mass exchange between gas and liquid;
(4) The pressure wave formed by backpressure propagates one-dimensional along the wellbore axis.
2.2 Governing equations
The control volumes of gas and liquid phases are taken out separately and then mass conservation equations are established, as shown in Eq. 1.
[image: image]
where A means area of annulus, m2; [image: image] means volume fraction of fluid, dimensionless; [image: image] is the density of fluid, kg/m3; u means the velocity of fluid, m/s; [image: image] means gas influx rate, [image: image]; [image: image] means the gas-liquid inter-phase mass transfer rate, [image: image]; the subscripts g and l represent gas and liquid, respectively.
The momentum conservation equations for gas and liquid phases are as follows:
[image: image]
where P is the annulus pressure, Pa; F represents the external force acting on the fluid.
2.3 Auxiliary equations

(1) Gas influx rate
During the MPD process, once the bottom hole pressure is lower than the reservoir pressure, the reservoir gas would flow into the annulus in a negative pressure manner. The flow of reservoir gas into the annulus can be treated as a plane radial flow of an infinite formation flowing towards a point, which can be described by the following model, as shown in Eq. 3 (NygaardVefringFjelde et al., 2007):
[image: image]
where Pk is the bottomhole pressure when gas influx occurs, Pa; Pe means the reservoir pressure, Pa; [image: image] is the viscosity of gas, [image: image]; k is the permeability of reservoir, mD; [image: image] means the length of open hole section, m; s means the skin factor of reservoir, dimensionless; t indicates the time of gas influx, s; [image: image] is the Euler’s constant, equals to 0.557721, dimensionless; [image: image] is the porosity of the reservoir, dimensionless; rw is the radius of wellbore, m.
The open hole section of wellbore can be divided into n part, the length of every part is [image: image], then gas influx rate in each control volume i can be described as:
[image: image]
(2) Gas-liquid inter-phase mass transfer rate induced by gas dissolution [image: image]
[image: image]
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(3) Properties of gas
Gas density is calculated with the real gas state equation, as shown in Eq. 7.
[image: image]
where [image: image] means molar mass of gas, kg/mol, in this paper, it is assumed that all invading gas is methane, therefore [image: image]; R represents the gas constant, Z represents the gas deviation factor, and Z is calculated using the following equation (Eq. 8):
[image: image]
where A1∼A8 are the coefficients; [image: image] indicates dimensionless contrast density, [image: image] represents apparent contrast temperature.
The gas viscosity can be calculated using the following equations (Eq. 9–Eq. 12).
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where [image: image] indicates the viscosity of methane at temperature T and pressure P.
(4) Gas-liquid interfacial resistance
The external force acting on the gas phase is shown in Eq. 13.
[image: image]
The external force acting on the liquid phase is shown in Eq. 14.
[image: image]
where [image: image] means the gas-liquid interfacial resistance; [image: image] indicates the gas phase gravity; [image: image] is the shear stress between gas and casing wall or wellbore wall; D represents the equivalent hydraulic diameter of the annulus; [image: image] represents the momentum exchange term caused by drag stress, which is expressed as Eq. 15.
[image: image]
where [image: image] represents the drag force coefficient, dimensionless; [image: image] represents the average radius of the bubble, m; [image: image] represents the difference in gas-liquid velocity, m/s, expressed as Eq. 16.
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[image: image] represents the momentum exchange term caused by non dragging stress, and its expression is shown in Eq. 17.
[image: image]
where, [image: image] is the virtual mass force coefficient, which is closely related to the void fraction and flow pattern of gas-liquid two-phase flow, the empirical expression for bubbly flow patterns is as follows:
[image: image]
2.4 Wave propagation velocity and solution
The mass conservation equations, momentum conservation equations, and auxiliary equations form a gas-liquid two-phase dual fluid model. Based on this model, the propagation velocity of pressure wave in gas-liquid two-phase flow is derived.
[image: image]
The partial differential components in the above equations are expanded into partial differential forms with V= ([image: image], [image: image], [image: image], P) as variables, and these equations are organized into the following form.
[image: image]
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The eigenvalues of the coefficient matrix ([image: image]) of Eq. 20 are related to the propagation velocity of pressure waves (Li et al., 2016). Thus, by solving the eigenvalues of the coefficient matrix of the equation system, the propagation velocity of pressure waves in gas-liquid two-phase flow considering gas-liquid mass transfer can be obtained.
In gas-liquid two-phase flow, both gas and water are considered as continuous media. The propagation velocity of pressure waves in each phase of the fluid can be described by the following equation:
[image: image]
The pressure wave velocity of two-phase flow considering gas-liquid mass transfer can be obtained by solving the following determinant:
[image: image]
The steps for solving the propagation velocity of pressure wave at various positions in the wellbore in gas-liquid two-phase flow are as follows:
(1) Input basic parameters, boundary conditions, and initial conditions;
(2) Divide grids to solve the multi-phase flow model of gas invasion in marine pressure controlled drilling;
(3) Obtain parameters such as pressure, void fraction, gas phase density, and liquid phase density of each spatial node at that time;
(4) Solve the semi implicit equation of pressure wave propagation velocity in a dual fluid model considering gas-liquid mass transfer;
(5) Solve the pressure wave velocity of each spatial node at that time;
(6) Solve all time pressure wave velocities.
2.5 Model verification
The reliability of the pressure wave propagation velocity model established in this paper is verified through experimental data. It is very difficult to directly measure the pressure wave velocity transmitted in the gas-liquid two-phase flow of the wellbore during drilling operations. Therefore, the pressure wave velocity measured in vertical gas-liquid two-phase pipe flow experiments by Henry et al. was used to validate the model. Henry et al. used a 2-inch diameter vertical stainless steel tube in their experiment to test the pressure wave velocity in a stable bubble flow with a gas volume fraction less than 40% (Henry et al., 1971).
As shown in Figure 2, the comparison results show that the error between the calculated pressure wave propagation velocity of model in this paper and the experimental data is within 15% with 6% average error. Thus, the accuracy of the pressure wave velocity model in this article is considered acceptable for wave velocity calculation in drilling engineering.
[image: Figure 2]FIGURE 2 | Comparison between the calculated results of the pressure wave velocity model in this paper and experimental results.
3 RESULTS AND DISCUSSION
The distribution of pressure wave propagation velocity at each stage of gas invasion was calculated and analyzed with a directional well as the target well. The influence of drilling fluid type, drilling fluid density and backpressure on the propagation velocity of pressure wave were investigated. Then the mechanism are explained. The specific parameters of this directional well are shown in Table 1.
TABLE 1 | Parameter and values used in calculation.
[image: Table 1]3.1 Pressure wave velocity at different stages of gas invasion
In this subsection, the propagation characteristics of pressure waves at different stages of gas invasion are investigated. Oil based drilling fluid with a density of 1.13 g/cm3 was used, and the difference between bottom hole pressure and formation pressure is set to 0.3 MPa. The invading gas in this paper is 100% pure methane with a density of 0.64 g/cm3. To thoroughly investigate the propagation characteristics of pressure waves in different states of gas invasion, the pit gains of 1 m3, 2 m3, 5 m3 and 10 m3 in this section. It must be noted that this assumed degree of gas invasion in this study is significant. In fact, if the a degree of gas invasion is that significant during the drilling process, this well would be shut down instead of continuing to use the MPD technology. The pressure wave velocity distributions at pit gain of 1 m3, 2 m3, 5 m3 and 10 m3 are calculated and compared.
Figure 3 shows the comparison of pressure wave velocity distributions when pit gains are 1 m3, 2 m3, 5 m3 and 10 m3. As described in Figure 3, the distributions of pressure wave propagation velocity along the wellbore are similar when the pit gain are is 1 m3, 2 m3, and 5 m3. The propagation velocity under these three gas invasion stages above 4,749 m are the same and relatively high. Below 4,749 m, propagation velocities are decreased by the increment of the pit gain. The distribution of pressure wave propagation velocity with a pit gain of 10 m3 is significantly different from these three stages. The low pressure wave propagation velocity length of 10 m3 pit gain is 1,135 m which is highly longer than 50 m of 1 m3, 2 m3, and 5 m3. The times required for pressure wave to propagate from the wellhead to the bottom of the well at these four gas invasion stages has been calculated. Results of times required are 4.3 s, 4.3 s, 4.4 s and 21.8 s, respectively. It can be seen that the time required for pressure waves to propagate in the wellbore changes relatively little under 1 m3, 2 m3, and 5 m3 pit gain. However, the propagation of pressure waves in the wellbore takes a longer propagation time under 10 m3 pit gain. The pressure wave propagates to the bottom of the well to restrain gas invasion, which cannot be completed instantaneously. This indicates that the propagation delay effect of pressure wave must be considered in wellhead back pressure design during well killing stage.
[image: Figure 3]FIGURE 3 | Comparison of pressure wave propagation velocities in different stages of gas invasion: (A) Distribution of pressure wave velocity throughout the wellbore; (B) Enlarged diagram of pressure wave velocity distribution in the lower part of the wellbore.
Figure 4 shows the comparison of free gas volume fraction at different gas invasion stage. As depicted in Figure 4, the free gas volume fraction near the bottom of the well increases significantly in the later stage of gas invasion, which is the main reason for the decrease in pressure wave propagation velocity. Due to the ability of oil-based drilling fluids to dissolve gas invading the wellbore, the propagation velocity of pressure waves is less affected by the invading gas under 1 m3, 2 m3, and 5 m3 pit gain. When the gas invasion is small, the gas can dissolve into oil-based drilling fluid through gas-liquid mass transfer. The free gas content in the wellbore is small, and the propagation process of pressure waves in the wellbore is mostly through single-phase liquid. The propagation velocity of pressure waves is relatively high, and the required time is short. As the amount of gas invasion increases, such as the mud pit increment reaches 10 m3, the gas-liquid mass transfer process of the drilling fluid reaches equilibrium, and the dissolution of the drilling fluid is saturated. Therefore, the gas in the drilling fluid becomes more and more abundant. The mass transfer between the gas and liquid phases in the wellbore becomes increasingly strong until it reaches stability. Therefore, an increasing number of gas exists in the form of free gas and reduces the propagation speed of pressure waves.
[image: Figure 4]FIGURE 4 | Comparison of free gas volume fraction at different gas invasion stage.
According to the calculation results and analysis in this section, the control strategy of wellbore pressure in MPD technology needs to be continuously adjusted according to the gas invasion state. The smaller the gas invasion, the earlier it is discovered, and the faster the response of wellbore pressure. The response time of wellbore pressure in the later stage of invasion needs to be calculated based on the gas invasion situation.
3.2 Influence of drilling fluid type on pressure wave velocity
In this subsection, the influence of drilling fluid type on pressure wave velocity is investigated. The propagation velocities of pressure wave at different positions in the wellbore under two different drilling fluid are calculated and compared. Figure 5 shows the comparison of pressure wave velocities between water based drilling fluid and oil based drilling fluid when the pit gain is 1 m3. The oil-water ratio of oil-based drilling fluid used in this part is 100:0, while the oil-water ratio of water-based drilling is 0:100.
[image: Figure 5]FIGURE 5 | Comparison of pressure wave velocities between water based drilling fluid and oil based drilling fluid.
As shown in Figure 5, the propagation velocity of pressure wave is unevenly distributed at various positions in the wellbore. The propagation velocity of pressure wave in the upper part of the wellbore is relatively high, while the propagation velocity of pressure wave in the lower part of the wellbore is relatively low. In the case of oil-based drilling fluid, from the bottom of well to wellhead, the propagation velocity of pressure wave first decreases from 124.8 m/s to 95.1 m/s, then increases to 113.6 m/s, and then remains at 1,190 m/s. While in the case of water-based drilling fluid, from the bottom of well to wellhead, the propagation velocities of pressure waves increase from 41.7 m/s to 69.5 m/s, and then decrease to 44.4 m/s, and then remains at 1,190 m/s. As indicated by Figure 5, the location of the minimum propagation velocity of wellbore pressure wave in the case of oil-based drilling fluid and water-based drilling fluid is 20 m and 1,135 m away from the bottom of the well respectively.
The influence of drilling fluid type on the propagation velocity of pressure wave is due to the influence of the existing form of invading gas in the wellbore. As shown in Figure 6, in gas-liquid two-phase fluid, the increase of free gas volume fraction would reduce the propagation velocity of pressure wave. In oil-based drilling fluids, most of the invading gases exist in the drilling fluid in liquid form due to the mass transfer between gas and liquid phases. On the contrary, in water-based drilling fluid, there is no inter-phase mass transfer behavior between the invading gas and the drilling fluid. The invading gas exists in the form of free gas, which greatly reduces the propagation speed of pressure waves in gas-liquid two-phase fluid. The distribution of free gas volume fraction in the annulus under two types of drilling fluids is calculated and shown in Figure 6.
[image: Figure 6]FIGURE 6 | Comparison of free gas volume fraction between oil based drilling fluid and water based drilling fluid.
Figure 6 shows the comparison of free gas volume fractions in annulus between oil-based and water-based drilling fluids when pit gain is 1 m3. As shown in Figure 6, the free gas volume fraction in the annulus of oil-based drilling fluid is basically close to zero, while the free gas volume fraction in water-based drilling fluid is high. The free gas volume fraction in the annulus of water-based drilling fluid is unevenly distributed. From the bottom to the wellhead, the free gas volume fraction increases from 1% to 11.4%, and then decreases to 0%. The maximum free gas volume fraction is located 78.5 m away from the bottom of the well. The form of invading gas in the annulus has an impact on the density of the annulus mixture. To analyze the effect of annular mixture density on pressure wave propagation velocity, the dissolved gas mass fraction and mud density distribution of annular mixture under two types of drilling fluids are calculated and displayed in Figure 7.
[image: Figure 7]FIGURE 7 | Comparison of dissolved gas mass fraction and mud density in annulus between oil based drilling fluid and water based drilling fluid: (A) Distribution of gas mass fraction; (B) Distribution of mud density.
Figure 7 shows the comparison of dissolved gas mass fraction mud density in annulus between oil-based and water-based drilling fluids when the pit gain is 1 m3. As depicted in Figure 7, the mass fraction of dissolved gas in the annulus is 0 in the case of water-based drilling fluid, while in the case of oil-based drilling fluid, the dissolved gas mass fraction in the annulus are relatively high. From the bottom of the well, the dissolved gas mass fraction increases from 0.16% to 2.1%, and then decreases to 0. The maximum position of the dissolved gas mass fraction is 50.4 m from the bottom of the well. From the bottom of the well, the density of oil-based drilling fluid decrease from 1.130 g/cm3 to 1.075 g/cm3, then increased to 1.2 g/cm3, then decreased upwards to 1.115 g/cm3, and finally increased to 1.118 g/cm3. Combining Figures 7A, B, dissolved gas mass fraction reduces the density of oil-based drilling fluid. Based on the comprehensive analysis of Figures 5–7, it can be concluded that the influence of drilling fluid type on the propagation velocity of pressure wave is mainly controlled by the free gas volume fraction, while the influence of annular mud density is relatively small. The response time to wellbore pressure after water based drilling fluid gas invasion is longer. This makes it more difficult to regulate the pressure of water-based drilling fluid after gas invasion than oil-based drilling fluid.
3.3 The effect of drilling fluid density on pressure wave velocity
In this subsection, the influence of drilling fluid density on the propagation velocity of pressure waves is studied. The drilling fluid type is oil-based with different fluid density. The propagation velocities of pressure waves in annulus at 200 s of gas invasion under three different drilling fluid densities are calculated and compared.
Figure 8 shows the comparison of pressure wave propagation velocity distribution after 200 s of gas invasion at drilling fluid densities of 1.11 g/cm3, 1.13 g/cm3, and 1.15 g/cm3. As depicted in Figure 8, after gas invasion for 200 s the pressure wave velocity above the well depth of 4,731 m under three different drilling fluid densities are greater than that below 4,731 m. Moreover, the propagation velocities of pressure wave below 4,731 m at a density of 1.15 g/cm3 is greater than that at densities of 1.11 g/cm3 and 1.13 g/cm3. To illustrate the mechanism of the influence of drilling fluid density on the propagation velocity of pressure wave, the distribution of free gas volume fraction in the annulus under three different drilling fluid densities is calculated and displayed in Figure 9.
[image: Figure 8]FIGURE 8 | Pressure wave propagation velocity under different drilling fluid densities.
[image: Figure 9]FIGURE 9 | Free gas volume fraction under different drilling fluid densities.
As shown in Figure 9, the distribution characteristics of free gas volume fraction in the annulus vary under different drilling fluid densities. The free gas volume fraction is unevenly distributed along the wellbore under three different drilling fluid densities. There is a peak free gas volume fraction at the bottom of the wellbore. The increase in drilling fluid density can reduce the peak value of free gas volume fraction at the bottom of the wellbore. This is mainly due to the fact that high drilling fluid density can suppress gas invasion and reduce the volume of gas invading the wellbore. In addition, high drilling fluid density can also enhance mass transfer between gas-liquid phases, thereby reducing the volume fraction of free gas. It can be concluded that under high drilling fluid density, the response and control time for wellhead backpressure are shorter than those of low drilling fluid density.
3.4 The influence of backpressure value on the pressure wave velocity
In this subsection, the propagation velocity of wellbore pressure wave under different backpressure values are calculated and compared to investigate the Influence of backpressure value on the pressure wave velocity.
Figure 10 shows the distribution of pressure wave propagation velocity at 300 s, 600 s, 900 s, and 1,200 s after the occurrence of gas invasion under 0.2 MPa and 0.5 MPa backpressure. As depicted in Figure 10, when a gas invasion occurs for 300 s, there is little difference in the distribution of pressure wave propagation velocity between 0.2 MPa and 0.5 MPa backpressure. In both cases, the propagation velocity of pressure wave near the bottom of the well is low due to the presence of free gas, while the propagation velocity of pressure wave at the upper position is high. Comparing the four figures in Figure 10, the length of the low pressure wave propagation velocity region near the wellbore increases over time. This is because gas invaded into wellbore increases with time, and it is transported from wellbore to wellhead with circulated drilling fluid. Compared with 0.2 MPa backpressure case, the wellbore length with lower pressure wave propagation velocity under 0.5 MPa backpressure is significantly shorter. The reason behind this phenomena is that high backpressure can effectively restrain the velocity of gas invasion into the wellbore, and therefore reduce free gas volume fraction in the annulus.
[image: Figure 10]FIGURE 10 | Propagation velocity of pressure waves at various positions in the wellbore under different gas invasion stage: (A) 300 s; (B) 600 s; (C) 900 s; (D) 1,200 s.
Figure 11 shows the comparison of time required for pressure waves to propagate from the wellhead to the bottom of the well under different backpressure values. As depicted in Figure 11, the propagation time of pressure waves under 0.2 MPa is greater than that under 0.5 MPa, and the difference between these two cases increase with the increase of gas invasion time. The difference between these two cases increases from 1.38 s at gas invasion 300 s–37.93 s at gas invasion 1,200 s. This also indicates that the propagation time of pressure waves should be considered in the design of wellhead backpressure values in MPD technology. The propagation time of pressure wave at 1,200 s under 0.5 MPa backpressure is lower than that at 900 s. This is because that the gas invasion under 0.5 MPa is controlled properly and the gas invasin is stopped. At the same time, a part of the invasion gas has been transported out at 1,200 s. Therefore, the amount of free gas at 1,200 s is smaller than that at 900 s.
[image: Figure 11]FIGURE 11 | Pressure wave propagation time under different gas invasion stage.
4 CONCLUSION
A new model has been established to investigate the propagation velocity of pressure waves in multiphase flow with gas-liquid mass transfer phenomena, and it has been proved reliable with experimental data in literature. The propagation characteristic of pressure wave in a real well is investigated and illustrated. Based on the obtained results, the following conclusions can be drawn.
(1) The propagation of pressure wave induced by backpressure from the wellhead to the bottom of the well is not instantaneous, and the time required for this process increases with the gas invasion time. Therefore, this time should not be ignored in the design of wellhead backpressure parameters for MPD.
(2) For oil-based drilling fluid, due to the mass transfer between invasion gas and drilling fluid, the free gas volume fraction in the drilling fluid is relatively low, and the propagation velocity of pressure wave is relatively high. While for water-based drilling fluid, since there is no mass transfer between gas and drilling fluid, the volume fraction of free gas and the propagation velocity of pressure waves are exactly the opposite.
(3) The influence of drilling fluid density and wellhead backpressure on the propagation behavior of pressure waves is mainly due to the fact that high drilling fluid density and high wellhead backpressure could suppress the occurrence of gas invasion. Then the volume fraction of free gas in the wellbore is reduced, which leads to an increase of pressure wave propagation velocity. The conclusion of this article can provide guidance on the propagation characteristics of pressure waves in multiphase flow and lay a foundation for the design of MPD parameters.
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In order to improve the oil recovery of mid-deep heavy oil reservoirs, this study investigates the efficiency of enhanced oil recovery and the mechanisms of oil displacement in mid-deep heavy oil reservoirs using different injected gases (N2, CH4, CO2) and development approaches (gas flooding and gas huff-n-puff) through a series of experiments. These experiments include high-pressure physical properties tests of crude oil after gas injection, displacement efficiency tests of gas injection, and displacement efficiency tests of gas huff-n-puff. The results indicate that for mid-deep heavy oil reservoirs, the preferred optimal injection gas is CO2, with gas huff-n-puff being the most effective development method. Furthermore, a numerical simulation study was conducted to explore the adaptability parameters of CO2 huff-n-puff development in different well patterns, encompassing variables such as the amount of gas injected per cycle, crude oil viscosity, reservoir permeability, and oil layer thickness.
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1 INTRODUCTION
Currently, China’s onshore heavy oil resources are abundant, with estimated resources of approximately 198 × 10⁸ tons and proven reserves of about 40 × 10⁸ tons (Yuan and Wang, 2018; Guan et al., 2023). However, the average recovery rate of these heavy oil reservoirs is less than 20%, indicating a vast potential for exploitation. Due to the high content of asphaltenes and resins, heavy oil is characterized by high viscosity and poor flow properties (Alcazar-Vara et al., 2012; Dong et al., 2013; Varfolomeev et al., 2022), making it difficult to develop effectively using conventional methods such as water flooding.
At present, the development of heavy oil reservoirs mainly focuses on thermal recovery methods such as steam huff-n-puff (Shen et al., 2005; Wan et al., 2020; Sun et al., 2022), steam flooding (Prats, 1992; Gael et al., 1995; Sutadiwiria and Azwar, 2011; Carpenter, 2018), Steam Assisted Gravity Drainage (SAGD) (Wu et al., 2013; Zhou and Zeng, 2014; Velayati and Nouri, 2020), and fire flooding (Xi et al., 2013; Guan et al., 2017a). These methods are predominantly utilized in developing shallow to mid-depth heavy oil reservoirs. The essence of these technologies lies in using heat to reduce the viscosity of heavy oil, thereby improving its flow properties. Particularly, steam huff-n-puff, and steam flooding involve injecting high-temperature steam into the reservoir, transferring heat to the heavy oil and effectively reducing its viscosity (Gao et al., 2019; Li et al., 2020). The SAGD technique creates a steam chamber in the reservoir through horizontal wells, leveraging gravity and heat transfer to facilitate oil flow to the production wells. Fire flooding, on the other hand, involves burning a portion of the in-situ crude oil to generate heat, thus lowering the viscosity of the surrounding crude oil (Guan et al., 2017b; Li et al., 2018). However, with increasing reservoir depths, these traditional thermal recovery techniques face new challenges. In deeper reservoirs, significant heat loss occurs during steam transmission from the wellhead to the bottom, substantially reducing the thermal efficiency of steam upon reaching the target depth. This reduction in heat results in a decreased radial influence of the steam, thus reducing the effective sweep area of the reservoir and impacting oil recovery rates. The current solutions generally involve the use of injected gases, solvents, urea, and other common media (Wang et al., 2013; Haddad and Gates, 2017; Zhang et al., 2017; Xi et al., 2019; Li et al., 2020; Cui et al., 2020; Wang et al., 2023a; Wang et al., 2023b; Chu and Zhang, 2023; Prasad et al., 2023). Al-Murayri (Al-Murayri et al., 2016) employed the Expanding Solvent Steam Assisted Gravity Drainage (ES-SAGD) method, which utilizes a combination of heat transfer and mass transfer processes to enhance the flow of high-viscosity oil. This approach significantly reduces the water and natural gas requirements for producing and injecting steam. Yuan (Yuan et al., 2017) utilized xylene as a soluble solvent for asphaltenes, conducting numerical simulations to compare the performance during the startup phase with and without solvent injection, both in the preheating stage and the early production period. The results indicated that within the soaking period, the diffusion of the injected solvent improved the sweep area, significantly reducing the viscosity of the oil. This solvent-aided startup process in SAGD shortened the preheating duration and decreased steam consumption.
The phenomenon of foam oil formation (Sarma and Maini, 1992; Claridge and Prats, 1995; Sheng et al., 1995; Zhou et al., 2016) created by injected gases, is particularly significant. It effectively reduces the viscosity of heavy oil, enhancing its flow properties. This technique primarily involves the formation of foam in the oil through the dissolution of gas, thereby increasing oil mobility. Research on foam oil technology focuses on aspects such as the influencing factors of dissolved gas drive, the mechanism of foam oil formation, and micro-scale seepage characteristics (Huerta et al., 1996; Andarcia et al., 2000; Kamp et al., 2001; Bennion et al., 2003; Wang et al., 2012). For instance, studies examine the impact of gas type, pressure, and temperature on the formation and stability of foam oil, as well as its flow behavior in porous media. Zhao (Zhao et al., 2022) employed high-temperature foam to enhance steam oil recovery, injecting both foam and steam into the reservoir to block larger pores and improve the sweep efficiency, thereby reducing the viscosity of the reservoir’s crude oil and ultimately increasing the oil recovery rate. Sun (Sun et al., 2016) utilized Polymer-Enhanced Foam (PEF) for oil displacement as a technique to increase the recovery rate in reservoirs. Experiments conducted in parallel core systems with varying permeabilities showed that PEF oil displacement could effectively enhance recovery in low-permeability cores by altering the injection profile. Liu (Liu et al., 2017) analyzed profile control mechanisms by conducting one-dimensional displacement experiments in tight matrix cores and fractured cores, injecting pure foam liquid, air, and air-foam systems. The results demonstrated that air-foam systems could improve performance post water flooding. It is advisable to switch from water flooding to air-foam systems before the water cut reaches approximately 90%.
However, research on gas injection development for mid-deep heavy oil reservoirs, such as medium selection and optimization of development parameters, remains relatively limited. Currently, enhancing research in these areas is crucial for improving the recovery rates of mid-deep heavy oil reservoirs. For instance, exploring the adaptability and efficiency of different gaseous mediums (like carbon dioxide, nitrogen, and natural gas) under varied geological conditions, as well as optimizing injection parameters (such as injection volume, rate, and cycle) are key to maximizing recovery rates. Through such research, we can provide more in-depth theoretical guidance and technical support for the effective development of mid-deep heavy oil reservoirs, thereby achieving new breakthroughs in heavy oil reservoir development technologies.
This paper focuses on the mid-deep ordinary heavy oil reservoirs in the W region of Xinjiang, with a proven reserve of 4007 × 10⁴ tons, facing challenges like poor efficiency in conventional vertical well development and insufficient reservoir mobilization in horizontal well development, rendering them effectively unmobilized to date. There is an urgent need to demonstrate the adaptability of various extraction methods, such as gas (N2, CO2, etc.) huff-n-puff and gas flooding, to form economically effective development approaches. Therefore, this study conducts high-pressure physical property tests of gas-crude oil injection, efficiency tests of gas flooding oil displacement, and effectiveness tests of gas huff-n-puff development for mid-deep heavy oil, exploring the mechanisms and methods of enhancing oil recovery in gas injection development. Based on experimental results, further numerical simulation research was carried out to discuss the adaptability parameters of CO2 huff-n-puff development in different well patterns, providing technical support for the development of heavy oil reservoirs in mid-deep formation.
2 PHYSICAL MODEL TESTING EXPERIMENT
Injecting gas into medium and deep thick oil reservoirs to form foam oil is an effective technique for enhancing the fluidity and extraction of heavy oil. This approach involves mixing gas (such as air, carbon dioxide, or natural gas) with heavy oil under the high-temperature and high-pressure conditions found underground, resulting in a foamy oil-gas mixture that improves the oil’s physical properties. The benefits of this method are multifaceted.
The creation of foam significantly lowers the viscosity of heavy oil. The gas bubbles disrupt the oil’s continuity, decreasing its internal friction and overall viscosity. This makes the heavy oil more fluid, facilitating its movement through the reservoir and easing extraction.
Besides aiding in bubble formation, the injected gas provides an extra push, driving the heavy oil towards the production well. This process also enhances the flow properties of both oil and water phases, encouraging heavy oil mobilization while reducing water flow, thereby improving oil recovery efficiency. Gas injection also serves to replenish reservoir energy, maintaining or boosting pressure levels. This is crucial in medium and deep reservoirs, where high pressure improves flow conditions and aids in heavy oil recovery. To further explore the mechanism behind foam oil formation through gas injection and its impact on heavy oil viscosity and mobility, a series of experiments were planned and executed.
In this section, firstly, the basic parameters of the samples of the target layer were tested, and then the comparison experiments of different gas flooding and gas huff-n-puff under different conditions were carried out, so as to compare the preferred injection gases and development methods.
2.1 High-pressure physical property testing experiment of injected gas and crude oil
In this section, the basic parameters such as dissolution gas-oil ratio, volume factor, and gas-containing crude oil viscosity of three gases N2, CH4, and CO2 were tested using destination block crude oil.
(1) Experimental materials and device. To meet the requirements for the widespread application of gas injection techniques in mid-deep heavy oil reservoirs in Xinjiang, priority was given to selecting blocks with large reserves, typical reservoir characteristics, deep formation, and high viscosity. Following this principle, the crude oil sample from well W1 was chosen for the experiment. The injection gas were N2, CH4, CO2, and the purity of the experimental gases was 99.999%. The experimental device used was the YRD-70/300 high-pressure physical property analyzer.
(2) Experimental scheme and steps. The experimental temperature was set at 34°C, with pressures at 8MPa, 10MPa, 11MPa, 13MPa, and 15 MPa. Taking the PVT properties test of N2-crude oil at 34°C as an example, the procedure was as follows: First, saturated oil at 15 MPa was prepared for a single degassing experiment and viscosity test. Then the pressure was reduced to 13 MPa, and the gas was released under pressure to obtain saturated oil at the corresponding pressure, followed by another single degassing experiment and viscosity test. This process was repeated at 11MPa, 10MPa, and 8 MPa.
2.2 Gas injection development oil displacement efficiency testing experiment
This section conducts a series of experiments to investigate the oil displacement efficiency of different gases, such as N2, CH4, and CO2, under various conditions.
(1) Experimental materials. The experimental oil is heavy oil from well W1, with a viscosity of 256 mPa s at 50°C. The purity of the experimental gases is 99.999%. The experimental core is a 25 mm × 300 mm synthetic core, with specific parameters detailed in Table 1.
(2) Experimental device. The experiment device used a high-pressure one-dimensional proportional physical model, consisting of an injection system, model system, data acquisition system, and production system. The schematic and physical diagram of the experimental device is shown in Figure 1.
(1. Container of water/oil, 2. pump, 3. tank, 4. pressure transducer, 5. six-way valve, 6. mass flowmeter, 7. high-pressure gas cylinder, 8. thermostats, 9. core holder, 10. gas storage tank, 11. hand pump, 12. data collection system, 13. back-pressure valve, 14. collection beaker)
(3) Experimental steps. The experimental steps were as follows:
1) Prepared the core holder model and determined the pore volume of the sand filling tube.
2) Established the physical experimental model according to the experimental flow chart, and pressure tested the system according to the designed experimental pressure. The pressure test lasted for 1 h, and a pressure drop of less than 0.05 MPa was considered acceptable.
3) Connected the core holder to the oil displacement experimental process. Set the outlet back pressure and thermostatic box temperature according to the experimental temperature and pressure, and saturated the core with oil to calculate the original oil saturation of the core.
4) The displacement speed was 0.15 mL/min for gas injection (equivalent to the formation flow rate under formation conditions), based on the similarity criteria. The initial temperature of the model was the reservoir temperature 34°C.
5) Displaced at a constant speed as determined, and recorded time, oil production, liquid production, inlet and outlet pressures, pressure difference, and temperature parameters. Recorded more frequently at the initial stage of water breakthrough. As the oil production decreased, gradually extended the recording intervals. The experiment concluded when the water cut reached above 99.50% and the pressure differential stabilized.
6) Cleaned the residual oil in the core using the distillation dewatering process and measured the produced water and oil quantities.
TABLE 1 | Parameters related to experimental cores.
[image: Table 1][image: Figure 1]FIGURE 1 | High-pressure one-dimensional physical model diagram (A). schematic; (B). physical.
Repeated the above experimental steps to conduct N2, CH4, and CO2 oil displacement experiments sequentially, obtaining the displacement efficiency for different injected gases.
2.3 Gas huff-n-puff development effectiveness testing experiment
In this section, three cycles of gas huff-n-puff physical simulation experiments using N2, CH4, and CO2 were conducted with crude oil from well W1 to explore the mechanisms of enhanced oil recovery with different injection gases.
The gas huff-n-puff testing experiment utilized the same experimental materials and equipment as shown in Figure 1, with the sand-filled tube model having dimensions of 25 mm × 500 mm. The specific parameters of the core are detailed in Table 2.
TABLE 2 | Parameters related to experimental cores.
[image: Table 2]The specific experimental steps are as follows:
1) Prepared the core holder model and measured the pore volume of the sand-filled tube.
2) Set up the experimental process according to the flow chart and pressure tested the system until it meets the required standards.
3) Connected the model to the experimental process. Set up the experiment according to the temperature and pressure conditions, and injected the experimental oil into the core at a constant low speed to saturate it, thus obtaining the original oil saturation of the core.
4) Apply the similarity criteria for conversion. In this experiment, the gas injection pressure was set at 15 MPa with a soak time of 24 h. The initial temperature of the model was set to the reservoir temperature of 34°C.
5) After a soak time of 24 h, proceeded with the determined pressure drop and vented, while recording time, oil production, liquid production, gas production, inlet and outlet pressures, and temperature parameters. The experiment concluded when the pressure dropped to 5 MPa and the pressure differential stabilized.
6) Cleaned the residual oil from the core using the distillation dewatering process to determine the oil production.
Repeated the above experimental steps to conduct N2, CH4, and CO2 oil displacement experiments, obtaining the displacement efficiency for different injected gases.
3 EXPERIMENTAL RESULTS AND ANALYSIS DISCUSSION
3.1 High-pressure physical property testing experiment of injected gas and crude oil
Through the experiment, the solubility, gas-containing crude oil viscosity, and volume factor of W1 well crude oil at 34°C under different pressure conditions with injected N2, CH4, and CO2 were measured. The experimental results are displayed in Figure 2.
[image: Figure 2]FIGURE 2 | Plot of high-pressure physical parameters of crude oil versus pressure for different gas injections (A) solubility (B) viscosity of gas-containing crude oil; (C) crude oil volume factor.
As shown in Figure 2A, under the condition of 34°C, the solubility of N2, CH4, and CO2 gases in crude oil increases with the rise in saturation pressure. Among them, at the same pressure, the solubility of CO2 is the highest, and that of N2 is the lowest. Specifically, at a pressure of 15MPa, the solubility of CO2 is 80.19 m³/m³, with a solubility coefficient of 5.346 (m³/m³)/MPa.
From Figure 2B, it is observed that at 34°C, the viscosity of crude oil dissolving N2, CH4, and CO2 decreases with increasing saturation pressure. At the same pressure, the viscosity of crude oil with injected N2 is the highest, while the crude oil with injected CO2 has the lowest viscosity. At a pressure of 15MPa, the viscosity of crude oil with injected CO2 is 49 mPa s, resulting in a viscosity reduction rate of 93.2%, and the CO2 has the best viscosity-reducing effect.
As shown in Figure 2C, at 34°C, the crude oil volume factor for oil dissolving N2, CH4, and CO2 increases with the rise in saturation pressure. Under the same pressure conditions, the volume factor of crude oil dissolving CO2 is the highest, while that of N2 is the lowest. Specifically, at a pressure of 15MPa, the volume factor for CO2 is 1.23 m³/m³, with a shrinkage rate of 18.70%.
Through our experiments, we’ve made important discoveries regarding gas solubility, changes in crude oil viscosity, and the crude oil volume coefficient. The key findings of this study include:
The solubility of N2, CH4, and CO2 in crude oil increased with rising saturation pressure. Notably, CO2 exhibited the highest solubility among the three gases, underlining its superior potential for enhancing crude oil recovery in reservoirs. This is attributed to CO2’s remarkable solubility coefficient of 5.346 (m³/m³)/MPa. At a pressure of 15 MPa, CO2 achieved a solubility of 80.19 m³/m³, highlighting its effectiveness. The dissolution of these gases into crude oil led to a decrease in oil viscosity with increasing saturation pressure, a critical factor for boosting crude oil flowability and recovery efficiency. The marked viscosity reduction observed following CO2 injection, with a rate of 93.2%, underscores the efficacy of CO2 injection in enhancing the mobility of heavy oils. The crude oil volume coefficients after gas dissolution also rose with pressure. The increase was most pronounced for CO2, suggesting that CO2 not only improves the flow characteristics of crude oil within the reservoir but also significantly enhances the reservoir’s displacement efficiency.
This study highlights the distinct advantages of CO2 injection in improving crude oil recovery by demonstrating its superior solubility, its ability to reduce crude oil viscosity effectively, and its impact on increasing the crude oil volume coefficient. These findings underscore the potential of CO2 injection as a valuable technology for enhancing the recovery and mobility of crude oil, particularly in challenging reservoir conditions.
3.2 Gas injection oil displacement efficiency testing experiment
Using crude oil from well W1, physical simulation experiments of oil displacement under simulated reservoir conditions were conducted with injected N2, CH4, and CO2. The results are shown in Figure 3.
[image: Figure 3]FIGURE 3 | Results of N2, CH4, and CO2 injection oil flooding experiments (A) Curve of oil flooding efficiency versus injected PV number for different injection gas; (B) Curve of production differential pressure versus injected PV number for different injection gas.
As indicated in Figure 3A, under the same injection volume conditions, CO2 injection achieved the highest oil displacement efficiency at 48.35%, followed by N2 at 30.18%, and CH4 at 30.07%. Figure 3B reveals that with the increase in the number of injected pore volumes (PV), the production pressure differential gradually increases. The peak production pressure differential in CH4 injection is the highest, followed by CO2, with N2 being the lowest. Furthermore, the peak of the production pressure differential for CH4 injection occurred the latest, indicating that the breakthrough timing of oil displacement by CH4 injection is later than that of CO2 and N2 injections.
Analysis suggests that during the displacement processes with injected N2, CH4, and CO2, due to the stronger solubility of CH4 and CO2 in crude oil under the same injection pressure compared to N2, the gas breakthrough occurs earliest in N2 injection, reaching the peak production pressure differential first. The partial dissolution of CH4 and CO2 gases results in the expansion of crude oil volume and a decrease in heavy oil viscosity, enhancing the fluidity of the crude oil. However, under experimental conditions, miscible flooding was not achieved after gas injection, and the flow rate is relatively high, which leads to gas breakthrough and consequently lower oil displacement efficiency.
Our experiments provided a thorough insight into how different gas injections—specifically N2, CH4, and CO2—affect oil drive efficiency and production differential pressure. The findings highlight CO2’s significant impact, enhancing oil driving efficiency to 48.35%, a substantial improvement over the 30.18% and 30.07% seen with N2 and CH4, respectively. This underscores CO2’s critical role in bolstering oilfield recovery.
Furthermore, the observed trends in production differential pressure shed light on the distinct dynamics of gas-driven oil displacement. CH4 injection, in particular, resulted in the highest and most delayed peak in production differential pressure, indicative of the prolonged crude oil breakthrough in the CH4 displacement process. This variation largely stems from the gases’ solubility in crude oil and their influence on oil flowability. The superior solubility of CO2 and CH4 in crude oil, relative to N2, leads to both an expansion in crude oil volume and a decrease in the viscosity of thick oil, thereby enhancing crude oil flowability. However, this also suggests a potential limitation in further optimizing oil drive efficiency.
3.3 Gas huff-n-puff testing experiment
Physical simulation experiments of gas huff-n-puff with N2, CH4, and CO2 were conducted on W1 well crude oil, spanning three cycles, to explore the enhanced oil recovery effects and mechanisms of different media in different cycles. The experimental results are shown in Figure 4.
[image: Figure 4]FIGURE 4 | Stage oil recovery versus production pressure for three rounds of gas huff-n-puff with different injection gases (A) N2 (B) CH4 (C) CO2 (D) Oil displacement efficiency of different gas.
From the comparison of the three rounds of huff-n-puff results in Figure 4, it is evident that under the same injection volume conditions, CO2 huff-n-puff yields a significantly higher oil recovery than CH4 and N2 huff-n-puff, indicating that the utilization rate of CO2 huff-n-puff is greater than that of CH4 and N2. Due to the strongest solubility of CO2, followed by CH4, and the lowest for N2, the N2 huff-n-puff produces a larger volume of free gas and a longer initial gas production phase, contributing less to oil production. In contrast, the other two gases with higher solubility can form foam oil more effectively, aiding in gas dissolution and crude oil viscosity reduction, ultimately leading to better oil displacement results.
Referencing Figure 4D, after three rounds of injection, CO2 injection yields the highest recovery rate at 44%, outpacing CH4’s 35.5%, and significantly exceeding N2’s modest 16%. This outcome, when juxtaposed with the data from Figure 3, reveals that repeated CO2 injections result in a higher recovery rate than singular CO2 drives. The latter approach, characterized by non-mixed-phase gas drive, tends to precipitate abrupt gas breakthroughs rather than facilitating a steady, uniform displacement of crude oil within the formation, thereby capping the potential for recovery rate enhancements.
Conversely, CO2 injection as a repeated process allows for continuous reintroduction of CO2 into the reservoir, ensuring thorough contact and integration with the heavy oil to create a foam oil. This strategy effectively circumvents the rapid gas breakthrough issue, enabling a more complete mixture of CO2 with the oil and promoting a uniform CO2 distribution throughout the reservoir. Such distribution enhances CO2’s solubility in the heavy oil, broadly lowering the oil’s viscosity across the reservoir and thus improving oil mobility. Consequently, this method more effectively decreases the viscosity of the heavy oil and enhances its flow properties, leading to improved recovery rates.
Our experiments extensively examined the effects and mechanisms of different gases (CO2, CH4, and N2) on enhancing oil recovery across three consecutive injection cycles. The data unequivocally demonstrate that CO2 injection outperforms CH4 and N2 in terms of recovery efficiency under identical conditions. This superiority is primarily due to CO2’s exceptional solubility in crude oil, which not only significantly reduces the oil’s viscosity but also facilitates the formation of foam oil, thereby improving oil displacement efficiency and lowering residual oil saturation.
N2, with its minimal solubility, tends to produce a larger volume of free gas during injection, extending the initial phase of gas production and offering limited benefits to oil recovery enhancement. On the other hand, the greater solubility of CH4 and CO2 aids in foam oil formation, which, coupled with their ability to dissolve in crude oil and reduce its viscosity, substantially enhances the oil displacement effect. CO2, in particular, stands out due to its superior solubility and capacity to decrease viscosity, effectively minimizing residual oil in the reservoir and significantly increasing crude oil recovery rates.
4 NUMERICAL SIMULATION STUDY
Gas injection to create foam oil not only substantially reduces the viscosity of heavy oil but also enhances its recoverability and recovery rate, making it an especially effective enhancement technique for medium and deep heavy oil reservoirs. However, the application of this method demands precise geological evaluation and engineering design to ensure the effective distribution of gas within the reservoir, taking into account factors such as the choice of gas, injection methods, and reservoir conditions. Utilizing numerical simulation to study the mechanisms by which foam oil improves the recovery rate of heavy oil is both efficient and accurate. Through numerical simulation, the effects of various parameters on the mobility and recovery rate of heavy oil can be explored in detail, providing insights into optimizing this production enhancement technique.
Based on the results of the physical simulation experiments, CO2 was selected as the best injection gas and CO2 huff-n-puff as the best production method. To better understand the adaptability and displacement mechanism of CO2 huff-n-puff in the W block, a three-dimensional numerical simulation model was established using the CMG software STARS module, integrating the geological conditions and crude oil properties of the W1 well area.
Injecting CO2 into medium and deep thick oil reservoirs is a highly effective method for enhancing oil mobility and recovery rates. This technique works by significantly reducing the viscosity of crude oil and increasing the oil-water relative permeability, thereby improving oil flowability. The formation of foam oil through CO2 injection is particularly beneficial in reservoirs where the crude oil has high viscosity, as it markedly enhances oil mobility and consequently boosts recovery rates.
However, the success of CO2 injection depends on several critical parameters, including the volume of gas injected, the viscosity of the crude oil, the permeability of the reservoir, and the thickness of the reservoir. Optimizing these parameters is essential for achieving the most effective development outcomes in practical applications.
4.1 Optimization and adaptability analysis of vertical well CO2 huff-n-puff injection volume
The model was established based on the basic geological reservoir parameters and well network parameters of the W1 well area. Two single-well groups were established: ① one with a vertical well for depletion production, ② one with a CO2 huff-n-puff well group consisting of an injection well and a production well. In the CO2 huff-n-puff well, it serves as an injection well during CO2 injection and as a production well after the injection and soaking phases. In the vertical well CO2 huff-n-puff simulation, each huff-n-puff round consisted of 15 days of gas injection, 10 days of soaking, followed by production with a fixed gas output after the soaking period. Each round had a production duration of 600 days, with a total of 4 rounds simulated over 2500 days. Specific parameters are detailed in Table 3. The objective layer is distributed with two interlayers, the thickness is 7 m and 1 m respectively, the permeability and oil saturation of the compartments were set to 0.01, and the permeability field is shown in Figure 5. The specific parameters of the reservoir in the target block are outlined in Table 3. In this table, the viscosity of the crude oil refers to the viscosity of degassed crude oil at 50°C. The subsurface condition is described as a single oil phase, and methane is noted as the dissolved gas within the parameters presented in Table 3.
(1) Single round CO2 injection volume
TABLE 3 | Parameters related to vertical well model.
[image: Table 3][image: Figure 5]FIGURE 5 | Permeability field diagram (JK).
In order to study the influence of single round injection volume on the effect of CO2 huff-n-puff development, 100t, 200t, 400t, 600t, 800t and 1000t were simulated respectively, and the simulation results of CO2 oil exchange rate and profit with different injection volumes are shown in Figure 6.
[image: Figure 6]FIGURE 6 | Optimization and adaptability study of CO2 huff-n-puff injection volume (A) Single-round CO2 injection volume vs. oil draining ratio and cumulative oil production; (B) Single-round CO2 injection volume vs. profit.
Numerical simulation results indicate that as the CO2 injection volume increases, cumulative oil production gradually increases while the oil draining ratio decreases. At an oil price of $45, profits increase with the injection volume. The maximum profit growth rate is achieved at a single round injection volume of 200 tons of CO2. Beyond 200 tons, the profit gradually decreases. The optimal injection volume is identified as 200 tons per well per round.
(2) Oil viscosity
To study the impact of crude oil viscosity on the effectiveness of CO2 huff-n-puff, simulations were conducted at viscosities of 100 mPa s, 300 mPa s, 500 mPa s, 700 mPa s, and 900 mPa s. Results are shown in Figure 7. It is observed that as the viscosity of the crude oil increases, the cumulative oil production decreases and the total profit reduces, dropping to zero when the viscosity exceeds 500 mPa s. Therefore, it is recommended that vertical well CO2 huff-n-puff is suitable for reservoirs with crude oil viscosity less than 500 mPa s.
(3) Reservoir permeability
[image: Figure 7]FIGURE 7 | CO2 huff-n-puff profit and cumulative oil production -viscosity relationship.
To investigate the influence of formation permeability on CO2 huff-n-puff development, simulations were carried out at permeabilities of 40 mD, 70 mD, 100 mD, 130 mD, and 160 mD.
The results, as shown in Figure 8, demonstrate that cumulative oil production and total profit increase with rising permeability. When permeability exceeds 100 mD, the total profit becomes positive, indicating that vertical well CO2 huff-n-puff is suitable for reservoirs with permeability greater than 100 mD.
(4) Reservoir thickness
[image: Figure 8]FIGURE 8 | CO2 huff-n-puff profit-permeability relationship for straight wells.
To assess the impact of reservoir thickness on CO2 huff-n-puff development, simulations were performed at thicknesses of 6m, 8m, 10m, 12m, and 14 m. The results, depicted in Figure 9, show that as reservoir thickness increases, controlled reserves per well increase, leading to increased cumulative oil production and total profit. The profit turns positive when reservoir thickness exceeds 10m, suggesting that vertical well CO2 huff-n-puff is suitable for reservoirs with a thickness greater than 10 m.
[image: Figure 9]FIGURE 9 | CO2 huff-n-puff profit-reservoir thickness relationship for straight wells.
4.2 Horizontal well CO2 huff-n-puff injection volume optimization and adaptability analysis
Two single-well group models for horizontal wells were established, one for depletion production and the other for CO2 huff-n-puff, each with one injection well and one production well. The horizontal wells are located in the middle of the oil layer. The number of grids in the i×j×k direction is 21 × 21×34, and grid size in the i×j×k direction is 10 × 10 × 1 m. The other parameters and production regime for horizontal well CO2 huff-n-puff are the same as for vertical wells.
(1) Single cycle CO2 injection volume
Numerical simulation results (Figure 10) reveal that as the CO2 injection volume increases, cumulative oil production increases, but the rate of increase in profit decreases. The maximum profit growth rate is achieved at a single cycle injection volume of 1000–1200 tons of CO2.
(2) Crude oil viscosity
[image: Figure 10]FIGURE 10 | Optimization and adaptability study of CO2 huff-n-puff injection volume. (A) Single-round CO2 injection volume vs. oil draining ratio and cumulative oil production; (B) Single-round CO2 injection volume vs. profit.
Simulations at viscosities of 100 mPa s, 300 mPa s, 500 mPa s, 700 mPa s, and 900 mPa s were conducted to study the effect of viscosity on horizontal well CO2 huff-n-puff. The results (Figure 11) show a continuous decrease in cumulative oil production and total profit as viscosity increases, although the total profit remains positive. It is suggested that horizontal well CO2 huff-n-puff is suitable for reservoirs with a viscosity less than 1000 mPa s.
(3) Reservoir permeability
[image: Figure 11]FIGURE 11 | CO2 huff-n-puff profit-crude oil viscosity relationship for horizontal wells.
Simulations at permeabilities of 10 mD, 40 mD, 70 mD, 100 mD, and 130 mD were performed to evaluate the impact on CO2 huff-n-puff. The results (shown in Figure 12) indicate that as permeability increases, cumulative oil production and total profit also increase. Profits become positive when permeability exceeds 30 mD, suggesting suitability for reservoirs with permeability greater than 50 mD.
(4) Reservoir thickness
[image: Figure 12]FIGURE 12 | CO2 huff-n-puff profit-permeability relationship for horizontal wells.
Simulations at thicknesses of 2m, 4m, 6m, 8m, 10 m were carried out to assess the impact on CO2 huff-n-puff. The results (Figure 13) demonstrate that as reservoir thickness increases, controlled reserves per well increase, leading to increased cumulative.
[image: Figure 13]FIGURE 13 | CO2 huff-n-puff profit-reservoir thickness relationship for horizontal wells.
The mechanism of foam oil formation through gas injection is pivotal for enhancing crude oil mobility and improving oil-gas contact efficiency. During the CO2 huff-n-puff process, CO2 mixes with heavy oil to form low-viscosity foam oil, which reduces the flow resistance of the oil and increases the oil recovery rate. In our in-depth numerical simulation study of the CO2 huff-n-puff technique’s application in enhancing oilfield production, we identified injection volume, crude oil viscosity, reservoir permeability, and formation thickness as key parameters affecting the technique’s economic benefits and development outcomes. When considering the CO2 huff-n-puff technique, it is crucial to take into account factors such as the reservoir’s crude oil viscosity, permeability, and formation thickness to devise the optimal development plan. These conditions not only influence the effectiveness of the technique but also directly impact the project’s economic viability.
5 CONCLUSION

(1) The experimental results indicate that at 34°C, the solubility of N2, CH4, and CO2 gases in crude oil increases with increasing saturation pressure. At the same pressure, the solubility of CO2 is the highest, while that of N2 is the lowest. The viscosity of crude oil containing N2, CH4, and CO2 decreases with increasing saturation pressure, with N2-containing oil having the highest viscosity and CO2-containing oil the lowest at the same pressure. The volume factor of crude oil dissolving N2, CH4, and CO2 increases with increasing saturation pressure, and at the same pressure, the volume factor is highest for CO2-dissolved oil and lowest for N2-dissolved oil.
(2) CO2 huff-n-puff utilization is higher compared to CH4 and N2 huff-n-puff. CO2 has the strongest solubility, followed by CH4, with N2 having the lowest solubility. Based on the results of the physical simulation experiments, CO2 is identified as the optimal injection gas and CO2 huff-n-puff as the best production method.
(3) For vertical well CO2 huff-n-puff, the optimal injection volume is 200 tons per cycle, with adaptability conditions of viscosity <500 mPa s, permeability >100 mD, and effective reservoir thickness >10 m. For horizontal wells, the optimal injection volume is 1000–1200 tons per cycle, suitable for conditions of viscosity <1000 mPa s, permeability >50 mD, and effective reservoir thickness > 4 m.
These findings not only provide a quantitative basis for field applications, guiding oilfield developers to formulate the best CO2 huff-n-puff strategies under specific conditions but also highlight the potential for further optimization of this technology. Considering the energy industry’s ongoing quest to enhance the recovery rates of oil and gas resources, future research could explore more efficient CO2 injection modes, sophisticated reservoir management techniques, and the integrated application with other production-enhancement technologies to further improve the efficiency and economic benefits of CO2 huff-n-puff technology in various types of reservoirs. Moreover, with growing interest in low-carbon development and Carbon Capture, Utilization, and Storage technologies, CO2 huff-n-puff, as a potential carbon-neutral production enhancement technique, not only has the potential to boost oil and gas production but also contributes to the environmental sustainability of the energy sector.
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Addressing the complex challenges in dynamic production forecasting for the deep-ultra-deep fractured carbonate reservoirs in the Tarim Basin’s Tahe Oilfield, characterized by numerous influencing factors, strong temporal variations, high non-linearity, and prediction difficulties, We proposes a prediction method based on Gated Recurrent Unit networks (GRU). Initially, the production data and influencing factors are subjected to dimensionality reduction using Pearson correlation coefficient and principal component analysis methods to obtain multi-attribute time series data. Subsequently, deep learning modeling of time series data is conducted using Gated Recurrent Unit networks. The model is then optimized using the Optuna algorithm and applied to the dynamic production forecasting of the deep-ultra-deep fractured carbonate reservoirs in the Tahe Oilfield. The results demonstrate that the Gated Recurrent Unit network model optimized by Optuna excels in the dynamic production forecasting of the Tahe fractured carbonate reservoirs. Compared with the traditional method, the mean absolute error (MAE), the root mean square error (MSE) and the mean absolute percentage error (MAPE) are reduced by 0.04, 0.1 and 1.1, respectively. This method proves to be more adaptable to the production forecasting challenges of deep fractured reservoirs, providing an effective means to enhance model performance. It holds significant practical value and importance in guiding the development of fractured reservoirs.
Keywords: Tarim Basin, Optuna, fractured reservoir, recurrent neural network, GRU
1 INTRODUCTION
The dynamic forecasting of carbonate rock fractured-cavity reservoirs is not only a key challenge in the field of oil exploration and development but also a crucial step in achieving sustainable development and efficient production. This study is based on this context, aiming to improve the accuracy and efficiency of reservoir dynamic behavior prediction through advanced deep learning technology. Currently, although physics-driven and data-driven methods have been widely applied in this field (McQuillan, 1985; Fletcher et al., 1995; Chang et al., 2021), they still face many challenges when dealing with specific types of reservoirs, such as carbonate rock fractured-cavity reservoirs.
Physical-driven methods are based on in-depth geological knowledge, reservoir engineering theories, and fluid dynamics principles. They simulate and predict the dynamic changes of reservoirs by constructing detailed geological and complex mathematical models. This approach emphasizes a deep understanding of underground geological structures, rock physical properties, fluid flow patterns, aiming to reveal the physical mechanisms during the oil and gas extraction process (Guo et al., 2022). This method mainly includes numerical simulation and analytical model approaches. Numerical simulation methods divide the reservoir into grids, using numerical approximation of differential equations to simulate reservoir dynamic behavior, emphasizing the intrinsic physical laws of the reservoir and exploring potential dynamic features and complex interactions (Huang et al., 2011; Kang, 2013; Kang et al., 2014). Analytical model approaches model and solve the dynamic behavior of reservoirs through mathematical means. However, physical-driven methods often face challenges such as model complexity and difficulty in obtaining parameters, especially when considering reservoir geological heterogeneity and nonlinear fluid behavior.
To overcome these challenges, data-driven methods have gradually emerged. Data-driven methods are based on a large amount of measured data, utilizing statistical, data mining, machine learning, and deep learning techniques to learn patterns and correlations from data, establishing highly adaptive predictive models. This approach can better cope with the complexity of reservoir dynamics, especially in situations with a lack of detailed geological information or the need for real-time model adjustments. Although these data-driven methods have achieved some success in the dynamic production forecasting of fractured reservoirs (Rahman, 2010; Wu et al., 2011; Meng et al., 2013; Zhang et al., 2019), there are still some challenges and limitations, such as numerous influencing factors, strong nonlinear relationships, and difficulties in real-time model adjustments.
We proposes a deep learning model based on Optuna optimization, aiming to overcome the challenges and limitations in the dynamic production forecasting of fractured reservoirs. Unlike the traditional physics-driven method, this model does not rely on complex geological and mathematical models, thus avoiding the high complexity of model construction and the difficulty of parameter acquisition. At the same time, compared with traditional data-driven methods, our deep learning model can automatically learn the patterns and associations in the data by using a large number of historical production data, so as to deal with the complexity and nonlinear characteristics of reservoir dynamic behavior more effectively. Specifically, we establish a deep learning Gated Recurrent Unit (GRU) model, which is better suited to handle time series data. Using the Pearson correlation coefficient method, we extract the most influential feature parameters for the predictive indicators, eliminating the interference of redundant features. At the same time, we use the Optuna automatic tuning algorithm to optimize the hyperparameters of the GRU model, reducing the time and cost of manual tuning. This model has powerful nonlinear modeling capabilities, adapting to new data and pattern changes in dynamic environments, achieving dynamic prediction of oilfield production indicators. Therefore, our approach has significant value in improving prediction accuracy and reducing errors.
2 METHODS AND PRINCIPLES
2.1 Pearson correlation coefficient
The Pearson correlation coefficient is used to characterize the degree of correlation in the changing trend between variables, with a range of values between [-1, 1]. When it approaches 1, it indicates a strong positive correlation; when it approaches −1, it indicates a strong negative correlation; and when it is close to 0, it signifies low correlation (Cohen et al., 2009). The formula for calculation is as follows:
[image: image]
Where, x and y represent the correlated variables, μxand μy represent the means, [image: image] and [image: image] represent the standard deviations of x variable and y variable respectively, and cov(x,y) is the covariance between x variables and y. The strength of the variable correlation is shown in Table 1.
TABLE 1 | Pearson correlation coefficient values indicate the degree of correlation of the variables.
[image: Table 1]2.2 Gated Recurrent Unit
The Gated Recurrent Unit (GRU) is a variation of the Recurrent Neural Network (RNN) introduced by Cho et al. It, like the Long Short-Term Memory (LSTM), is designed to address the issues of gradient vanishing and exploding in traditional RNNs (Chung et al., 2014). Compared to LSTM, the GRU model employs fewer gate units, reducing model complexity while achieving comparable performance to LSTM in certain scenarios (Sajjad et al., 2020).
The basic structure of GRU includes an update gate and a reset gate, which control the influence of input data and the previous time step’s state on the current time step (Figure 1). The update gate determines whether the previous time step’s state is retained and participates in the current time step’s computation, while the reset gate controls whether the previous time step’s state is ignored. The introduction of these gate mechanisms allows GRU to effectively prevent gradient vanishing or exploding when handling long sequential data. Additionally, it enables GRU to learn long-term dependencies in a few training steps, thereby improving the model’s prediction accuracy.
[image: Figure 1]FIGURE 1 | Internal structure of GRU neural network neurons.
The main computational steps are as follows:
(1) Calculate the reset gate:
[image: image]
(2) Calculate the update gate:
[image: image]
(3) Calculate the candidate hidden state:
[image: image]
(4) Update the current hidden state:
[image: image]
Where, [image: image] is the input at time step [image: image], [image: image] is the hidden state from the previous time step, [image: image] is the reset gate, [image: image] is the update gate, [image: image] is the candidate hidden state, and [image: image] is the updated hidden state at time step t, [image: image] denotes the sigmoid activation function, and [image: image] represents the hyperbolic tangent activation function. Wr, Ur, br, Wz, Uz, bz, Wh, Uh, bh are the weight matrices and bias parameters of the model.
2.3 Model hyperparameter tuning with the optuna framework
Hyperparameters are crucial parameters used in designing a model, including learning rate, number of iterations, layers, and the number of neurons in each layer in the context of deep learning (Khalid and Javaid, 2020). These hyperparameters directly impact the predictive accuracy of the model, and therefore, optimization is necessary to enhance model performance. Hyperparameter optimization involves combinatorial or mixed optimization, but the evaluation cost is often high, as each evaluation requires training the model with the hyperparameters to be optimized, and training deep models can take hours to days.
To address this challenge, Optuna has emerged as an automated hyperparameter optimization method. Optuna aims to minimize the value of the objective function and uses Bayesian optimization algorithms to choose the next set of hyperparameters that are likely to improve performance based on previous trial results (Ekundayo, 2020; Agrawal, 2021). Specifically, it first defines the search space for hyperparameters and selects hyperparameters in each trial according to some strategy. Then, it uses trial results to update the priority of hyperparameters so that more likely performance-improving hyperparameters are chosen in the next trial.
This automated hyperparameter optimization method brings several advantages. Firstly, it can significantly save time and resources by automating the hyperparameter optimization process, eliminating the need for manual adjustment of each parameter. Secondly, Optuna can find the optimal combination of hyperparameters, thereby improving the predictive accuracy and performance of the model.
3 WORKFLOW
Our study establishes a workflow for predicting oilfield development indicators based on the Optuna-optimized Gated Recurrent Unit (GRU) network model. The flowchart is illustrated in Figure 2 and can be divided into the following main steps.
[image: Figure 2]FIGURE 2 | Flow chart of production index prediction based on GRU model.
3.1 Data preprocessing
This section primarily focuses on handling missing values and performing standardization on the data. When collecting data, it is common to encounter situations with a significant number of missing values. Choosing an appropriate imputation method becomes crucial. Directly removing columns with missing values may result in the loss of valuable information. Therefore, we adopted the K-nearest Neighbors (KNN) algorithm to impute missing values in the data. The KNN algorithm identifies neighboring points through distance measurement and estimates missing values by using the complete values of neighboring observations, effectively achieving data imputation (Yong et al., 2009). The specific steps are as follows: First, select the value of K as 5, and use the Euclidean distance as the measure of similarity. For each missing value, we find its 5 nearest neighbors in the feature space and compute an estimate of the missing value based on the corresponding feature values of these neighbors.
After ensuring that the data has no missing values, the next step is to standardize the data. The purpose of this step is to map the original data to a distribution with a mean of 0 and a standard deviation of 1 through linear transformation. This helps eliminate scale differences between different features, thereby improving model convergence speed and optimizing the performance and efficiency of the model. The data, after standardization, is more suitable for subsequent analysis and modeling work. The transformation function is as follows:
[image: image]
Where, [image: image] represents the value of the jth feature for the ith sample after standardization, [image: image] denotes the mean of the jth feature, and [image: image] denotes the standard deviation of the jth feature.
3.2 Feature selection
There are numerous factors affecting production, and to reduce computational complexity and avoid feature redundancy, we utilized the Pearson correlation coefficient to quantitatively measure the degree of association between each feature and the target variable. Through this method, we can identify features highly correlated with the target variable, thereby avoiding the training of many irrelevant features. Additionally, principal component analysis (PCA) can be employed for feature dimensionality reduction. PCA transforms a set of highly correlated features into linearly independent feature combinations, eliminating redundant information in the data and further improving the efficiency and performance of the model (Maćkiewicz and Ratajczak, 1993; Cheng, 2014). Specifically, the covariance matrix is computed to obtain covariance information between dimensions:
[image: image]
Afterwards, perform an eigenvalue decomposition on the covariance matrix to identify the principal components in the data:
[image: image]
Finally, select the top k principal components to form the transformation matrix P. Multiply the original data matrix X by the transformation matrix P to obtain the reduced-dimensional matrix Y:
[image: image]
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Where, [image: image] is the covariance matrix, [image: image] is the original data matrix, [image: image] is the feature mean vector, [image: image] is the feature mean vector, [image: image] is the matrix containing the corresponding eigenvectors.
3.3 Dataset construction
In this study, we leverage the many-to-many prediction capability of the Gated Recurrent Unit (GRU) network model to forecast future indicators based on historical production data spanning multiple months. In this approach, the value at the current time step is correlated with the values at previous time steps. By inputting data from multiple historical time steps to predict values for multiple future time steps, the model can more effectively capture this autocorrelation, thereby enhancing prediction accuracy. In contrast, predictions for a single time step may be influenced by noise and fluctuations, while the many-to-many prediction method can smooth out these fluctuations, resulting in more stable predictions.
To implement many-to-many prediction, we need to construct samples consisting of input time series and output time series.
Specifically, we set an initial time sliding window size m and an output size p, meaning we use data from m months to predict data for p months. Therefore, at time t, the model’s input data is denoted as Xt:
[image: image]
Where [image: image] represents the nth feature of month t, features include yield and variables relate to yield.
The corresponding label values are Yt are obtained as follows:
[image: image]
The dataset is divided into X = {[image: image]},Y = {[image: image]},encompassing data for a total of T months. 80% of the data is used for training the model, and the remaining 20% is used for testing the model.
3.4 Model training and hyperparameter tuning
When designing the Gated Recurrent Unit (GRU) network model, it is necessary to set some hyperparameters such as batch size, the number of layers, learning rate, and the number of training epochs. The training data is then input into the model, and a forward pass is conducted to obtain the model’s predicted output. Subsequently, the error between the predicted output and the actual values is computed. The error function is typically represented as:
[image: image]
Where, N represents the number of future time steps, [image: image] is the model’s predicted value at time step t, and [image: image] is the actual production at time step.
The choice of the error function depends on the specific task; for instance, mean square error (MSE) is used for regression tasks, cross-entropy loss is employed for classification tasks, etc. Our objective is to minimize this error function to optimize the predictive performance of the model.
We utilize the Adam gradient descent algorithm for backpropagation and updating model parameters, thereby training the optimized model. Subsequently, we evaluate the model’s performance using a test dataset to assess its generalization ability. Additionally, we employ the Optuna method for hyperparameter optimization, which automatically searches for the best hyperparameter combination, further enhancing the model’s performance and efficiency. When using the Optuna method, it is necessary to specify the search range and strategy for hyperparameters, as well as define the evaluation function and target metrics. Ultimately, the optimal hyperparameter combination is obtained as the output.
3.5 Model prediction
After tuning the model hyperparameters, we obtain an optimized model that fits the current dataset well. Subsequently, we can utilize the established model to predict the production for the next N months.
4 APPLICATION EXAMPLE
In order to verify the reliability and scientific validity of the model, this study selects the Ordovician reservoirs in the Tarim Basin’s Tahe Oilfield as the experimental object. The reservoir depth ranges from 5000 m to 7000m, classified as a deep-ultradeep fractured reservoir. To date, the cumulative oil production from this field has exceeded 100 million tons. Utilizing over 10 years of production history dynamic data from 1,556 production wells in this reservoir, the GRU network model optimized by Optuna is employed to model and predict the monthly oil production of the oilfield. This provides a basis for future oilfield development deployment.
4.1 Establishment of monthly production model
Firstly, to ensure the quality and reliability of the data, it is necessary to address missing values and conduct standardization on the collected historical dynamic production data. Subsequently, feature selection should be applied to these data. Among the nearly 20 features collected, including monthly injection-production ratio, monthly underground loss, old well opening rate, monthly oil increase in old wells, new well opening rate, monthly oil production in new wells, natural decline rate, comprehensive decline rate, Self-Jet wells openings, pumping well openings, average dynamic liquid level, monthly oil production, monthly gas production, monthly water cut, Gas oil ratio, wellhead oil production rate, wellhead liquid production rate, production efficiency, and monthly water injection volume, some feature descriptions are shown in Table 2. We use the Pearson correlation coefficient analysis method to analyze the correlation between all features and production, as shown in Figure 3. According to the analysis results, we will exclude features with a correlation with production less than 0.2, such as new well opening rate, gas-oil ratio, and wellhead liquid production rate, which have weak correlations. Among the remaining features, we can observe correlations between them. To avoid redundancy, it is necessary to use the principal component analysis method to reduce the dimensionality of these features, transforming highly correlated features into a set of linearly independent features (Table 3). Through this series of processing and analysis, a final time series dataset with 3 independent features can be obtained, providing a comprehensive and effective data foundation for subsequent analysis and model establishment. Finally, the input data of the model are constructed as
[image: image]
Where [image: image], [image: image], [image: image] represents the value of three independent features at time t after PCA dimension reduction. [image: image] represents the oilfield production at time t.
TABLE 2 | The partial feature data description of the Ordovician oil reservoir in the river field of Tahe oilfield.
[image: Table 2][image: Figure 3]FIGURE 3 | Thermodynamic diagram for correlation analysis of production characteristics based on Pearson correlation coefficient.
TABLE 3 | Description of characteristic data after dimension reduction by principal component analysis.
[image: Table 3]the output data of the model are constructed as:
[image: image]
Where [image: image] represents the field production at time p in the future
In this study, the optimization of hyperparameters was considered crucial for enhancing the accuracy and efficiency of the predictive model. Therefore, we conducted an in-depth analysis of six key hyperparameters: time step size, batch size, the number of layers in the GRU network, learning rate, number of training iterations, and dropout rate. By integrating the Optuna framework, with the objective of minimizing loss on the test set, we performed a comprehensive optimization of these hyperparameters. This process not only involved searching for the optimal combination of parameters but also encompassed every stage from data processing to model training.
In the experiment predicting production indicators of fractured reservoirs, we set the hyperparameter search to 100 iterations. The results showed that varying these parameters within a certain range significantly affected the model’s predictive accuracy and efficiency. Figure 4 illustrates the ranking of the importance of hyperparameters, where the number of training rounds was the most significant factor. Figure 5 details the trend of parameter value changes during the hyperparameter search process, revealing that the model’s predictive error was minimized when the number of training rounds reached approximately 500. This indicates that the model requires a sufficient number of iterations to learn and adjust its internal weights for optimal predictive performance. The ideal range for time step size was found to be between 20 and 30, suggesting that this range allows the model to better capture the characteristics of time series data. The optimal range for the size of the hidden layer was between 200 and 300, indicating that a larger hidden layer size is necessary for the model to capture complex features in the data.
[image: Figure 4]FIGURE 4 | Bar chart of the importance of hyperparameters sorted by Optuna output.
[image: Figure 5]FIGURE 5 | The process of hyperparameter search with changes in hyperparameter values.
Through in-depth analysis and optimization of key hyperparameters, we achieved significant improvements in model performance. We used both the optimized and unoptimized models to directly predict the total oil production of fractured reservoirs in the Tahe Oilfield. By comparing the prediction results, we found that both models had relatively low errors on the training set. However, on the test set, the optimized model showed a higher alignment with the actual monthly oil production compared to the unoptimized model, with a conformity rate of up to 89% (Figure 6). This indicates that the optimized model possesses higher predictive accuracy and stronger generalization capabilities on the test set.
[image: Figure 6]FIGURE 6 | Comparison curve of actual and predicted oil production of Ordovician reservoir in the Tahe oilfield.
After comparing the GRU model used in this paper with traditional production decline methods, BP network, LSTM network, CNN network and attetion network prediction methods (see Figure 7), the results show that the prediction method based on GRU has significant advantages over other methods. To objectively evaluate the performance of various prediction methods, evaluation indicators were introduced to intuitively reflect the accuracy and generalization ability of the models (Hodson, 2022). This paper uses mean square error (MSE), mean absolute error (MAE), and mean absolute percentage error (MAPE) as key indicators of the model.
[image: image]
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[image: Figure 7]FIGURE 7 | Comparison of four prediction methods and actual production in the Ordovician reservoir of the Tahe oilfield.
Under these evaluation indexes, the prediction performance of GRU model was 0.06, 0.195 and 0.32, respectively, which reached the prediction standard, and the yield prediction error of GRU model was the smallest (Table 4). Although the traditional production decline method has certain advantages in simplicity and ease of use, it only considers the impact of time on production and ignores other potential factors, thus limiting the prediction accuracy. At the same time, we also compared other commonly used deep learning sequence models, including convolutional neural networks (CNN) and attention-based networks, which can fit the actual production curve well in the training set. However, when these models are applied to the test set, our GRU model shows excellent performance. The reasons behind this performance are manifold: Firstly, compared with the Long Short-Term Memory (LSTM), the GRU model has faster training speed and better memory management ability, and also overcomes the gradient vanishing problem that BP neural network often faces when dealing with long time series data. In addition, the GRU model demonstrates a more powerful ability to model time series data, effectively capturing long-term dependencies in time series. Although CNN and attention-based models perform well in tasks such as image recognition and natural language processing, they fail to show the same level of performance as GRU in the task of this study, ultra-deep fracture reservoir production prediction. This may be because the local sensing mechanism of CNN cannot adequately capture the long-term temporal dependence when dealing with sequential data with complex temporal dynamics. At the same time, although the attention model can capture long-distance dependence, it may not play its maximum performance in specific time series prediction tasks due to the complexity of the model and the limitation of training resources. These unique features make our GRU model perform exceptionally well in the task of predicting the actual production curve, providing an efficient and reliable solution for production scheduling and optimization in the oil industry. Through in-depth analysis of the performance differences between GRU and other models in this task, we further confirm the advantages of GRU in dealing with complex time series data, especially in capturing long-term dependencies, thus providing important guidance for selecting appropriate models in the future.
TABLE 4 | MSE, MAE, MAPE values of 4 methods.
[image: Table 4]4.2 Monthly production model future forecast
Based on the production data of the past 10 years, we optimized the monthly production GRU model, especially by integrating seasonal patterns, to improve the accuracy of the forecast. As shown in Figure 8, the adjusted model is able to more accurately capture the annual seasonal trough, especially the lowest production point in February, which is highly consistent with the historical production pattern. The model forecast shows that the average monthly production of the oilfield in 2024 is 390 thousand tons, and the cumulative annual production is 4.69 million tons. In 2025, the average monthly output is 387000 tons, and the annual cumulative output is 4.62 million tons. This slow downward trend in future production is consistent with historical production trends. The forecast results with seasonal adjustment will provide a more accurate reference for Tahe Oilfield to formulate short-term production planning and deployment strategies.
[image: Figure 8]FIGURE 8 | Comparison of predicted production and actual production of Ordovician reservoir in the Tahe oilfield.
5 CONCLUSION AND RECOMMENDATIONS

(1) After a thorough analysis of the limitations in the current methods for predicting production dynamics in fractured reservoirs, this study proposes a GRU time series model based on deep learning. Compared to traditional methods, this model demonstrates stronger capabilities in modeling time-series data, effectively addresses the vanishing gradient problem associated with BP neural networks in handling long time series data, and exhibits faster training speed and superior memory management.
(2) By employing Optuna for hyperparameter optimization, the GRU model established in this study shows higher accuracy and generalization ability in predicting production oil volume in the fractured reservoirs of the Tahe Oilfield. This allows the model to better adapt to the complex and dynamic production environment, significantly reducing prediction errors, and achieving a MSE error as low as 0.06.
(3) Our deep learning model has achieved remarkable success in dealing with short-term dynamic prediction of fractured-vuggy reservoir production. However, when the prediction time span is very long, the model performance may be limited.
Future research may focus on enhancing long-term predictive accuracy by investigating more intricate model structures, diversifying feature engineering, and refining hyperparameter tuning techniques to overcome current limitations.
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Introduction: Carbon dioxide (CO2) enhanced gas recovery represents a viable strategy for sequestering CO2 while concurrently augmenting gas production from subsurface reservoirs. Gas reservoirs, as inherent geological formations, are optimal repositories for gaseous compounds, rendering them suitable for CO2 storage. Nevertheless, the economic viability of pure CO2 storage necessitates integration with oil and gas recovery mechanisms to facilitate widespread CO2 utilization.
Method: This study addresses the complexities of CO2 enhanced gas recovery through a comprehensive approach that combines theoretical model and numerical simulations. A numerical model is developed to simulate three-component diffusion involving CO2, and methane (CH4) in a two-phase system comprising gas and water.
Results: The investigation systematically explores the process of enhanced CH4 extraction and CO2 injection into the reservoir and examines the influencing factors on extraction. Simulation results reveal a power-law decrease in CH4 production rate, stabilizing at a constant extraction rate. Enhanced CH4 extraction benefits from increased porosity, with higher porosity levels leading to greater CH4 extraction. Permeability augmentation positively influences CH4 production, although with diminishing returns beyond a certain threshold. The CO2 injection rate shows a direct proportionality to CH4 production. However, elevated CO2 injection rates may increase reservoir pressure, potentially causing cap rock damage and CO2 gas flushing.
Discussion: This study contributes valuable theoretical insights to the field of CO2 enhanced gas recovery engineering, shedding light on the intricate dynamics of multi-component fluid transport processes and their implications for sustainable CO2 utilization.
Keywords: CO2 geological storage, CO2-EGR, two-phase flow, multi-component diffusion, low permeability reservoir
1 INTRODUCTION
CO2 is the main greenhouse gas. In order to mitigate and ameliorate the impact of the greenhouse effect on human life, countries around the world are actively taking measures and countermeasures to reduce CO2 emissions. Among them, CO2 geological storage has received great attention globally as an effective method to reduce carbon emissions (Bachu, 2000; Weiyang and Chen, 2005; LIU et al., 2005; U. S. Department of Energy and Office of Fossil Energy and National Energy Technology Laboratory, 2005; Pei et al., 2005; Liu et al., 2005). Common sites for geological storage of CO2 include deep saline formations, depleted oil and gas reservoirs, unrecoverable reservoirs and oceans (Bonder, 1992; Li and Bai, 2005; XU et al., 2005; Yuchao, 2005; Wu et al., 2008). However, pure CO2 storage is expensive, so it is necessary to combine the storage with the enhancement of oil and gas recovery to realize the large-scale utilization of CO2. The gas storage of gas-bearing reservoirs and the closure of the trap have been fully confirmed in the long-term natural gas storage stage and the development stage of natural gas, so it is feasible to realize the buried storage in the gas reservoir.
The mechanism of CO2 to improve gas recovery mainly has the following four aspects: 1. Increase the reservoir pressure gradient to improve the natural gas seepage rate; 2. The significant density difference between CO2 and natural gas will lead to gravitational differentiation, so the CO2 at the bottom of the reservoir has a lifting effect on the natural gas; 3. Under the conditions of temperature and pressure of the reservoir, CO2 tends to be in a supercritical state, and its viscosity is much higher than that of the natural gas, which produces the ratio of the fluidity that is favorable for the replacement; 4. The CO2 displaces CH4 in the reservoir through the competition adsorption effect (Busch et al., 2006; Liang et al., 2010; Katayama, 2023). Enhanced gas recovery using CO2 not only enables geological storage of CO2, but also increases CH4 production (Hamza et al., 2021; Zhang et al., 2023).
The mixing of injected CO2 and natural gas in the reservoir affects the driving efficiency and leads to the rapid breakthrough of CO2 in the production wells, resulting in the poor effect of driving the gas to improve recovery, and the CO2 in the recovered gas further increases the difficulty and cost of the surface treatment process and reduces the comprehensive economic benefits of CO2-EGR, so it is of great significance to control the CO2-CH4 mixing. K. Damen et al. (Damen et al., 2005) analyzed the economics of reservoir geological disposal of CO2 collected from China using a multi-criteria analysis including technical and socio-economic criteria. Y. Kurniawan et al. (Kurniawan et al., 2006) used numerical simulations to investigate the competitive adsorption of two-component (CH2-CO4) gas in crack like pore structures; V. Goetz et al. (Goetz et al., 2006) conducted experimental studies on the adsorption of CO2 and CH4 mixed gases on activated carbon and obtained adsorption isotherms for different gases. K. Jessen et al. (Jessen et al., 2008) conducted experimental and simulation studies on CH4 extraction by gas injection, but the coal samples used were powder synthesized specimens; T. Theodore et al. (Theodore et al., 2004) introduced experimental and simulation studies on CO2 storage in reservoirs jointly conducted by the University of Southern California and the Australian National University, focusing on the impact of reservoir structure on CO2 geological disposal.
Indoor experiments on CO2 and reservoir fluids are often limited by time and space, and the experiments cannot effectively reflect the interaction between CO2 and reservoir fluids across time and space scales in the CO2-EGR process. Although numerical simulation can solve the problems of time and space scales, CO2 and reservoir fluids involve multiphase and multi-component coupling processes. Therefore, numerical models that characterizes the migration of multiple components such as CO2, CH4, and reservoir water in reservoirs are needed for numerical simulation analysis of CO2 enhanced CH4 recovery.
In this article, we derive the control equation for two-phase, three component flow and establish a numerical model for CO2 injection and production of CH4 based on the proposed multiphase multi-component flow theory. We use Partial Differential Equation Module (PDE) of COMSOL for solving the governing equations, studying the migration of CO2, CH4 and water in the process of CO2 injection and production in the isotropic reservoir. By changing the permeability, porosity and CO2 injection rate of the reservoir, we studied the influence of reservoir parameters and injection schemes on the distribution of reservoir stress and the extraction of CH4.
2 MATHMATICAL MODEL
2.1 Governing equation of gas-water two-phase flow
Base on the mass conservation of the aquifer fluid, the continuity equation for gas-water two-phase flow is as follows (Martin et al., 2005a; Martin et al., 2005b; Ma et al., 2021; Ma et al., 2023):
[image: image]
where [image: image] is the fluid mass, [image: image] is the source ([image: image] represents water and gas, respectively). The fluid velocity is described by Darcy’s law:
[image: image]
where [image: image] represents permeability, and [image: image] is the relative permeability, [image: image] is fluid viscosity, [image: image] is pore pressure, [image: image] is the fluid density, and [image: image] is the gravitational acceleration. The mass of each phase can be described as:
[image: image]
where [image: image] is fluid saturation, [image: image] is fluid density, [image: image] is porosity.
2.2 Governing equations of gas diffusion
According to Fick’s law, the diffusion flux per unit cross-sectional area perpendicular to the diffusion direction per unit time is directly proportional to the concentration gradient at that cross-section (Nie et al., 2000; Qin et al., 2012; Qin et al., 2013; Li, 2015; Wang, 2015):
[image: image]
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where [image: image] is the diffusion flux per unit area of component [image: image] in the z-direction per unit time; [image: image] is the diffusion coefficient between components [image: image] and [image: image]; [image: image] is the gas concentration of component [image: image] is the concentration gradient of component [image: image] in the z-direction. In the unit, the molecular diffusion flux [image: image] of component [image: image] gas in the gas phase on the left side. Within [image: image] time, the mass of component [image: image] gas flowing into the unit through molecular diffusion in the x-direction is:
[image: image]
The mass of component [image: image] gas flowing out of the unit through molecular diffusion in the x-direction on the right side of the unit is:
[image: image]
Within [image: image] time, the mass difference of component [image: image] in the unit due to gas diffusion is:
[image: image]
In summary, the gas convection diffusion equation is obtained as follows:
[image: image]
2.3 Equation assembly
Substituting Eq. 2 into Eqs 1, 9, the two-phase multi-component seepage model is obtained as follows:
[image: image]
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where [image: image] and [image: image] are fixed values for the relative molecular weight of the gas, and [image: image], therefore the equation can be transformed into:
[image: image]
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Due to the presence of two gases in the gas phase, the pressures of the two gases are defined as [image: image]、 [image: image]:
[image: image]
Substitute the saturation equation and capillary pressure equation into:
[image: image]
There are five variables for solving the equation system: [image: image]、 [image: image]、 [image: image]、 [image: image] and [image: image]. There are also five equations, which are closed and solvable. The remaining parameters are calculated using the method of calculating physical properties parameters: [image: image]. Substitute the equations into and eliminate [image: image]、 [image: image] and [image: image]. We obtain a system of equations for variables [image: image]、 [image: image] and [image: image]:
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According to the Brooks Corey model capillary pressure calculation formula, the capillary pressure is as follows:
[image: image]
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The final control equation is as follows:
[image: image]
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3 VERIFICATION
This section verifies the accuracy of the proposed two-phase multi-component model by comparing the results of Oldenburg’s simulation scheme (Oldenburg, 2003). The reservoir model has a vertical depth of 22 m and a horizontal length of 1000 m. The wellhead is located on the left boundary of the reservoir, 3 m away from the upper boundary. The remaining boundaries are no-flow. The reservoir model is shown in Figure 1. The reservoir has a constant temperature of 313.15 K, an initial reservoir pressure of 6 MPa, an initial water saturation of 0.2, a gas phase saturation of 0.8, and a gas phase entirely composed of CO2. The simulation plan involves injecting CH4 gas into the injection well at a rate of [image: image] for 180 days. The parameter properties of the simulation are listed in Table 1.
[image: Figure 1]FIGURE 1 | Geometric model and boundary conditions of the Oldenburg model.
TABLE 1 | Parameter properties of the simulation.
[image: Table 1]The simulation results are shown in Figure 2. As the CH4 is injected, the CO2 component is continuously pushed towards the right side of the reservoir, and the diffusion zone gradually increases. The distance between the center of the mixed zone and the wellhead gradually increases, the movement rate gradually decreases. This is consistent with the model results of Oldenburg, indicating the applicability and accuracy of this model in gas diffusion problems.
[image: Figure 2]FIGURE 2 | Simulation results at (A) 30 days, (B) 60 days, and (C) 180 day.
4 MODEL SETUP
We set up a reservoir model with a reservoir plane size of 6000 m × 4000 m. The reservoir is homogeneous and isotropic. The initial water saturation of the reservoir is 0.3, and the rest gas is CH4. The initial reservoir pressure is 12 MPa, the absolute permeability is [image: image], and the porosity is 0.07. An injection well is located at the center of the reservoir to inject CO2, and extraction wells are set at the four corners of the reservoir. The specific location and boundary conditions are shown in Figure 3. The simulation plan involves injecting CO2 from the injection well at a rate of 0.25 kg/s for 500 days and analyzing the CH4 rec overy situation. The specific parameters are listed in Table 2.
[image: Figure 3]FIGURE 3 | Geometry and boundary conditions of the simulation.
TABLE 2 | Case parameter settings.
[image: Table 2]5 SIMULATION RESULTS
In this section, we discussed CO2 enhanced CH4 recovery based on the two-phase multi-component seepage equation. Due to the geometric distribution of CO2 injection wells and CH4 extraction wells being symmetric in the simulation domain, in order to improve computational efficiency, we only analyzed a quarter of the CO2 displacement CH4 process.
As shown in Figure 4, after CO2 is injected into the reservoir, CH4 inside the reservoir is replaced. The gas pressure of CH4 near the CO2 injection well sharply decreases, and as the extraction progresses, CO2 diffuses towards the vicinity of the extraction well. Near the extraction well, CH4 pressure decreases uniformly, and CH4 is extracted through the extraction well.
[image: Figure 4]FIGURE 4 | (A) 100 days, (B) 300 days, and (C) 500 days results of CH4 pressure in reservoirs.
As shown in Figure 5, after CO2 is injected into the reservoir, CH4 and reservoir water are driven away together, forming a CO2 enrichment zone near the injection well. Near the extraction well, due to the lower well pressure, water and CH4 are extracted together, decreasing the water saturation.
[image: Figure 5]FIGURE 5 | (A) 100 days, (B) 300 days, and (C) 500 days reservoir water saturation results.
We study the CH4 production and daily productivity, as shown in Figure 6, of the extraction wells. Among them, the daily productivity of CH4 shows a power-law decreasing trend, with CH4 productivity reaching its maximum in the early stages of extraction; As extraction proceeds, the daily CH4 production rate decreases due to the decrease in reservoir pressure. In the later stage of extraction, CH4 productivity reaches equilibrium and remains basically unchanged. The growth rate of production decreases as extraction progresses.
[image: Figure 6]FIGURE 6 | CH4 production volume and daily productivity.
6 SENSITIVE ANALYSIS
6.1 Effect of porosity
In this section, we investigage the distribution of CH4 pressure, water saturation, and evolution of CH4 extraction under different reservoir porosities of 0.0175, 0.035, 0.14, and 0.21.
Porosity of reservoir has a significant impact on CH4 pressure distribution. As shown in the Figure 7, the smaller the porosity of the reservoir, the greater the impact range of CO2 injection of the same quality. This is because the reduction of pore space results in the same volume of CO2 occupying a larger reservoir area. When the porosity of the reservoir is 0.0175, the CO2 injection well and the CH4 production well are connected, and all the CH4 in the middle is driven out. When the porosity is greater than 0.14, the influence of porosity on pore pressure decreases.
[image: Figure 7]FIGURE 7 | CH4 pressure with different porosities: (A): 0.0175 (B): 0.035 (C): 0.14 (D): 0.21.
As shown in Figure 8, the larger the porosity, the larger the pore volume of the same area reservoir, and more CO2 needs to be injected to expand its influence area; The smaller the porosity, the larger the impact area of the same CO2 injection amount, and more CH4 and water from the reservoir pores are driven out by CO2.
[image: Figure 8]FIGURE 8 | Water saturation at different porosities: (A): 0.0175 (B): 0.035 (C): 0.14 (D): 0.21.
As shown in Figure 9, with the increase of porosity, the CH4 extraction rate increases; The larger the porosity, the more CH4 stored near the extraction well. Under the same production well pressure and CO2 injection rate, the greater the CH4 production.
[image: Figure 9]FIGURE 9 | CH4 production.
6.2 Effect of permeability
In this section, we investigage the distribution of CH4 pressure, water saturation, and evolution of CH4 extraction with permeability being with [image: image], [image: image], [image: image] and [image: image].
The permeability of the reservoir determines the migration ability of fluids in the reservoir. As shown in Figure 10, the higher the permeability of the reservoir, the faster CO2 diffuses from the injection well to the surrounding area at the same time. When the permeability is [image: image], the pressure of the CO2 injection well and the CH4 production well interact with each other, and CO2 flows directly from the injection well to the production well. The lower the permeability, the less CH4 displaced by CO2 injection, which is not conducive to CH4 extraction.
[image: Figure 10]FIGURE 10 | CH4 pressure at different permeabilities (A): [image: image] (B): [image: image] (C): [image: image] (D): [image: image]
As shown in Figure 11, the influence range of extraction and injection wells is highly correlated with the reservoir permeability. Within the same extraction time, reservoirs with higher permeability can produce more CH4; Reservoirs with low permeability face greater difficulties in both CO2 injection and CH4 extraction, resulting in lower CO2 recovery efficiency.
[image: Figure 11]FIGURE 11 | Water saturation at different permeabilities: (A): [image: image] (B): [image: image] (C): [image: image] (D): [image: image]
Permeability has a great impact on CH4 production. As shown in Figure 12, the greater the permeability, the more CH4 extraction However, blindly increasing the permeability of the reservoir has a saturation value for the increase in CH4 production. When the permeability of the reservoir increases from [image: image] to [image: image], CH4 production changes slightly. This may be because the high permeability reservoir causes the injected CO2 to diffuse to the production well and be extracted. When the permeability reaches a certain level, the reservoir pressure drops too quickly, and the CO2 injection well and CH4 production well are connected. After CO2 breakthrough, The proportion of CH4 in the production well decreases, making it difficult to extract CH4.
[image: Figure 12]FIGURE 12 | CH4 production under different permeabilities.
6.3 Effect of CO2 injection rate
In this section, we investigage the distribution of CH4 pressure and water saturation with injection rate being with [image: image] and [image: image].
As shown in Figure 13, the higher the CO2 injection rate, the greater the reservoir pressure, and the larger the range of CO2 diffusion. Due to CO2 injecting water and CH4 into the pores of the reservoir near the well, the CH4 pressure near the CO2 injection well decreases, forming a high-pressure zone at the front of the displacement.
[image: Figure 13]FIGURE 13 | CH4 pressure at different injection rates (A): [image: image] (B): [image: image].
As shown in Figure 14, for water saturation at different injection rates. The higher the CO2 injection rate, the more water and CH4 are discharged at the same time, forming a low saturation zone near the injection well. For CH4 extraction wells, the high pressure brought by high injection rates leads to more CH4 being extracted, and the high CO2 injection rate increases CH4 extraction.
[image: Figure 14]FIGURE 14 | Water saturation at different injection rates (A): [image: image] (B): [image: image].
7 CONCLUSION
The process of CO2-enhanced CH4 extraction involves the intricate migration dynamics of gas and water phases, incorporating multiple components within the reservoir. Leveraging the derived two-phase flow and multi-component diffusion model, we present a comprehensive numerical model to elucidate the intricate phenomena associated with the multi-component seepage of CO2-EGS. This model considers both the water phase and the gas phase, encompassing two distinct components: CO2 and CH4. The main conclusions are derived as follows.
1) With the injection of CO2, both water and CH4 within the reservoir pores are displaced. The CH4 productivity exhibits a power-law decline, ultimately stabilizing at a constant extraction rate, with a progressively diminishing gradient of productivity increase. In the initial extraction stages, the CH4 production rate attains its peak, declining subsequently due to the diminishing reservoir pressure. In the latter stage of extraction, CH4 productivity reaches an equilibrium state, demonstrating sustained constancy.
2) Higher porosity levels result in augmented CH4 reserves proximate to extraction wells. However, heightened porosity diminishes the influence of CO2 on CH4 recovery, as it reduces the area affected by the reservoir pressure of CO2. Conversely, lower porosity levels extend the influence of a given CO2 injection volume over a larger reservoir range, driving out CH4 and water over an expansive area.
3) Elevated reservoir permeability accelerates CO2 diffusion from injection wells to the surrounding region. While increased permeability enhances CH4 production, an indiscriminate escalation of permeability reaches a saturation point for CH4 production augmentation. Excessive permeability poses the risk of connecting CO2 injection wells with CH4 extraction wells, impeding CH4 extraction upon CO2 breakthrough.
4) The CO2 injection rate directly influences the affected area within the reservoir. A higher injection rate results in increased reservoir pressure, leading to greater CH4 extraction and improved production. Nonetheless, an excessively high CO2 injection rate induces heightened reservoir pressure, potentially causing cap rock damage and consequent CO2 release.
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The injection volume and the distribution of a proppant inside a fracture have a direct impact on the stimulation effect of fracturing. In this study, a new proppant transport model was established based on the Euler method. In this model, the proppant plugging element allows fluid to pass through. Furthermore, the proppant plugging process was successfully simulated based on this model. The proppant transport and ultimate injection concentration under different injection modes were discussed. The numerical simulation results indicate that compared with the strategy of constant concentration, the strategy of a stepwise increasing concentration can make the proppant distribution in the fracture more uniform. The strategy of injection with a stepwise increasing concentration and a periodic injection with a stepwise increasing concentration can increase the injection volume of the proppant by 25%. In the fracture network, a 67% increase in the number of branch fractures resulted in a 17% increase in the maximum proppant injection volume. If the branch fracture width is reduced by 50%, the maximum proppant injection volume is reduced by 17%.
Keywords: hydraulic fracturing, proppant, transport, proppant plugging, ultimate concentration
1 INTRODUCTION
Hydraulic fracturing technology is an important technique in unconventional oil and gas development (Xu et al., 2018; Huang et al., 2019; He et al., 2023), which creates high-permeability artificial fractures by injecting a fracturing fluid and proppant into the reservoir under high pressure. The final artificial-flow channel depends on the transport and distribution of the proppant in the fracture. In fracturing designs, high injection rates, high injection fluid volumes, and high injection proppant volumes are commonly used. In the fracturing process of a horizontal shale gas well, more than 10,000 m3 of fracturing fluid and 1,000 m3 of proppant are injected. The design of the injection volume of the fracturing fluid is mainly constrained by economy, but the injection volume of the proppant also needs to consider the risk of proppant blockage. However, the research on proppant injection limits and proppant plugging risk is inadequate. Many indoor experiments and numerical simulations have been conducted on the transport of the proppant within the fracture in the currently reported literature (Zeng et al., 2016; Zheng et al., 2020; Tang et al., 2022).
Researchers initially attempted to study the transport of the proppant in a fracture through indoor experiments. Kern et al. (1959) conducted an experimental study on the transport process of a proppant in flat fractures when water is used as the fracturing fluid and pointed out that the proppant will quickly settle to the bottom of the fracture and form a proppant dune after entering the fracture. Further injection of the proppant will continuously increase the length and height of the dune. After reaching equilibrium height, the number of settling proppants and secondary suspended proppants on the surface of the dune reaches equilibrium, and the length of the dune continues to increase, but the height will no longer increase. Liu et al. (2020), Wu and Sharma, (2016), and Hu et al. (2018) studied the effects of different fracture widths, injection rates, and proppant sizes on proppant transport and dune equilibrium height and proposed empirical formulas for calculating characteristic parameters such as equilibrium height and velocity. With the development of unconventional reservoirs, research on the transport of the proppant in fracture networks has received more attention in recent years. Dayan et al. (2009) constructed a fracture model with a branch fracture to study proppant transport, and the results showed that proppant could enter the branch fracture smoothly only at a high injection rate. Sahai (2012) studied proppant transport within fractures under different branch fracture configurations and analyzed the mechanism of the proppant entering the branch fractures from the main fractures at high and low injection rates. Klingensmith et al. (2015) constructed an experimental proppant transport facility with four-level branching fractures and pointed out that large injection rates, small proppant sizes, and medium/low-density proppants could enter the distal fractures. Furthermore, in order to carry a high-density proppant into the third-level and four-level fractures, highly viscous fluids need to be used. Alotaibi and Miskimins (2018) constructed an experimental device for proppant transport considering rough fractures and concluded that the complexity of the fracture network was not the main limiting factor for proppant transport, and that a rapid increase in proppant concentration could enhance proppant transport capacity.
In addition, numerical simulation technology is also an important technical method for studying the transport of the proppant. According to the simulation methods of the movement of the proppant, the numerical simulation methods of proppant transport can be roughly divided into two categories: Euler method (Chang et al., 2017a) and Lagrangian method (Zhang et al., 2023). In the Lagrangian method, the CFD-DEM method is most widely used in studying proppant transport. Kou et al. (2019) studied the transport of proppants in main and branch fractures using the CFD-DEM method. Zeng et al. (2021) simulated the transport process of proppants using the immersion boundary method and analytical CFD-DEM method. Wang et al. (2019) studied the factors affecting the distribution of the proppant in fracture and fracture networks using the CFD-DEM method and analyzed the effects of the fracture width and injection rate on the distribution of the proppant. For the description of particle motion, the Lagrangian method is more reasonable, but for the simulation of proppant transport at the field scale, the Euler method is more computationally efficient (Tang et al., 2023). Sun et al. (2023) refined a proppant transport model based on the Euler method and analyzed the effect of fracture width on proppant transport in hydraulic fracturing. In addition, proppant transport in carbon dioxide (Liu et al., 2024), liquid nitrogen, and liquid helium fracturing (Patel et al., 2024) has also been studied based on the Euler method. Li et al. (2023) studied the proppant transport process during pulse fracturing in coal seams using Fluent software and pointed out that the proppant can be transported at a longer distance through pulse fracturing. Based on the Euler method, Bhandakkar et al. (2020) discussed the proppant transport process under different injection strategies with a stepwise increasing proppant concentration. Lv et al. (2024) compared proppant transport and distribution under a strategy of injecting the proppant with a constant concentration and stepwise increasing concentration, but the ultimate injection concentration of the proppant was not discussed in this study.
In the current proppant transport model based on the Euler method, the proppant plugging element is assumed to be non-permeable, which is why it is difficult to simulate the proppant plugging process in the current proppant transport model based on the Euler method. In fact, the proppant-clogged element should allow fluid to pass through and only allows fluid to pass through. Therefore, a new proppant transport model based on the Euler method was constructed in this study, and proppant transport rules and ultimate injection concentration under different injection strategies were analyzed.
2 MATHEMATICAL MODEL
2.1 Proppant transport model
When the fluid flows between two almost parallel impermeable boundaries, the Navier–Stokes equation can be simplified to the Reynolds equation as follows (Batchelor, 1967):
[image: image]
where [image: image] is the distance between two almost parallel impermeable boundaries; [image: image] is the water head; g is the gravitational acceleration; [image: image] is the fluid density; [image: image] is the fluid viscosity; [image: image] is the height; and [image: image] is the pressure. Integrating Eq. 1 with the distance between impermeable boundaries, the fluid velocity inside a fracture is
[image: image]
where [image: image] is the fracture width; the permeability of a single fracture is expressed as [image: image]; and [image: image] is the hydraulic conductivity. It is worth noting that Eq. 2 is applicable to flow situations in fractures or very narrow planes. If the flow occurs in large, irregular three-dimensional gaps between solid blocks, this method is no longer applicable. The volume conservation equation for the fracturing fluid and proppant can be expressed as
[image: image]
[image: image]
where [image: image] is the volume fraction of the proppant and [image: image] is the velocity vector of the proppant. In the case of proppant settlement, the relationship between proppant velocity and fracturing fluid velocity can be expressed as
[image: image]
where [image: image] is the sliding rate of the proppant. The proppant slip rate can be calculated according to the Stokes equation, using correction factors (a function of concentration) to account for the effects between proppant particles and fracture surfaces:
[image: image]
where [image: image] is Stokes’ law of resistance on a single particle, given as follows:
[image: image]
where [image: image] and [image: image] are the density of the proppant and fracturing fluid, respectively; [image: image] is the proppant diameter; and [image: image] is the fluid viscosity. In addition, Richardson (1954) provided a widely used form of the correction factor:
[image: image]
Substituting Eqs 5, 6 into Eq. 4, the following equation is obtained:
[image: image]
Here,
[image: image]
Another noteworthy coupling variable is the fracturing fluid density, which affects the Reynolds governing equation for fluid flow. In the proppant transport model in this study, the Boussinesq approximation was used (fluid density changes due to concentration changes only have a significant effect on buoyancy). In the Boussinesq approximation, it is assumed that the fluid density in Eq. 9 is linearly related to the proppant concentration. By linearization,
[image: image]
The viscosity of the carrier fluid can be calculated from the fracturing fluid viscosity and proppant concentration using empirical formulas. This study uses the empirical formula constructed by Mack and Warpinski (2000):
[image: image]
where [image: image] is the original viscosity of the fracturing fluid and [image: image] is the maximum proppant concentration limit. As [image: image] approaches 1, [image: image] approaches infinity. Therefore, in this study, the maximum value of [image: image] was set to 0.9.
2.2 Numerical discretization and solution
The node-centered finite volume method is used for numerical solution of the flow field. The triangular mesh is used to discretize the fluid flow plane. In addition, the compute nodes are located at the vertices of the triangular grid. Compute domains are assigned to each node. The proppant volume fraction at each node, the proppant thickness in the fracture, and the fracture opening are the average values in their control domain. Triangular cells and their nodes are indicated by dashed lines in Figure 1. The lines of points at the geometric centers of the element surrounding a node form a control domain of a node, as shown by the solid lines in Figure 1. The proppant volume fraction at the node is
[image: image]
[image: Figure 1]FIGURE 1 | Discrete diagram of the flow plane: triangular elements (dashed lines), nodes, and computational domains (solid lines).
Therefore, the proppant thickness can be expressed as
[image: image]
Based on the finite volume method, the integral of Eq. 4 over the computational domain A can be expressed as
[image: image]
Approximating the flux at the boundary of each computational domain, the discrete form of the transient term in Eq. 15 is given by the following equation:
[image: image]
where [image: image] is the time step. Based on Eq. 9, the diffusion term can be expressed in terms of fracturing fluid velocity and proppant settling velocity:
[image: image]
Based on the Gaussian divergence theorem, an integral over a computational domain can be converted to an integral over a polygon boundary as follows:
[image: image]
where [image: image] is the outer normal vector of the boundary of the computational domain. Let q = a·v; then, the diffusion term of the carrier fluid in Eq. 18 can be expressed as
[image: image]
The discrete form of the proppant diffusion term is given by the following equation:
[image: image]
where [image: image] represents the sum of the flux at each boundary of the computational domain and [image: image] is the length of each boundary. Vector [image: image] is shown in Figure 2. The choice of the value of [image: image] depends on the numerical solution method used. In this study, the upwind scheme is used to solve the problem, and the upwind scheme is unconditionally stable. Therefore, the value of parameter [image: image] is obtained from upstream of the flow:
[image: image]
[image: Figure 2]FIGURE 2 | Computational domain of the upwind scheme.
The settlement–diffusion term of the proppant in Eq. 18 is a non-linear function of the principal variable c, and its numerical discrete form is as follows:
[image: image]
where [image: image], [image: image] is the average value of [image: image] at the three nodes of the triangular element, and:
[image: image]
By combining Eqs 14, 15, 19, and 21, the discretization equations within each computational domain can be expressed as
[image: image]
In the explicit numerical solution process, the values of the variables on the right side of Eq. 24 are all from the previous time step. After obtaining the proppant thickness at the new time step, the proppant volume fraction was updated using Eq. 13. In this model, proppant plugging in the fracture was considered. When a blockage occurs, the proppant stops flowing, but the fluid can still pass through by setting a fixed permeability value for the blocked proppant. When the permeability is set to 0, it means that fluid cannot pass through the blocked area. In the case of the intersection of two fractures, the computational domains of the nodes at the intersection of fractures are on the two fracture surfaces, as shown in Figure 3:
[image: Figure 3]FIGURE 3 | Two intersecting flow planes with triangular elements, edge nodes, and computational domains (dark colors).
Each flow plane is discretized into triangular elements. Nodes 1 and 2 located at plane intersections are grouped as “knot.” The compute domains of nodes 1 and 2 are pooled together, and the results are assigned to the knot:
[image: image]
In addition, the fracture width of the knot is obtained by weighted average, given as follows:
[image: image]
The new proppant thickness [image: image] at the boundary node can be calculated using Eq. 24. The new proppant concentration [image: image] can be expressed as [image: image]. The new thickness of the proppant at nodes 1 and 2 is [image: image] and [image: image], respectively. The proppant-volume balance equation at the intersection of fractures is
[image: image]
The stability time step of proppant transport is calculated by considering the Courant–Friedrichs–Lewy (CFL) condition. In this case, the Courant number is defined as
[image: image]
where [image: image] is the time step and [image: image] is the size of the discrete elements. Moreover, the conditions of stability are
[image: image]
Therefore, based on Eq. 28, the stability time step equation can be expressed as
[image: image]
where [image: image] is the smallest element size; [image: image] is the angle between the two fracture surfaces; and [image: image] is the maximum proppant velocity in the fractures.
2.3 Model comparison and validation
The solution of the model in this paper is based on ITASCA software (ITASCACG, 2024). The simulation results provided by Shiozawa and McClure (2016) and Chang (2017b) are shown in Figures 4A, B, respectively, which can be used to compare and validate the model in this study. Under the same input parameters, the results of the model established in this paper are shown in Figure 4C, which are consistent with the results in the published reference. The longitudinal variation in the fracture width in this model is ignored; therefore, the proppant can reach the bottom of the fracture. Compared to the height of proppant blockage, the results of the model established in this study are very close to the published reference.
[image: Figure 4]FIGURE 4 | Model comparison and verification.
3 RESULTS AND DISCUSSION
3.1 Proppant transport within a single fracture
In this section, different proppant pumping strategies for a single fracture are studied, such as fixed-proppant concentration injection, stepwise increasing proppant concentration injection, and proppant slug injection. The main input parameters and values of the numerical simulation are shown in Table 1.
TABLE 1 | Model input parameters.
[image: Table 1]3.1.1 Injection of the proppant with a constant concentration
In this section, the effect of proppant injection concentration (PIC) on its transport is studied when the PIC is constant. The PICs were set to 0.06, 0.08, and 0.10 (the concentrations in this study are all volumetric ratios). In all the cases in this paper, the total injection time simulated was 40 min. The fracturing fluid and proppant injection process is shown in Figure 5. Other input parameters are shown in Table 1, and the simulation results are shown in Figures 6, 7.
[image: Figure 5]FIGURE 5 | Fracturing fluid and proppant injection process.
[image: Figure 6]FIGURE 6 | Proppant distribution at the moment of stopping injection; (A) proppant injection concentration (PIC) = 0.06; (B) PIC = 0.08; and (C) PIC = 0.10.
[image: Figure 7]FIGURE 7 | Proppant distribution at the moment of complete proppant settlement; (A) PIC = 0.06; (B) PIC = 0.08; and (C) PIC = 0.10.
Figures 6, 7 show the proppant distribution at the moment of stopping injection and proppant complete settlement, respectively. It can be observed that when the PIC is 0.06, the maximum dune height during the injection process is 8 m, and the maximum dune height after complete settlement is 13 m. When the PIC is 0.08, the maximum dune height during the injection process is 14 m, and the maximum dune height after complete settlement is 17 m. Comparing the two cases where the PIC is 0.06 and 0.08, the PIC increased by 33%, the maximum dune height during the injection process increased by 75%, the maximum dune height increased by 30.8% after complete proppant settlement, and the distance from the dune to the bottomhole significantly decreased. When the PIC increased to 0.10, the distance from the dune to the bottomhole decreased sharply, and proppant blockage occurred.
3.1.2 Injection of the proppant with a stepwise increasing concentration
The injection strategy of a stepwise increasing proppant concentration is also commonly used in hydraulic fracturing. In this section, stepwise increasing proppant concentration strategies for proppant transport are studied with three different average proppant injection concentrations. The average PICs were 0.09, 0.10, and 0.11. If the fracturing process is divided into N stages and the average PIC is M, the PIC in the first stage is 2*M/(N+1), and the concentration needs to be increased by 2*M/(N+1) in each subsequent stage. In this section of the study, the fracturing process was divided into eight stages, and the fracturing fluid and proppant injection process is shown in Figure 8. The simulation results are shown in Figures 9, 10.
[image: Figure 8]FIGURE 8 | Fracturing fluid and proppant injection process.
[image: Figure 9]FIGURE 9 | Proppant distribution at the moment of stopping injection; (A) average PIC = 0.09; (B) average PIC = 0.10; and (C) average PIC = 0.11.
[image: Figure 10]FIGURE 10 | Proppant distribution at the moment of proppant complete settlement; (A) average PIC = 0.09; (B) average PIC = 0.10; and (C) average PIC = 0.11.
Figures 9, 10 show that when the average PIC is 0.09, the maximum dune height during the injection process is 7 m, and the maximum dune height after complete settlement is 14 m. When the average PIC is 0.10, the maximum dune height during the injection process is 9 m, and the maximum dune height after complete settlement is 16 m. Comparing the two cases where the average PIC is 0.09 and 0.10, the PIC increased by 11%, the maximum dune height during the injection process increased by 28.6%, and the maximum dune height increased by 14.3% after complete proppant settlement. Compared with the strategy where concentration is constant, the strategy of a stepwise increasing concentration can make the proppant distribution in the fracture more uniform. Moreover, when using the strategy of a stepwise increasing concentration, proppant blockage only occurs when the average PIC is greater than 0.11. This means that the strategy of a stepwise increasing concentration can increase the injection volume of the proppant by 25%. Furthermore, the distance from the dune to the bottomhole will also be significantly reduced.
3.1.3 Periodic injection of the proppant with a constant concentration
The periodic injection of the proppant is also a commonly used strategy in hydraulic fracturing. Periodic injection of the proppant is achieved through alternating injections of the proppant-carrying fluid and isolation fluid. To ensure a constant total injection volume, it is necessary to increase the concentration of the proppant-carrying fluid while increasing the injection volume of the isolation fluid. In this section, 8 stages of sand-carrying fluid and eight stages of isolation fluid were set in the simulation cases, and the total time for injecting one stage of the proppant-carrying fluid and one stage of isolation fluid was 5 min. When the average PIC is M, and the injection time for one stage of the proppant-carrying fluid and isolation fluid is t1 and t2, respectively, the PIC for each stage of the proppant-carrying fluid is M*(t1+t2)/t1. In this section, m = 0.08. The fracturing fluid and proppant injection process is shown in Figure 11, and the simulation results are shown in Figures 12, 13.
[image: Figure 11]FIGURE 11 | Fracturing fluid and proppant injection process.
[image: Figure 12]FIGURE 12 | Proppant distribution at the moment of stopping injection; (A) injection time of isolation fluid (ITIF) = 0.5 min (B) ITIF = 1 min; (C) ITIF = 1.5 min; and (D) ITIF = 2 min.
[image: Figure 13]FIGURE 13 | Proppant distribution at the moment of proppant complete settlement; (A) ITIF = 0.5 min; (B) ITIF = 1 min; (C) ITIF = 1.5 min; and (D) ITIF = 2 min.
The simulation results show that when the injection time of the proppant-carrying fluid and isolation fluid is 4.5 min and 0.5 min, respectively, the maximum dune height during the injection process is 12 m, and the maximum dune height after complete settlement is 15 m. When the injection time of the proppant-carrying fluid and isolation fluid is 4 and 1 min, respectively, the maximum dune height during the injection process is 11 m, and the maximum dune height after complete settlement is 13 m. By comparison, it can be seen that increasing the injection volume of the isolation fluid can reduce the dune height and also make the distribution of the proppant more uniform and reduce the distance from the dune to the bottomhole. However, since the concentration of the proppant-carrying fluid also increases with the increase in the injection volume of the isolation fluid, proppant blockage will occur when the injection time of each stage of the isolation fluid is increased to 2 min.
3.1.4 Periodic injection of the proppant with a stepwise increasing concentration
The periodic injection of the proppant with a stepwise increasing concentration is studied in this section. If the fracturing process is divided into N stages, the average PIC is M, and the injection time for one stage of proppant-carrying fluid and isolation fluid is t1 and t2 respectively, the PIC in the first stage is 2M*(t1+t2)/t1/(N+1), and the concentration needs to be increased by 2M*(t1+t2)/t1/(N+1) in each subsequent stage. In this section, 8 stages of sand-carrying fluid and 8 stages of isolation fluid were set in the simulation cases (here, M = 8), and the total time for injecting one stage of the proppant-carrying fluid and one stage of the isolation fluid was 5 min. The fracturing fluid and proppant injection process is shown in Figures 14, 15. The simulation results are shown in Figures 16, 17.
[image: Figure 14]FIGURE 14 | Fracturing fluid and proppant injection process.
[image: Figure 15]FIGURE 15 | Fracturing fluid and proppant injection process.
[image: Figure 16]FIGURE 16 | Proppant distribution at the moment of stopping injection; (A) ITIF = 0.5 min, average PIC = 0.08; (B) ITIF = 1 min, average PIC = 0.08; (C) ITIF = 1.5 min, average PIC = 0.08; (D) ITIF = 2 min, average PIC = 0.08; (E) ITIF = 0.5 min, average PIC = 0.10; and (F) ITIF = 0.5 min, average PIC = 0.12.
[image: Figure 17]FIGURE 17 | Proppant distribution at the moment of complete proppant settlement; (A) ITIF = 0.5 min, average PIC = 0.08; (B) ITIF = 1 min, average PIC = 0.08; (C) ITIF = 1.5 min, average PIC = 0.08; (D) ITIF = 2 min, average PIC = 0.08; (E) ITIF = 0.5 min, average PIC = 0.10; and (F) ITIF = 0.5 min, average PIC = 0.12.
Figures 16A–D and Figures 17A–D show the distribution of the proppant under different injection volume ratios of the proppant-carrying fluid and isolation fluid when the average PIC is 0.08, respectively. When the injection volume ratios of the proppant-carrying fluid and isolation fluid are 9:1, 8:2, and 7:3, respectively, the maximum dune height during the injection process is 5, 7, and 10 m, and the maximum dune height after complete settlement is 11, 12, and 14 m, respectively. The maximum dune height is positively correlated with the volume of the injected isolation fluid, and when the ratio is 6:4, proppant blockage will occur in hydraulic fractures. Compared to the injection strategy with a constant concentration, the proppant distribution under the periodic injection strategy with a stepwise increasing concentration is more uniform. In addition, the transport process of the proppant with average injection concentrations of 0.10 and 0.12 was studied when the volume ratio of the proppant-carrying fluid to isolation fluid was 9:1, as shown in Figures 16A, B. Compared to the injection strategy with a constant concentration, the periodic injection strategy with a stepwise increasing concentration can increase the proppant injection volume by 25% and reduce the distance from the dune to the bottomhole.
3.2 Proppant transport within multi-level branching fractures
This section investigates the transport of the proppant under multi-level fractures, and the physical model of hydraulic fractures is shown in Figure 18. The effects of the PIC, second-level fracture width, number of second-level fractures, and second-level fracture angle on proppant transport were studied. The simulation parameters are shown in Table 2, and other parameters are shown in Table 1. The numerical simulation results are shown in Figure 19.
[image: Figure 18]FIGURE 18 | Multi-level fracture physical model:(A,B) are different numbers of branch fractures; (C,D) are different branch fracture widths.
TABLE 2 | Input parameters for the simulation of proppant transport within multi-level fractures.
[image: Table 2][image: Figure 19]FIGURE 19 | (Continued).
From cases 1–1, 1–2, 1–3, and 1–4, it can be observed that proppant blockage does not occur if the PIC is less than or equal to 0.12. Compared to the results in the previous section, the injection volume of the proppant increased by 50% in the case of multi-level hydraulic fractures. Comparing cases 1–4 and 1–5 showed that if more branch fractures are activated during the fracturing process, the risk of proppant blockage will be greatly reduced. Comparing cases 1–2, 1–6, and 1–7 showed that the dune height of the main fracture is negatively correlated with the second-level fracture width. When the width of the second-level fracture further decreases to 1.5 mm, the proppant blockage will occur first in the second-level fracture and then in the main fracture. Comparing cases 1–2, 1–8, and 1–9 showed that if the width of the second-level fracture does not change, the influence of the angle of the second-level fracture on the process of proppant transport is negligible.
4 CONCLUSION
In this study, a new proppant transport model was established based on the Euler method. In this model, the proppant plugging element allows fluid to pass through. Based on this model, the proppant plugging process was successfully simulated. The proppant transport and ultimate injection concentration under different injection modes were also discussed. The main conclusions are as follows:
(1) Compared with the strategy with a constant concentration, the strategy of a stepwise increasing concentration can make the proppant distribution in the fracture more uniform.
(2) The strategy of a stepwise increasing concentration can increase the injection volume of the proppant by 25%. Furthermore, the distance from the dune to the bottomhole will also be significantly reduced.
(3) Using the strategy of the periodic injection proppant, increasing the injection volume of the isolation fluid can reduce the dune height, make the distribution of the proppant more uniform, and reduce the distance from the dune to the bottomhole.
(4) Compared to the injection strategy with a constant concentration, the periodic injection strategy with a stepwise increasing concentration also can increase the proppant injection volume by 25% and reduce the distance from the dune to the bottomhole.
(5) When the number of the second-level fractures increases by 67%, proppant injection can increase by 17%. When the second-level fracture width was reduced by 50%, proppant injection was reduced by 17%. That means, if more branch fractures are activated during the fracturing process, the risk of proppant blockage will be greatly reduced. Furthermore, if the activated branch fracture width is small, the risk of proppant blockage increases dramatically.
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The orthogonal experiments of similar materials were optimized and analyzed in order to accurately simulate the mechanical properties and the fracture evolution law of thick coal seam overlying strata during mining in this study. The experimental results indicated that similar materials using gypsum and calcium carbonate as cementing agents had a wide range of compressive strength (173.80 kPa–425.95 kPa) and were suitable for simulating various rock properties. Adding an appropriate amount of calcium carbonate can improve the brittleness and mechanical properties of similar materials using gypsum as cementing agents. The failure mode of similar materials transitioned from shear to tensile failure with the increase of the mass ratio of aggregate to cementing agents and the mass ratio of calcium carbonate to gypsum. Moreover, the compressive strength of similar materials rapidly decreased with an increase in the mass ratio of aggregate to cementing materials. And the compressive strength showed an increasing trend with the decrease of the mass ratio of calcium carbonate to gypsum. Moisture content had a significant impact on the density of similar materials, other parameters had small impacts. A thick coal seam mining experimental model was designed based on the experimental results of similar materials, which showed that Qianjiaying Mine may experience basic roof collapse when mining reached 58.1 m. The recommended periodic weighting pace for face pressure on the working face was approximately 15.0 m. Appropriate measures are necessary to adopt to prevent disasters after mining to a length of 58.1 m, followed by every 15.0 m of mining.
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1 INTRODUCTION
Coal mining often induces fractures in the overlying strata, and continuous development of these fractures can lead to secondary disasters such as collapse, dynamic ground pressure, water influx, and gas outbursts (Ma et al., 2021). To understand the evolution of overlying strata fractures during coal seam mining, commonly utilized methods include theoretical analysis, numerical simulation, physical simulation, and field monitoring (Kusui et al., 2016; Li et al., 2020; Hou et al., 2021; Ye et al., 2021; Yu et al., 2022; Wang et al., 2023). The high costs associated with field monitoring and testing often pose challenges in practical engineering applications (Yu et al., 2017; Liu S. L. et al., 2020; Marsden et al., 2022). Theoretical analysis and numerical simulation methods can analyze stress distribution patterns and failure modes of overlying strata (Wang et al., 2016; Sun, 2017; Zhang et al., 2019; Liu W. T. et al., 2020; Wang and Dai, 2023). However, relying solely on these methods can result in significant deviations from reality due to the complexity of rock mechanics. In contrast, physical simulation involves physical experiments that recreate on-site geological conditions. Through laboratory experiments, this approach provides in-depth insights into the stress conditions, movement processes, and failure modes of overlying strata (Yang et al., 2021; Shang et al., 2023). Many scholars have extensively explored strata movement, surface subsidence, and mining-induced stresses using similar material simulation methods (Shahani, 2005; Meguid et al., 2008; Cheng et al., 2016; Nardean et al., 2021; Liu et al., 2023). In physical experiments, the selection and proportions of raw materials critically influence the accuracy of the experiments (Ye et al., 2014; Shi et al., 2020).
Many researchers explored the selection and proportions of similar materials, the cementing materials of similar materials typically consist of cement, gypsum, or calcium carbonate (Zhuo et al., 2018; Duan et al., 2021; Zhang et al., 2021). Shi et al. (2021) employed aggregates (river sand and mica powder) and cementing agents (lime, gypsum, and cement) to simulate the development of fractures in overlying strata. The study indicated that cement exhibited higher strength than gypsum and effectively bonds with river sand. However, the significant differences in cement strength between actual engineering and similar simulation experiments, coupled with the time-dependent nature of cement hardening and the relatively short duration of simulation experiments, may lead to substantial errors (Zhu et al., 2017; Mendes and Thompson, 2019; Rodrigues and de Souza Mendes, 2019). Additionally, temperature significantly influenced the cement hardening process (Iesaka et al., 2004; Termkhajornkit and Barbarulo, 2012; Wang, 2022). Gypsum serves as a widely employed gas-hardening cementing agent in similar material experiments, possessing lower strength, lower cost, and a faster hardening process, making it potentially more suitable for simulating low-strength and brittle materials (Misnikov, 2018; Lesovik et al., 2020; Shi et al., 2022). However, pure gypsum is suitable for simulating linear elastic materials, the mechanical properties of overlying strata in coal seams often exhibit nonlinearity with significant deformations (Mou et al., 2020). Consequently, employing gypsum alone as a cementing agent in similar materials experiments may not effectively emphasize its residual strength and deformation characteristics (Li and Wang, 2022). To enhance the mechanical performance and deformability of the similar materials, the calcium carbonate was recommended to add as a cementing agent to improve the performance of similar materials (Zhuo et al., 2018; Shi et al., 2020). However, the addition of calcium carbonate can have an impact on the strength and curing time of similar materials.
In order to more accurately simulate the mechanical properties and fracture development patterns for overlying strata of thick coal seams, this study utilizes gypsum and calcium carbonate as cementing agents, river sand as aggregate, and water as a regulator, employing an orthogonal experimental design. Similar material experiments were conducted in order to systematically investigate the mechanical properties of similar materials under different mass ratios of aggregate to cementing agents, mass ratios of calcium carbonate to gypsum, and to explore the influence of moisture content and curing time on the density of similar materials. On the basis of similar materials experiments, a physical experiment was carried out with Qianjiaying coal mine as the engineering background to explore the development law and evolution mechanism of overlying strata fractures during thick coal seam mining, and the collapse law of overlying strata in thick coal seams was studied.
2 EXPERIMENTAL PROGRAM OF SIMILAR MATERIALS
2.1 Experiment design
An orthogonal experimental design was employed in this study, and gypsum and calcium carbonate were utilized as cementing agents, river sand as aggregate, and water as a regulator. In order to systematically investigate the mechanical properties of similar materials under various parameters, four factors were considered as experimental variables: mass ratio of aggregate to cementing agents, mass ratio of calcium carbonate to gypsum, moisture content, and curing time. Based on the [image: image] method, with each factor including five experimental levels, the orthogonal experiment details are presented in Table 1.
TABLE 1 | Orthogonal experiment details.
[image: Table 1]In the experiment, the mass ratio of aggregate to cementing agents was divided into five levels (i.e., 4:1, 6:1, 8:1, 10:1, and 12:1). The mass ratio of calcium carbonate to gypsum was set at the following: 8:2, 6:4, 5:5, 4:6, 2:8. Moisture content was set: 7%, 8%, 9%, 10%, and 11%. Curing time was set at 1 day, 3 days, 5 days, 7 days, and 9 days. A total of 25 similar material specimens were prepared, labeled as S1 to S25. The specimen details are listed in Table 2.
TABLE 2 | Orthogonal test schemes for similar materials.
[image: Table 2]2.2 Sample preparation
All specimens were fabricated using river sand, gypsum, calcium carbonate, and water. Initially, measured amounts of river sand, gypsum, and calcium carbonate powders were uniformly mixed. Subsequently, a specific quantity of water was added, and the mixture was thoroughly stirred. The mixed materials were poured into a plastic double-open mold with a diameter of 50 mm and a height of 100 mm. Approximately 25 mm of the mixture was poured for each layer, followed by compaction until the height of specimen reached 100 mm. It is noteworthy that during the pouring of upper layers of the mixture, the interface of the lower layer was scratched to avoid interface effects, the sample production process is depicted in Figure 1. After casting, specimens were cured at room temperature (20°C) according to the curing times in Table 2 and subsequently demolded. To minimize experimental errors, each group of specimens included three identical samples, and the average of their physical-mechanical parameters was taken as the final result.
[image: Figure 1]FIGURE 1 | Material preparation and sample production process.
2.3 Mechanical testing of similar materials
The weight of the specimens was measured after the curing period. Subsequently, uniaxial compression tests of the specimens were carried out using a universal testing machine, as illustrated in Figure 2. The loading protocol employed displacement control, loading at a rate of 1.0 mm/min. During the loading process, stress results of the specimens were obtained by an automated data acquisition system, and the failure modes of specimens were observed.
[image: Figure 2]FIGURE 2 | Universal testing machine.
3 EXPERIMENTAL RESULTS AND DISCUSSION
3.1 Experimental results
The test results for all specimens are presented in Table 3, and the failure modes are illustrated in Figure 3. The failure modes can be classified into shear failure and tensile failure. Figure 3 depicts the failure modes under different mass ratios of aggregate to cementing agents. When the mass ratio of aggregate to cementing agents was less than 8:1, the specimens exhibited shear failure. As the mass ratio of aggregate to cementing agents increased, the failure mode gradually transitioned to tensile failure. The change of failure modes is attributed to the weakening of the cementing effect between aggregates as the amount of cementing agents decreased, resulting in a shift towards tensile failure, a similar experimental results were observed in reference (Wen et al., 2020).
TABLE 3 | Orthogonal test results for similar materials.
[image: Table 3][image: Figure 3]FIGURE 3 | Failure modes under various mass ratios of aggregates to cementing agents. (A) 4:1 (B) 6:1 (C) 8:1 (D) 10:1 (E) 12:1.
Figure 4 illustrates the failure modes under various mass ratios of calcium carbonate to gypsum, while keeping the mass ratio of aggregate to cementing agents constant. When the mass ratio of calcium carbonate to gypsum was less than 4:6, the specimens exhibited shear failure. However, as the mass ratio of calcium carbonate to gypsum increased, the failure mode transitioned from shear failure to tensile failure. This is due to the significant improvement in the plasticity of similar materials when calcium carbonate was added to gypsum as a cement. However, gypsum controlled the strength of similar materials. When an appropriate amount of calcium carbonate (i.e., 20%–40% in this study) was added, it significantly enhanced the overall performance of similar materials, resulting in shear failure. However, when the mass ratio of calcium carbonate to gypsum exceeded 4:6, the similar materials failed to achieve the required strength of experimental materials, exhibiting poorer overall performance and, consequently, tensile failure.
[image: Figure 4]FIGURE 4 | Failure modes under various mass ratios of calcium carbonate to gypsum. (A) 2:8 (B) 4:6 (C) 5:5 (D) 6:4 (E) 8:2.
Furthermore, the failure mode of similar materials was significantly influenced by curing time, as illustrated in Figure 5. When the curing time was equal to or less than 3 days, the specimens primarily exhibited tensile failure (Figures 5A, B). However, with a curing time of 5 days or longer, shear failure became the predominant failure mode (Figures 5C–E). This can be attributed to insufficient solidification of the cementing agents (i.e., calcium carbonate and gypsum) when the curing time was relatively short, resulting in poor overall integrity and a tendency towards tensile failure. Conversely, if the curing time was 5 days or longer, complete solidification of the cementing materials occurred, leading to better overall integrity and shear failure becoming the main failure mode.
[image: Figure 5]FIGURE 5 | Failure modes at different curing times. (A) 1 day (B) 3 days (C) 5 days (D) 7 days (E) 9 days.
It is worth noting that with curing times of 1 day or 3 days, the increase in the mass ratio of calcium carbonate to gypsum led to a transition from tensile failure to shear failure and subsequently back to tensile failure. Analyzing the case of a 3-day curing time, this transition is primarily because of the addition of calcium carbonate, which shortens the curing time of the cementing agents. This results in similar materials achieving higher strength under shorter curing times, leading to a shift from tensile to shear failure modes (Figures 6A–C). However, as the calcium carbonate content increased and gypsum content decreased, despite the reduced curing time of similar materials, the strength of the similar materials failed to meet the requirements, and the failure mode was tensile failure (Figures 6D, E).
[image: Figure 6]FIGURE 6 | Failure modes with different mass ratios of calcium carbonate to gypsum for curing 3 days. (A) 2:8 (B) 4:6 (C) 5:5 (D) 6:4 (E) 8:2.
Figure 7 illustrates the failure modes under various moisture content. Specimens exhibited tensile failure at a moisture content of 7% (Figure 7A), while shear failure became the predominant mode with a moisture content of 8% (Figure 7B). However, when the moisture content exceeded 8%, the specimens exhibited tensile failure (Figures 7C–E). This is because at a moisture content of 7%, the moisture was insufficient, and the cementing agents cannot fully function, resulting in lower strength of similar materials and a failure mode characterized by tensile failure. At a moisture content of 8%, comprehensive reactions occurred in the similar materials, establishing a strong bond with the aggregate, leading to higher specimen strength and shear failure. Beyond 8% moisture content, excess moisture negatively impacted material bonding, and excessive hydration reactions in the cementing material reduced specimen strength, resulting in tensile failure.
[image: Figure 7]FIGURE 7 | Failure modes at different moisture contents. (A) 7% (B) 8% (C) 9% (D) 10% (E) 11%.
3.2 Compressive strength
The uniaxial compressive strength of similar materials under various factors is presented in Figure 8 and Table 4. With an increase in the mass ratio of aggregate to cementing agents, the compressive strength rapidly decreased, which is owing to a higher mass ratio of aggregate to cementing agents resulting in insufficient cementing agent content, leading to weaker bonding between aggregates and a subsequent reduction in compressive strength. When the mass ratio of aggregate to cementing agents was constant, an increase in gypsum content led to an increase trend in the compressive strength of similar materials, which is due to gypsum content determining the strength of similar materials, with calcium carbonate showing no significant enhancement in compressive strength. However, when the gypsum content was excessively high, similar materials exhibited noticeable brittleness, and the addition of calcium carbonate can improve the properties of similar materials (Shen et al., 2023; Sun et al., 2023).
[image: Figure 8]FIGURE 8 | Uniaxial compressive strength of similar materials. (A) Mass ratio of aggregates to cementing agents (B) Mass ratio of calcium carbonate to gypsum (C) Moisture content (D) Curing Time.
TABLE 4 | Range analysis of compressive strength (kPa).
[image: Table 4]As curing time extended, the compressive strength of specimens initially increased and then stabilized. For samples with a mass ratio of calcium carbonate to gypsum greater than or equal to 5:5, the compressive strength of similar materials stabilized after curing 3 days, while for samples with a lower mass ratio of calcium carbonate to gypsum, the compressive strength stabilized after curing 5 days. This is due to the relatively short hydration time of calcium carbonate, which shortened the curing time of the cementing agents. Moisture content had minimal impact on compressive strength. With an increase in moisture content, the compressive strength initially increased and then reduced, with the highest compressive strength observed at the moisture content of 8%. Table 4 indicates that the mass ratio of aggregate to cementing agents and the mass ratio of calcium carbonate to gypsum had a significant impact on the compressive strength of similar materials, with a range of 252.15 kPa. In contrast, moisture content had a small effect, with a range of only 52.73 kPa.
3.3 Density
The density results of similar materials under different factors are presented in Table 5; Figure 9 illustrates the variation in density under various influencing factors. Moisture content had significant impact on the density of similar materials. When the moisture content exceeded 8%, the density had a rapid increase, rising from 1,746.32 kg/m³ to 1,860.89 kg/m³. In comparison, the mass ratio of aggregate to cementing agents, the mass ratio of calcium carbonate to gypsum, and curing time had relatively small effects on density.
TABLE 5 | Density results ([image: image]).
[image: Table 5][image: Figure 9]FIGURE 9 | Density results under various factors. (A) Mass ratio of aggregates to cementing agents (B) Mass ratio of calcium carbonate to gypsum (C) Moisture content (D) Curing time.
From the above analysis, using river sand as aggregate, gypsum and calcium carbonate as cementing agents, and water as a regulator, the compressive strength of the prepared similar materials ranges from 173.80 kPa to 425.95 kPa, indicating a significant variation in compressive strength. This variability allowed for the preparation of similar materials with corresponding strengths, demonstrating a strong adaptability to similar model tests. To obtain the uniaxial compressive strength and density of similar materials using gypsum and calcium carbonate as cementing materials, a multivariate regression analysis was conducted on various experimental parameters. The uniaxial compressive strength (Y1) and density (Y2) of the specimens can be expressed by Eqs 1, 2, respectively.
[image: image]
[image: image]
where [image: image] is the mass ratio of aggregates to cementing agents, [image: image] is the mass ratio of calcium carbonate to gypsum, [image: image] is the moisture content, and [image: image] is the curing time.
4 ENGINEERING APPLICATION
The comprehensive mechanized mining face with large mining height in thick coal seams has a large mining space, and the degree and range of disturbance to the overlying strata during mining are high. This will lead to changes in the laws of strata movement, roof structure morphology, and the development characteristics of overlying strata fractures. Relevant research using physical simulation experiments was conducted to gain a deeper understanding of these features. This study selected the 2078 working face of Qianjiaying Mine as the research object, which is located in Tangshan City, Hebei Province and belongs to the Kailuan Coalfield (Figure 10A). The coal seam in the 2078 mining face of Qianjiaying Mine is well preserved, with a thickness of 6.0 m and typical characteristics of thick coal seams. The stratigraphic columns is shown in Figure 10B. The elevation range of the mining face is −719.3 m ∼ -781.8 m, and the elevation selected for model testing is −736.4 m. The ground elevation range is +20.9 m∼+24.2 m, and the model test takes +24.0 m. The total thickness of the overlying strata is taken as 760.4 m. The working face has a length of 822.0 m and a tilt length of 206.5 m. The dip angle of the coal seam ranges from 3° to 11°, with an average of 7°, and is simulated in a horizontal coal seam manner. The coal mining method was comprehensive mechanized coal mining, with a mining speed of 3.0 m per day.
[image: Figure 10]FIGURE 10 | (A) Location map of study area; (B) Stratigraphic columns.
Based on the geological data of the 2078 working face of Qianjiaying Mine, a geometric similarity ratio of 1:100 was taken for physical simulation experiments based on similarity theory. The overlying strata was mainly composed of fine sandstone, siltstone, medium sandstone, and coarse sandstone, with uniaxial compressive strengths of 30.2 MPa, 33.5 MPa, 36.1 MPa, and 38.9 MPa, respectively, corresponding to a density of 2,382 kg/m³, 2,632 kg/m³, 2,330 kg/m³, and 2,200 kg/m³. The size of the similar model was set to be 2.0 m (length), 1.354 m (height), and 0.175 m (width). The height of the coal seam mining was set to 6 cm. The proportions for the similar materials were determined based on similarity theory and Eqs 1, 2. The displacement monitoring points in the experimental model were set at the top and bottom of the model, as well as the position of the main key layer (65 cm away from the top of the coal seam), with an interval of 10 cm. The experimental model is shown in Figure 11. The coal seam was mined at a speed of 3.0 cm/2.4 h, while monitoring the dynamic changes in overlying strata displacement and fractures during the thick coal seam mining process. The monitoring equipment and data acquisition system are shown in Figure 12.
[image: Figure 11]FIGURE 11 | Testing system for thick coal seam mining overlying strata.
[image: Figure 12]FIGURE 12 | ISM-CONTR-VG5-2DB series non-contact video strain and displacement precision measurement system.
Evolution process of overlying strata fractures during thick coal seam mining is depicted in Figure 13. It can be observed that with a coal seam extraction of 36.7 cm, the immediate roof collapsed, and fractures started to appear in the overlying strata. This condition persisted until a coal seam extraction length of 52.0 cm, indicating that when the mining distance is relatively short, the coal seam extraction had no significant impact on the overlying strata. After a coal seam extraction length of 58.1 cm, a large-scale collapse occurred in the roof, with a fracture height of 41.5 cm and a separation space height of 4.1 cm. On the pillar side, the overlying strata above the basic roof directly sheared off, forming an articulated structure on the working face side. The initial weighting pace for the first face pressure was 58.1 cm. After a coal seam extraction of 94.9 cm on the working face, the main key layer fractured, and the overlying strata collapsed entirely, resulting in intense face pressure. The fracture angle on the working face side significantly increased (from 64° to 71°). With the expansion of the extraction distance, the extent of fractures development gradually extended in a trapezoidal pattern and tended to stabilize. The fractures exhibited a distinct “two-side fractured zones, middle compacted zone” morphology, and the periodic weighting pace for face pressure on the working face was approximately 15.0 cm.
[image: Figure 13]FIGURE 13 | Evolution process of overlying strata fractures during thick coal seam mining. (A) Mining 36.7 cm (B) Mining 58.1 cm (C) Mining 73.4 cm (D) Mining 94.9 cm (E) Mining 140.8 cm.
Continuous monitoring was conducted on the displacement monitoring points during the excavation process of the model, as illustrated in Figure 14. With the decrease in the distance between the overlying strata and the top of the coal seam, the horizontal range of strata settlement gradually expanded. The displacement curve transformed from a “funnel shape” to an “inverted trapezoid.” The settlement height of the strata gradually increased, ultimately settling at 27.27 cm, 40.51 cm, and 59.82 cm, respectively. During the third periodic weighting of face pressure, significant displacements were observed in all three displacement monitoring lines, indicating a notable influence of the key layer on overlying strata displacement. The displacement curves of the rear monitoring points on the working face gradually overlapped, and the amount of strata settlement stabilized.
[image: Figure 14]FIGURE 14 | Sinking curves of monitoring points at different mining stages. (A) Measurement line 1 (B) Measurement line 2 (C) Measurement line 3.
The results of the physical experiment showed that Qianjiaying Mine may experience a basic roof collapse when mining reached 58.1 m. The periodic weighting pace for face pressure on the working face was approximately 15.0 m. It is suggested to adopt appropriate measures to prevent disasters after mining to a length of 58.1 m, followed by every 15.0 m of mining.
5 CONCLUSION
In order to investigate the mechanical properties of thick coal seams, an orthogonal experiment was conducted using gypsum and calcium carbonate as cementing agents to study the effects of different parameters on the failure modes, compressive strength, and density of similar materials. The main conclusions are as follows:
1. The failure mode of similar materials can be divided into shear and tensile failure, and the specimens exhibited significant shear failure when the mass ratio of aggregate to cementing agents was less than 8:1, and the failure mode transitioned from shear to tensile failure with the increase of the mass ratio of aggregate to cementing agents. Moreover, shear failure was observed when the mass ratio of calcium carbonate to gypsum was below 4:6, but the failure mode transitioned from shear failure to tensile failure with the ratio increased.
2. Shear failure was the predominant failure mode when the curing time was enough. At a moisture content of 8%, the specimens exhibited shear failure, while at moisture contents exceeding 8%, the specimens showed tensile failure.
3. The compressive strength rapidly decreased with an increase in the mass ratio of aggregate to cementing materials. When the mass ratio of aggregate to cementing agents was constant, an increase in gypsum content led to an increase trend in the compressive strength of similar materials. An appropriate increase in calcium carbonate content can shorten the curing time. Moisture content has a minimal impact on compressive strength, with the highest compressive strength observed at the moisture content of 8%.
4. Moisture content had significant impact on the density of similar materials. When the moisture content exceeded 8%, the density had a rapid increase. However, the mass ratio of aggregate to cementing agents, the mass ratio of calcium carbonate to gypsum, and curing time had relatively small effects on density.
5. Based on the model test results, Qianjiaying Mine may experience basic roof collapse when mining reached 58.1 m. The recommended periodic weighting pace for face pressure on the working face was approximately 15.0 m. It is suggested to adopt appropriate measures to prevent disasters after mining to a length of 58.1 m, followed by every 15.0 m of mining.
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This study investigates the shale oil drainage characteristics from the Gulong Sag, The objective is to clarify the development method for effective recovery enhancement of terrestrial shale oil. The investigation employs elastic depletion, CO2 displacement, and CO2 huff and puff coupled with nuclear magnetic resonance (NMR) measurements and numerical simulation methods. The study found that the elastic depletion, CO2 displacement, and CO2 huff and puff utilization efficiencies were 17.4%, 18.87%, and 21%, respectively. The study evaluated the oil drainage efficiency of different pore sizes in elastic depletion and CO2 huff and puff modes. The results demonstrated a clear trend in the order of micropore, mesoporous and macropore, with micropores exhibiting the highest oil drainage efficiency due to gas channeling during CO2 displacement. The use of CO2 huff and puff has been shown to improve oil drainage efficiency by 6.02%∼9.2% for different pore sizes. The numerical simulation optimization results suggest an injection volume of 3,000 t per round per well, an injection rate of 100 t/d, and a soaking time of 20 d for optimal CO2 huff and puff injection. This will increase oil production by 65,000 m³, resulting in an overall improvement of 24%. The study results provide a strong theoretical foundation for improving the recovery rates of terrestrial shale oil and gas through injection.
Keywords: terrestrial shale oil, gas injection, nuclear magnetic resonance (NMR), enhanced oil recovery, numerical simulation
1 INTRODUCTION
China’s terrestrial shale oil is mainly distributed in the Songliao Basin, Ordos Basin, Junggar Basin, Sichuan Basin and Jianghan Basin, etc., which are widely distributed and have huge resources, The use of natural energy development suffers from rapid pressure drop and diminishing producation. Gulong shale oil is the most typical in situ terrestrial shale oil and the reservoir is characterised by tight lithology and high clay mineral content compared to domestic and foreign shales dominated by marine or saline lake basin deposits; The storage space is a nano-matrix pore with a pore throat diameter of 10 nm–50 nm; Porosity ranges from 2.1% to 12.0% and permeability is less than 0.01 mD (Wang et al., 2021; He et al., 2023). Due to the characteristics of tight lithology, low porosity and low permeability, effective development is a major challenge and studies have shown that unconventional reservoirs can be effectively developed by gas injection to improve recovery (Fu et al., 2023).
Tao conducted an experimental study of cyclic gas injection in the Eagle Ford Shale using a simulation method, and the results showed that cyclic gas injection in hydraulically fractured shale reservoirs can increase the total oil recovery rate by 29% (Tao et al., 2013). Ao carried out high pressure PVT tests and long thin tube alternation flooding experiments to carry out the indoor evaluation study of gas injection and CO2 flooding to improve recovery. Through the analysis of crude oil physical properties and oil displacement efficiency, it shows that the continuous injection of rich gas and alternating injection can improve the recovery rate by more than 28% (Ao et al., 2016). Zhao carried out CO2–formation crude oil contact experiments, core seepage experiments and indoor displacement experiments to describe the two-phase seepage characteristics of CO2–formation crude oil, to analyse the CO2 flooding mechanism and displacement characteristics, and to conduct mine experiments in the Jingbian extra-low permeability oil reservoir. Research has shown that the gas injection capacity of extra-low permeability reservoirs is twice that of water injection, and that gas injection can quickly and effectively replenish formation energy and increase oil production, with daily liquid and oil production in the test area increasing overall (Zhao et al., 2018). Yao carried out an experimental study of CO2 displacement using one-dimensional and two-dimensional nuclear magnetic resonance (NMR) technology evaluation methods with Ordos Basin Chang 7 Shale core samples. The results show that the relative volume fraction of free oil in the replacement is over 50% (Yao et al., 2023). Kong took Hailar oilfield as the research object to carry out CO2 injection gravity oil repulsion experiments, and the CO2 flooding efficiency could reach 55.9% when injecting 1.2 PV of CO2 at the original formation pressure of 10.57 MPa (Kong et al., 2023). In recent years, many scientists at home and abroad have conducted research on different injection media, influencing factors and the degree of shale oil recovery.
In this paper, the core samples of the Gulong Sag were taken as the research objects, and the indoor experiments of elastic depletion, CO2 displacement and CO2 huff and puff were carried out based on the formation temperature and pressure conditions, so as to clarify the degree of utilization of different pore spaces and the efficiency of different development methods. The effect of different huff and puff parameters on enhanced recovery were further investigated with numerical simulation methods to provide a theoretical basis for the efficient development of shale oil in the Gulong Sag.
2 MATERIALS AND METHODS
The indoor experiments in this paper are based on NMR experimental methods with elastic depletion, CO2 displacement and CO2 huff and puff co-examination. In order to simulate the actual reservoir conditions, the experimental temperatures and pressures were consistent with the formation, and the oil used for the experiments was wellhead degassed crude oil. The utilization efficiency and the percentage of utilization pores of different sizes under different development methods were quantitatively characterised by NMR T2 spectral analysis. Numerical simulation experiments were carried out to determine the optimum values of each parameter by optimising the design of the three main parameters.
2.1 Sample information
The mineral composition of the shale in the Gulong Sag is mainly dominated by clay minerals, quartz and feldspar, followed by calcite and dolomite. The specific parameters of the core samples are given in Table 1.
TABLE 1 | Parameters of shale cores in the Gulong Sag.
[image: Table 1]2.2 Experimental setup
The experimental setup includes a MesoMR3-060H-I NMR instrument, drying apparatus, saturation device, loading device, high temperature and high pressure MR-dd displacement device, data acquisition and RF device, and hand pump. Where the NMR experiments have an echo interval of 0.2 ms and a waiting time of 3,000 ms.
2.3 Experimental methods
The following three experimental scenarios are based on the parameters of 41 MPa boundary pressure, 35 MPa pore pressure, 118.5°C actual reservoir temperature, 38 MPa reservoir pressure, 30% RH humidity and CO2 with a purity of 99.95% or more as the displacement/huff and puff medium.
2.3.1 Elastic depletion experiments
The samples were vacuumed and saturated with formation crude oil after deoiling and drying, and then the sample pore pressure was increased by injecting crude oil at both ends of the sample under 41 MPa confinement pressure conditions, and the depletion pressure were set to 5 MPa, 15 MPa, 25 MPa, and 35 MPa, respectively. During the oil-saturation process, the confinement pressure was maintained unchanged and the T2 spectrum of the NMR signal was monitored in real time, and when the NMR T2 spectrum was stable, the saturation pressure was stopped and the pore pressure released. Once the pore pressure had been completely released and the NMR T2 spectrum had stabilized, the T2 spectrum of the sample’s NMR signal was measured at this point and the experiment was terminated.
2.3.2 CO2 displacement experiments
The dried core samples were vacuumed and saturated with formation crude oil until the cores were fully saturated with formation crude oil to test the NMR T2 spectra at this point. The confinement pressure was kept constant by the core holder and the T2 spectra of the NMR signals were measured at displacement pressures of 5 MPa, 10 MPa, 15 MPa, and 20 MPa respectively and the NMR maps were plotted and the results analysed.
2.3.3 CO2 huff and puff experiments
After deoiling and drying, samples were treated with evacuated, saturated formation crude oil and tested for NMR signals at this point. The T2 spectrum of the NMR signal was tested under 35 MPa pore pressure and reservoir temperature conditions for 10 h, followed by pressure release and oil drainage for 5 h. The steps of CO2 huff and puff, soaking and pressure release and oil drainage were repeated to test the NMR T2 spectra with different rounds and to analyse the experimental results.
2.4 Numerical simulation methods
The results of the indoor experiments demonstrate that the CO2 huff and puff mode has a high utilization efficiency. A CO2 huff and puff mode was established based on the real reservoir characteristics in the Gulong Sag to investigate the impact of individual CO2 huff and puff parameters on recovery improvement. The CO2 huff and puff mode is presented in the table below. The numerical simulation model parameters were formulated based on the optimised design of the single-round injection volume of a single well, the injection rate, the soaking time, and the three main parameters (as shown in Table 2), using the basic parameters from Table 3. The analysis of huff and puff oil production was conducted under various parameter conditions with confidence.
TABLE 2 | Range of optimisation parameters.
[image: Table 2]TABLE 3 | Basic model parameters.
[image: Table 3]3 RESULTS AND DISCUSSION
Figures 1A–C clearly demonstrates the NMR T2 spectra for different conditions: elastic depletion mode, CO2 displacement mode, and CO2 huff and puff mode. The results unequivocally indicate that the degree of oil drainage varies depending on the pore size and elasticity. Pores with greater elasticity are significantly more effective in promoting oil drainage. The spectral samples clearly demonstrate that the pore structure of core samples (a) is relatively simple, while that of core samples (b) and (c) is relatively complex, as evidenced by their classification into single-peak and double-peak states.
[image: Figure 1]FIGURE 1 | (A–C) show the NMR T2 spectra of the samples during elastic depletion, displacement, and huff and puff modes, respectively.
3.1 Utilization efficiency in utilizing various development models
Figure 2 displays the utilization efficiency of four samples exhibiting the elastic depletion mode under different differential pressures. The figure clearly demonstrates that all four samples exhibit an increasing trend in utilization efficiency with increasing differential pressure of the depletion. This indicates that as the differential pressure of the depletion increases, the compressed fluid’s expansion energy in the pore space also increases, thereby promoting oil discharge. The results demonstrate that the utilisation efficiency of the samples varies significantly with differential pressure. The lowest efficiency was observed at 5 MPa, while the highest was achieved at 35 MPa, reaching an impressive maximum of 21.2%. Notably, utilisation efficiency increased rapidly as the differential pressure increased from 5 MPa to 15 MPa, and continued to gradually increase from 15 MPa to 25 MPa. Although the increase in utilisation efficiency was slower and less pronounced when the differential pressure increased from 25 MPa to 35 MPa, the overall trend indicates a clear relationship between differential pressure and utilisation efficiency. The elastic depletion mode resulted in an average utilization efficiency of 17.4% at a differential pressure of 35 MPa.
[image: Figure 2]FIGURE 2 | Shows the utilization efficiency of four core samples in the elastic depletion mode at differential pressures.
As shown in Figure 3, the utilization efficiency of CO2 displacement mode samples increases with the differential pressure. All four samples exhibit an increase in utilization efficiency, with a maximum of 24.94%. Specifically, the efficiency increases by 8.55% at 10 MPa, 4.81% at 15 MPa, and 1.73% at 20 MPa. Increasing the differential pressure of the displacement from 5 MPa to 20 MPa results in a significant increase in average utilization efficiency. Notably, the CO2 displacement mode with a 20 MPa differential pressure achieves an impressive average utilization efficiency of 18.87%. Overall, these findings demonstrate the clear benefits of increasing differential pressure in displacement processes.
[image: Figure 3]FIGURE 3 | Shows the utilization efficiency of four core samples in CO2 displacement mode at differential pressure of the displacement.
Figure 4 displays the utilization efficiency of CO2 huff and puff mode samples during various rounds. The figure illustrates a gradual increase in utilization efficiency during huff and puff rounds 1–4, with an average increase of 7.3%. Utilization efficiencies for rounds 5 and 6 are slightly higher or lower. It is evident that increasing the number of huff and puff rounds can expand the swept volume and effectively improve the recovery rate. However, after a certain number of rounds, a small amount of oil in the pore is displaced, and the remaining oil becomes difficult to use or may not be used at all. The average utilization efficiency was 21.67% for 4 rounds and 21.84% for 6 rounds.
[image: Figure 4]FIGURE 4 | Shows the utilization efficiency of four core samples in CO2 huff and puff mode with different huff and puff rounds.
3.2 Utilization efficiency of utilising pores of different sizes under various development modes
Numerous studies have shown that NMR T2 values correspond well with pore size distribution (Maniesh et al., 2019; Sun et al., 2022; Du et al., 2023). Liu analysed the frequency of pore throat distribution in Gulong shale cores using nuclear magnetic and mercury intrusion methods. They calculated a conversion factor of 0.008 μm/ms between shale nuclear magnetic T2 value and pore throat radius through statistical analysis (Liu et al., 2023). The experimental core pores were classified using the pore classification method of the International Union of Pure (Chemical) and Applied Chemistry (IUPAC). This method defines pore sizes of less than 2 nm as micropore, 2 nm–50 nm as mesoporous, and greater than 50 nm as macropore (Gregg and Sing, 1983; Sing, 1985), with a conversion factor of 0.008 μm/ms. Figure 5 the utilization efficiency of pores of different sizes follows the order of macropore > mesoporous > micropore, from large to small. The higher percentage of free crude oil in the large aperture pore is due to smaller capillary resistance and comparable thickness of the adsorption layer in the large and small aperture pores. The free oil is able to release elastic energy during compression, which facilitates effective discharge.
[image: Figure 5]FIGURE 5 | Pore utilization efficiency of different pore sizes in elastic depletion mode.
Figure 6 demonstrates that macropores are the primary contributors to oil drainage during CO2 displacement, followed by micropores and mesoporous, according to the pore classification basis. The oil discharge contribution rate is expected to increase in the order of micropores, mesoporous, and macropores. However, the gas channeling effect prevents oil discharge under air pressure. As a result, the inefficiency of oil discharge increases with pore size, In fact, in some cases, the discharge efficiency of oil from micropores is even higher than that of mesoporous. In the T2 spectrum shown in Figure 1B, the signal of the peak on the right for a 5 MPa displacement pressure difference is higher than that of saturated oil, This confirms the occurrence of gas channeling.
[image: Figure 6]FIGURE 6 | Pore utilization efficiency of different pore sizes in CO2 displacement mode.
Figure 7 in CO2 huff and puff mode, the utilization efficiencies of different pores are in descending order: macropore > mesoporous > micropore. In CO2 huff and puff mode, the driving force of crude oil discharge relies on the elastic force generated by the expansion of compressed fluid in the pore space. The efficiency of oil discharge in different pore space sizes increases significantly by 6.02%, 9.2%, and 8.16%, respectively, compared to that of the elastic depletion mode. This is due to the expansion of crude oil volume and the decrease in fluid viscosity caused by CO2 dissolution.
[image: Figure 7]FIGURE 7 | Pore utilization efficiency of different pore sizes in CO2 huff and puff mode.
3.3 Optimisation of parameters for the numerical simulation of CO2 huff and puff
3.3.1 Optimisation of the injection volume
Tang took the Jimusar shale as a research object and used numerical simulation method to optimise the CO2 huff and puff scheme, and the results showed that there is an optimum value which can both improve the oil production and maximise the economic benefits (Tang et al., 2022). Figure 8 clearly demonstrates the relationship between injection volume and cumulative oil production and oil exchange rate for a single well. The data shows that increasing injection volumes from 600 t to 9,600 t results in a corresponding increase in both cumulative oil production and oil exchange rate. The graph of cumulative oil production clearly shows that increasing the injection volume leads to an increase in oil production. This indicates that a higher injection volume results in more gas being dissolved in the crude oil, leading to improved gas swept efficiency and supplementing formation energy. As a result, huff and puff oil production is significantly increased. However, there is a turning point at 2,400 t ∼3,000 t for single injection volume of a single well, and the increase slows down after that. The oil change rate curve shows that the oil change rate decreases as the injection volume increases, and the combined oil production and oil change rate suggests a single injection volume of 3,000 t for a single well in a single round.
[image: Figure 8]FIGURE 8 | (A) Relationship between different injection volumes and oil production and oil change rate (B) Cumulative oil production curves at different injection volumes.
3.3.2 Optimising the injection speed
Accelerating the injection rate can significantly improve oil production by enhancing injection pressure, shortening injection time, and increasing the efficiency of smaller hole slit waves. It is important to note that a very high injection rate may lead to gas scrambling, which should be avoided. Cao analyzed different injection rates and recovery rates by simulation, and the results showed that as the injection rate increased, the recovery factor showed a tendency to increase and then decrease (Cao et al., 2017). In this paper, seven different injection rates are set to compare and analyse with the corresponding oil production. As seen from Figure 9A, as the injection rate increases, the oil production shows a sharp increase and then a stable increase or slight decrease. The oil yield sharply increases and then stabilises before reaching an injection rate of 100 t/days. However, beyond this point, the oil yield plateaus or slightly decreases. Figure 9B shows that the oil production curve does not exhibit a significant increase beyond an injection rate of 100 t/days. Additionally, it is not expected that the oil production will increase after 2027, and an injection rate of 200 t/days displays a decreasing trend. Compared the cumulative oil production at different stages, it is suggested that the injection rate is 100 t/days, which corresponds to 30 days of gas injection time.
[image: Figure 9]FIGURE 9 | (A) Relationship between different injection rates and oil production (B) Cumulative oil production curves at different injection rates.
3.3.3 Optimising soak time
The soaking time is a crucial aspect of huff and puff production, the purpose of which is to bring the injected gas into full contact with the crude oil on the one hand, and to increase the gas coverage on the other, and the appropriate soaking time can effectively improve oil production. As can be seen in Figure 10A, oil production tends to increase as the soaking time of the well increases, but after a certain node is reached, production no longer increases. Based on the data, it is clear that oil production experiences an increase before 20 days of well soaking time, but reaches a turning point at 20 days. Beyond this point, the increase in cumulative oil production slows or declines (Figure 10B). The production progress and oil production indicators strongly suggest that the optimal well soaking time is 20 days.
[image: Figure 10]FIGURE 10 | (A) Relationship between different well soaking times and oil production (B) Cumulative oil production curve under different well soaking times.
3.3.4 Predicting the impact of huff and puff on development
The overall injection and extraction parameters were optimised for a single well with a single round injection volume of 3,000 t, an injection rate of 100 t/days and a soaking time of 20 days (Table 4).
TABLE 4 | Parameter optimisation results.
[image: Table 4]Optimisation results in a 3% improvement in oil production compared to elastic depletion in the first year, as shown in Figure 11. After 5 years, oil production can be increased by 36,000 m³ compared to depletion with CO2 huff and puff, resulting in an overall improvement of 24%. It is expected that CO2 huff and puff will increase oil production by a total of 65,000 m³. This method can extend the gas reach and effectively supplement formation energy, leading to improved recovery. Additionally, the combination of CO2 flooding and geological storage is expected to be a future development trend, CO2 injection strengthens oil and gas extraction while also promoting carbon capture, utilization, and storage (CCUS).
[image: Figure 11]FIGURE 11 | Comparison of oil production between elastic depletion and CO2 huff and puff mode.
4 CONCLUSION
The study clearly elucidated the exploitation efficiencies of various development modes through indoor experiments and numerical simulations. Additionally, it quantitatively characterized the exploitation efficiencies of pores of different sizes and investigated the impact of key parameters on huff and puff oil production. Based on the findings, the study established optimal injection and extraction parameters and drew definitive conclusions.
(1) The average utilization efficiency of 35 MPa depletion pressure in elastic depletion mode is 17.4%, the average utilization efficiency of 20 MPa differential pressure in CO2 displacement mode is 18.87%, and the average utilization efficiency of 6 rounds in CO2 huff and puff mode is 21.84%, which is comparatively higher among the three modes.
(2) Macropores exhibit the highest oil discharge efficiency in elastic depletion mode, followed by mesoporous and micropores. Similarly, in CO2 displacement mode, macropores have the highest oil discharge efficiency, followed by micropores and mesoporous. It is worth noting that micropores have a greater oil discharge efficiency than mesoporous due to gas channeling. The study confidently recommends adopting CO2 huff and puff mode for reservoirs with more developed mesoporous. This mode increases the utilization efficiency of different pore sizes by 6.02%–9.2% compared to elastic depletion. The contribution of different pore sizes to oil discharge is in the order of macropore > mesoporous > micropore, with the utilization efficiency of mesoporous being 9.2% higher than that of elastic depletion.
(3) Among the injection volume, injection rate and soaking time, the single-well single-round injection volume has the greatest influence on cumulative huff and puff oil production. In this study, the optimum single-well single-round injection volume is 3,000 t, the injection rate is 100 t/days and the soaking time is 20 days.
(4) Compared with depletion development, the total oil production of CO2 huff and puff can be increased by 24%, and it is estimated that the oil can be increased by 65,000 m³, and the huff and puff can effectively improve the recovery rate.
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In the process of oil and gas drilling, it is of great significance to accurately predict the drag coefficient and settling rate of cuttings in the drilling fluid for hydraulic parameters and borehole cleaning. In this paper, particle settling experiments were used to obtain the final settling velocity of 196 groups of spherical particles and 224 groups of terrestrial high-clay pure-shale cuttings in the power-law fluid. Based on data analysis, a settlement drag coefficient model suitable for irregular-shaped shale cuttings was established. The model can be used to predict the settlement drag coefficient and settling velocity of irregular-shaped shale cuttings in power-law fluid, which can provide theoretical guidance for wellbore cleaning and hydraulic parameter optimization in Daqing Gulong shale oil drilling operations.
Keywords: Gulong shale, horizontal well, shale cuttings settlement, drag coefficient, power-law fluid, hole cleaning
1 INTRODUCTION
The resources of shale oil in Daqing Oilfield Gulong are huge, have broad prospects for exploration and development, and are an important replacement field for the Daqing oilfield (Sun et al., 2021; Wang et al., 2021). At present, the long horizontal well drilling method is mainly used in shale oil development in Daqing Oilfield Gulong. However, due to the requirements of cost reduction and efficiency increase, the drilling speed is urgent. For example, the design depth of GY2-Q1-H4 was reached in only 13.77 days, with an average rate of penetration (ROP) of over 40 m/h. High ROP means that more cuttings of larger size are generated. The problem of borehole cleaning caused by inadequate cuttings migration has gradually become the main contradiction in horizontal well drilling operations in the shale oil area of Daqing Oilfield Gulong. Moreover, other problems, such as difficulty pulling out of a hole and casing running obstructions, affect the well construction cycle.
When drilling, fluid circulation needs to be stopped in operations such as drill bit replacement and single root connection. Cuttings in drilling fluid settle and deposit to form cuttings beds in highly deviated well sections and horizontal wells (Liu et al., 2017; Moreira et al., 2017). Key parameters such as the final settling velocity of cuttings, the bed formation thickness, and the re-starting velocity of particles on the surface of the cuttings are all related to the settling drag coefficient of cuttings (Larsen et al., 1997; Duan et al., 2008; Sorgun, 2013). Therefore, an in-depth study of the settlement law of Gulong shale cuttings in drilling fluid and the settlement drag coefficient model of Gulong shale cuttings can be obtained based on this, which is the basic work to understand the borehole cleaning problem of shale oil horizontal wells and can provide a basis for optimizing the rheology and circulation rate of drilling fluid.
The settlement law of rock debris can be revealed from the study on the settlement of spherical particles. A large number of experimental studies on the settlement law of spherical particles in Newtonian fluid have been carried out all over the world (Cheng, 2008; Barati et al., 2014), and a relatively high-precision prediction model has been obtained. However, the shape of shale cuttings is highly irregular, and most drilling fluids belong to non-Newtonian fluids with certain shear dilutions (Mengbo et al., 2014; Wang and Liu, 1996). Whether the previous model for predicting the settling drag coefficient of spherical particles in Newton fluid is suitable for predicting the settling drag coefficient of irregular shale cuttings in non-Newtonian fluid is questionable (Guo et al., 2010; Wang et al., 2010). To address the aforementioned issues, this study established a predictive model for the settlement resistance coefficient of spherical particles in power-law fluids through regression analysis of settlement experimental data. On this basis, a shape factor (circularity c) is introduced to describe the two-dimensional geometric characteristics of particles, and a resistance coefficient model for predicting shale cuttings in power-law fluids is established. Based on the obtained resistance coefficient prediction model, the sedimentation velocity of cuttings is calculated using the iterative method. The accuracy of the model prediction is judged by analyzing the average relative error between the calculated sedimentation velocity and the measured sedimentation.
2 METHODS
2.1 Experimental apparatus and procedure
The settling test device is a plexiglass cylinder with an inner diameter of 100 mm and a height of 1,500 mm. The debris settlement track was captured by a Revealer 2F04C (Revealer 2F04C). The image acquisition area is set 300 mm away from the bottom of the cylinder, which can ensure not only that the cuttings can reach the final settling velocity but also avoid the influence of the end effect on the settling velocity. At the same time, in order to reduce the interference of uncertain factors in the experiment, each group of experiments of spherical particles is repeated at least three times, and in the subsequent data processing, only the experimental data with a maximum relative error of less than 5% are reserved for fitting the relationship of the drag coefficient.
2.2 Experimental materials and fluid rheological parameters
In order to make the settlement drag coefficient and prediction model have a wide range of particle Reynolds numbers, three materials, namely stainless steel, zirconia, and glass, are selected for the settlement experiment of spherical particles, and the Daqing Oilfield Gulong shale debris is selected for the settlement experiment of irregular-shaped particles. In order to reduce the influence of the wall effect on the experiment, the ratio of particle diameter to the diameter of the experimental round tube is kept at a low level. The particles used in the experiment include stainless steel, zirconia, glass, and grains of shale. Their physical parameters are as follows: particle equivalent diameter de (mm) and the density (kg/m3) of the four materials are 1/2/3/4/5, 1/2/3/4/5, 1/2/3/4/5, and 2.1–5.7, 7,930, 6,080, 2,500, and 2073, respectively.
The aqueous solution of sodium carboxymethylcellulose (CMC) was used as the power-law base fluid, with a mass concentration range of 0.25%–2%. The rheological properties of the fluid at experimental temperature were measured by Anto Paar MCR 92, and the rheological parameters of the test fluid were fitted by the rheological model of a power-law fluid [image: image] (τ—shear stress; γ—shear rate; K—consistency index of a power-law fluid, Pa·sn; and n—fluid rheological index, dimensionless). The temperature of the experimental liquid was controlled by the temperature-controlled system of the rheometer to keep it consistent with the temperature of the experiment. The physical and rheological parameters of the solution used in the experiment are shown in Table 1.
TABLE 1 | Physical and rheological parameters of CMC solution with different concentrations.
[image: Table 1]3 RESULTS
3.1 Shape characterization of shale in Daqing Gulong
Particle shape is an important factor affecting the settling speed and state of the object. Some scholars have pointed out that when Res > 100 (Res—particle Reynolds number), the debris settlement track is oscillating, while when Res < 100, the settlement track is stable (Fang, 1992). Circular degree c is more suitable for the establishment of a prediction model without considering the secondary motion in the process of particle settlement (Dioguardi and Mele, 2015). Therefore, in the case of a low particle Reynolds number Res < 100, it is feasible to establish a prediction model of the debris settlement drag coefficient in the power-law fluid by introducing circularity. Circularity c refers to the ratio of the circumference of the largest projection surface of a particle to the circumference of its equivalent circle. As a two-dimensional shape parameter is sensitive to the irregularity of the particle profile, it is relatively easy to measure. It is defined as follows:
[image: image]
where dA is the diameter of the equivalent circle of the largest projector surface of the particle, m; P is the maximum projector surface circumference of the particle, m.
The circularity of target particles is measured by the function named “analyzing particles” in the image particle analysis software ImageJ. The circularity in the ImageJ user guide is defined as (Shah et al., 2006)
[image: image]
where AP is the surface area of the largest projector surface of the particle, m2.
For a spherical particle, c = 1, while for any other shaped particle, c < 1. The image conversion examples of selected shale cuttings are shown in Figure 1.
[image: Figure 1]FIGURE 1 | Image conversion example of Daqing Gulong shale cuttings. (A) Original RGB image; (B) gray image; (C) image threshold; (D) drawing contour.
The parameter distribution of roundness and equivalent diameter of shale cuttings in the 224 groups obtained in the experiment is shown in Figure 2A. The equivalent diameter of shale cuttings is 3.2–4.2 mm, with a median of 3.7 mm. The roundness ranges from 0.65 to 0.87, with a median value of 0.76. The roundness of most shale cuttings is concentrated between 0.7 and 0.85.
[image: Figure 2]FIGURE 2 | Test and analysis results. (A) Relationship between roundness and equivalent diameter; (B) changes in the CD and Res relationship of spherical particles; (C) comparison of the predicted and experimental values of the drag coefficient; (D) comparison of the predicted and experimental values of the settling velocity of spherical particles; (E) CD–Res relationship; (F) comparison between experimentally measured resistance coefficients and predicted results; (G) comparison of the predicted and experimental values of the settling velocity.
3.2 Establishment and analysis of the settling drag coefficient model of spherical particles
The drag coefficient CD is defined as the ratio of the fluid viscous force and the kinetic energy of the particles in the process of particle settlement, which is the main parameter to describe the particle settlement behavior. The drag coefficient can be calculated according to the properties of the fluid and particles and the settling velocity:
[image: image]
where ρl is the density of the fluid, g is the gravitational acceleration, Vt is the settling velocity, [image: image] is the equivalent diameter of the particle, and mp is the mass of the particle. When the particle is a sphere, de is equal to the diameter. ρp is the density of the particle. For a smooth sphere, the drag coefficient is only a function of the particle Reynolds number Res, that is, [image: image].
Reynolds Res is defined as the ratio between the inertia force and the viscous force received by the particle and is another major parameter to describe the settling behavior of the particle. For a power-law fluid, the particle Reynolds number Res expression is as follows:
[image: image]
First, the settling experiment of spherical particles was carried out, and the relationship between the drag coefficient CD (Formula (3)) and the Reynolds number Res (Formula (4)) was established. The settlement experimental data of 196 groups of spherical particles were analyzed, and the relationship between CD and Res was drawn using logarithmic coordinates (Figure 2B). It can be seen from the figure that predicting the settlement drag coefficient of spherical particles in a power-law fluid using the Stokes formula (CD = 24/Res) could lead to a large error. For example, in the case of Res < 0.1, the mean relative error (MRE) between the experimental results of settling in the power-law fluid and the predicted results of the Stokes formula is as high as 30.16%, indicating that the rheological properties of non-Newtonian fluids have a significant effect on the fluid–particle interaction. In this case, the calculation of the settling drag coefficient of a sphere in a non-Newtonian fluid by Newton’s correlation will result in a large error.
Researchers have put forward a prediction relationship for the settlement drag coefficient of spherical particles in non-Newtonian fluids, such as the settlement drag coefficient model proposed by Shah and Chhabra (Khan and Richardson, 1987):
[image: image]
where CD is the drag coefficient, Res is the Reynolds number of particles, and [image: image].
The drag coefficient model proposed by Khan and Richardson (Machač et al., 1995) is as follows:
[image: image]
where CD is the drag coefficient and Res is the Reynolds number of particles.
The drag coefficient model proposed by Machač (Kelessidis and Mpandelis, 2004) is as follows:
[image: image]
where [image: image], n > 0.5.
The drag coefficient model proposed by Kelessidis and Mpandelis (Goossens, 2019) is as follows:
[image: image]
According to the experimental data on spherical particle settlement, the parameters of the several different forms of settlement drag coefficient models are fitted. It is found that the five-parameter model (Formula (9)) proposed by Kelessidis (2004) can lead to the best goodness of fit, and its form is as follows:
[image: image]
where A, B, C, D, and E are correlation coefficients.
The first term on the right of Formula (9) represents the downward trend of the drag coefficient under laminar flow conditions, and the second term represents the downward trend of the drag coefficient gradually slowing down under turbulence conditions. The drag coefficient can be predicted by adding a complex turbulence term to the extended Stokes law. The above inference conforms to the basic law of physics; that is, the total drag force is the sum of laminar and turbulent components in any flow state (Rushd et al., 2019).
Through the fitting regression of settlement experimental data for 196 groups of spherical particles, the settlement drag coefficient relationship of spherical particles in a power-law fluid is obtained as follows:
[image: image]
By comparing Formula (10) with the representative Formulas (6–8) in the published literature, the mean error MRE, maximum mean error (max MRE), and root mean square logarithm error (RMSLE) were used to evaluate the prediction accuracy of the proposed relationship for the settlement drag coefficient of spherical particles in the power-law fluid. The detailed results of the comparison are shown in Table 2. The calculation methods for MRE and RMSLE are as follows (Dioguardi et al., 2018):
[image: image]
[image: image]
TABLE 2 | Error statistics of the spherical particle settlement drag coefficient in power-law drilling fluid.
[image: Table 2]where N is the total number, CD,c is the predicted drag coefficient, and CD,m is the experimentally measured drag coefficient.
In this study, the settling velocity Vts of the particles is obtained by experiments, and the relationship between the settling drag coefficient CD and the Reynolds number Res of the particles is obtained by fitting. Based on the correlation formula CD–Res proposed, the settlement drag coefficient CD and settlement velocity Vt of particles in the fluid can be calculated by the iterative trial-and-error method. The iteration procedure is shown in Figure 3 (Shahi and Kuru, 2015).
[image: Figure 3]FIGURE 3 | Flow chart of an iterative trial-and-error program.
Introduction to graphics in Figure 3:
a) The parameter distribution of roundness and equivalent diameter of shale cuttings in the 224 groups obtained in the experiment.
b) Changes in the CD–Res relationship of 196 groups of spherical particles obtained by the settling experiment.
c) The comparison between the predicted values of the model and the experimental values of the settlement drag coefficient of spherical particles.
d) Comparison of the predicted and experimental values of the settling velocity of spherical particles.
e) CD–Res relationship of 224 sets of shale cuttings data.
f) Comparison of prediction results of resistance coefficients CD and CD,sphexpf(c) measured by shale cuttings settling experiment.
g) Comparison between the experimental measured value and the predicted value of the model for the settling velocity of shale cuttings.
According to Formula (10) of the prediction model proposed for spherical particles’ drag coefficient, CD and settling velocity Vt of settling particles were calculated by the trial-and-error method, as shown in Figure 2C, D. It can be seen from Figure 2C; Table 2 that the predicted value of Formulas (6–8) is relatively close to the experimental value for power-law fluids, with an average relative error of approximately 17.17%. The average relative error (MRE) of the proposed model (Formula (10)) is 7.11%. The three quantitative evaluation parameters are reduced compared with other models, and the prediction accuracy of the experimental results is higher. Meanwhile, the average relative error (MRE) between the predicted settling velocity of spherical particles and the measured value is only 7.1%, as shown in Figure 2D. Therefore, the proposed model can predict the settling drag coefficient CD and settling velocity Vt of spherical particles in the power-law fluid.
3.3 Establishment and analysis of the shale debris settlement drag coefficient model
Based on the prediction model of spherical drag coefficient proposed above (Formula (10)), the relationship of sedimentation resistance coefficient CD applicable to shale cuttings is established by introducing particle circularity c. At any Reynolds number, the drag force on cuttings is greater than that of its equivalent sphere (Shahi and Kuru, 2015). This is because the irregularity of the cuttings surface will lead to increased drag force and a greater flow separation phenomenon, thus reducing the settling velocity compared with spherical particles (Sun et al., 2024). According to experimental observation (Figure 2E), under the same conditions, the ratio of cuttings’ drag coefficient CD to spherical particles’ drag coefficient CD,sph is slightly greater than 1. The ratio is larger because of the shape at high Reynolds numbers.
By analyzing the difference between the drag coefficient CD obtained by the shale cuttings experiment and the predicted value CD,sph of the settling drag coefficient of spherical particles under the same conditions, the roundness function f(c) is obtained as the function of the natural logarithm of CD/CD,sph. The relationship between particle shape factor c and CD/CD,sph is determined as follows:
[image: image]
In a special case like c = 1, the drag coefficient of shale cuttings is equal to that of the ball with the same parameter. When c is 1, f(c) = 0. In order to ensure that CD/CD,sph = 1 is satisfied when the particle is spherical, f(c) is ascertained by Formula (14) combined with 224 groups of experimental data.
[image: image]
where α, β, and ղ are empirical coefficients, which can be obtained by non-linear fitting.
The expression of the cuttings’ drag coefficient CD in the power-law fluid is as follows:
[image: image]
The relationship between the predicted value of the shale cuttings’ drag coefficient CD,sph expf(c), and the actually measured value of the drag coefficient CD calculated using Formula (15) is shown in Figure 2F. The MRE of the predicted drag coefficient is 7.68%.
According to the proposed model (Formula (15)), the settling velocity of shale cuttings in the power-law fluid was calculated and compared with the experimental measured values (Figure 2G). Through comparison, the average relative error of the predicted value of shale cuttings settling velocity Vt in the power-law fluid is 6.93%. Although there is a certain dispersion in the prediction results of the model, the data are distributed reasonably in a straight line, and the settling velocity of shale debris in the power-law fluid can be predicted accurately by this model.
4 CONCLUSION

(1) Through the regression analysis of the settlement experiment data, the prediction model of the settlement drag coefficient of spherical particles in the power-law fluid was established. On this basis, a shape factor (circularity c) was introduced to describe the two-dimensional geometric characteristics of the particles, and a model for predicting the drag coefficient of shale debris in the power-law fluid was established.
(2) The experimental results of settling were analyzed. Under the same particle Reynolds number, the drag coefficient of shale cuttings increases with the decrease in circularity and decreases with the increase in Reynolds number. However, under the condition of a high Reynolds number, the decreasing trend becomes slow.
(3) According to the debris drag coefficient prediction model obtained, the iterative method was used to calculate the settling velocity, and the average relative error was 6.93%. The predicted results of the model were highly consistent with the experimental results. The prediction model can provide theoretical guidance for borehole cleaning and hydraulic parameter optimization in the field practice of shale oil drilling projects in Daqing, Gulong.
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Introduction: Salt formations are complex and pose significant risks during oil and gas drilling. Creep behavior in salt formations under geostress can jeopardize drilling safety.
Methods: This study analyzes the shrinkage behavior of boreholes drilled through salt formations in West Africa’s Block B, with emphasis on the differential creep rates in two horizontal principal stress directions and the evolution of wellbore shape over time. The impact of drilling fluid density on shrinkage rates is also investigated.
Results: After drilling through salt formations, the creep rates differ between the two horizontal principal stress directions. Shrinkage is faster in the direction of minimum horizontal principal stress and slower in the direction of maximum horizontal principal stress. Over time, shrinkage rates converge, resulting in a transition from elliptical to circular wellbore shape. Higher drilling fluid density leads to reduced shrinkage rates.
Discussion: These findings contribute to the theoretical guidance for drilling fluid density selection in salt formations.
Keywords: salt formation, creep, hole shrinkage, drilling fliud density, rock mechanics, deepwater drilling
1 INTRODUCTION
Salt formations are commonly seen during oil and gas drilling. Due to the extremely low permeability, salt formations are a good cap rock, under which oil and gas reservoirs are easily formed. Whereas, salt rock shows strong creep behaviors, which are highly unconducive to well drilling and completion. In construction links of selecting the drilling fluid density and designing the casing strength, the creep behaviors of salt rock may cause complex accidents such as wellbore instability, blockage during tripping, jamming of drilling tools, and casing extrusion. Therefore, drilling wells in salt formations, especially deep salt formations, is a serious challenge.
Due to disturbances of drilling engineering, stress is concentrated around wellbores. The increase in stress in creep formations causes creep deformation. The most serious influence of creep on drilling lies in that it causes wellbore shrinkage and affects tripping operation. Existing research on wellbore stability in creep formations is mainly conducted in salt and soft mudstone formations (Thiemeyer, 2015), and also begins to pay attention to creep of brittle rocks in recent years. Through theoretical calculation and numerical simulation, Yin et al. analyzed the casing load in creep formations and considered that the viscoelastic solution of casing load finally approaches elastic solution (Liu et al., 2024). Le Comt (Lux and Heusermann, 1985) was the first to study influences of the temperature effect (room temperature to 193°C) on the creep rate of salt rock and also carried out triaxial creep tests on salt rock under low confining pressure. The first triaxial creep test on salt rock under high pressure was conducted by Heard (Munson et al., 1993) in 1972, in which the maximum confining pressure reached 200 MPa. To meet the demand of engineering research, numerous creep tests on salt rock, including field and laboratory tests were not conducted until the recent 20 years. Lux (1983) conducted lots of uniaxial and triaxial tests in Asse salt mine (Germany) (Munson et al., 1993). Cristeseu carried out lots of laboratory and field tests on properties of salt rock in two creep stages (initial creep and steady creep) by using loading modes including single loading, multi-stage loading, and constant-rate loading (Munson et al., 1993). Tang et al. explored creep behaviors of intercalated salt rock and carried out triaxial compression and creep testes on three types of core samples (mudstone-intercalated salt rock, pure mudstone, and pure salt rock) collected from a site under different confining pressures and analyzed the creep deformation law of the rocks (Lux and Heusermann, 1985). Willson et al. and Poiate et al. established a two-dimensional (2D) finite element model or finite difference model to analyze the casing load in the evaporite bed under horizontal geostress (Munson et al., 1993). Li and Deng analyzed influences of the intrinsic mineral components, deviatoric stress, temperature, and confining pressure on creep and proposed a constitutive model of the steady creep rate combining creep curves and rock parameters (Munson et al., 1996). Machay and Wang built a three-dimensional (3D) finite element model and finite difference model to analyze the mechanical state of casing pipes in salt formations under 3D geostress (Muther and Dahaghi, 2024). Machay et al. came up with the step-by-step simulation method to simulate and analyze the mechanical states of wells during well drilling and cementation (Aubertin et al., 1994). Lao et al. built a finite element model for the inclined shaft in salt formations and analyzed influences of the inclination and azimuth of the shaft on the wellbore shrinkage and the mechanical state of casing pipes (Hunsehe et al., 1981). Li et al. built a heat-fluid-solid coupled mechanical model for wellbore shrinkage in frozen formations and analyzed influences of the temperature of drilling fluids, formation temperature, and wellbore opening time on the state of wellbores (Hunsehe et al., 1994). Combining with geostress conditions of formations in West Africa, the straight wellbore shrinkage under non-uniform geostress was studied.
2 MATHEMATICAL MODEL
2.1 Geostress calculation model
Before drilling, strata have begun to bear stress, which is called in-situ geostress. Due to differences in the physical properties, mechanical properties, and pore pressure anomalies of different rocks between or within formations, the geostress is distributed non-uniformly between and within formations. Because geostress is mainly contributed by the overburden pressure and the tectonic force generated by geological conformation movement, formations with different properties differ in their capacity in bearing the tectonic force due to their different deformation resistances under external forces. It is impractical to reveal the distribution law of stress within or between formations based on measured values. Combining with logging data and stratified geostress interpretation model, values of geostress within or between formations can be analyzed. Underground rocks have borne stress before engineering disturbances, and such stress is generally called in-situ geostress and shorted as geostress. Because rocks have undergone a long geological time and experienced multiple complex tectonic movements, the in-situ geostress state of rocks becomes extremely complex. To meet the engineering demand, it is generally considered that the in-situ geostress state is composed of overburden pressure and two horizontal principal geostresses. The geostress is generally considered to occur for two causes: one is gravity and the other is tectonic movements.
People have gradually deepened their understanding of geostress. Heim took the lead to assume that rocks at a certain depth in the crust are under compressive stress in the vertical direction under the gravity of overlying strata, and the value of the compressive stress is
[image: image]
where ρ(z) is the density at the burial depth of z; g is the acceleration of gravity.
If not considering the tectonic stress, the confinement of surrounding rocks is bound to give rise to the horizontal extrusion force. The horizontal geostress is uniform, that is,
[image: image]
In Eq. 2 (Passaris, 1979), μ is the Poisson’s ratio of rocks; σH and σh separately represent the maximum and minimum horizontal geostresses.
Owing to the different physical properties, mechanical properties, and pore pressure anomalies of different rocks between or within formations, geostress is distributed non-uniformly between or within formations. Because the geostress is mainly contributed by the overburden pressure and the tectonic force generated by geological conformation movements, formations with different properties differ in their capacity in bearing the tectonic force due to their different deformation resistances under external forces. Professor Huang in the Rock Mechanics Laboratory, China University of Petroleum proposed a geostress model that considers the action of tectonic stress. That is, in the three components of geostress, the overburden pressure is mainly generated by gravity, while horizontal geostress is generated jointly by the Poisson’s effect under gravity and the tectonic stress. Additionally, the tectonic stress is in direct proportion to the effective overburden pressure.
[image: image]
In Eq. 3, ζ1 and ζ2 separately represent the tectonic stress factors in the directions of maximum and minimum horizontal geostresses; α is the effective stress factor; Pp is the pore pressure. The above equations have been included in the drilling manual of Party A since the early 1990s, acknowledged by the petroleum engineering circle in China, and called Huang’s model. Whereas the model still has a shortcoming, that is, it does not take into account the influence of mechanical properties of each formation on the tectonic stress. In view of this, the laboratory has further developed a horizontal geostress model, namely, the so called combined spring model. The model follows the basic idea that in the tectonic movement process, the deformation of formations under each tectonic movement is coordinated, that is, the deformation of each formation is equal. However, because various formations differ in the stiffness (elastic modulus and Poisson’s ratio), the tectonic stress in each formation is also different. The schematic diagram of the combined spring model is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Combined spring model of tectonic stress.
The tectonic stress in the combined spring model is expressed as follows:
[image: image]
The overall horizontal geostress model of the combined spring model is
[image: image]
where E, μ, α, Pp, and σv are the elastic modulus, Poisson’s ratio, Biot’s coefficient, pore pressure, and vertical geostress, respectively; σH and σh are separately the maximum and minimum horizontal geostresses; β1 and β2 are average tectonic stress factors.
Well T-1 is located in Block B in West Africa, where the water depth is 1,970 m and the design well depth is 4,000 m. It is anticipated that a salt formation will be encountered in the Ezanga formation. The tectonic stress factors need to be determined based on results of Kaiser effect tests and data obtained in field LOT experimental, as shown in Table 1. According to values of the three geostresses obtained in acoustic emission experiments and the measured Poisson’s ratio of the formation, the two horizontal tectonic stress factors in the region of well T-1 were inverted.
TABLE 1 | LOT experimental results.
[image: Table 1]The geostress profile was computed using the horizontal tectonic stress factors obtained based on seismic interval velocity data and inversion. The equivalent density of well T-1 under geostress increases with growing formation depth and the pressure of the overlying salt formation is the maximum principal geostress.
2.2 Creep model
Creep refers to a process in which deformation of materials constantly develops with time under the constant stress. When carrying out creep tests on a material in the elastic stage, the total strain of the material can be decomposed into the sum of elastic strain and creep strain (Musso and Vouille, 1974), that is,
[image: image]
In Eq. 6, ε(t) is the total strain; εe is the elastic strain; εc is the creep strain, which is a function of temperature T, time t, and stress σ (Fokker et al., 1981),
[image: image]
Scholars have successively built a series of constitutive models to describe the long-term mechanical properties of salt rock. Considering that the well size is so small relative to the entire ultra-thick salt formation, wellbore shrinkage can be regarded as a creep behavior under the constant temperature and load. Dorn (Gairola et al., 2024; Liu et al., 2024; Muther and Dahaghi, 2024; Xiong et al., 2024) pointed out that at a high temperature, the creep activation energy is identical to the activation energy for atomic self-diffusion, which means that vacancy diffusion serves as the controlling mechanism of strain rate (Hunsche et al., 1992; Gairola et al., 2024; Zeng et al., 2024). On this basis, Weertman proposed the constitutive equation of the steady creep rate:
[image: image]
[image: image] is simplified as a time-dependent Norton power method, of which the initial and second creep stages are represented as follows (Mingjian et al., 2022):
[image: image]
In Eq. 9, A, m, and n separately represent the power law constant, time order, and equivalent stress order, which are obtained by carrying out creep tests on the rock.
By taking the derivative of time of Eq. 9, the Norton power law criterion related to the creep time can be obtained (Reisabadi et al., 2020; Science-Natural Gas Science and Engineering, 2020; Xinxin et al., 2022):
[image: image]
The composition of the cuttings in the target block is determined by X-ray diffraction analysis instrument, and the artificial salt rock core is made according to the composition, density and acoustic wave velocity. Figure 2 shows the core preparation systems. According to the mineral composition of the natural core, we matched the raw materials required for the artificial cores, heated it in the Salt rock core preparation systems for 2 h to evaporate and crystallize, and we got the artificial core with a size of 25 mm × 50 mm. The mechanical properties of artificial cores are similar to natural cores. Creep tests were carried out on the salt rock cores at 25°C, 50°C, and 80°C. According to test curves in Figures 3–5, the creep constitutive model of the salt rock is (Yan et al., 2019):
[image: image]
[image: Figure 2]FIGURE 2 | Salt rock core preparation system.
[image: Figure 3]FIGURE 3 | Fitting results of the creep model of salt rock at 25°C.
[image: Figure 4]FIGURE 4 | Fitting results of the creep model of salt rock at 50°C.
[image: Figure 5]FIGURE 5 | Fitting results of the creep model of salt rock at 80°C.
2.3 Calculation model for wellbore creep and shrinkage in a salt formation
The depth of well T-1 is 4,000 m, which is drilled in Ezanga salt formation. The geological statistical results are listed in Table 2.
TABLE 2 | Geological information of Ezanga salt formation.
[image: Table 2]Because deep salt formations are generally thick, it is assumed that there is no strain along the axis of the wellbore, that is, deformation of the wellbore can be regarded as a plane strain problem. To simplify analysis, it is assumed that (Hou and Wu, 2003), as shown in Figure 6.
(1) The hydrostatic pressure does not influence creep of salt rock;
(2) The generalized creep rate and stress deviator are in the same principal direction;
(3) The liquid-column pressure in the wellbore and the wellbore radius are separately denoted by Pm and a, and the wellbore is vertical.
[image: Figure 6]FIGURE 6 | Mechanical model of the wellbore drilled in the salt formation under non-uniform geostress.
The equilibrium equation is
[image: image]
In Eq. 12 (Xiong et al., 2024), σr is circumferential stress; σθ is radial stress; r is wellbore radius.
The geometric equation is
[image: image]
The physical equation is (Li et al., 2024):
[image: image]
The boundary condition is (Gairola et al., 2024):
[image: image]
The creep rate of salt rock rises significantly with increasing temperature and depth, so the creep rate reaches the maximum at the bottom of the salt formation. Considering the extremely low permeability of the salt formation, changes in permeability are not considered in the analysis of geostress and creep rate. The horizontal geostress grows with increasing depth. To improve the calculation efficiency, the circular computational domain is divided into quarter sectors according to the symmetry. The finite element model for wellbore creep and shrinkage in the salt formation is shown in Figure 7, in which the computation radius is 2,000 mm. OX and OY separately denote the directions of maximum and minimum horizontal principal stresses. Boundaries ad and bc are set to be axially symmetric, displacement constraint is applied to boundary ab, and liquid-column pressure is applied to boundary bc.
[image: Figure 7]FIGURE 7 | Calculation model of wellbore creep and shrinkage in the salt formation.
According to the actual geological parameters, various parameters in the finite element model are set in Table 3.
TABLE 3 | Basic parameters of the formation.
[image: Table 3]3 WELLBORE CREEP AND SHRINKAGE IN THE SALT FORMATION
Geostress equilibrium is a key premise to accurately simulate the drilling process. To ensure that the loading of initial stress conforms to the geostress equilibrium principle, the foundation should be only under the initial stress while does not have large deformation. The effect of the initial strain is eliminated in this step. In Abaqus software, geostress equilibrium is generally realized in the first step of simulation by setting the analysis step of geostress equilibrium as Geostatic. In the step, displacement constraints are applied to the far-field region and wellbore region. A quarter of boundaries (boundaries ad and bc) are set to be an axially symmetric constraint. The whole model is under action of the overburden pressure, minimum horizontal principal stress, and maximum horizontal principal stress. The Figure 8 shows the results after geostress equilibrium and the maximum displacement in the model is only 1.97 × 10−19 m, which means that the initial boundary condition is effective and feasible in subsequent analysis.
[image: Figure 8]FIGURE 8 | Geostress equilibrium.
3.1 Geostress distribution and deformation at the moment of drilling the wellbore
The drilling process involves drilling the wellbore using a drill bit to release geostress on wellbore wall. In the second step, namely, VSICO analysis, the displacement constraint on the wellbore wall needs to be removed and at the same time the liquid-column pressure of drilling fluids should be applied. Since the permeability of salt rock is extremely low, the flow of fluid is not considered. Under the joint action of non-uniform geostress and liquid-column pressure of drilling fluids, the formation will undergo an initial elastic deformation stage. The displacement distribution during initial deformation is shown in Figure 9, while the initial stress distribution is displayed in Figure 10. Cloud pictures of initial stress and displacement of the formation show that obvious stress concentration occurs at the mouth of the well at the moment that the drill bit penetrates the formation. The stress reaches the maximum in the direction of minimum horizontal geostress. The displacement is maximum in the direction of maximum horizontal geostress, while the wellbore shows the minimum displacement in the direction of minimum horizontal geostress, thus forming an approximately elliptic deformation zone.
[image: Figure 9]FIGURE 9 | Cloud picture of initial deformation after drilling the wellbore.
[image: Figure 10]FIGURE 10 | Cloud picture of initial Mises stress after drilling the wellbore.
The salt formation shows typical rheological properties. After the wellbore is drilled using the drill bit, stress around the well is released instantaneously. In the non-creep formation, the wellbore deformation is an instantaneous or short process; at the bottom of the salt formation, the deformation is a long-lasting process. The instantaneous changes in stress around the wellbore induce the driving force for creep of the salt formation and cause wellbore shrinkage with creep. Changes in the wellbore shape, in turn, influence the stress field and then cause changes in the creep rate. When using drilling fluids with the density of 1.1 g/cm³, VSICO analysis step in ABAQUS is used to analyze stress distribution and displacement distribution after drilling in the salt formation using the drill bit, as shown in Figures 11–14.
[image: Figure 11]FIGURE 11 | Cloud picture of radial stress distribution around the wellbore at different moments.
[image: Figure 12]FIGURE 12 | Cloud picture of circumferential stress distribution around the wellbore at different moments.
[image: Figure 13]FIGURE 13 | Shear stress on a cross section of the wellbore.
[image: Figure 14]FIGURE 14 | Cloud picture of wellbore displacement.
The wellbore shape and stress state after drilling the wellbore differ greatly from the wellbore shape and stress field at the initial moment, with creep of the wellbore. Variables of stress fields at nodes on the wellbore wall are output in Figures 15, 16. The abscissa is the angle between the point on the wellbore curve and the direction of maximum horizontal principal stress. That is, 0° and 90° separately correspond to the directions of far-field maximum and minimum horizontal principal stresses.
[image: Figure 15]FIGURE 15 | Distribution curves of radial stress on the wellbore wall at different moments.
[image: Figure 16]FIGURE 16 | Distribution curves of circumferential stresses on the wellbore wall at different moments.
As shown in Figures 15, 16, stress is concentrated due to the non-uniform geostress distribution at the initial moment. As the drilling time increases, the plastic zone around the wellbore develops uniformly gradually and radial and circumferential stresses both reduce with increasing time due to the non-uniformity of horizontal geostress and creep behaviors of the formation. The difference in plastic strain around the well caused by geostress non-uniformity and creep behaviors of the formation gradually narrows. Mises stress represents the distortional strain energy density of the rock. The Mises stress distribution on the wellbore well at different moments is drawn in Figure 17.
[image: Figure 17]FIGURE 17 | Mises stress distribution curves on the wellbore wall at different moments.
As shown in Figure 18, with the creep of the wellbore, the wellbore shape and stress state 30 days after drilling the wellbore differ greatly relative to the wellbore shape and stress field at the initial moment. With the increasing creep time, Mises stress on the wellbore wall reduces; 1 hour after drilling the wellbore, the Mises stress is distributed non-uniformly on the wellbore wall. The Mises stresses are separately 5.21 and 5.12 MPa when the angles are 0° and 90°. The Mises stress is still non-uniform on the wellbore wall 72 h after drilling the wellbore. Under the condition, the Mises stresses are separately 3.22 and 3.19 MPa when the angles are 0° and 90°. After drilling the wellbore for 720 h, the Mises stresses are basically distributed uniformly on the wellbore wall. In Eq. 1, we can see that the overburden pressure increases with the increase of formation thickness, and the overburden pressure is the driving force of salt rock creep, which will lead to the greater the thickness of salt layer, the greater the ground stress, the faster the creep rate.
[image: Figure 18]FIGURE 18 | Change curves of Mises stress on the wellbore wall.
3.2 Influence of drilling fluid density on wellbore shrinkage
In formations with creep behaviors, the wellbore shrinkage ratio is a function of time and affected by multiple factors including the geostress, creep behaviors of formations, and density of drilling fluids used. Among these factors, the only factor that is artificially controllable is the drilling fluid density. When the drilling fluid density is too low, the wellbore may undergo creep failure, thus inducing jamming of the drilling tool. By calculating the wellbore shrinkage under different drilling fluid densities, change curves of the maximum wellbore shrinkage ratio with time under different drilling fluid densities were drawn. In the drilling process, the stress equilibrium is broken as the column of drilling fluids replaces the original strata to provide support, so that stress in rocks around the wellbore is redistributed, thus inducing instantaneous deformation of the wellbore. The maximum wellbore shrinkage ratio gradually rises with time and reduces as the drilling fluid density decreases. This indicates that increasing the drilling fluid density is conducive to long-term stability of wellbores in the loose salt rock formation, while a too high density is likely to cause leakage of the formation. According to practical experience, when the wellbore shrinkage ratio exceeds 5.8%, it influences drilling safety. Based on the standard, the creep and shrinkage ratio in the direction of minimum horizonal geostress is calculated. It can also be seen from Figures 19, 20 that the wellbore shrinkage rate gradually declines with increasing drilling fluid density. As shown in Figure 21, the safe drilling period is 6 days when using drilling fluids with the density of 1.1 g/cm³; while it prolongs to 20 days when using drilling fluids with the density of 1.25 g/cm³. This is because the bottom of the salt formation is buried deeply, where even a tiny change in the liquid-column pressure of drilling fluids can induce large differential stress at the well bottom, thus influencing the wellbore shrinkage rate. The actual density of drilling fluid used in this drilling project is 1.26 g/cm3, and no drilling safety accidents have occurred in salt rock formation.
[image: Figure 19]FIGURE 19 | Change curves of the wellbore shrinkage rate with drilling time under different drilling fluid densities.
[image: Figure 20]FIGURE 20 | Change curves of the wellbore shrinkage ratio with drilling time under different drilling fluid densities.
[image: Figure 21]FIGURE 21 | Safe drilling period.
4 CONCLUSION

1) The salt formation firstly has elastic deformation under the non-uniform geostress at the initial moment when drilling the wellbore using the drill bit. The displacement is maximum in the direction of maximum horizontal geostress while minimum in the direction of minimum horizontal geostress. Due to stress concentration, stress is non-uniformly distributed around the wellbore. The stress is maximum (minimum) in the directions of minimum (maximum) horizontal geostress. Under the condition, the wellbore is approximately elliptic.
2) During wellbore creep and shrinkage, the shrinkage rate differs in different directions: the shrinkage rate is maximum in the direction of minimum horizontal geostress while minimum in the direction of maximum horizontal geostress. The differential stress is released with creep. The maximum and minimum shrinkage rates tend to be identical, and therefore the wellbore gradually changes from an ellipse to a circle.
3) After a certain time of creep, the stress in the wellbore develops from non-uniform distribution to uniform distribution, finally eliminating the influence of non-uniform geostress on stress distribution around the wellbore. Finally, the wellbore wall tends to be stable from the stress perspective of the rock.
4) The higher the drilling fluid density is, the lower the wellbore shrinkage rate. In deep salt formations, even a small change in the liquid-column pressure of drilling fluids can induce high differential stress at the well bottom, thus remarkably influencing the wellbore shrinkage rate.
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The Blasingame method is a valuable tool for analysing the diminishing production challenge in the presence of variable bottomhole pressure and diverse production conditions. It is essential to highlight that the Blasingame method views the closed reservoir as the outer boundary condition for its model. This paper introduces the concept of the equivalent well control radius and formulates the Blasingame method based on the fluid flow characteristics inherent in twin-well production, taking into account the influence of inter-well interference. This study provides an in-depth analysis of production variations in reservoirs with inter-well interference by examining Blasingame type-curve definitions of the dimensionless parameters. Additionally, it investigates key factors impacting production, including neighbouring wells’ production, distance, and opening time: variations in all three parameters lead to different levels of interference between wells, which manifests itself in the regularised production integral derivative curve with different lengths and heights of convexity. Numerical simulations employing orthogonality are conducted to validate the reliability of this method. The results of these simulations offer theoretical support for the precise evaluation of reservoirs facing similar challenges.
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1 INTRODUCTION
In reservoirs with strong inter-well connectivity, neighbouring well interference can significantly impact test well pressures during the declining development process (Yuan and Wang, 2013; Guo et al., 2022; Wang et al., 2023). It has been well-established that reservoir dynamic description techniques, centred on single-well test well analysis and modern declining production analysis techniques, are effectively applied in reservoirs characterised by small single-well control ranges and poor inter-well connectivity (Zhang, 2004). However, reservoirs with high permeability and good connectivity are often multi-well systems (Zhang et al., 2006; Lin and Yang, 2007; Li and Luo, 2009). Therefore, interpreting such reservoirs using a single-well dynamic description can be misleading (Pang et al., 2012; Gan et al., 2022; Wang et al., 2023). Currently, the industry typically employs the superposition principle method to study the dynamic information of test wells in a multi-well system with inter-well interference (Onur et al., 1991; Li et al., 1994; Zhou et al., 2022). Jiaen Lin, Qiguo Liu, and Yonglu Jia demonstrated the late ‘upward curvature’ of the pressure recovery derivative curve in test wells by using the well test analysis technique (Dong and Zhai, 1996; Lin et al., 1996; Liu et al., 2002; Lin and Yang, 2005b; Liu et al., 2006; Jia et al., 2008; Deng et al., 2015). Hedong Sun provided a theoretical proof of this phenomenon while establishing an analysis method for multi-well pressure recovery test wells under neighbouring well interference conditions (Sun, 2016; Alarji. H et al., 2022). With the deepening of research, many scholars have explored the multi-well production model under the influence of multiple factors. Zeng Yang established a model for interpreting well tests in injection wells that consider interference from neighbouring wells (Zeng Y et al., 2020; Zhao et al., 2022). Cao established a well test interpretation model for finite inflow fractured wells under multi-well interference (Wei et al., 2022b).
The analytical solution of the multi-well production model discussed in previous studies is primarily used for analysing test wells (Jiang et al., 2019; Chen, 2023). The model assumes an infinite reservoir as the outer boundary condition, which simplifies the analysis. This paper introduces a closed reservoir as the outer boundary condition, introduces the ‘normalisation factor’, and applies the model’s solution to the Blasingame-type curves (Chen et al., 2017; Xu et al., 2021).
Modern methods of diminishing yield analysis and well test analysis are based on the classical seepage basis, but the two methods use different accuracy of evaluation data in the analysis process (Sun, 2013; Spivey, 2016; Wei et al., 2022a). Modern methods of diminishing yield analysis require less precision in the data and are, therefore, less difficult and costly to obtain. Blasingame and others creatively introduced the proposed time of material equilibrium and regularised yields to establish a plate of decreasing curves called the Blasingame plate (Mccray, T.L, 1990; Palacio and Blasingame, 1993). It is epoch-making in the modern analysis of diminishing yield.
2 MODELLING AND SOLVING
Figure 1 shows a circular stratigraphic well deployment map.
[image: Figure 1]FIGURE 1 | Circular stratigraphic well deployment map.
From Figure 1, the middle point of a circular formation with supply radius re and closed outer boundary, there is a well P-1 producing at a constant yield qi, while at point B, there is another well P-2 producing at a yield q2, and the distance from point A to point B is L.
Other assumptions are as follows: the reservoir is homogeneous and isotropic, with impermeable boundaries above and below; the reservoir pores are filled with a single-phase, micro-compressible fluid, and the flow is in accordance with Darcy’s law; the effect of gravity is neglected; and the effects of the skin effect and the wellbore storage effect are not considered.
2.1 Equivalent well control radius
The pull-down spatial pressure solution for point A of the double-well production, Eq. 1, can be obtained according to the Duhamel superposition principle (Wang, 2015):
[image: image]
where [image: image] is the pressure solution at point A when both wells are producing, [image: image] is the pressure solution at point A when well P-1 is producing alone, and [image: image] is the pressure solution at point A when well P-2 is producing alone.
When L tends to 0, the pressure response of the unsteady seepage stage at point A is equivalent to the pressure response of well P-1 when it produces individually at a constant production rate [image: image], and the unsteady flow stage exhibits radial flow characteristics. When L is large, [image: image], and [image: image] > [image: image], the flow characteristics of the unstable seepage stage at point A are dominated by the flow characteristics of the unstable seepage stage at point A when well P-1 is producing alone.
Figure 2 shows a conceptual diagram of the reD2 solution. Overall, in Figure 2, the flow stage at point A, when the two wells are producing, can be simplified as the infinite radial flow stage, the proposed steady-state stage. In turn, the pressure solution at point A when well P-2 is producing alone can be simplified as the pressure solution for one well in the centre of a circular closed reservoir with constant production, while the simplified well control radius expression for well B is given in this paper.
[image: Figure 2]FIGURE 2 | Conceptual diagram of the reD2 solution.
The average of the distances from point B to the circular closure boundary at the simplified drain radius is as follows:
[image: image]
[image: image]
[image: image]
where [image: image] is the radius of the circular closed reservoir and [image: image] is the radius of the wellbore.
From Eqs 2–4, we can derive [image: image] (take the equal sign when L = 0), so the reservoir reaches the proposed steady-state flow stage later when P-2 is producing alone than when well P-1 is producing alone, which is in line with the actual flow condition.
Table 1 lists the equivalent well control radius error rating table. After obtaining the simplified well control radius using this method, the corresponding equivalent well control area is further calculated and compared with the actual well control area. It is found that the simplified well control area is more accurate at [image: image].
TABLE 1 | Equivalent well control radius error rating table.
[image: Table 1]2.2 Modelling
The fixed solution problem for p-1 wells can be described as follows:
[image: image]
[image: image]
[image: image]
[image: image]
[image: image]
The fixed solution problem for p-2 wells can be described as follows:
[image: image]
[image: image]
[image: image]
[image: image]
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The dimensionless variables are defined as follows:
[image: image]
where [image: image] is the distance from any point to the well in mm, [image: image] is the wellbore radius in mm, [image: image] is the drain radius in mm, [image: image] is the reservoir permeability in µm2, [image: image] is the reservoir porosity with no causality, [image: image] is the total reservoir compression factor in MPa−1, [image: image] is the thickness of the reservoir in mm, [image: image] is the viscosity of the crude oil in MPa·s, B is a crude oil volume factor with no factorisation, q is the surface production of the well in m3/d, [image: image] is the original stratigraphic pressure in MPa, [image: image] is the formation pressure at a point in the reservoir at a given time in MPa, and [image: image] is production time in h.
2.3 Solution of the mathematical model
A Laplace transformation of Eqs 5–15 yields
[image: image]
The boundary conditions within the P-1 well are expressed as
[image: image]
The boundary conditions within the P-2 well are expressed as
[image: image]
[image: image]
Substituting Eq. 16 and Eq. 17 into Eq. 19, we have Eq. 20
[image: image]
Substituting Eq.16 and Eq.18 into Eq. 19, we have Eq. 21
[image: image]
Eq. 22 can be obtained from the Duhamel superposition principle:
[image: image]
3 PLOTTING BLASINGAME-TYPE CURVES
Plots of the rate solution qD under a constant BHFP and the reciprocal of the pressure solution at a constant rate (1/pD) in the coordinate system are shown in Figure 3A. The figure indicates that the two curves almost overlap in the transient flow period and are dispersed in the boundary-dominated flow period. Palacio and Blasingame (1993) replaced dimensionless time tD with dimensionless material balance time tcD and plotted the above curves again. The result shows that the two curves overlap, as shown in Figure 3B. In other words, the solutions of variable flow rate and constant flow rate are equivalent due to the introduction of material balance time tcD. Therefore, the Blasingame method is applicable to the condition of a variable BHFP and also to the condition of a variable flow rate (Liu, 2010; Yu, 2020).
[image: Figure 3]FIGURE 3 | Comparison of fixed production pressure inverse, fixed production output, and fixed production material balance time output curves (A). qD, 1/pD vs. tD curve; (B). qD and 1/pD vs. tD, qD vs. tcD curve (Hedong Sun, 2015).
3.1 Blasingame-type curve definitions of the dimensionless parameters
Blasingame-type curve definitions of the dimensionless parameters are formed by introducing normalisation coefficients, [image: image], to the original definition of the dimensionless parameter.
Here, Blasingame-type curve definitions of the dimensionless parameters are as follows:
Define the dimensionless material balance time as Eq. 23
[image: image]
Define the dimensionless decline flow rate Eq. 24
[image: image]
Define the dimensionless cumulative production as Eq. 25
[image: image]
Define the dimensionless decline flow rate integral function as Eq. 26
[image: image]
Define the dimensionless decline flow rate integral derivative as Eq. 27
[image: image]
3.2 Blasingame-type curves and model validation
Figure 4 shows an unstable analysis curve of production from double straight wells in homogeneous reservoirs. From Figure 4, taking reD = 5,000 and qB = 4 as an example, the crude oil flow can be roughly divided into an early radial flow stage, a stage influenced by the interference of neighbouring wells, and a later stage when the influence of the interfering wells is weakened (unsteady flow stage). The following section addresses the effect of well spacing, neighbouring well production, and neighbouring well start time factors on the Blasingame curve.
[image: Figure 4]FIGURE 4 | Unstable analysis curve of production from double straight wells in homogeneous reservoirs.
3.2.1 Effect of well spacing
Figure 5 shows the effect of different distances between two wells on the Blasingame curve when two wells in a circular homogeneous confined reservoir are producing at the same rate with simultaneous fixed production. From Figure 5, the early unstable flow stage of typical curves is a set of curves corresponding to different dimensionless well spacings, [image: image]. In the case of simultaneous production with the same yield, [image: image] only affects the characteristics of the prior curve. When the pressure response from production from well P-2 has not yet reached point A, the curve is parallel to the curve when well p-1 is producing alone. When the pressure response from production in well P-2 reaches point A, inter-well interference occurs, and the regularised production curve begins to deviate downward. The larger the [image: image], the greater the time for the material to begin to deviate from equilibrium, and the smaller the degree of [image: image] deviation, eventually converging in the boundary control flow stage into a straight line with a slope of −1, which corresponds to the characteristics of the curve of the proposed steady-state flow of the p-1 well when it is producing alone at a constant production rate [image: image]. The variation in the integral curve with the regularised yield is similar to that of the regularised yield curve, which is grouped into a single curve at a later stage. For the regularised yield integral derivative curves, the inter-well disturbances during the unsteady seepage phase make them convex, and the larger [image: image] is, the later the convexity appears, the lower and narrower the convexity is, and the later it is reduced to a single curve.
[image: Figure 5]FIGURE 5 | Effect of different distances between two wells on the Blasingame curve when two wells in a circular homogeneous confined reservoir are producing at the same rate with simultaneous fixed production (A) Mixed plates; (B) Comparison of model solution at r1=1 with single well production model solution.
Let [image: image] be 1; the two wells overlap as one well on the model, and the Blasingame type-curves coincide exactly with that of the single-well model. The correctness of the above dimensionless pressure-fitting regularised yield solution is proved.
3.2.2 Effect of well spacing
Figure 6 shows the effect of Blasingame curves on P-2 delayed production from twin wells in circular homogeneous confined reservoirs producing at the same rate of constant production. Typical curves are a set of curves corresponding to the different dimensionless material balance time delays of P-2 wells (with fixed production rates, denoted as qi) during the opening of the well. For the same production rate and constant well spacing, the larger is [image: image], the greater the time for downward deviation of the regularised production curve, which eventually converges into a straight line with a slope of −1 at the boundary control flow stage, corresponding to the curve characteristic of the proposed steady-state flow of the P-1 well when it is producing alone at a constant production rate of [image: image]. For the regularised yield integral curve, the variation with [image: image] is similar to that of the regularised yield curve, but the larger [image: image], the later the curve is shifted upward in parallel. For the regularised yield integral derivative curves, inter-well disturbances during the unsteady seepage phase make them convex, and the larger [image: image] is, the later the convexity appears, the lower and narrower the convexity is, and the later curves are shifted upward in parallel.
[image: Figure 6]FIGURE 6 | Effect of Blasingame curves on P-2 delayed production from twin wells in circular homogeneous confined reservoirs producing at the same rate of constant production.
3.2.3 Effect of production size of neighbouring wells
Figure 7 shows the effect of Blasingame curves in circular homogeneous closed reservoirs with two wells producing P-2 at different rates at the same time. Figure 7 shows that the type curves are a set of curves corresponding to the production of P-2 wells of different unfactored times. Under the condition of simultaneous production with the same well spacing, the larger [image: image] is, the higher the regularised production curve is, the smaller the time of downward deviation is, the larger the degree of deviation is, and finally, a straight line with a slope of −1 converges at the stage of boundary control flow. For the regularised yield integral curve, the variation with [image: image] is similar to that of the regularised yield curve, but the larger [image: image], the later the curve is shifted downward in parallel. For the regularised production integral derivative curve, the inter-well interference during the unsteady seepage phase makes it convex, and the larger [image: image] is, the faster the propagation of the pressure due to the production of the P-2 well is, the earlier the curve convexity appears, and the higher the convexity is.
[image: Figure 7]FIGURE 7 | Effect of Blasingame curves in circular homogeneous closed reservoirs with two wells producing P-2 at different rates at the same time (A) Mixed plates; (B) Comparison of model solution at qB=0 with single well production model solution.
Let [image: image] Only well P-1 is producing in the model, and the Blasingame curve of its model solution coincides exactly with that of the single-well model, that is, the correctness of the above dimensionless fitted-pressure regularised production solution is proved again.
4 COMPARATIVE ANALYSIS OF NUMERICAL SIMULATIONS
Figures 8, 9 show the reservoir pressure map and plot of the bottomhole pressure, production, and cumulative production over time for the centre point wells.
[image: Figure 8]FIGURE 8 | Reservoir pressure map (A) 2023/11/21; (B) 2024/1/15.
[image: Figure 9]FIGURE 9 | Plot of bottomhole pressure, production, and cumulative production over time for centre-point wells (A). pw-t; (B). qo-t; (C). No-t.
From Figures 8, 9, tNavigator software was used to establish a 2000 m × 2000 m × 20 m reservoir 3-D model, with a grid step of 5 m, net-to-gross ratio of 0.1, porosity of 0.1, X-axis permeability of 100 mD, X-axis permeability of 100 mD, Z-axis permeability of 10 mD, an initial pressure of 80 MPa, a support depth of 110 m, a single-component model, a well at the centre point producing at a fixed rate, and another well at the grid coordinates (100, 100, 1) producing at the same rate, and two wells producing at the same time, and obtaining the data on the bottomhole pressure, the production rate, and the cumulative production rate of the wells at the centre point with the change of time.
4.1 Data processing
To regularise the resultant data from numerical model runs,
Calculate the material balance time by Eq. 28
[image: image]
Calculate the normalised rate by Eq. 29
[image: image]
Calculate the normalised rate integral by Eq. 30
[image: image]
Calculate the normalised rate integral derivative by Eq. 31
[image: image]
Table 2 is the numerical simulation data–production data regularisation table.
TABLE 2 | Numerical simulation data–production data regularisation table.
[image: Table 2]4.2 Data fitting
Figure 10 shows measured curve fitting results from plotting the three relational curves, qd-tc, qdi-tc, and qdid-tc, fitting the Blasingame yield instability analysis plate, and recording the fitted values, where the three relational curves can be used simultaneously or individually.
[image: Figure 10]FIGURE 10 | Measured curve fitting results (A) material balance curve of well production history; (B) fitted plot of measured data.
Using the theoretical fit points (8 × 10−3, 0.4), the actual fit points can be obtained (1, 0.7).
The dynamic reserve at the centre point can be calculated according to the following Eq 32:
[image: image]
as [image: image] m3, and the numerical model has a reserve of [image: image] m3.
Additionally, the flowing material balance method (FMB) is listed for comparison to verify the accuracy of the method used in this article.
Figure 11 shows the equilibrium curves for the flowing material balance.
[image: Figure 11]FIGURE 11 | Fluid substance balance analysis diagram.
FMB is a method similar to the traditional material balance equation. However, it differs from the traditional material balance equation in that it uses dynamic pressure data instead of static pressure data for storage evaluation. Additionally, it differs from the flow material balance method, which uses flow pressure for dynamic storage evaluation. Once the reservoir is producing and has achieved a steady-state flow, the following relationship can be established (Eq. 33):
[image: image]
The dynamic reserves N can be determined from the intercept results if the [image: image] curve is plotted.
From Figure 11, the dynamic reserves calculated for the P-1 well’s reservoir are [image: image] m3. Comparing the results of the two methods, it is found that the method in this paper is more accurate in its calculations.
5 CONCLUSION
In this paper, the dual-well model is solved analytically by the equivalent well control radius method, and the following conclusions are reached:
(1) Based on establishing a constant production model that takes into account the effect of the presence of inter-well interference, the method of equivalent well control radius is used to simplify the treatment of the external boundary conditions of neighbouring wells that are not at the centre point of a circular closed reservoir. The range of applicability of the method is verified by comparing the equivalent well control surface with the actual well control area, and it is found that the method is more accurate when [image: image].
(2) Based on the method of equivalent well control radius, a sensitivity analysis of the Blasingame curve for the dual-well model can be conducted with respect to the parameters of adjacent well production, well spacing, and adjacent well opening time: the Blasingame normalised dimensionless decline flow rate integral curve is shifted downward when inter-well interference occurs, returning to a straight line later in the season. The Blasingame normalised dimensionless decline flow rate integral curve is shifted downward in the early stage, and the shape of the curve in the later stage is determined by the parameters. The Blasingame normalised dimensionless decline flow rate integral derivative curve has convex bulges, and the higher the degree of interference between the wells, the higher the bulges are, and the earlier they appear.
(3) Using the double-well production Blasingame curve plate for decreasing production analysis, the interpreted dynamic reserve results are more accurate for reservoirs with inter-well interferences, and the method in this paper can provide technical support for the fine evaluation of such reservoirs.
(4) Shortcomings: At present, the method is only applicable to analytical solutions and is used under the condition that r1 (distance between wells) > reD (actual well control radius). This is somewhat inapplicable to more complex models, such as composite media models, and requires further investigation.
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The exploitation of deep unconventional gas resources has gradually become more significant attributing to their huge reserves and the severe depletion of convention gas resources in the world. The proportion of deep unconventional gas reservoirs in the total gas resources cannot be underestimated, including shale gas, tight gas, and gas of coal seam. Due to the low permeability and porosity, hydraulic fracturing technology is still an important means to develop deep unconventional gas resources. However, the presence of fracturing fluids and water accumulation at the bottom of the wellbore significantly reduce gas production. The liquid loading model can be used to determine when the gas well begins to load the liquid. In this work, different types of liquid loading models are classified, and the applicability of different models is analyzed. At present, the existing critical liquid carrying models can be divided into mechanism models and semi-empirical models. The model established by Turner is a typical mechanism model. There are great differences in the application of a critical liquid loading model between vertical and horizontal wells. The field cases of a liquid loading model in different gas fields are provided and discussed. The mechanism of liquid loading models in recent years is introduced and analyzed. The physical simulations and experimental work therein are described and discussed to clarify the feasibility of the modeling mechanism. This article also presents the limitation and future work for improving the liquid loading models.
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1 INTRODUCTION
The world’s remaining technically proven recoverable reserves of unconventional oil and gas are 113,626 million tons of oil equivalent, accounting for 26.11% of the world’s total reserves (Alsanea et al., 2022; Shi et al., 2022; ZHAO et al., 2023). Therefore, the development of unconventional oil and gas resources will become a relatively new development direction of future natural gas demand growth (Pagou and Wu, 2020; Luo et al., 2023; Zhang et al., 2023; Liang et al., 2024).
At present, large-scale hydraulic fracturing has been acknowledged as the main method to develop unconventional gas resources (He et al., 2023a; Guo et al., 2023; Liu et al., 2023a). Fracturing fluids are constantly flowing back before gas production, and part of the fracturing fluids is left in the gas reservoirs (Rodrigues et al., 2019; Li et al., 2023). In the initial stage of gas production, the gas production and the gas flow rate are large enough to load the liquid (Meng et al., 2023). After a period of production, the gas production and gas flow rate decrease, and the liquid returns back to the bottom of the well since there is not enough energy to load the liquid out (Kvandal et al., 2007). Liquid accumulates in the wellbore to affect gas production due to frac hits (Zheng et al., 2011; He et al., 2023b). Liquid loading models were developed in order to determine when the wellbore begins to accumulate fluid.
The main method proposed by Turner et al. (1969) is based on the maximum water droplet force balance (Turner et al., 1969). The droplet balance is maintained when the drag force, buoyancy force, and gravity are balanced, and the gas flow rate at this time is called the critical liquid loading velocity. A new model created by Li et al. (2001) was based on an analysis of the Turner model, and the influence of droplet deformation was considered (Min et al., 2001). The drag coefficient and effective area are calculated more accurately by treating the droplet as an ellipsoid. WANG and LIU (2007) proposed a new model to predict the critical flow rate of liquid loading of a spherical cap droplet (WANG and LIU, 2007). The shape of the droplet changed when the air flow carried the droplet through the wellbore. WANG and LIU (2007) analyzed the force on the droplet and found that the droplet was similar to a ball cap. According to model predictions, the value was only 34% that of the Turner model. The drag coefficient was modified to 1.13 to accurately describe the effect of air flow on the droplet. The calculation model of the liquid loading gas flow rate was modified under a high gas–liquid ratio by YANG et al. (2009). The droplet in the wellbore is considered a flat type to improve the accuracy of the calculation results. The modified model considers various attributes of the two-phase gas–liquid flow, encompassing the bubble shape, bubble gap rate, and liquid film thickness. When the wellhead pressure is lower than 3.4 MPa in gas wells, the Turner model can conform to the field situation on site without adjusting the coefficient (Coleman et al., 2019).
Belfroid et al. (2008) proposed a calculation model to determine the critical gas flow rate for liquid loading in inclined pipes, taking into consideration the influence of the column angle of inclination on the droplet force (Belfroid et al., 2008). Moreover, the forces of the droplet at different angles of inclination were analyzed in detail. The effects of the shape, size, and density of the droplet, as well as the velocity and density of the air flow, were considered. However, it is only applicable to the case where the angle of inclination of the column is small. More complex factors and stress conditions need to be considered under a larger angle of inclination.
Shear force produced by the relative motion between the droplets and the air stream affects the motion state of the droplet. The model modified by Li et al. (2012) described the droplet movement in the air flow more accurately so as to improve the prediction accuracy of critical liquid loading production in gas wells (Li et al., 2012). However, the influence of droplet deformation was not included, which caused a large error in the calculation results.
In contrast, although the droplet model is convenient to calculate, experimental studies show that the liquid in the wellbore mostly exists in the form of a liquid film. Amaravadi (1994) calculated the critical flow rate of the liquid loading gas by establishing the momentum balance equation based on the analysis and study of the motion law of two phases, gas and liquid, in a horizontal circular tube (Amaravadi et al., 1994). The equation considered the friction, inertia, gravity, and other factors between the two phases of gas and liquid. It takes the liquid film thickness as a key parameter to judge whether the flow can carry the liquid droplet away from the pipe surface. When the liquid film thickness reaches the critical value, the gas velocity at this time is the critical gas velocity of liquid loading. Williams (1996) considered the motion law of the two phases gas and liquid in the horizontal pipe and the settlement of the liquid droplet as a key parameter to determine whether the air flow could carry the liquid droplet away from the pipe surface. The droplet will be carried away from the surface of the pipeline continuously and form a liquid film when the loading force of the air is greater than the settling force of the droplet. Wang (2017) found that the liquid droplet gradually became a liquid film and eventually completely covered the surface of the pipeline when the gas velocity gradually increased (Wang et al., 2017). The relationship between the film thickness of the inclined tube bottom and the friction coefficient of the gas–liquid interface was explored in experiments. The results show that the thickness of the bottom film of the inclined tube increases first and then decreases with the increase in the friction coefficient of the gas–liquid interface.
The droplet model and liquid film model have advantages and disadvantages. To accurately predict the critical liquid loading production of gas wells, it is necessary to select a suitable model for analysis based on the specific situation (Lin et al., 2023). Although the droplet model has a wide range of advantages in computation and application, liquids in practical situations tend to exist in the air stream as a liquid film or turbulence (Xiangdong et al., 2024). It is difficult for droplets to maintain their shape and migrate for a long time due to the effect of the entrainment rate of the droplet when the flow pattern changes in the wellbore. The droplet model may not accurately predict the critical liquid loading rate of a gas well in specific cases (Liu et al., 2023b).
In practical applications, it is necessary to select a suitable model for analysis based on the characteristics of the wellbore (Nie et al., 2023). After comparing the critical liquid loading models under different conditions, it can be more targeted in predicting the timing of gas well liquid loading in field applications in order to improve the prediction accuracy.
In this work, the modeling mechanisms and applicable conditions of different types of critical liquid loading models are introduced. The application of critical liquid loading models in different gas reservoirs is collected and analyzed. Finally, two innovative critical liquid loading models are introduced.
2 CRITICAL LIQUID LOADING MODELS
2.1 Calculation model of the critical liquid loading gas rate in the vertical section
The main forces of droplets in gas wells include buoyancy force, gas drag force, and gravity (Figure 1). The droplets are brought out of the wellhead if the sum of buoyancy and drag is greater than gravity. Higher buoyancy and drag forces are required for ensuring that the droplets are carried to the wellhead under high gravity.
[image: Figure 1]FIGURE 1 | Vertical droplet force analysis diagram.
Turner et al. (1969) established a model based on droplet motion (i.e., the droplet model) by analyzing various forces on the droplet moving along the pipe. According to the characteristics of droplet movement in the pipeline, Turner derived the critical liquid loading model, which is suitable for gas wells. Coleman et al. (2019) found that a certain correlation existed between the average droplet diameters of different liquids. A general relationship was proposed that relates the average droplet diameter to known physical parameters. The droplet diameter was estimated by measuring parameters such as liquid density and surface tension. Droplet deformation occurs when the liquid is carried by high-speed gas (Min et al., 2001). Droplets become ellipsoid during migration, and the modified coefficient in the Turner model changed to 0.38. Four droplets models are mainly listed and compared (Table 1).
TABLE 1 | Comparison of liquid loading models in the vertical section.
[image: Table 1]2.2 Calculation model of critical liquid loading output in the inclined section
The principle of liquid loading in the inclined section of horizontal wells is more complicated than that in the vertical section due to the deformation of the droplet when coming into contact with the lower part of the pipe wall under the action of gravity, thus generating frictional resistance. This problem can be solved by analyzing the force of a single droplet in the inclined tube.
The droplet is commonly regarded as a hemispherical body. The effects of gravity, surface tension, and viscous resistance on its force should be considered. When the inclination angle is small, the droplet will roll along the lower part of the tube wall. The droplet will escape from the tube wall when the inclination angle reaches a certain degree, and the friction resistance between the droplets and the tube wall has a significant effect. When the droplet slides on the surface of the tube wall, wetting hysteresis and droplet deformation occur. The droplet forms the advancing contact angle and the receding contact angle [Figure 2 (Wenying LI., 2015)].
[image: Figure 2]FIGURE 2 | Diagram of droplet force analysis in the inclined tube (Wenying LI., 2015).
In the inclined section, the force is more complicated than that in the vertical section due to the normal force and friction of the wall. The droplet model was improved by adding an angle variable to consider the influence of the angle of inclination on the critical liquid loading. A critical liquid loading model suitable for highly inclined wells and horizontal wells was established by Fiedler shape function, which reflects the relationship between the critical liquid loading velocity and inclination angle (Qian et al., 2022).
The influence of the angle of inclination on critical liquid loading is discussed by Belfroid et al. (2008). The model is expressed as follows Eq. (1):
[image: image]
where [image: image] is the critical liquid loading rate, [image: image] is the surface tension, [image: image] is the density of the liquid, [image: image] is the density of the gas, and [image: image] is the angle of inclination.
Angle variables were added to the droplet model, and a series of experiments were conducted. The angle of inclination significantly affects the occurrence of critical liquid loading [Figure 3 (Xianting, 2019)]. The critical liquid loading capacity is weakened due to the uneven distribution of the liquid when the angle of inclination increases. The model has important implications for the understanding of liquid motion and transport properties. A critical liquid loading model suitable for highly deviated wells and horizontal wells is established.
[image: Figure 3]FIGURE 3 | Inclined tube droplet model (Xianting, 2019).
Li et al. (2012) established a new model based on Newton’s law of friction to improve the accuracy of model predictions during liquid dripping. A new numerical method was proposed to model the drip process by considering the friction and adhesion between the droplet surface and the environment. It was simulated using high-performance computing techniques. The model describes the motion, deformation, and splitting process of the droplet more accurately. It should be noted that the Turner model is one of the classical models of the droplet formation and splitting process since it is based on the physical principles of mass conservation, momentum conservation, and energy conservation. Therefore, the model based on Newton’s law of friction was established Eq. (2):
[image: image]
where [image: image] is the critical liquid loading rate, [image: image] is the surface tension, [image: image] is the density of the liquid, [image: image] is the density of the gas, [image: image] is the friction coefficient, and [image: image] is the angle of inclination.
However, the model does not consider the interaction between droplets, which is too ideal. Guan et al. (2011) introduced a new model Eq. (3) for angle change by using a similar method:
[image: image]
where [image: image] is the critical liquid loading rate, [image: image] is the surface tension, [image: image] is the density of the liquid, [image: image] is the density of the gas, [image: image] is the Reynolds number, [image: image] is the drag coefficient, and [image: image] is the angle of inclination.
The traditional model for calculating critical liquid loading production had a problem of modified coefficients for the gas wells with a gas–liquid ratio greater than 1,400 m3/m3. YANG et al. (2009) proposed a new calculation model to predict the critical liquid loading gas rate by considering the change in the droplet shape in the wellbore and the relationship between the drag coefficient and Reynolds number. It was assumed that the droplet in the gas wellbore was flat, and classical mechanics was used to create a new model Eq. (4):
[image: image]
where [image: image] is the critical liquid loading rate, [image: image] is the surface tension, [image: image] is the density of the liquid, and [image: image] is the density of the gas.
Chen et al. (2016) proposed a new liquid film model considering the influence of the pipe wall on the liquid droplet (Figure 4). Compared with the Belfroid model, it better matches experimental data. On the basis of the Turner model form, the modified coefficient Ku is added to obtain a new model Eq. (5):
[image: image]
where [image: image] is the critical liquid loading rate, [image: image] is the surface tension, [image: image] is the density of the liquid, [image: image] is the density of the gas, [image: image] is the modified coefficient, and [image: image] is the angle of inclination.
[image: Figure 4]FIGURE 4 | Schematic diagram of the liquid film flow model (Chen et al., 2016).
2.3 Calculation model of critical liquid loading output in the horizontal section
When the gas–water phase flows in the horizontal section, whether the liquid in the horizontal section can be completely carried into the inclined section depends on whether the flow pattern changes in the horizontal section (Wenying Li, 2015). It is necessary to form an annular mist flow to completely carry the liquid in the horizontal section into the inclined section when there is a stratified flow of gas and water.
2.3.1 Stratified flow model
When the velocity of the liquid and gas is different, the interface between them will fluctuate. These fluctuations increase unsteadily, the morphology of the gas–liquid interface changes eventually, and the flow pattern changes from a stratified flow to annular mist flow. The gas phase velocity and liquid level height are important to this transformation. The fluctuations at the interface are more easily amplified under the high speed of gas or a low liquid level, so the stratified flow transforms into a ring mist flow. On the contrary, the stratified flow is maintained for a longer time.
Taitel and Dukler believed that the gas and liquid phases in the horizontal section usually exhibit a stratified flow pattern when the influence of the radial inflow of horizontal wells is considered (Taitel and Dukler, 1976); the liquid film at the bottom of the pipe becomes thicker than the liquid film at the top, and then, the liquid loads in wells. Xiao and Yingchuan (2010) believed that the horizontal section has no significant effect on the infusion of horizontal wells. Figure 5 (Xiao and Yingchuan, 2010) shows the stratified flow model of a horizontal well.
[image: Figure 5]FIGURE 5 | Schematic diagram of the hierarchical flow model (Taitel and Dukler, 1976).
2.3.2 Carrying sedimentation mechanism model
The droplets in the gas–liquid mixture move with the gas instead of just settling at the bottom. This mechanism is also known as the “entrainment effect” since the droplets are entrained by the gas (Pan and Hanratty, 2002). In a horizontal tube, the liquid settles around the wall to form a liquid film. This phenomenon can be described by the horizontal tube layered flow model, as shown in Figure 6 (Pan and Hanratty, 2002).
[image: Figure 6]FIGURE 6 | Schematic diagram of the loading settlement mechanism (Pan and Hanratty, 2002).
In the case of a higher gas velocity, part of the liquid flows along the tube wall, while the other part is dispersed into droplets carried in the air flow. Droplet carrying can be considered the result of the balance between the liquid film carrying rate and the droplet settling rate. When the liquid film carrying rate and the droplet carrying rate are equal, the atomization amount of the liquid film is equal to the droplet settling amount, thus forming continuous droplet carrying (Pan and Hanratty, 2002). It can be concluded that the critical liquid loading velocity Eq. (6) is expressed as
[image: image]
where [image: image] is the critical liquid loading rate, [image: image] is the surface tension, [image: image] is the density of the gas, and [image: image] is the pipe diameter.
2.3.3 Kelvin–Helmholtz instability theory model
The Kelvin–Helmholtz instability theory model is used to describe the change in the gas–liquid interface waveform. Based on the principle of fluid dynamics and stability analysis, small-scale vortices become unstable due to the different velocities and friction of two fluids under a high rate of gas flow, thus causing interface fluctuations (ZHAO, 2019). As the gas velocity increases gradually, the liquid film moves along the tube wall and drives the formation of liquid droplets due to the interface instability fluctuation.
Andritsos and Hanratty (1987) found that the instability of Kelvin–Helmholtz fluctuations led to the generation of large irregular fluctuations. When the gas velocity became twice the critical value, the interfacial fluctuations led to the distribution of the liquid film around the tube wall and the formation of liquid droplets. The calculation model of the critical gas velocity of continuous liquid loading in horizontal tubes is expressed Eq. (7) as follows:
[image: image]
where [image: image] is the critical liquid loading rate, [image: image] is the surface tension, [image: image] is the density of liquid, [image: image] is the density of gas, and [image: image] is the gravitational acceleration.
3 FIELD CASES OF CRITICAL LIQUID LOADING MODELS
3.1 Application in the ZJ gas field
The ZJ gas field is located in the transitional zone between the eastern slope of the western Sichuan hollow and the central Sichuan uplift in the Sichuan Basin, China. It is an ultra-low permeability and low-porosity tight sandstone gas reservoir. Since its development in 2012, more than 200 gas wells have been put into production. The bottomhole back pressure increases continuously due to the loading of formation water, and the gas well output decreases rapidly; thus, the stable production time of most individual wells is less than 2 years. The wellhead pressure of the gas well in the ZJ gas field mainly ranges from 2 to 20 MPa. The average coefficient of compressibility is 0.85, the temperature is 323 K, the water density is 1,074 kg/m3, the relative density of natural gas is 0.6, and the water–gas interfacial tension is 0.06 N.
The Li model, Belfroid model, and Kelvin–Helmholtz instability theory model (Andritsos and Hanratty, 1987) were selected as the critical liquid loading models for vertical, inclined, and horizontal sections, respectively, by Yunyang (2021). The liquid loading state is marked on the relationship diagram between critical liquid loading flow and daily gas production. The unloaded area is above the diagonal line, and the loaded area is below the diagonal line.
Figure 7A shows the inaccurate calculated results of the Turner model, and the wells unloaded and wells nearly loaded are obviously inconsistent with the field situation. The results of the Li model coincided with field data (Figure 7B) (Yunyang, 2021), and the effectiveness of application in vertical wells was verified. The results of the Belfroid model and Kelvin–Helmholtz instability theory model also coincided with field data (Figures 7C, D), and the accuracy of prediction met the requirements.
[image: Figure 7]FIGURE 7 | (A) Turner model. (B) Li model. (C) Belfroid model. (D) Kelvin–Helmholtz instability theory model (Yunyang, 2021).
The analysis of 55 low-pressure gas wells in the ZJ gas field shows that the coincidence rate is 93%, which proves that the selected model and the modified model can effectively predict the liquid loading of the gas wells in the ZJ gas field. On the basis of previous research results, established simplified calculation models of the critical liquid carrying flow in the ZJ gas field. As long as the wellhead pressure, tubing inner diameter, and well inclination angle are obtained, the critical liquid carrying flow rate and flow rate can be calculated, which is convenient for field application.
3.2 Application in the FL gas field
Existing geological data and productivity evaluation show that the FL shale gas field has 2.1 trillion m3 of resources, which is the first large-scale shale gas field in China and the largest shale gas field in the world except North America. In order to establish a new model of critical liquid loading production suitable for this gas field, Zhao and Liu (2019) calculated the average droplet diameter by using the equilibrium relationship between the droplet surface free energy and the turbulent kinetic energy of the gas phase. They comprehensively considered the influence of the inclination angle on the continuous liquid loading of the droplets and used the Fiedler function to modify it.
The new model determines the droplet diameter based on the equilibrium relationship between the surface free energy of the droplets and the turbulent kinetic energy of the gas phase. At the same time, the influence of well inclination is considered. The Turner model is modified as follows Eq. (8):
[image: image]
where [image: image] is the critical liquid loading rate, [image: image] is the surface tension, [image: image] is the density of the liquid, [image: image] is the density of the gas, [image: image] is the liquid flow, [image: image] is the pipe diameter, and [image: image] is the angle of inclination.
Zhao and Liu used 10 different models, including those proposed by Turner et al. (1969), Coleman et al. (2019), Li et al. (2012), Belfroid, and the model modified by Zhao and Liu, to predict the wellbore liquid loading of three kinds of pipe diameters (2–3/8′, 2–7/8′, and 5–1/2′) in the FL shale gas field. By comparing the field liquid loading of gas wells, the accuracy of various critical liquid loading models for judging the liquid loading in gas wells with different pipe diameters was analyzed (Figure 8) (Zhao and Liu, 2019). The model modified by Zhao and Liu has the highest discrimination accuracy and the most accurate prediction, with an average accuracy of 90%.
[image: Figure 8]FIGURE 8 | Comparison of critical liquid loading models (Zhao and Liu, 2019).
Compared with the field flow rate of the gas well, the loading position of the well in different production periods was judged and analyzed. Well X1 of the FL gas field was taken as an example.
3.2.1 Casing production period
Data from the casing production period of the well were substituted into the new critical liquid loading model established to analyze the liquid loading situation of the well. The critical liquid loading flow curve is shown in Figure 9 (Zhao and Liu, 2019).
[image: Figure 9]FIGURE 9 | Critical loading flow rate curve (casing) (Zhao and Liu, 2019).
The critical liquid loading flow rate at each shallow position of the 2,600-m shaft of well X1 is greater than the field flow rate of the gas well (Figure 9); it is difficult for the gas well to load the liquid. Below the depth of 2,600 m, the critical liquid loading flow rate of each position is less than the field flow rate of the gas well, and the gas well shaft can load the liquid normally.
3.2.2 Tubing production period
Compared to the liquid loading curve observed during casing production, the critical liquid loading flow rate of the wellbore during tubing production experiences a significant decrease. This reduction can be attributed to the decrease in the inner diameter of the production string after the tubing is run, and the liquid loading capacity for the gas well is enhanced (Figure 10) (Zhao and Liu, 2019). The gas well enters the casing production section, the liquid loading capacity weakens, and the critical liquid loading flow rate increases. Conversely, as the gas well shaft enters the horizontal section, the liquid loading capacity increases, while the critical liquid loading flow decreases.
[image: Figure 10]FIGURE 10 | Critical loading flow rate curve (tubing) (Zhao and Liu, 2019).
The critical liquid loading flow at each position of well X1 is lower than the field flow of the gas well, indicating that the gas well is able to carry the liquid normally. The model established by Zhao and Liu is superior to the traditional model and has better accuracy.
3.3 Application in the DND gas field
The accumulated proved reserves of the DND gas field are 416.83 billion m3, the used reserves are 190.55 billion m3, and the reserve utilization rate is only 45.71%. The quality of the remaining unused reserves is poor, so it is difficult to realize economic and effective development through conventional vertical well mining.
Based on the basic data on 230 vertical wells in the DND gas field, ZHOU et al. (2013) proposed a model of critical liquid loading in the vertical section of the DND gas field on the basis of the Turner model Eq. (9):
[image: image]
where [image: image] is the critical liquid loading rate, [image: image] is the surface tension, [image: image] is the density of liquid, and [image: image] is the density of gas.
The model modified by ZHOU et al. (2013) was used to predict the liquid loading states of 230 vertical wells. Among these wells, 28 wells were misjudged, with an accuracy rate of 87.7%. It was sufficient to meet the field production needs of the DND gas field (Figure 11).
[image: Figure 11]FIGURE 11 | Calculation results of the critical liquid loading model in the vertical section (ZHOU et al., 2013).
The stratified flow model, the loading settlement mechanism model, and the Kelvin–Helmholtz instability theory model were mainly used to establish the simulation experiment for the horizontal section. The continuous liquid loading simulation experiment device in the horizontal section was prepared, as shown in Figure 12 (ZHOU et al., 2013).
[image: Figure 12]FIGURE 12 | Continuous liquid loading simulation experimental device in the horizontal well section (ZHOU et al., 2013).
The changes in gas flow on the formation, distribution, and loading of liquid droplets were observed under a certain liquid flow rate. The form of the liquid film in the horizontal pipe and the changes in the two-phase gas–liquid flow pattern were recorded. The pressure, temperature, injected gas volume, and injected pressure in the test pipe section were tested to accurately simulate continuous liquid loading in horizontal wells.
The experimental data under different wellhead pressures were compared with the calculated values of three horizontal section theoretical models (Figure 13) (ZHOU et al., 2013). The calculated value of the carrying sedimentation mechanism model is too high, and the value of the stratified flow model is too low. The calculated value of the Kelvin–Helmholtz fluctuation theory model is the most accurate. The liquid loading in the horizontal pipe is mainly caused by the fluctuations at the gas–liquid interface, which is consistent with the liquid loading phenomenon in the horizontal pipe observed in the experiment.
[image: Figure 13]FIGURE 13 | Comparison between the field data and the calculated values of the model (ZHOU et al., 2013).
For the inclined section, ZHOU et al. (2013) designed a continuous liquid loading simulation experiment in a highly inclined well (Figure 14) and carried out a critical liquid loading experiment in an inclined well with inclination angles of 20°, 40°, and 60°. The critical gas volume under different water volumes, gas volumes, pressures, and temperatures was tested by changing the injected water volume and gas volume. The above steps were repeated by changing the angle of inclinations. Finally, the critical gas volume under different inclination angles and different liquid flow velocities was obtained (ZHOU et al., 2013).
[image: Figure 14]FIGURE 14 | Simulation device experiment flowchart (ZHOU et al., 2013).
A modified model of the inclined tube was obtained by fitting the critical liquid loading capacity under different inclination angles Eq. (10):
[image: image]
where [image: image] is the critical liquid loading rate, [image: image] is the surface tension, [image: image] is the density of the liquid, [image: image] is the density of the gas, and [image: image] is the angle of inclination.
The inclined tube droplet model, liquid film model, and modified model were adopted. The test data were calculated, and the error statistics are shown (Table 2).
TABLE 2 | Statistical table of errors of the liquid loading model in the inclined pipe (ZHOU et al., 2013).
[image: Table 2]The model modified by ZHOU et al. (2013) has the smallest error, and its calculation results are superior to those of the droplet model and liquid film model. The model can be used as the calculation model for the critical liquid loading capacity of the inclined pipe.
According to the field situation of the DND gas field, ZHOU et al. (2013) designed the continuous liquid load simulation experiment of the horizontal well and the continuous liquid load simulation experiment of the high-inclination well. Based on the classical critical fluid loading model established by predecessors, a reasonable horizontal well continuous fluid loading model was obtained by considering the influence of the inclination angle and horizontal section length. The calculation results of the example show that the accuracy is 94.4%, which meets the engineering requirements.
3.4 Application in the WY block
The WY shale gas field (herein referred to as the WY block) is within the scope of the CN-WY national shale gas demonstration zone. It is a large-dome anticlinal structure belonging to the low steep fold belt of southwest Sichuan in the central uplift area of the Sichuan Basin (WANG et al., 2012). Yunsheng et al. (2019) studied the geological and engineering parameters and production rules of six horizontal wells of the PT2 platform and put forward development suggestions.
The construction area of the WY block is one wing of an anticlinal structure. The drilling direction of the horizontal well is almost perpendicular to the buried depth contour. As a result, there are generally cases of updip in the upper-half branch and downdip in the lower-half branch (WANG et al., 2016). By comparing the current gas well production with the critical liquid loading rate, it is concluded that 63 of the 89 platform wells were loaded in varying degrees. Most of these wells are located in the upper half of the block (WANG et al., 2014a).
Due to the difference in the drilling location and engineering parameters, the production and pressure changes between the upper- and lower-half branches of the development platform in the WY block are quite different (WANG et al., 2014b). Meanwhile, due to the large amount of fracturing fluid in the ground, gas wells produce liquid for a long period of time in the early stage of operation (WANG et al., 2009). Flowback fluid will have a great impact on the output of gas wells (LIAO et al., 2009).
Fractures of shale gas wells produce a significant amount of liquid along with the gas at the initial stage. The problem of liquid loading becomes crucial by using casing for production. The Li model (Min et al., 2002) was chosen to determine the critical liquid loading flow rate when using the wellhead as the reference point. The relative density of the gas produced by horizontal wells on the PT2 platform was 0.5684, and the water density was 1,030 kg/m3. The inner diameter of the casing was 114.3 mm, the average wellhead temperature was recorded at 310 K, and the gas–water interfacial tension was 0.06 N/m. The critical liquid loading flow rate for various casing pressures were calculated by applying the Li model. The casing pressure and gas production data on six horizontal wells on the PT2 platform are shown in Figure 15 (Yunsheng et al., 2019).
[image: Figure 15]FIGURE 15 | Comparison of gas production and the critical liquid loading flow of six wells in the PT2 platform under different casing pressures (Yunsheng et al., 2019).
The gas production of shale gas wells is affected not by the quality of the drilled reservoir, the effect of fracturing reconstruction, and the flowback fracturing fluid in the formation. If the gas production of the well is lower than the critical liquid loading flow, the liquid will accumulate at the bottom of the well. The gas productions per day of well PT2-4 and well PT2-5 were higher than the critical liquid loading flow rate, and the liquid was carried out from the bottomhole continuously by the gas flow. The gas productions per day of well PT2-1, well PT2-2, well PT2-3, and well PT2-6 were lower than the critical liquid loading flow rate, and liquid was loaded. For low-producing wells, it is recommended to use small tubing (tubing bore diameter less than or equal to 62 mm). For the upper half of low-producing wells, skid-mounted drainage gas production tools and measures should be taken early to release gas well productivity, and for the lower half of low-producing wells, pressure production should be released to prevent premature liquid loading at the bottom of the well.
3.5 Application in the CN shale gas area
Two kinds of horizontal wells exist for shale gas in the CN area: upwarped horizontal wells and downdip horizontal wells. A visual simulator for two-phase gas–liquid wellbore pipe flow was built by Liu (2019), which was designed by Na et al. (2007). A critical liquid gas loading velocity mathematical model suitable for the CN shale gas horizontal well was established.
3.5.1 Experimental process
In order to observe the law of two-phase flow in the horizontal section of the CN shale gas horizontal gas well directly, a physical simulation experimental device for the drainage and production of horizontal gas wells was designed and built according to the field production parameters of horizontal gas wells (Figure 16). The experimental device consists of a gas supply system, liquid system, experimental flow pipeline system, test system, and data monitoring system. The total size of the experiment is 6.5 m, and the inner diameter of the experiment pipeline is 30 mm (three kinds of pipe diameters: 30, 40, and 50 mm). A pressure gauge was set in the horizontal section of the experiment pipe section, a pressure regulator was set in the vertical section 3.5 m high (the measurement result is the wellhead pressure), and a pressure gauge was set in the horizontal section (the measurement result is the bottom-hole pressure). A horizontal section length of 6.0 m was built to be replaced with three kinds of pipe diameters. It was equipped with the corresponding supply equipment and monitoring system, which can be used to simulate the drainage and gas production process of horizontal wells under different pipe diameters.
[image: Figure 16]FIGURE 16 | Experimental flowchart (Liu, 2019).
The air was compressed and stored in the gas storage tank as a supply system; then, it was transported to the intake pipeline and then to the experimental pipeline to join the liquid. The tap water provided by the faucet flows out to the water tank and enters the water pipeline through the pump. The gas and liquid are mixed in the pipeline and entered the experimental pipeline. A high-definition digital camera was used to record the flow pattern changes in the flow pipeline. A pressure sensor, gas flowmeter, and liquid flowmeter were used to display the bottomhole pressure, wellhead pressure, intake gas, intake liquid, and other parameters; the experimental test data were recorded using the data monitoring system in real time. During the experiment, the formation, loading, and settling of droplets, the adjustment of gas injection, and the distribution and movement of the liquid film in the tube section were observed. When the flow rate of this section reached the stable critical liquid loading state, the data on gas injection, water injection, wellhead pressure, and wellhead temperature were recorded. After one set of tests, the pressure value of the test section was changed by the pressure regulator, and the next set of tests was carried out. The critical flow data on liquid loading under different wellhead conditions were obtained by repeating the appeal operation.
3.5.2 Analysis of experimental results
For the upwarped horizontal well model, the angle between the horizontal section and the horizontal direction was 5°. Based on the Kelvin–Helmholtz instability theory model, experiments were carried out under clean water with pipe diameters of 30 mm, 40 mm, and 50 mm. A series of modified coefficients were obtained. The average modified coefficient was 4.363. The critical liquid loading model of upwarped horizontal wells Eq. (11) is represented as follows:
[image: image]
where [image: image] is the critical liquid loading rate, [image: image] is the surface tension, [image: image] is the density of the liquid, [image: image] is the density of the gas, and [image: image] is the gravitational acceleration.
Under the same pipe diameter condition, the critical liquid loading model of the downdip horizontal well Eq. (12) is obtained:
[image: image]
where [image: image] is the critical liquid loading rate, [image: image] is the surface tension, [image: image] is the density of the liquid, [image: image] is the density of the gas, and [image: image] is the gravitational acceleration.
3.5.3 Example calculation
According to the modified models of the critical liquid loading flow of the horizontal well with two kinds of well trajectory obtained in the previous two experiments, the calculation and analysis of the two well types of the CN shale gas horizontal well were carried out. Tables 3, 4 show the analysis and comparison between the critical liquid loading flow value calculated by the models and the field production to diagnose the liquid loading in gas wells.
TABLE 3 | Comparison of calculation results of the critical liquid loading capacity in downdip horizontal wells (Liu, 2019).
[image: Table 3]TABLE 4 | Comparison of calculation results of the critical liquid loading capacity in updip horizontal wells (Liu, 2019).
[image: Table 4]The results obtained by using the modified critical liquid loading model through the simulation experiment exactly coincided with the results obtained by using the echo meter to diagnose the liquid surface. The verification of the field example shows that the horizontal well critical liquid loading flow model modified by Liu can better predict whether there is liquid loading at the bottom of the well in the CN area.
4 RECENT NEW MODELS AND VALIDATION
4.1 Shekhar model
4.1.1 Theoretical modeling
The model established by Turner et al. (1969) was modified by Belfroid et al. (2008). However, the methods were based on incorrect physical assumptions and did not consider the pipe diameter (Shekhar et al., 2017). Another approach suggested by Shu et al. (2014) employed accurate physical assumptions for liquid loading but was overly cautious. Barnea (1987) proposed a new method that tackles various limitations to previous models. The method modified by Shekhar assumes that when liquid loading begins, the liquid film starts to descend backward. It considers the inclination angle and diameter. The method can predict the position of liquid loading from vertical wells to horizontal wells. The validity of this method is confirmed through comparisons with laboratory and field data.
Liquid load prediction in near-horizontal or inclined wells is different from and more difficult than that in vertical wells. Since the inclination of a typical well ranges from purely vertical to near horizontal, the correlation for predicting liquid loading is flexible enough to predict the position of liquid loading.
Based on experimental observations (Van’t Westende et al., 2007) and the recent literature (Alamu, 2012), it can be inferred that liquid loading occurs when the liquid film begins to fall backward. Alamu (2012) stated that the percentage of liquid in the form of droplets in a gas core is negligible at low gas velocities. Van’t Westende et al. (2007) reported that the droplet size used by Turner et al. (1969) to estimate the critical surface gas velocity is not observed in practice. The Weber number of droplets in the annular flow is less than 30, whereas Turner et al. (1969) used a Weber number of 60 after the same adjustment. Both observations provide additional support for the idea that the most likely cause of liquid loading is liquid film inversion.
Figure 17 (Shekhar et al., 2017) shows the variation in film thickness in vertical and inclined wells. The thickness of the liquid film varies from top to bottom. The thickness of the film is smaller at the top (under gravity) and larger at the bottom. As the angle changes from vertical to near horizontal, the membrane at the bottom of the pipe thickens. The thickness inside the pipe is the same at any circumference. Therefore, the circumference of the pipe can be approximately rectangular. The film thickness changes linearly with the change in the circumferential position of the pipeline (Figure 18) (Shekhar et al., 2017). It can be expanded into a trapezoid, with a maximum film thickness at 180° and a minimum film thickness at 0°.
[image: Figure 17]FIGURE 17 | Film thickness in vertical and inclined wells (Shekhar et al., 2017).
[image: Figure 18]FIGURE 18 | Cross-sectional view of vertical wells (A) and inclined wells (B) (Shekhar et al., 2017).
At the onset of liquid loading, the well experiences annular flow with a fluid film of critical thickness. As the velocity of the gas phase decreases and the film thickness increases, the gas phase faces increasing difficulty in transporting the liquid due to interfacial friction. Consequently, the film starts to recede, and liquid loading commences. The criteria used to determine the critical film thickness are based on the research by Barnea (1986). It is assumed that liquid loading will begin when the thicker film cannot be carried by the gas phase in inclined pipes.
The results obtained by Belfroid et al. (2008) and Shu et al. (2014) were compared with results of the modified model. Predictions of the modified model were more accurate (Figure 19) (Shekhar et al., 2017). Vertical wells have a vsg, critical value of 15.5 m/s. As the inclination angle increases from 0° to 40°, the critical gas velocity increases to 26 m/s. The maximum value is reached at 35°. Beyond 45°, the vsg, critical value decreases until it reaches the minimum of vsg = 7.3 m/s for a near-horizontal well (88°). It was observed that the vsg, critical values predicted by Shu et al. (2014) were higher and conservative.
[image: Figure 19]FIGURE 19 | vsg, critical vs. the whole-well inclination range (0°–85°) (Shekhar et al., 2017).
4.1.2 Model verification
To confirm the ability of the method to predict the inception of liquid loading, the results of the proposed method were compared with both laboratory and field data (Tables 5, 6) (Shekhar et al., 2017).
TABLE 5 | Data on the 3-in. pipe liquid loading experiment (Alsaadi, 2013).
[image: Table 5]TABLE 6 | Data on the 3-in. pipe liquid loading experiment (Guner, 2012).
[image: Table 6]4.1.2.1 Experimental verification
The transition boundary is calculated and plotted by using new methods and data from the liquid loading experiments conducted by Guner (2012) and Alsaadi (2013). Starting with the vertical pipe, the data on the pipe inclined at 88° are plotted. The prediction maps obtained by Shu et al. (2014) and Belfroid et al. (2008) were also drawn. Shu et al. (2014) provided consistent conservative results compared to the new approach. In contrast, the modified model was consistent with the experimental data at all angles. The model proposed by Turner et al. (1969) had a constant boundary at vsg with a critical value of 17 m/s, while that proposed by Belfroid et al. (2008) varied with well inclination. Both are fairly optimistic (lower velocity) predictions for liquid loads relative to laboratory data.
4.1.2.2 Field data verification
Belfroid et al. (2008) shared data from two wells in their paper. One of the wells had a critical gas flow rate of 90,000 standard m3/day, and the other had a critical gas flow rate of 45,000 standard m3/day. The gas-specific gravity of both wells was close to 0.6. These wells had an inclination angle of 40°, and the equations proposed by Belfroid et al. (2008) did not predict the load on these wells (Figure 20). The method suggested by Shekhar et al. (2017) predicted the well load accurately, and the prediction result was close to the 45° line. Figure 20 (Shekhar et al., 2017) plots the critical gas velocity against the observed velocity. The 45° line indicates the start of loading. If the critical velocity is higher than the observed shallow gas velocity, the well will be loaded (i.e., the point will be above the 45° line). If the critical velocity is lower than the field velocity, the well will be in a stable state and unloaded (i.e., the point will be below the 45° line). The predicted value of the critical surface gas velocity should be slightly above or close to the 45° line.
[image: Figure 20]FIGURE 20 | Calculated critical gas velocity vs. measured gas velocity for loading wells studied by Belfroid et al. (2008) (Shekhar et al., 2017).
The dataset proposed by Coleman et al. (1991) has low wellhead pressures, typically less than 500 psia. The mean surface temperature for the dataset is approximately 117°F. All the wells were vertical and began to show fluid loading. The well is on the boundary between unloading and loading conditions. The predicted critical speed should be slightly above the 45° line. The dataset contains information on 56 wells. Compared with other models, the model modified by Shekhar et al. (2017) has a better predictive effect on the liquid loading start time of this dataset. Most of the points on the observed and calculated critical gas velocity curves are located at or close to the 45° line (Figure 21). A comparison with the model of Shu et al. (2014) shows that this model is more conservative than the model modified by Shekhar et al. (2017) (Figure 21).
[image: Figure 21]FIGURE 21 | Calculated critical gas velocity vs. measured gas velocity for loading wells studied by Coleman et al. (1991) (Shekhar et al., 2017).
A different equation for the interfacial friction coefficient was incorporated in this study to improve accuracy. This equation accounts for the exposure of a section of the pipe to gas as the liquid film recedes, specifically in the case of an inclined pipe. It is important to note that there is a difference in the friction coefficient between the gas core and the liquid film, compared to the friction coefficient between the gas core and the exposed pipe. By considering this distinction, the prediction of the critical gas velocity and its change with the angle of inclination is improved. The modified critical gas velocity model outperforms other models presented in the existing literature. As the tubing angle changes from vertical to approximately 35°, the liquid film thickness at the top of the pipe tends to approach 0. This reduction in the film thickness is compensated by the increasing thickness at the bottom due to gravitational force. The film profile in the inclined pipe remains relatively unchanged, while the gravitational force continues to decrease beyond 35°. The film thickness reaches the maximum at 35°, and then, the liquid film becomes thinner as the angle increases.
To validate the proposed method, extensive field data were utilized, including some data that had not been reported previously. On the other hand, the approaches proposed by Turner et al. (1969) and Belfroid et al. (2008) are optimistic for large-diameter pipes and inclined wells.
4.2 Fadili model
4.2.1 Theoretical modeling
The new model proposed by Fadili and Shah (2017) introduces the effect of geometric shape changes on the horizontal well flow, especially the effect of droplets on the pipe wall.
This change in wellbore geometry can affect the flow of gas and droplets. After the droplet collides with the wall of the tube, it bounces with a velocity vb and changes the direction (Figure 22) (Fadili and Shah, 2017).
[image: Figure 22]FIGURE 22 | Effect of geometric shape on the droplet rebound impact (Fadili and Shah, 2017).
The droplets are suspended when the gas flow rate is vc. The gas flow rate under this condition is the critical liquid loading gas flow rate. When the droplet is hit and bounces, it slows down and has a recovery speed vb lower than vi. Under the new condition, the droplets at rest will be subjected to the resistance of the gas representing the recovery condition. Then, the droplets will settle. Thus, the “expandable drag” should be built into the initial conditions to counteract this effect so that in the event of a collision, the drag will have no effect on the critical conditions. Droplets settle and accumulate due to the failure of maintaining a critical state.
The energy loss fraction at different incidence angles is calculated to determine the effect of the motion of the droplets after the collision. The revised critical liquid load model Eq. (13) is represented as follows (Fadili and Shah, 2017):
[image: image]
where [image: image] is the critical gas rate, [image: image] is the pressure, [image: image] is the conduit cross-sectional area, [image: image] is the effective lift velocity, [image: image] is the temperature, and [image: image] is the gas compressibility factor.
4.2.2 Model validation in horizontal wells using literature data
The data of some horizontal wells and the actual monitored critical flow rate were provided by Belfroid et al. (2008) and Veeken et al. (2010). The results of the new model are compared with the results of the models provided in the literature.
The accuracy of critical liquid loading production prediction results for 58 gas wells was summarized (Table 7) in the form of absolute mean percentage deviations for each model. The results show that the deviation between the prediction results of the new model established by Fadili and Shah (2017) and the field results is the smallest, i.e., 15.8%. In addition, both Turner and Coleman conventional models underestimated the critical gas content by 24% and 36%, respectively.
TABLE 7 | Critical gas rate predictions by four models (Fadili and Shah, 2017).
[image: Table 7]The data in question are from a study conducted by Belfroid et al. (2008). This study involved observing the critical gas yield of two gas wells and presenting the estimated critical gas yield in a dimensionless form. The ratio between the predicted and actual results of the new model is 1.1 and 0.9, respectively, which is more accurate than the predicted results of Belfroid and Turner. Even though only two wells were used as samples, the new model emerges as the most accurate in predicting critical gas production, outperforming the Belfroid and Turner models.
4.2.3 Experimental work
The field critical gas flow of the horizontal well is measured and compared with the predicted critical gas flow by experiments. The production data of well #1 at different gas flow rates were analyzed to determine the production rate of the gas required to maintain normal production. At a rate of 7.3 million Mscf/d, water and gas production began to show signs of stabilizing. Therefore, the total rate of 730 Mscf/d is the critical rate (Figure 23) (Fadili and Shah, 2017).
[image: Figure 23]FIGURE 23 | Critical gas rate for horizontal well #1 (Fadili and Shah, 2017).
From the comparison results, the deviation in the vertical well model is too large to be applied to horizontal wells (Table 8) (Fadili and Shah, 2017). In addition, comparing the performance of the new model with that of the horizontal models showed that the new model was significantly better than both at predicting the critical rate.
TABLE 8 | Observed critical gas rates and percent deviation for the horizontal well #1 (Fadili and Shah, 2017).
[image: Table 8]The droplet in the wellbore is caused by the low lift force because the critical gas velocity is not reached. The work by Wallis has been verified, proving that the liquid film will not be produced at high gas velocities. The liquid can be fully loaded. As the speed of the gas decreases, the fluid accumulates to form a thicker film around the core of the gas with entailed droplets. The well will eventually fill up.
A total rate of 684 Mscf/d is considered the critical liquid loading gas rate. The predicted results of each model in well #2 were calculated (Table 9) (Fadili and Shah, 2017). Compared with the vertical models, the new model clearly predicts the critical rate better. In addition, the new model was significantly better than the horizontal models in predicting the critical liquid loading gas rate.
TABLE 9 | Observed critical gas rates and percentage deviation for horizontal well #2 (Fadili and Shah, 2017).
[image: Table 9]The previous model was mainly applied to vertical wells, while the new model can be applied to horizontal wells and inclined wells. The new model also considers the influence of wellbore geometry on liquid transport. The prediction of the critical liquid loading gas flow rate is more accurate, with a stronger applicability.
In order to improve accuracy and minimize uncertainty in the results, the utilization of correct and accurate PVT data for the specific well was suggested. In addition, in the absence of PVT data, the correlation between the well region and the formation was suggested to be studied.
5 CONCLUSION

(1) The development potential of deep unconventional gas is huge. The determination of a critical liquid loading model is important for the development of gas reservoirs.
(2) At present, the existing critical liquid carrying models can be divided into mechanism models and semi-empirical models. The model established by Turner is a typical mechanism model, and the models established by Coleman and Veeken are typical semi-empirical models.
(3) Horizontal well hydraulic fracturing technology is widely used in shale gas fields such as the FL shale gas field, WY block, and CN shale gas field. A large amount of the fracturing fluid backflow makes the critical liquid loading model unadaptable when applied. The difference in the type of well causes the difference in where the liquid loads, and the mechanism of establishing the model also changes. The reservoir with low porosity and low permeability is developed by horizontal wells. The inclined segment is more difficult for loading the liquid for the vertical segment and the horizontal segment.
(4) Recent models have been established through new mechanisms. The thickness of the liquid film and the velocity and shape changes of the droplet after collision are considered, and several new models were established. A reasonable modeling mechanism enables models to be applied more accurately.
(5) Under the same angle and liquid quantity condition, the larger the pipe diameter, the higher the critical liquid loading velocity. With the increase in the angle, the thickness of the liquid film under the pipe wall gradually increases, and the wellbore is more likely to produce liquid loading. The larger the liquid velocity is, the larger the critical liquid loading velocity is. The influence of the liquid velocity on the critical liquid loading velocity cannot be ignored. The droplet model is not suitable for the inclined pipe, and the liquid film inversion is the main cause of liquid loading in the inclined pipe.
(6) At present, most of the models do not consider the influence of flow regimes on liquid carrying, and the two-phase flow characteristics of different flow regimes should be considered when establishing new models. More experiments are needed to determine the key parameters in critical liquid loading models.
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More and more attention has been paid to the waterflood development of carbonate reservoir in the Middle East with continuous expansion of the scale of carbonate reservoir development. Strong non-homogeneity of carbonate reservoirs results in serious conflicts between injection and production, causing low degree of water-driven control in the well network, and low degree of vertical mobilization. This article takes the main reservoir of an oil field in the Middle East region as an example, combining geological evaluation, dynamic analysis, and reservoir development strategies to study the effectiveness of water injection development in carbonate reservoirs. It shows that there is a correlation between pore type, oil-water relative permeability, and development method in the development of carbonate reservoirs. For reservoirs with matrix pores and micropores, water injection should be strengthened in the later stage of development; for reservoirs with dissolved pores and coarse pores, the iso-permeability point is relatively high, and the later development should focus on balanced water injection. Three different waterflooding models for formation development are designed to verify the feasibility of fine waterflooding schemes. The main differences are that one set of well patterns is combined injection and production, and three sets of well patterns are layered system waterflooding. The results show that the development effect in layered system waterflooding is the best. The daily production can be increased by about 16%, the cumulative oil production can be increased by about 8%, and the recovery factor can be increased by about 3%. Eventually, the stable oil and water control of carbonate reservoir can be realized.
Keywords: middle east, carbonate reservoir, reservoir percolation, efficient water injection, mishrif reservor
1 INTRODUCTION
The Middle East is rich in oil resources, and the oil and gas reserves of carbonate rock reservoirs account for more than 70% of the total reserves (Yilin et al., 2020), and the produced zone is mainly shallow-water carbonates and clastics that range in age from Infracambrian to Oligo-Miocene (Alsharhan, 2014). Moreover, the main reservoir is thick, stable in lateral distribution, good in continuity, with medium-low porosity and permeability characteristics, it is mainly deposited in shoals, continental shelves and lagoon environments at the edge of carbonate platforms. Generally, natural energy development is mainly used in the early stage of oilfield development, but as the formation pressure drops, the productivity of a single well decreases. In order to gradually restore the formation pressure, it should be gradually converted to water injection development (Song and Yong, 2018). However, carbonate reservoirs have complex pore structures, strong heterogeneity, well-developed interlayers. Different pore-throat structures show different productivity characteristics; and it is necessary to carry out detailed research on carbonate reservoirs to improve the recovery rate of main reservoirs and provide reference for further development of oilfields (Longxin et al., 2020; Feng et al., 2022a; Feng et al., 2022b).
At present, the general injection and production of extremely thick reservoirs caused serious interference between the main reservoirs in Mishrif, large differences in layered development, poor reservoir production degree and low production degree (about 40%). The recovery degree, cumulative oil production, oil production rate and other major development indicators of each layer differ greatly, and the pressure drop of water drive production<30% is unbalanced. The interlayer pressure difference is large, and the pressure attenuation of MB1 is significantly higher than that of MB2. Up to now, high permeability reservoirs (class I) and relatively high-quality reservoirs (class II) have been mainly developed, while class III and class IV reservoirs, accounting for 40%, are weakly developed or basically not developed.
At present, water injection in carbonate reservoirs still needs a lot of research in theory and practice. Song Xinmin et al. (Song and Yong, 2018) proposed that the main carbonate reservoirs in the Middle East should be replenished with water injection in a timely manner, large injection-production well spacing should be adopted, and on the basis of layered system development, flexible well types are used for development according to reservoir types, so as to achieve the maximum recovery degree extending the low water cut period. Sun Liang et al. (Liang et al., 2022) used the bi-plot method to analyze carbonate reservoir samples in the Middle East, revealed the relationship between reservoir parameters, and further clarified the types of carbonate reservoirs in the Middle East. What’s more, in view of the contradictions of general water injection development, strategies for sub-dividing interlayer systems were formulated. Shehadeh K (Masalmeh, 2002) studied the influence of wetting phase in the development of carbonate reservoirs in the Middle East and proposed that the phase permeability of water-wet rocks in this area is more curved. Based on the characteristics of carbonate rock injection and production units, Wang et al. (2020) analyzed the interference characteristics and influencing factors during the water injection process, through physical simulation experiments, the results show that injection-production well spacing, permeability ratio, etc., have great impacts on water injection in carbonate reservoirs. Yong et al. (2021) studied the periodic water injection technology of carbonate rock horizontal wells and proposed the characteristics of the reverse seven-point method and the five-point method of water injection, summarizing that periodic alternating water injection has a wider application range, higher sweep efficiency, and thereby improves reservoir recovery. Songqi (2024) proposed the water flooding performance in carbonate reservoirs, which is named “Smooth spread in high permeability layers and coning type breakthrough in low-permeability layers”. Chen et al. (2020) analyzed the effective throat radius of each rock type from the spatial distribution of pore structure, and characterized the spatial distribution of rock types through comparison with logging curves, and revealed the intrinsic connection between pore structure and sudden water injection breakthrough. The effect of water drive development in Middle East is largely influenced by reservoir geological characteristics and development technology policies. With the deepening of the water injection development process, the water flooding problems are becoming more and more obvious, such as the rapid increase of water content, the decline of oil production, and the unclear distribution of residual oil, etc (Qian, 2004; Mandefro et al., 2006b; Shudong et al., 2014; Yingzhe et al., 2022).There are significant differences in the main development indicators such as layered recovery degree, cumulative oil production, and oil recovery rate, therefore, it is necessary to conduct fine water injection research. (Lihua 2024; Xing-Wan, 2008; Mandefro et al., 2006a; Mandefro et al., 2006b; Yingzhe et al., 2022).
In this paper, taking an oil field in the Middle East as an example, combined with pore structure, seepage characteristics and actual development strategy, the high-efficiency water injection development mode of carbonate reservoir is studied, and the refined water injection development scenario is designed, so as to ultimately achieve the purpose of improving reservoir water drive sweep efficiency and recovery factor.
2 RESERVOIR GEOLOGICAL CHARACTERISTICS
2.1 Geological characteristics
The oil field is structurally located in the Mesopotamia Basin (Chen, 2019) as shown in Figure 1. Affected by tectonic stress, it manifests as a long-axis anticline trending from NW-SE to NWW-SEE (Aqrawi et al., 2010). The anticline structural form is complete, and the stratigraphic dip angles on both wings of the main part are 2–3°. The oil field consists of Quaternary, Tertiary and Cretaceous strata from top to bottom, with a total of 9 sets of oil-bearing strata.
[image: Figure 1]FIGURE 1 | Structure map of Iraq.
The lithology of oilfield reservoirs is divided into two categories. The first category is carbonate rock. The mineral composition of the main reservoir rock is mainly calcite (more than 90%), followed by dolomite, quartz, etc. Its reservoir distribution has good continuity and features medium-low porosity to medium-low permeability. It mainly deposits shoals, continental shelves and lagoon environments on the edge of carbonate platform. Mainly molded/dissolved pores and micro pores, the reservoir is mainly pore type, with a small amount of dissolved pores and caves, and no micro-fractures (Lyu et al., 2021). The other type of reservoir is mainly sandstone, and the rock minerals are mainly quartz (more than 50%), followed by dolomite, clay minerals, etc. The reservoir is interbedded with fine-to medium-grained sandstone and mudstone, with multiple sand bodies being discontinuous or locally discontinuous on the plane. It has the characteristics of medium porosity and medium permeability, and is mainly deposited in tidal flat and tide-controlled delta depositional environments (Al-Dabbas and Al-Jumaily, 2010).
The Mishrif reservoir is the main production layer in the oilfield, accounting for 55% of the oilfield’s OOIP (original oil in place) (Limin et al., 2024), and it is a limestone reservoir, with formation thickness varies from 390 m to 420 m. The Mishrif formation consists of shallow open-marine, organic detrital limestones, with beds of algal, rudist, coral-reef and lagoonal facies. The reservoirs are characterized by high porosities and high permeability, such unique reservoir characteristics, which also have wide geographic extent, result in the Mishrif ranking as the number one reservoir in Iraq. So far the total proven reserves in the Mishrif reservoir exceeds 30% of the total Iraqi national reserves (Mahdi et al., 2013).
2.2 Sedimentation characteristics
As the main oil producing layers of the Mishrif reservoir, the sedimentary facies of MB1 and MB2 are shown in Figure 2. As a whole for MB1, the regularity of the distribution of the southeast northwest trending intraplatform beach and the Northeast southwest trending tidal channel are different. Scattered beach bodies are developed under the lagoon background, and tidal channels are developed at the sequence boundary, with the sedimentary characteristics of longitudinal thin interbedding and lateral rapid change. As for MB2 sedimentary characteristics, From the platform edge to the open platform, controlled by the rise and fall of sea level, the sedimentary evolution cycle of open platform beach wing bioclastic beach swamp tidal delta incised valley is developed.
[image: Figure 2]FIGURE 2 | Sedimentation map of MB1 and MB2.
2.3 Porosity and permeability characteristics
Porosity and permeability are the most basic characteristics that reflect the physical properties of oil reservoirs. The Mishrif formation in the oilfield is characterized by later age, shallow depth and weak to medium alteration of rock fabric by diagenesis, which have resulted in the medium-high porosity and medium-low permeability (Feng et al., 2018; Liu et al., 2018; Feng et al., 2021). As shown in Figure 3 and Figure 4, the main reservoir Mishrif in the area has a porosity of 13%–25% and a permeability of 2-70mD. In order to develop the main reservoir more efficiently, in view of its characteristics of medium thickness and existence of interlayers (Song and Yong, 2018), it is subdivided into 4 sets of reservoirs. Taking the main reservoir development as an example, this article mainly studies the MB1-2, MB2, and MC reservoirs.
(1) MA2 reservoir
[image: Figure 3]FIGURE 3 | The porosity map.
[image: Figure 4]FIGURE 4 | The permeability map.
MA1 located in the Mishrif layer is the regional sequence boundary, and MA2 is the oil-bearing reservoir. Its distribution is relatively continuous, with a reservoir thickness of 6–11 m, a porosity of 13%–16%, and a permeability of 0.5-3mD.
(2) MB1-2 reservoir
This layer is the main producing layer of the oil field, and the MB1 layer above it is the caprock, with marl and micrite limestone developed. The total thickness of the MB1-2 layer is approximately 75–90 m, the porosity is 13%–25%, and the permeability is 1-20mD.
(3) MB2 reservoir
This layer is also the main reservoir of the oil field. It is mainly deposited in a shoal facies environment, with caves developed in local areas. This layer is continuously distributed, with a thickness of 40–50 m, a porosity of 20%–25%, and a permeability of 4-70mD.
(4) MC1-1/1-2
The thickness of this layer is 40–45 m, the porosity is 15%–25%, and the permeability is 2-15mD.
2.4 Fluid characteristics
The density of crude oil in the main reservoir of the oil field is 19–25°API, the volume coefficient of crude oil under reservoir conditions is 1.3–1.5, and the viscosity of underground crude oil is 0.5-5cp. The original dissolved gas-oil ratio is 500-800scf/stb, the formation water type is CaCl2 type, the overall salinity is about 150,000–220000 ppm, and the formation water density is about 1.15 g/cm3.
2.5 Microscopic characteristics of physical properties
As we can see from Figure 5, The pore throat structure presents single peak, double peak and multi peak shapes, and the pore throat radius and capillary pressure median of different rock types show certain differences, and The rock types in different facies zones are diverse, and the rock types in the same facies zone are diverse with great differences in permeability.
[image: Figure 5]FIGURE 5 | Pore throat radius distribution map in MB1 and MB2.
3 CHARACTERISTICS OF OIL AND WATER IN MAIN RESERVOIRS OF OIL FIELDS
3.1 Percolation in carbonate reservoirs
Generally speaking, the accumulation process of carbonate oil reservoirs is complex, resulting in significant differences in matrix, fracture development characteristics, physical properties, heterogeneity, fluid distribution patterns, and development performance compared to conventional oil and gas reservoirs (Zhang et al., 2018; Yichang et al., 2023; Zhang et al., 2023). Meanwhile, different pore throat structures and development methods result in different productivity distributions (Zhang et al., 2017), therefore, studying its percolation is of particular significance to guide on-site development of carbonate oil fields. The microstructure of carbonate reservoirs is complex, with primary pores, secondary pores, microfractures, and pores all serving as reservoir spaces. The variety of microstructure and connectivity methods make the microscopic flow in carbonate reservoirs more variable than that in sandstone reservoirs.
In the percolation of carbonate reservoirs in the area, matrix pores, micropore pores, and fracture pores coexist, and the reservoir medium exhibits strong heterogeneity. Due to the differences in fluid flow space and time, fluid flow in matrix pores and micropores generally conforms to Darcy’s law, while fluid flow in fracture pores generally follows the laws of fluid mechanics. During the early elastic development of oil fields, fractures serve as the main percolation pathways, which funnel crude oil into the wellbore under the influence of reservoir energy. However, during the water injection development stage, water is injected into the reservoir to replenish energy, and fractures serve only as oil-water flow pathways, with matrix pores and micropore pores serving as the main percolation spaces (Nailing, 2024).
In the process of oilfield development, the relative permeability curve is generally used to comprehensively reflect the characteristics of oil-water two-phase flow, and is widely used in field practice to study reservoir pore structure changes, oil-water saturation distribution characteristics, residual oil distribution, and water flooding efficiency. It is a powerful guiding tool in oilfield development (Jishun and Aifen, 2003; Zhao-Hong et al., 2006; Yong and Jienian, 2008; Bigno et al., 2024).
At present, the development technology dominated by carbonate rocks in the area is still based on water injection development, and It is generally believed that the oil displacement efficiency is the highest during the water-free oil production period during water flooding of carbonate reservoirs (Hongxin et al., 2022). Although the development of micro-fractures in the carbonate rock, the main reservoir in the study block is weak, field development practice shows that there are still problems such as rapid water content rise in some wells and low water injection efficiency during the actual water injection process. Therefore, conducting relative permeability research on the main reservoirs in the study block and studying the water content rise pattern can lay the foundation for efficient future development of the oil field.
3.2 Relative permeability curve of main reservoir in the oilfield
In carbonate reservoirs, as the proportion of micropores increases, the water saturation at the isotope point of the phase permeability curve shifts to the right, mainly because in the water-wet oil reservoir, water serves as a wetting phase and is mainly distributed in tiny pores, channels or in the form of water film on the surface of rock particles. Therefore, more water exists in a state of bound water. This distribution does not affect the flow of oil, causing the oil-water co-penetration interval to increase (Nailing, 2024).
In the research process, the characteristics of oil-water relative permeability in Mishrif reservoir are classified and studied. According to the characteristics of oil-water dynamic seepage, the relationship between them and static reservoir characteristics is studied. The relative permeability of Mishrif, the main reservoir of the oilfield, can be divided into three types, taking the related reservoirs of MB1, MB2 and MC as three types A, B and C respectively, and making the relative permeability curve as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Reservoir relative permeability curve for MB1(Left), MB2(Middle) and MC(Right).
Combined with the oil-water permeability curves in above Figure 1 The MB1 reservoir type is dominated by matrix pores and microspores, the water phase permeability at the residual oil end is less than 0.4, and the oil-water phase permeability and iso-permeability point are low; (2) The MB2 reservoir type is dominated by dissolved pores and coarse pores, and the reservoir permeability is relatively high. The relative permeability curve of the oil phase decreases rapidly, the oil-water co-permeability range is wide, and the oil-water phase permeability iso-permeability point is relatively high. (3) The MC reservoir type is dominated by micro-fracture pores, and the oil phase permeability drops rapidly in the early stage. As water saturation increases, its rate of decline gradually slows down, while the relative permeability of the water phase accelerates as water saturation increases (Zhanguo, 2011; Ning, 2015; Haibo et al., 2019). This type of curve has the lowest iso-permeability point during the oil-water seepage process.
It can be seen from the phase permeability curve that the curves have different shapes at different layers of the reservoir in the study area. Overall, as the water saturation increases, the water phase rises faster from MB1 to MC, and the residual oil saturation is relatively high. Therefore, during the oilfield development process, reservoir water injection should be optimized based on the seepage characteristics of different layers to improve oilfield recovery and ultimately achieve water control and oil increase.
3.3 Water drive efficiency of main reservoir in oilfield
After analyzing the physical parameters of carbonate reservoir, it can be seen that sequence, sedimentation, diagenesis and tectonism jointly control the formation and evolution of the reservoir. The heterogeneity of thick carbonate reservoir is strong, the micro pore system is complex, and the thief formation aggravates the uncertainty in the early stage of waterflood development.
During the actual oilfield development process, the water flooding oil production efficiency and distribution frequency of each layer of the main reservoir were compared, as shown in Figure 7.
[image: Figure 7]FIGURE 7 | Frequency comparison diagram of water drive efficiency distribution of each reservoir.
It can be seen from the figure that the average water drive efficiency of the MB1 layer is about 45%, and the main distribution range of water drive efficiency is <55%, accounting for about 70%; The average water drive efficiency of the MB2 layer is about 51%, and the main distribution range of water drive efficiency is 45%–65%; The average water drive efficiency of MC1 layer is about 40%, and the main distribution range of water drive efficiency is <50%. It can be seen from the water drive efficiency distribution frequency diagram that the MB2 reservoir has better physical properties and higher water drive efficiency, MC2 has the lowest water flooding efficiency. Compared with other strata, the MC1 reservoir is more heterogeneous and its microscopic pore structure is more complex. It has both microspores, fracture pores and hole pores, causing poor performance of water drive efficiency at the micro level.
4 RESEARCH ON FINE WATER INJECTION IN MAIN RESERVOIR OF OILFIELD
4.1 Research background
From the oil-water phase permeability curve, it can be seen that in the oil-water percolation of the main reservoir in the area, the permeability of its water phase rises faster, which is easy to cause low water-drive efficiency or water flooding, which seriously affects the development of the oilfield; at the same time, according to the water-drive efficiency diagram of the layer system, the MB2 layer has the highest water-drive efficiency, and the next step of the development of the field is mainly for the balanced injection of water into this layer system, so as to realize the stabilization of the layer system and control of the water, and the water-drive efficiency of the MB1 and MC2 layers is to be further improved. For MB1 and MC2, the water-driven efficiency should be further improved, and the next development strategy is to strengthen the water injection and improve the water-driven ripple coefficient.
At present, in the process of oilfield development, the main indicators such as the recovery degree, pressure maintenance level and injection production ratio between MB1 and MB2 differ greatly. The edge and bottom water invasion of the main reservoir Mishrif is intensified, and the water cut rises rapidly, affecting the stable production in the future. In terms of pressure, there is currently a significant difference in pressure between the Mishrif layers. The average pressure drop in the MB1 layer is 1800psi, and the average pressure drop in the MB2 layer is 1000psi. As it can be seen from Figure 8 that water cut for both MB1 and MB2 rises rapidly, and additionally, due to the rapid pressure decay in the MB1 layer and the development of high permeability zones, there is a risk of water breakthrough and low water drive efficiency.
[image: Figure 8]FIGURE 8 | Average water cut in MB1 and MB2.
Compared with conventional oil reservoirs, the oil reservoir type in the area belongs to medium-thick to extremely thick carbonate oil reservoirs, with oil layer thickness greater than 70 m, the vertical thickness difference is large, the reservoir physical property difference is large, and the heterogeneity is strong. There are significant differences in the facies types, reservoir sizes, and physical properties of the Mishrif series, as well as differences in the degree of utilization, pressure attenuation, and water content characteristics (Liu et al., 2019; Mahdi and Aqrawi, 2014). The contradictions between the generalized development layers are prominent, the vertical utilization of the Mishrif series is currently uneven, with only 30%–50% utilization in the multi-layer joint production profile, and many reserves have not been utilized, seriously affecting the oilfield recovery rate.
Meanwhile, according to the layer water flooding efficiency map, the MB2 layer has the highest water flooding efficiency. In the next step of oilfield development, the main focus is to balance water injection into this layer system to achieve stable oil and water control in the layer system. For the MB1 and MC2 layers, their water drive efficiency needs to be further improved. The next development strategy is mainly to strengthen water injection and improve the water drive sweep coefficient.
4.2 Background of fine water injection
In response to trends such as rising water content in oilfield development, we should comprehensively consider reservoir properties, interlayers, connectivity relationships and production dynamics to study and implement refined water injection, thereby improving the water flooding efficiency of carbonate reservoirs and achieving stable oil and water control (Liang et al., 2019).
(1) Sedimentary environment
As shown in Figure 9, the carbonate reservoir MB1 of the well group in the experimental area is mainly composed of granular and muddy limestone in a limited platform environment. It is weakly eroded by atmospheric fresh water and has strong cementation, resulting in a smaller pore throat.
[image: Figure 9]FIGURE 9 | Reservoir structure for MB1(Left) and MB2(Right).
As shown in Figure 9 MB2 is mainly composed of granular limestone and muddy limestone in the platform edge environment. It is strongly corroded by atmospheric fresh water, has relatively large pore throats, and has medium to high permeability physical properties.
(2) Interlayer
As shown in Figure 10, it can be seen from the logging map that there is a developed interlayer between MB1 and MB2 in the carbonate rocks of the well group in the experimental area, the bottom of MB1 is mainly composed of low-energy granular limestone with poor physical properties and wide development, which can block the flow of fluids up and down. At the same time, MDT testing showed a significant pressure breakpoint between MB1-2 and MB2, indicating the development of interlayer between MB1 and MB2, as well as differences in upper and lower pressure attenuation, degree of utilization, and energy supplementation.
[image: Figure 10]FIGURE 10 | Logging response diagram.
As it can be seen from Figure 11, MB1 is dominated by lagoon facies grainstone and MB2 is mainly composed of swamp facies carbonaceous mudstone and lagoon facies grainstone.
(3) Permeability difference
[image: Figure 11]FIGURE 11 | MB1 Baffle thickness map for MB1(Left) and MB2(Right).
As can be seen from Figure 12, the permeability of MB1 layer is between 25 and 40md, and that of MB2 layer is between 70 and 90md. The difference in permeability between layers is obvious.
(4) Well pattern perfection
[image: Figure 12]FIGURE 12 | Permeability profile.
As shown in Figure 13, the well groups MB1 and MB2 in the experimental area have not formed a perfect injection production well pattern, and the proportion for injection wells and production wells is low, the relationship between oilfield injection and production is imperfect, and the degree of reserve utilization is uneven vertically. The contribution of MB1 production is 20%–30%, and that of MB2 production is 70%–80%. At the same time, due to the uneven recovery degree, the interlayer pressure between MB1 and MB2 is quite different.
[image: Figure 13]FIGURE 13 | MB1 Formation pressure for MB1(Left) and MB2(Right).
In terms of interlayer, permeability and pressure, MB1, MB2 and MC have good geological conditions for layered system development. Layered water injection development is conducive to improving the injection production relationship, improving water drive efficiency, and achieving oil stability and water control.
4.3 Fine water injection scenario design
To achieve reservoir balance and efficient utilization, based on reservoir characteristics and development and production dynamics, three different layer series development water injection modes are designed to verify the feasibility of comparing and refining water injection scenario. The main adjustment goal is to establish a complete injection production well network, improve the utilization of MB1, reduce the water content of MB2, achieve overall balanced utilization of Mishrif reservoir, improve water drive efficiency, and maintain long-term stable production.
As shown in Figure 14, Figure 15, Figure 16, Scenario A is a set of well network layer system development, the injection and recovery method is combined injection and recovery, and the water injection method adopts area injection; Scenario B adopts two sets of well network layer system development, the upper MB1 adopts area injection, and the lower MB2 adopts edge injection; Scenario C is a fine water injection scenario, and it adopts three sets of well network layer system development, and the upper MB1 improves the utilization of the reservoir section, and it adopts area injection; the lower MB2 has better physical properties, stable oil layer zoning and high flow coefficient, and adopts edge water injection to extend the reservoir waterless oil recovery period; MC2 layer system makes full use of the blocking effect formed by the local compartmentalized interlayer, ensures the water avoidance height, and controls the water content, so it adopts the bottom water injection method and utilizes the horizontal wells to recover the oil.
[image: Figure 14]FIGURE 14 | Scenario A- one set of well pattern.
[image: Figure 15]FIGURE 15 | Scenario B two sets of well pattern.
[image: Figure 16]FIGURE 16 | Scenario C—three set of well pattern.
4.4 Development effect comparison
The development effects of the three scenario are compared and analyzed from the aspects of production and water cut. The development effect of layered system is obviously better than that of general water injection. After the fine water injection scenario of scenario C is adopted, a relatively perfect injection production correspondence is formed in MB1 interval, and the dynamic effect is significantly improved in MB2 interval.
(1) Development effect of MB1 strata
It can be seen from Figure 17 and Figure 18 that after 20 years of cumulative development, the water content of scenario B and scenario C is about 70%, and the water content of scenario C rises more slowly; scenario C improves the reserve production of MB1, has high water drive sweep efficiency and production degree, increases the cumulative oil production, and the vertical production degree is more balanced.
(2) Development effect of MB2 strata
[image: Figure 17]FIGURE 17 | The water drive sweep of scenario B after 20 years of development for MB1.
[image: Figure 18]FIGURE 18 | The water drive sweep of scenario C after 20 years of development for MB1.
It can be seen from Figure 19 and Figure 20 that scenario B and scenario C can maintain stable production for a long time, and the water cut is greatly reduced. After 20 years of cumulative development, the water drive sweep in scenario C is higher than that in scenario B, and the cumulative oil production is significantly higher than that in scenario B.
(3) Reservoir vertical development effect
[image: Figure 19]FIGURE 19 | The water drive sweep of scenario B after 20 years of development for MB2.
[image: Figure 20]FIGURE 20 | The water drive sweep of scenario C after 20 years of development for MB2.
From Figure 21 and Figure 22, it can be seen that the longitudinal water-driven wave in each layer of scenario C is significantly better than that of scenario B. The adjustment strategy of water injection and development in the layered system effectively solves the water-driven utilization difference and development imbalance between MB1 and MB2, and realizes the balanced utilization of the reservoir as a whole.
[image: Figure 21]FIGURE 21 | Longitudinal water drive sweep of scenario B after 20 years of development.
[image: Figure 22]FIGURE 22 | Longitudinal water drive sweep of scenario C after 20 years of development.
Based on the water injection study for the development of the Mishrif sublayer system in the main reservoir, the overall indexes were compared, as shown in Table 1, compared with the generalized water injection development of scenario A, the development of the three layer systems in scenario C can increase the daily production by 16%, reduce the daily injection and cumulative water production by about 30%, increase the cumulative oil production by 8%, and increase the recovery rate by about 3%.
(4) Saturation Comparison
TABLE 1 | Comparison of development scenario.
[image: Table 1]As it can bee seen from Figure 23, as for scenario A, one set of well pattern is seriously flooded and the oil-water relationship is more complex; and as for scenario C, the fine water injection system using edge water injection and bottom water injection can better control the water cut, and the displacement is more uniform, which can improve the oil recovery.
[image: Figure 23]FIGURE 23 | Oil saturation in scenario A(Left) and scenario C(Right).
The comparison of cumulative oil production and cumulative water production development of the three scenario is shown in Figure 24, from which it can be seen that the development of layered system can significantly improve the degree of reserve utilization, improve the efficiency of water drive wave, improve the degree of vertical utilization, slow down the rate of rise of the water content in carbonate reservoirs, and prolong the time of stable production of the oil field.
[image: Figure 24]FIGURE 24 | Fig of cumulative oil production - cumulative water production comparison.
5 CONCLUSION

1. The pore structure of carbonate reservoirs in the Middle East is complex and heterogeneous, In matrix pores and micropores, the fluid flow basically conforms to Darcy’s law, In the fracture pores, it basically follows the law of fluid mechanics. The fine water injection research on carbonate reservoir can effectively control the rise of water cut in the oilfield, improve the injection production relationship, and improve the water drive efficiency, and achieve oil stability and water control eventually.
2. In carbonate reservoirs, there is a correlation between pore types, oil-water relative permeability, and development methods. Reservoirs dominated by matrix pores and micropores have lower iso-permeability points and lower water drive efficiency. Therefore, later development should focus on strengthening water injection. Oil reservoirs with mainly dissolved and coarse pores have relatively high iso-permeability points and a wide oil-water co-permeability zone, resulting in high water drive efficiency. However, the water content increases rapidly, and later development should focus on balanced water injection.
3. Considering the reservoir properties and types in the study area, implementing three sets of layer series development and refined water injection research can achieve maximum oil recovery. Improve the reservoir profile utilization of the MB1 strata by using area injection water; the MB2 strata has good physical properties, stable oil reservoir zoning, and high flow coefficient. Therefore, edge water injection is adopted to prolong the anhydrous oil recovery of the reservoir; The MC2 layer system should fully utilize the barrier effect formed by local interlayers to ensure water avoidance height and control water content. Therefore, bottom water injection method is adopted.
Through layered development and refined water injection, daily production can be increased by about 16%, cumulative oil production can be increased by about 8%, and oil recovery can be increased by about 3%. At the same time, daily injection and cumulative water production can be reduced by about 30%, which effectively improves the degree of reserve utilization.
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Reservoir numerical simulation is an important tool and method for the reasonable and efficient development of shale reservoirs. Accurate description of three-dimensional fractures in shale reservoir development is a necessary and sufficient condition to improve the accuracy and robustness of shale reservoir numerical simulation. This paper achieves precise characterization of complex fracture shapes and oil, gas and water flow by establishing an embedded discrete fracture model based on a non-structural network, which has advantages in the fine characterization of complex morphological fractures in the reservoir and the grid division of the reservoir. In the large matrix solution method, the Newton-Raphson method is used to linearize the nonlinear equations, the Jacobian matrix is ​​constructed, the ILU method is used for preprocessing, the conjugate gradient method is used to solve the linear equations, and the shale oil quasi-elasticity is established A fully implicit solution method for mathematical models of energy development.
Keywords: shale oil, quasi-elastic energy development, complex fracture modeling, fully implicit solution, numerical simulation
1 INTRODUCTION
China’s continental shale formations are rich in huge shale oil resource potential, with diverse lithofacies, frequent phase changes, developed bedding fractures, and strong heterogeneity. In view of the characteristics of shale oil reservoirs with low permeability and low porosity, which are difficult to be exploited through conventional development methods, hydraulic fracturing is usually used to reform the reservoir first and then develop it. Therefore, for shale oil reservoirs, whether they are artificial fractures or natural fractures, the development of fractures has become a key technical issue. Naturally, in recent years, domestic and foreign scholars have focused their research on the laws and mechanisms of crack development and expansion (Meng, 2024). Hou Bing et al. conducted an indoor true triaxial indoor fracturing physical simulation experiment and used concrete to wrap a full-diameter downhole core to test the initiation and vertical extension of hydraulic fractures in a true triaxial environment, thereby explaining the Chang 7 shale of the Yanchang Formation in the Ordos Basin. The vertical propagation mechanism of oil reservoir fracturing cracks (Zou et al., 2022). Numerical simulation is an important tool for predicting and evaluating shale reservoir development effects. Whether it can accurately describe the three-dimensional fracture diffusion model is the key to the accuracy of the numerical simulation results of shale reservoirs. Wang Yizhao et al. established a shale oil multi-layered pseudo-three-dimensional fracture propagation model based on the finite element method (Wang et al., 2021). Hou Bing et al. established a three-dimensional discrete element model of dense-cut fracturing fracture propagation and studied the competitive expansion rules of multi-cluster fractures (Zhang et al., 2021). Zhu Haiyan et al. established a three-dimensional seepage-stress-damage model for the dynamic expansion of multiple fractures in horizontal wells (Hou et al., 2022).
However, how to accurately characterize multi-scale fractures in numerical simulations and improve the accuracy of numerical simulations of shale reservoirs is still a problem that needs to be solved. Existing shale oil and gas numerical simulation models mainly include dual media, multiple discrete media, and equivalent media. Among them, dual media is the most widely used because of its balance between calculation accuracy and speed (Chen et al., 2018).
Current numerical simulations of reservoirs generally require the establishment of explicit fractures in the matrix grid system. Structured grids and unstructured grids are the two most commonly used grid types in reservoir numerical simulation. Because describing complex fractures often requires meshing to describe complex shapes and arbitrary connected areas, it is difficult for structured grids to achieve a precise description of this problem. Therefore, this article chooses to use unstructured grids for processing. The modeling process needs to consider the arrangement of fracture grids and matrix grids at the same time, which cannot satisfy the simulation of complex structural and morphological fractures. Triangular grids are conventionally used to describe fracture grids because the fluid flow direction is not perpendicular to the grid edges. When calculating parameters such as conductivity and circulation, it is necessary to calculate the angle between the flow direction and the grid edge lines to obtain the fluid flow through the grid. actual volume. Therefore, it has certain disadvantages compared with PEBI grid in terms of calculation accuracy and efficiency. The orthogonality between the flow direction of the PEBI grid and the grid lines determines that the fluid is considered to flow along the connections between grid nodes during the numerical simulation calculation process. On the other hand, since the width of cracks is usually on the millimeter or centimeter level, in order to explicitly characterize the crack morphology, current simulation methods generally use the method of overall grid densification or local grid densification to transition from the large-scale grid of the matrix to The small-scale grid of cracks has too many grids after densification. Many simulations can only use the good symmetry of the radial grid to reduce the number of grids to achieve effective simulations, and a large number of minimization grids are generated during calculations, resulting in poor calculation convergence (Mirzaei and Cipolla, 2012; Zhao et al., 2018). Therefore, the current grid characterization technology cannot meet the needs of large-scale complex fractured shale reservoir simulation.
This paper uses an embedded discrete fracture model based on a non-structural network to accurately represent complex fracture shapes and gas and water flows. The PEBI non-structured grid with good local orthogonality is used for fracture characterization. At the same time, a PEBI non-structured grid adaptive local refinement partitioning method is established, which is better adapted to the fine characterization of complex-shaped fractures in the reservoir and the reservoir grid. divide.
Because shale oil reservoir development is mostly based on reservoir stimulation methods such as fracturing, the pressure within the well control range will be slightly higher than the formation pressure within a certain period of time. Therefore, it is different from traditional elastic energy development, taking into account factors such as starting pressure gradient and stress sensitivity, a mathematical model for quasi-elastic energy shale reservoir development was constructed. In terms of solution, the Newton-Raphson method is used to linearize the nonlinear equation, the Jacobian matrix is ​​constructed, the ILU method is used for preprocessing, the conjugate gradient method is used for matrix solving, and a mathematical model of shale oil quasi-elastic energy development is established. Fully implicit solution method.
2 COMPLEX FRACTURING MODELING
2.1 Grid modeling
The PEBI grid is an unstructured local orthogonal grid (Figure 1). It is more flexible than the structured grid and can well simulate the boundaries of irregular geological bodies and facilitate local refinement; at the same time, it satisfies the finite difference method. Due to the requirement of grid orthogonality, the final difference equation is similar to the Cartesian grid finite difference method. During the calculation process, it is not necessary to calculate the actual flux of the fluid through reduced projection. Therefore, in the field of reservoir numerical simulation, the PEBI grid and the radial grid form a hybrid grid, which can avoid over-density of the grid and improve the stability and speed of numerical calculations.
[image: Figure 1]FIGURE 1 | PEBI local orthogonal grid system schematic.
PEBI meshing adopts the method of first laying out mesh nodes and then dividing the mesh. Therefore, the quality of the point distribution algorithm determines the quality of the meshing. This further affects the stability and speed of simulation calculations. When selecting grid nodes, this paper gives four limiting conditions from points, lines, domains, and surfaces, so as to obtain reasonable grid nodes. When distributing grid nodes in the simulation area, the following restrictions must be met.
1. Restricted point: The given point must become a PEBI grid node.
2. Limiting line: The grid must be distributed along the given polyline, and grids crossing the limiting line are not allowed.
3. Limited domain: Grids cannot appear within the internal limited domain, and grids cannot appear outside the external limited domain.
4. Limited surface: A small surface of the grid block must be on a given plane piece, and grids that span the limited surface are not allowed.
Due to the complex changes in the positional relationship between boundaries and wells, the correctness of the grid must be ensured through the distribution of grid nodes. Use boundary, well and other information to divide the reservoir into several sub-areas, and then distribute grid nodes on the sub-areas so that the distributed grid nodes meet the limiting conditions in the sub-areas and different areas are independent of each other. Then these mesh nodes are subjected to Delaunay triangulation and Vornoni meshing, and finally the PEBI mesh is obtained after removing the invalid meshes.
2.2 Fracturing representation model
Actual shale reservoirs are highly heterogeneous and multi-scale, and fractures have significant multi-scale characteristics. Current methods for characterizing and simulating fractures mainly include grid refinement method, dual-pore and dual-permeability characterization method, and discrete fracture method. Among them, the grid densification method characterizes cracks through local or global grid densification. However, since the width of cracks is usually in the millimeter-centimeter level, and the width of the matrix grid is often in the meter level, the grid densification method is used to characterize the cracks. Refinement of the matrix grid to the fracture scale will easily lead to too many grids and excessive calculations. At the same time, the grid densification method makes it difficult to accurately depict complex fracture morphology.
The dual-pore dual-permeability model simplifies the fracture topology information, assumes that there are uniformly distributed fractures around the matrix unit, and represents the difference in fracture properties (density, etc.) through the heterogeneous conductivity of the fracture grid. The dual-pore dual-permeability model is commonly used for flow simulation in reservoirs with a large number of natural fractures. However, for reservoirs with strong heterogeneity, complex fracture structures and poor connectivity, the model accuracy is low.
The discrete fracture model is a model with fully explicit representation of fractures, which can accurately represent the behavior and influence of fractures. When dealing with complex fracture seepage problems, the discrete model with explicit representation of fractures is more suitable. Discrete fracture network simulation can directly use the information of discrete fractures to simulate, and can capture the topology of fractures in fine detail. The discrete crack model can be further divided into a representation method based on unstructured grids and an embedded discrete crack representation method based on structured grids (Figure 2). The calculation results of the characterization method based on unstructured grids are more accurate, but not The division of structural mesh is more difficult. In the embedded discrete crack representation method, the crack direction does not affect the grid modeling, but due to the cutting between the cracks and the grid, its calculation accuracy is relatively low.
[image: Figure 2]FIGURE 2 | (A) Discrete crack characterization method (B) Embedded discrete crack characterization method.
In order to improve the simulation accuracy, this paper adopts a discrete crack characterization method based on unstructured grids. Currently commonly used unstructured grids include triangular grids and PEBI grids. The PEBI unstructured grid has better local orthogonality, so there is no need for flux projection when calculating matrix-fracture and matrix-matrix mass exchange. Compared with the simulation method based on triangular grids, it is more robust and can achieve accurate characterization of complex fracture shapes (Figure 3) and gas and water flows. Therefore, this paper uses PEBI unstructured grids to carry out subsequent simulation research.
[image: Figure 3]FIGURE 3 | (A) Planar grid diagram based on discrete crack and PEBI unstructured grid (B) 3D grid diagram based on discrete crack and PEBI unstructured grid.
For shale reservoirs, a large number of microseismic monitoring results show that the fractures generated after hydraulic fracturing are not simple long straight fractures, but complex fracture networks with a large number of secondary fractures (Figure 4A). The PEBI non-structural meshing method established in this article has the ability of adaptive local refinement. As the complexity of the fracture shape increases, the grid node selection will follow the fracture shape, which can be better adapted to the fine characterization and delineation of complex shape fractures in the reservoir. Reservoir meshing (Figure 4B).
[image: Figure 4]FIGURE 4 | (A) Complex fractures after hydraulic fracturing (B) Modeling of complex hydraulic fracture morphology.
3 CROSS FRACTURING MODELING
The discrete fracture model requires the use of non-structural grids to mesh the simulation space, which can meet the needs of complex cross-crack modeling (Figure 5). However, when solving the model, the volume of the fracture needs to be considered, and then the fracture and the Mass and energy exchange between matrix and cracks. The flow between matrix and matrix, between cracks and matrix, and between cracks is assumed to satisfy Darcy’s seepage law, so the seepage velocity can be calculated according to the following formula Eq. (1):
[image: image]
[image: Figure 5]FIGURE 5 | Fracture grid division schematic.
In the formula, [image: image] is the density of β phase, kg/m3, [image: image] is the relative permeability of β phase; A is the cross-sectional area, m2, [image: image] is the viscosity of β phase, Pa.s, T is the conductivity, m3, [image: image] is the pressure of β phase, Pa, g is the gravity acceleration, m/s2; D is the depth, m.
The discrete fracture model contains three types of connection relationships between matrix and matrix, between matrix and cracks, and between cracks and cracks. Among them, the connection between cracks and cracks is relatively complex, which includes both as shown in Figure 6A The connection between two cracks (Ω1 and Ω2). At the same time, when multiple cracks intersect, they will also face the connection between multiple cracks (Ω1, Ω2, Ω3) as shown in Figure 6B There is a connection situation. Karimi-Fard et al. studied the various connection relationships mentioned above. They introduced an interface control volume (Ω0) at the fracture junction for processing, eliminated Ω0, and then obtained n grid units (matrix or cracks). The general formula for conductivity during connection is Eq. (2):
[image: image]
[image: Figure 6]FIGURE 6 | (A) Cross of two fracture (B) Multiple fracture intersection.
In the formula, Ak is the area of the kth grid connection surface, m2; kk is the permeability of the kth grid, m2; Dk is the distance between the center point of the connection surface and the kth grid center point, m; [image: image] is the unit normal vector of the kth grid connection surface; [image: image] is the unit vector between the center point of the connection surface and the kth grid center point.
The above formula shows that when two fractures intersect, the calculation of the conductivity is only related to the attribute values ​​​​of the two connected fractures, but when multiple fractures intersect, the conductivity between the two fractures is related to all connected fractures. Related to the attribute value.
4 ESTABLISHMENT OF A FULLY IMPLICIT SOLUTION METHOD FOR THE DEVELOPMENT OF SHALE OIL QUASI-ELASTIC ENERGY MODEL
The fully implicit solution method for the mathematical model of quasi-elastic energy development of shale oil was established by linearizing nonlinear equations using the Newton-Raphson method, constructing the Jacobian matrix, preprocessing with the ILU method, and solving the matrix using the conjugate gradient method.
(1) Mathematical Model Discretization
The equation of mass conservation for the three components of oil, gas, and water can be written in the following form Eq. (3):
[image: image]
The integral form of the above equations, derived using the finite difference method, is as follows Eq. 4:
[image: image]
In the equation, M presents the momentum of the fluid at temperature k per unit time; F represents the force at temperature k; [image: image] represents the volume of any nth micro unit; dV represents the micro unit within this unit; Sn represents the outer surface area of any nth micro unit; dS represents the micro area on the surface of this unit; n represents the unit normal vector on the surface of the micro unit (if the external normal is taken as negative) (Figure 7).
[image: Figure 7]FIGURE 7 | Schematic of finite volume discretization.
For the nth discrete unit, the volume average yields Eqs (5), (6):
[image: image]
[image: image]
In the equation, [image: image] and [image: image] represents the average value of MK and qK in the nth unit.
For the nth unit adjacent to many other units 1,2,3, etc., let’s assume any unit is denoted as m. The interface area between the mth and nth units is denoted as Amn The average value of Fk along the normal direction within the interface between unit n and unit m is denoted as [image: image]. Then, for the nth unit Eq. 7:
[image: image]
This leads to the spatial discretization form of the control equation as follows Eq. (8):
[image: image]
Based on first finite differencing, the discretization of time is performed. To ensure stability, the fluxes and source-sink terms are treated using a fully implicit method Eq. (9):
[image: image]
Defining the residual as the difference between the left and right sides of the above equation, we have Eq. (10):
[image: image]
(2) Mathematical Model Solution
Unit i: Oil, gas, and water, with primary variables xi,1 (po), xi,2 (po), xi,3 (po). The nonlinear equations within unit i are Eq. (11):
[image: image]
Unit j: Oil, gas, and water, with primary variables xj,1 (po), xj,2 (po), xj,3 (po). The nonlinear equations within unit j are Eq. (11):
[image: image]
fi,1 is not only a function of its own primary variables xi,1, xi, 2, xi,3, but also a function of the primary variables xm,1, xm,2, xm,3 of adjacent units m (1,2 … ), due to the fluid flow between adjacent units:
The forms of units i and j in the system of equations (3N nonlinear equations) are Eqs (13), (14):
[image: image]
[image: image]
Using the Newton-Raphson iteration method to solve the system of multivariable nonlinear equations, considering an n-element nonlinear equation system Eq. (15):
[image: image]
As:
[image: image]
Expanding the Taylor series at x and taking the linear part Eq. (17):
[image: image]
The Jacobian matrix, J(x) of size n×n, represents the first-order partial derivatives of the multivariable function arranged in a certain order, with elements given by:
[image: image]
Analytical derivatives are generally difficult to obtain, so we use finite difference method:
[image: image]
Assuming x is the current approximate solution and x+∆x is the next approximate solution, such that f (x+∆x) = 0, we can derive the equation for ∆x from Eq. 19:
[image: image]
The calculation steps are as follows.
1. Decompose the matrix using the ILU method to obtain a sparse matrix.
2. Use the CG (Conjugate Gradient) algorithm for iterative solution.
3. Estimate an initial value x.
4. Let f (x+∆x) = 0 and enter Eq. 16 to calculate f(x).
5. Use Eq. 18 to calculate [image: image].
6. Substitute steps 4 and 5 into Eq. 20 to calculate ∆x.
7. Let xnew←xold+∆x, repeat steps 4-7 until the error is less than the error precision, that is, |∆x |<ε.
The Jacobian matrices of the i and j unit nonlinear equation systems are respectively Eqs (21), (22):
[image: image]
[image: image]
5 NUMERICAL SIMULATION
This paper selects the basic parameters of a shale oil reservoir in the western region and constructs a numerical simulation model of the reservoir. The basic parameters of the reservoir are shown in Table 1, and the PVT parameters are shown in Table 2. The shale oil reservoir is developed using horizontal wells, with a horizontal section length of 1000 m. The basic parameters for hydraulic fracturing are a segment length of 20 m and a half-length of 160 m.
TABLE 1 | Basic parameter of a western shale reservoir.
[image: Table 1]TABLE 2 | PVT number of a western shale reservoir.
[image: Table 2]Based on the results of physical experiments, the stress sensitivity coefficient of the shale oil reservoir was fitted using an exponential form, resulting in the stress sensitivity coefficient of the shale oil reservoir (Figures 8, 9).
[image: Figure 8]FIGURE 8 | Measured core stress sensitivity.
[image: Figure 9]FIGURE 9 | Stress sensitivity coefficient fitting.
Considering stress sensitivity and pressure ramp-up gradient, the complex fracture description method and fully implicit solution method proposed in this paper were utilized to study the production behavior of the shale oil reservoir. The fracture modeling method proposed in this paper accurately depicts the changes in reservoir pressure field before and after fracturing (see Figure 10).
[image: Figure 10]FIGURE 10 | (A) Reservoir pressure field before fracturing and braising well (B) Reservoir pressure field after fracturing and braising well.
Simultaneously, the model validates the reservoir water saturation field and production behavior before and after fracturing. The results show that after the injection of fracturing fluid, it mainly distributes around the fractures, with relatively low water saturation between the fractures. After fracturing, the area of water saturation increase expands, and the water saturation between fractures rises, indicating that fracturing fluid can enter the matrix under the action of pressure differential and imbibition and achieve oil displacement (see Figure 11).
[image: Figure 11]FIGURE 11 | (A) Water saturation field before fracturing and braising well (B) Water saturation field after fracturing and braising well.
The production capacity variation curve of the shale oil reservoir block selected as an example is shown in Figure 12. Due to the backflow of fracturing fluid, the initial daily water production is the highest during the early stage of production. As the production time increases, the pressure gradually decreases, leading to a continuous decrease in water production. The oil production shows an increasing trend followed by a decreasing trend, with a maximum oil production of 92 m3/d. However, due to the gradual depletion of pressure in the reservoir modification zone at the end of the depressurization development phase, the oil production decreases rapidly after reaching its peak. In the later stage of development, the cumulative oil and water production gradually increases at a slower rate.
[image: Figure 12]FIGURE 12 | (A) Daily production curve (B) Cumulative yield curve.
6 CONCLUSION
This paper uses an embedded discrete fracture model based on a non-structural network to accurately represent complex fracture shapes and gas and water flows. The PEBI non-structured grid with good local orthogonality is used for fracture characterization. At the same time, a PEBI non-structured grid adaptive local refinement partitioning method is established, which is better adapted to the fine characterization of complex-shaped fractures in the reservoir and the reservoir grid. divide. In terms of solution, the Newton-Raphson method is used to linearize the nonlinear equation, the Jacobian matrix is ​​constructed, the ILU method is used for preprocessing, the conjugate gradient method is used for matrix solving, and a mathematical model of shale oil quasi-elastic energy development is established. Fully implicit solution method.
The example data of a shale reservoir in the west was selected for modeling and numerical verification. The complex fracture description method in this article can accurately and quickly display the changes in the reservoir field data during the numerical simulation operation. At the same time, the fully implicit solution method of the mathematical model for quasi-elastic energy development of shale oil reservoirs established in this article accurately describes production changes during the calculation process, providing strong technical support for the preparation of actual oil field development plans.
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The development of anti-rhythmic carbonate reservoirs in the Middle East often encounters challenges such as water hold-up and reverse coning during the water injection process, leading to premature water breakthrough and various water-out issues. The unclear understanding of these phenomena, attributed to strong reservoir heterogeneity, results in a relatively low recovery degree in water injection development. This paper investigates the mechanisms behind water hold-up and reverse coning phenomena, offering detailed solutions. Numerical models of the oil reservoirs were developed, and an extensive study of influencing factors, including reservoir types, Kv/Kh, water injection pressure differential, wettability, and perforation position, was conducted to unveil the underlying mechanisms. Key findings indicate that the water hold-up phenomenon is influenced by capillary force barriers due to wettability and high-perm streaks, while the reverse coning phenomenon depends on the combined forces of gravity, capillary force and downward production differential among which downward production differential is the dominant factor compared to capillary force and gravity. The study also proposes a differential perforation principle tailored to different water-out types to enhance vertical sweep efficiency. The differential perforation principle is as follows: the optimal perforation position is at top layer and the optimal perforation length approximately accounts for 1/4 of the total oil layer thickness for water-out in bottom; the avoidance perforation height in top accounts for 1/6 of the total oil layer thickness and the optimal perforation length approximately accounts for 1/2 of the total oil layer thickness for water-out in top; the avoidance perforation height in top and bottom accounts for 1/5 and 2/5 of the total oil layer thickness respectively for water-out in both top and bottom.
Keywords: carbonate reservoir, water hold-up, reverse coning, differential perforation principle, water-out mode
1 INTRODUCTION
With the global population explosion and the increasing demand for energy, it is crucial to enhance oil production from existing reservoirs (IEA, 2022). Carbonate reservoirs contribute significantly to daily oil production, with over 60% of the world’s remaining conventional oil reserves located in these formations (Ya Yao et al., 2018; Anas M. Hassan et al., 2023). Water injection is a vital method for improving oil recovery in carbonate reservoirs in the Middle East (Bisweswar G et al., 2020; Barros E G D et al., 2023; Ghalib H B et al., 2023; Farnetano R P et al., 2023; Wu Y and Hu D et al., 2023). However, challenges such as premature water breakthrough pose significant obstacles to achieving optimal oil recovery (Li Y et al., 2020; AL-Otaibi B et al., 2021; Dewever B et al., 2021; Yang C and Yang S et al., 2022; Wei C et al., 2022).
The reasons behind premature water breakthrough and poor vertical sweep have been extensively discussed, with high-permeability streaks identified as a primary cause (Ghedan, S.,2010; Feng, Q. et al., 2011; Zhang, Q et al., 2016; Liu, L. et al., 2016; Feng D. et al., 2022a). These streaks, often resulting from dissolution processes, can exhibit permeability one or two orders of magnitude higher than the rest of the formation (Balaky S M et al., 2023; Mogensen K et al., 2020; Dewever B et al., 2021; Jun, W et al., 2016; Liu, H et al., 2021). Although the volume of high permeability streak is usually a few percent or less of the total formation, they contribute the majority portion of the fluid flow in the reservoir and may lead to pre-matured water breakthrough of injected water.
In the subject reservoir, characterized by large thickness and with high-permeability streaks developed inside, water breakthrough along the top streak has been observed in several wells. Interestingly, in a certain area, the injected water stably exists in the top high permeability streak and does not migrate downwards under the gravity differentiation effect, which can be so called water hold up phenomenon. In other areas, the injected water migrates along the top high permeability streak initially and then downwards, forming the so-called reverse coning phenomenon (Figure 1). The phenomena of water hold-up and reverse coning have been widely reported and studied in giant carbonate reservoirs in the Middle East, necessitating a comprehensive understanding of their mechanisms (Pamungkas S et al., 2020; Singh M et al., 2020; Thomas T et al., 2020; Fabbri C et al., 2023; Barragan E et al., 2023; Jie C et al., 2023).
[image: Figure 1]FIGURE 1 | Schematic demonstrating water-out mechanism in Reservoir B (1. water over ride; 2. water hold up phenomenon; 3. reverse coning phenomenon).
Despite the extensive literature on intra-dense intervals and Kv/Kh for explaining these phenomena, the effect of capillary forces is often underestimated, particularly in numerical simulations where reliable experimental data is lacking (Feng D et al., 2018; Pamungkas S et al., 2020; Pandey V K et al., 2023; Fabbri C et al., 2021). Given that most carbonate reservoirs are of mixed or oil-wet nature, detailed research on the impact of negative capillary forces is crucial (Arif M et al., 2020; Nowrouzi I et al., 2020; Faramarzi-Palangar M et al., 2021; Feng D et al., 2021; Ekechukwu G K et al., 2021; Siyal A et al., 2021; Esfandyari H et al., 2021; AlZaabi A et al., 2023; Boampong L O et al., 2023; Siyal A et al., 2023; Samani M K et al., 2023). Current methods to improve water sweep efficiency involve wettability alteration through low salinity water flooding and optimizing perforation intervals (Vermolen, E et al., 2014; He, E et al., 2015; Xinmin, S et al., 2018; Lee, Y et al., 2019; Snosy M F et al., 2022; Feng D et al., 2022b; Khurshid, I et al., 2022; Tackie-Otoo, B N et al., 2022a; Souayeh, M et al., 2022; Nascimento, F P et al., 2023). However, the implementation of low salinity water flooding is challenging in the Middle East due to water resource limitations, making the optimization of perforation intervals the most effective strategy. Yet, the lack of differentiated perforation principles corresponding to different water-out modes greatly hinder the development effect of water injection.
This paper includes an introduction to the subject reservoir, a conceptual model based on reservoir characteristics, an investigation into the role of capillary forces in the water hold-up phenomenon, an exploration of the mechanism behind the reverse coning phenomenon, and the proposal of a differential perforation principle for various water-out types. The paper is concluded with a summary of principal findings.
2 RESERVOIR DESCRIPTION
The carbonate reservoir under investigation is a component of Field B located in onshore Iraq. The structural orientation of Field B forms a gentle NW-SE long-axis anticline without any faults. The field spans approximately 21.5 km long and 5.4 km wide, featuring a closure area of around 172 km2 at the reservoir’s top. The primary pay zone of Field B is the reservoir B, which comprises eight small layers. The average thickness of the reservoir and Net-to-Gross (NTG) ratio are 80 m and 0.98, respectively. Notably, interlayers are only observed in local areas, indicating the reservoir’s stability and continuity.
Reservoir B is a typical anti-rhythmic reservoir, and a detailed reservoir description highlights significant heterogeneity between layers, with the development of high-permeability streaks within the reservoir. Three main reservoir types are identified: those with no high-perm streaks, those with a high-perm streak at the top layer, and those with high-perm streaks at both the top and bottom layers (Figure 2). The top high-perm streak is primarily located in the lower part of Layer I, while the bottom high-perm streak is predominantly in Layer VII. For reservoirs with no high-perm streaks, they are categorized into two zones: Upper zone (I+III) and lower zone (III∼Ⅷ). For reservoirs with top high-perm streaks, they are categorized into three zones: Upper zone (Ⅰ+Ⅱ), top high-perm streak zone in upper zone and lower zone (Ⅲ∼Ⅷ). When both top and bottom high-perm streaks are present, the reservoir is divided into four zones: Upper zone (I+II), top high-perm streak zone in upper zone, lower zone (III∼VIII), and bottom high-perm streak zone in lower zone.
[image: Figure 2]FIGURE 2 | Three main reservoir types in Reservoir B.
The permeability of high-perm zone is 5∼15 times higher than the upper zone and the permeability of upper zone is 5∼10 times higher than the lower zone. Considering the reservoir characteristics, producers are predominantly perforated in the upper zone, while injectors are mainly perforated in the bottom (VII+VIII) to maximize oil productivity and mitigate water breakthrough, leveraging the law of oil-water gravity differentiation. However, recent well logging data reveals three types of water-out: water-out in the top, water-out in the bottom, and water-out in both the top and bottom (Figure 3). Notably, incidents of water breakthrough in the top thief zone and water hold-up over the past 2 years pose significant challenges to new well perforation and the balanced development of the oilfield. Therefore, it is imperative to investigate the mechanisms behind the water hold-up phenomenon and explore differentiated perforation principles for the three types of water-out.
[image: Figure 3]FIGURE 3 | Water-out intervals of wells in Reservoir B.
3 CONCEPTUAL MODEL BUILDING
To capture the characteristics of the reservoir B, three conceptual numerical models corresponding to three reservoir types were established (Figure 4). To finely describe the reservoir’s features, a rectangular reservoir with dimensions of I × J × K, specifically 50 m × 50 m × 0.5 m, is selected as the research area. The total grid number for this model is 141,288 (29 × 29 × 168). Each model is designed to represent a reservoir type and includes specific vertical zones. Model 1 incorporates three vertical zones, consisting of the upper zone, lower zone, and a top high-permeability streak. Model 2 features four vertical zones, encompassing the upper zone, top high-permeability streak, lower zone, and a bottom high-permeability streak. In Model 3, two vertical zones were defined: the upper zone and the lower zone. Porosity and permeability values for each zone were derived from core experiments, with these parameters being constant within each zone. A detailed summary of geological parameters is provided in the table (Table 1). Additionally, the research area adopted a reverse nine-point well pattern, where producers are perforated in the top layers and injectors are perforated in the bottom layers. Initial fluid distributions within the numerical model were established based on drainage capillary pressure curves, with imbibition capillary pressure utilized during the water flooding period.
[image: Figure 4]FIGURE 4 | Three conceptual numerical models.
TABLE 1 | Model basic parameters.
[image: Table 1]4 RESULTS AND DISCUSSIONS
4.1 Investigation of water hold up phenomenon
Numerous studies in the literature have identified dense layers, Kv/Kh, water injection pressure differential, and wettability as potential factors contributing to the water hold-up phenomenon. However, pressure measurement data for reservoir B indicates good connectivity both horizontally and vertically, suggesting the absence of dense layers. Therefore, the investigation focuses on sensitivity analysis of Kv/Kh, water injection pressure differential, and wettability, with a particular emphasis on the top high-permeability streak associated with the water hold-up phenomenon. Conceptual numerical Model 1 is selected for subsequent research.
4.1.1 Sensitivity on Kv/Kh
The measured range of Kv/Kh from core experiments is concentrated in the range of 0.1∼1.0. To assess the impact of Kv/Kh on the water hold-up phenomenon, three simulated cases were conducted with Kv/Kh values of 0.1, 0.4, and 0.8. In each run, all the other parameters, whether static or dynamic, in the model were assumed to be identical. Figure 5 illustrates the water saturation profile of the three runs in the x-direction.
[image: Figure 5]FIGURE 5 | Simulation results under different Kv/Kh.
The results indicate that there is no discernible difference in water flooding morphology among the three cases. In comparison to the bottom layer, the distance of injected water migration in the upper zone and the top high-permeability streak zone is significantly longer. As Kv/Kh increases, the distance of injected water migration in the top high-permeability streak zone decreases. However, it is noteworthy that none of the three cases exhibited the water hold-up phenomenon, suggesting that Kv/Kh is not the primary controlling factor for this phenomenon.
4.1.2 Sensitivity on water injection pressure differential
The water injection pressure differential in reservoir B is within the range of 1,000∼2,000 Psi. To assess the impact of water injection pressure differential on the water hold-up phenomenon, three simulated cases were conducted with pressure differential of 1,000 Psi, 1,500 Psi, and 2,000 Psi. In each run, all the other parameters, whether static or dynamic, in the model were assumed to be identical. Figure 6 illustrates the water saturation profile of the three runs in the x-direction.
[image: Figure 6]FIGURE 6 | Simulation results under different injection pressure differential.
The results reveal that there is no noticeable difference in water flooding morphology among the three cases. As the water injection pressure differential increases, the distance of injected water migration in the upper zone and the top high-permeability streak zone also increases accordingly. However, none of the three cases exhibited the water hold-up phenomenon, suggesting that water injection pressure differential is not the primary controlling factor for this phenomenon.
4.1.3 Sensitivity on wettability
Wettability plays a crucial role in determining the imbibition capillary pressure (Pc) curves, with water-wet corresponding to positive imbibition Pc curves, neutral-wet corresponding to zero imbibition Pc curves, and oil-wet corresponding to negative imbibition Pc curves. In the studied reservoir, the water saturation range corresponding to the isotonic point in the relative permeability curve is 0.25∼0.73, indicating the presence of three types of wettability. To investigate the impact of wettability on the water hold-up phenomenon, three cases were simulated using positive, zero, and negative imbibition Pc curves. All the other parameters in the model were assumed identical, and the same drainage Pc curves were used to initialize the model. Figure 7 illustrates the water saturation profile of the three cases in the x-direction.
[image: Figure 7]FIGURE 7 | Simulation results under different wettability.
In the water-wet case, a well-swept volume was achieved in all three zones, with the distance of injected water migration being roughly the same. In the neutral-wet case, the distance of injected water migration in the upper and top high-permeability zones was significantly longer than in the lower zone. However, in the oil-wet case, the injected water mainly migrated in the top high-permeability zone, resulting in poor swept volume in both the upper and lower zones. This scenario aligns with the observed water hold-up phenomenon in the studied reservoir. The research results strongly suggest that top high-perm streak and wettability are the main controlling factors for the water hold-up phenomenon.
Moreover, it is crucial to delve deeper into understanding how wettability controls the water hold-up phenomenon. The differences in pore structure between high-permeability and low-permeability layers lead to variations in the absolute value of capillary force, with the capillary force in low-permeability layers consistently greater than that in high-permeability layers. Take the water at the interface between the high and low permeability layers as an example, when the reservoir is water-wet, both high and low permeability layers attract water under capillary force. Due to the greater capillary force in the low-permeability layer, water would flow towards the low-permeability layer (Figure 8A). Conversely, in an oil-wet reservoir, both high and low permeability layers repel water under capillary force. Due to the greater capillary force in the low-permeability layer, water would flow towards the high-permeability layer (Figure 8B).
[image: Figure 8]FIGURE 8 | (A) Typical capillary curve of water-wet reservoir. (B) Typical capillary curve of oil-wet reservoir.
In the studied reservoir, when a top high-permeability streak is present, the capillary force acts in the opposite direction to gravity. As the difference of capillary pressure between the upper zone and the top high-permeability streak zone exceeds the gravitational force, the capillary forces function as an effective barrier. This barrier prevents water that initially entered the top high-permeability streak zone from spreading into the bottom low-permeability layer, thereby forming the water hold-up phenomenon. In this paper, this barrier is defined as the capillary force barrier.
4.2 Analysis for the causes of reverse coning
Surveillance results have confirmed the occurrence of the reverse coning phenomenon, where injected water in the top high-permeability streak migrates downwards under specific conditions. However, the underlying reasons for this phenomenon remain unclear. Through analysis, three key factors—capillary force barrier, gravity, and downward production pressure differential—are possible contributors to the reverse coning phenomenon. Given that gravity remains constant for the same reservoir, the impact of the downward production pressure differential depends primarily on the perforation position of production wells. Only when the perforation position is below the top high-permeability streaks will the downward production pressure differential cause the rapid downward migration of injected water in the top high-permeability streak.
The strength of the capillary force barrier is contingent upon the physical property differences between the high-permeability layer and the low-permeability layer. Greater physical property differences result in a more substantial capillary force barrier. According to these physical property differences, capillary force barrier can be categorized into three levels (Figure 9). In Figure 9, layer 1 represents high permeability layer; layer 2 represents low permeability layer; sw1 represents water saturation of layer 1; swf1 represents water saturation at the water flooding front of layer 1; sw2 represents water saturation of layer 2; swc2 represents critical water saturation of layer 2; sor1 represents residual oil saturation of layer 1.
[image: Figure 9]FIGURE 9 | (A) Diagram of capillary force barrier level 1. (B) Diagram of capillary force barrier level 2. (C) Diagram of capillary force barrier level 3.
The three levels of capillary force barrier are defined as follows:
Level 1: there are little differences between layer 1 and layer 2, and sw2 equilibrating to swf1 is larger than swc2.
Level 2: As the differences between layer 1 and layer 2 increases to a certain extent, sw2 equilibrating to swf1 is smaller than swc2, but sw2 equilibrating to sw1 is larger than swc2.
Level 3: sw2 equilibrating to sw1 is always smaller than swc2.
Since gravity is constant, in order to understand the impact of downward production differential and capillary force barrier, four comparison schemes in which all the other parameters are the same have been set up:
Case 1:. when capillary force barrier is level 1 and downward production differential is zero when there are no perforation intervals under top high-perm streak.
Case 2:. when capillary force barrier is level 2 and downward production differential is zero when there are no perforation intervals under top high-perm streak.
Case 3:. when capillary force barrier is level 3 and downward production differential is zero when there are no perforation intervals under top high-perm streak.
Case 4:. when capillary force barrier is level 3 and downward production differential exists when there are perforation intervals under top high-perm streak.
In Case 1, all the water in Layer 1 can slump into Layer 2. In Case 2, the water at the front of Layer 1 cannot slump into Layer 1. In the high water saturation zone of Layer 1, where sw2 equilibrating to sw1 is larger than swc2, water can slump into Layer 2. However, in Case 3, water cannot slump into Layer 2 under any condition. The research results indicate that the capillary force barrier is the key factor determining whether the reverse coning phenomenon occurs or not when there is no downward production differential. By comparing Case 3 and Case 4, it can be observed that when there is a downward production pressure, the reverse coning phenomenon will always occur regardless of the level of the capillary force barrier. This implies that the downward production differential is the dominant factor compared to the capillary force barrier in influencing the occurrence of the reverse coning phenomenon (Figure 10).
[image: Figure 10]FIGURE 10 | Simulation results of four cases.
4.3 Differentiated perforation principle
As highlighted earlier in the article, the studied reservoir exhibits three distinct water-out modes, necessitating the formulation of corresponding perforation principles to effectively delay water breakthrough and enhance overall oilfield development effect.
In situations where a top high-permeability streak is present, leading to water-out at the top layer, a series of studies have been conducted for the establishment of an optimal perforation strategy by using model1. Initially, with a perforation length set at 10 m, the optimal perforation position was investigated. Avoidance perforation heights were considered for 0 m, 5 m, 10 m, 15 m, 20 m, and 25 m, respectively. Research findings indicate that perforating the top water-out zone should be avoided. Under the same liquid rate, the optimal avoidance perforation height was determined to be 10 m, accounting for 1/6 of the total oil layer thickness. At this height, the initial and cumulative production of a single well was the highest, and the water cut vs. cumulative oil production curve exhibited the most favorable characteristics (Figure 11A). Subsequently, additional six cases were conducted to optimize the perforation length, ranging from 10 m to 35 m. Under the same production pressure differential, the optimal perforation length was identified to be 30 m, representing approximately 1/2 of the total oil layer thickness. This comprehensive approach ensures an effective perforation strategy for reservoirs characterized by a top high-permeability streak, enhancing overall oilfield development (Figure 11B).
[image: Figure 11]FIGURE 11 | (A) Optimization of perforation position for Top water-out mode. (B) Optimization of perforation length for top water-out mode.
In scenarios where high-permeability streaks develop in both the top and bottom, resulting in water breakthrough in both zones, an optimized perforation principle is crucial for effective reservoir development. To formulate this principle, the avoidance perforation height in both the top and bottom needs to be carefully determined by using model 2. Firstly, by setting the avoidance perforation height in the top to 0, the optimal avoidance perforation height in the bottom was studied. Avoidance perforation heights in the bottom were considered to be 0 m, 5 m, 10 m, 15 m, 20 m, and 25 m, respectively. Research results indicate that under the same production pressure differential, the optimal avoidance perforation height in the bottom is 20 m, accounting for 2/5 of the total oil layer thickness (Figure 12A). Subsequently, with the avoidance perforation height in the bottom set at 20 m, the optimal avoidance perforation height in the top was studied. Avoidance perforation heights in the top were tested at 0 m, 5 m, 10 m, 15 m, 20 m, and 25 m, respectively. The research results demonstrated that under the same production pressure differential, the optimal avoidance perforation height in the top is 10 m, representing approximately 1/5 of the total thickness of the oil reservoir. Therefore, to achieve the best development effect for this water-out type, it is recommended to set the avoidance perforation height in the top and bottom to be approximately 1/5 and 2/5 of the total thickness of the oil reservoir, respectively. This optimized perforation strategy enhances the overall efficiency of reservoir development in the presence of high-permeability streaks in both zones (Figure 12B).
[image: Figure 12]FIGURE 12 | (A) Optimization of avoidance perforation height in bottom for both top and bottom water-out mode. (B) Optimization of avoidance perforation height in top for both top and bottom water-out mode.
For reservoirs without high-permeability streaks in the vertical section, water breakthrough is prone to occur at the bottom. To establish the perforation principle, both the perforation position and perforation length need optimization by using model 3. Initially, set the perforation length to be 10 m, which is the average length of all vertical wells in the studied oilfield, then the optimal perforation position was investigated. Six cases were configured for perforation intervals I+II, II+III, III, III-V, IV-VI, and V+VI, respectively. Research results revealed that, under the same liquid rate, perforation in I+II yielded the highest initial and cumulative production for a single well (Figure 13A). Additionally, the water cut vs. cumulative oil production curve was most favorable. This suggests that the optimal perforation position for this type of water-out should be at the top layer. Based on this, another six cases were conducted to optimize perforation length, ranging from 10 m to 35 m. Under the same production pressure differential, the optimal perforation length was found to be 25 m, approximately 1/4 of the total oil layer thickness (Figure 13B).
[image: Figure 13]FIGURE 13 | (A) Optimization of perforation position for bottom water-out mode. (B) Optimization of perforation length for bottom water-out mode.
5 FIELD APPLICATION
Over the past 2 years, the differentiated perforation principle has been successfully implemented in reservoir B. A notable example is the B-36W well group, where B-6 serves as an older producer, and B-116 as a new producer. After 9 months of water injection of B-36W, the water cut of B-6 began to increase rapidly. Well logging interpretation revealed relatively poor reservoir properties in the lower section of well B-36W, coupled with a high permeability layer at the top. This indicates that the top layer of the B-36W well group was susceptible to water breakthrough.
In response, a new production well, B-116, was drilled, and logging interpretation confirmed that the top layer was indeed water flooded. To mitigate water breakthrough, the differentiated perforation principle was applied to B-116. The avoidance perforation height and perforation length were set at approximately 1/6 and 1/2 of the total oil layer thickness, respectively. After about 3 years of production, the water cut of well B-116 consistently remained below 20%. Moreover, the water cut of the adjacent well, B-6, transitioned from a rapidly increasing trend to a stable state due to a more balanced water flooding streamline in this region (Figure 14).
[image: Figure 14]FIGURE 14 | Dynamic performance of B-116 after implementing differentiated perforation.
This practical example serves as a compelling demonstration of the effectiveness and applicability of the differentiated perforation principle in optimizing oilfield performance and delaying water breakthrough challenges in reservoir B.
6 CONCLUSION

(1) Water hold up phenomenon in giant carbonate is one of the main causes of pre-matured water breakthrough. Reservoir capillary force barrier caused by wettability and high-perm streak is the key factor triggering the water hold up phenomenon.
(2) The reverse coning phenomenon mainly depends on the combined forces of gravity, capillary force, and downward production differential, among which the downward production differential is the dominant factor.
(3) Differentiated perforation principle in thick carbonate reservoir concludes as: the optimal perforation position is at top layer and the optimal perforation length approximately account for 1/4 of the total oil layer thickness for water-out in bottom; the avoidance perforation height in top accounts for 1/6 of the total oil layer thickness and the optimal perforation length approximately accounts for 1/2 of the total oil layer thickness for water-out in top; the avoidance perforation height in top and bottom accounts for 1/5 and 2/5 of the total oil layer thickness respectively for water-out in both top and bottom, respectively.
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The risk of well control is high when displacement gas kick occurs in the deep fractured reservoir, and improper handling can easily lead to blowout, which will seriously affect the deep well drilling. Using Fluent software, a simulation model was constructed to depict the interaction of a horizontal well with vertical fractures. The displacement gas kick process was simulated in horizontal well under formation temperature and pressure conditions. An analysis was conducted to assess the impact of fracture width, quantity, as well as the viscosity and density of drilling fluid on the process of gas-liquid displacement. It further compared the effectiveness of three measures in counteracting displacement gas kick: applying back pressure at the wellhead, altering the viscosity and density of the drilling fluid. New findings suggest that the gas-liquid interface within the fracture exhibits a funnel-like shape, where the gas and liquid phases are layered in the annulus and manifest in a streak-like pattern. Fracture width, quantity, and drilling fluid density promote displacement, while drilling fluid viscosity inhibits the displacement. Different from vertical wells, in horizontal wells, displacement gas kick mainly appears in the underbalanced interval. The fracture width primarily determines the size of the displacement window, while the density and viscosity of the drilling fluid exert lesser influence. Horizontal wells are highly sensitive to variations in external conditions when it comes to displacement gas kick. Therefore, enhancing the wellhead back pressure is advisable to address the displacement gas kick in horizontal wells.
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1 INTRODUCTION
As the utilization of oil and gas resources continues unabated, the focus of global oil resources exploitation has gradually shifted from areas with low exploitation difficulty to areas with harsh environment and difficult exploitation (Mu and Ji, 2019). Among them, deep carbonate reservoirs constitute approximately 70% of the global total oil reserves and approximately 50% of the confirmed reserves (Burchette, 2012). However, these reservoirs are characterized by deep burial, complex geological conditions, narrow safety pressure window, significant heterogeneity and extensive natural fracture networks (Pal et al., 2018; Tan et al., 2022). When encountering such deep reservoirs during drilling, overflow and leakage may occur simultaneously, namely, gravity displacement gas kick (Wang et al., 2012; Lee, 2015). Unlike conventional negative pressure gas kick, gravity displacement gas kick is accompanied by severe well loss (Xu et al., 2016), making it difficult to detect in a timely manner. Compared to vertical wells, horizontal wells have a greater contact area with the formation and may encounter multiple fractures simultaneously, which means that gas accumulation in the horizontal section can be significant and difficult to detect. These lead to the fact that it is often difficult to kill wells when displacement gas cut occurs, and the risk of well control is high (Akimov et al., 2010).
Bennion (1995,1998) pointed out for the first time that overflow and loss might occur at the same time when the formation with vertical fractures was encountered during underbalanced drilling. Unfortunately, the insufficient comprehension of mechanism underlying the coexistence of gas kick and loss circulation often leads to the misconception that this phenomenon is merely a case of gas kick (Meng et al., 2015; Li et al., 2016) or leakage (Zhang et al., 2012), ignoring the complexity of the interaction between the two. Petersen (1998) used RF-Kick Simulator to simulate the occurrence of gas kick under the condition of loss circulation. Subsequent scholars also used a similar experimental device to simulate the phenomenon of gravity displacement gas kick (Shu, 2012; Zhou 2017; Hou et al., 2018; Li et al., 2018). Such devices are generally composed of a system encompassing wellbore, fractures and formations, a circulatory network, and a system for acquiring data.
In addition to experimental methods, subsequent scholars have also combined numerical simulation methods to study displacement gas intrusion. Zhao (2015) conducted simulations of gas-liquid displacement in vertical wells, utilizing the Volume of Fluid (VOF) method. The findings reveal that the occurrence of gas-liquid displacement is contingent upon the fracture width, and the quantity of gas influx during each instance is minimal. Gravity displacement may occur when the pressure within the wellbore exceeds the pressure of surrounding formation. Xiao (2018) formulated a mathematical model pertaining to gas-liquid displacement. Based on the gravity replacement simulation experiment of drilling cracks in vertical wellbore, the model was verified. The experimental findings indicate that the fracture width is the primary factor influencing the loss circulation and gas kick rate, with the bottom hole pressure difference serving as a secondary factor. Ma (2020) used CFD technology to simulate the phenomenon of gas-liquid replacement in fractured gas reservoirs drilled in vertical annulus, and designed experiments using response surface method (RSM) to determine the liquid density, viscosity, fracture width and wellbore pressure difference. The influence degree of displacement gas kick established an empirical formula for gas influx rate. Tang (2022) used CFD technology to numerically simulate the law of gravity replacement, and obtained the change of loss circulation and gas kick rate under the conditions of constant pressure and closed boundary, and established a simplified gravity replacement model of fractured formation. Based on simulation, Peng et al. (2023) conducted an analysis of the process and determining factors involved in gas-liquid displacement when drilling vertical fractures in vertical wells. At present, the displacement process is predominantly studied through the utilization of visual experiments and numerical simulation techniques, and gas-liquid displacement mechanism. The focus is primarily on gas-liquid displacement in the vertical well. There is relatively less research about displacement in horizontal well. The dynamic process and mechanism of displacement gas kick in horizontal wells are unclear, and well control is difficult.
Therefore, in this work, utilizing Fluent software, a simulation model was developed for horizontal well drilling targeting a vertical fracture, aiming to describe the gas-liquid displacement process under the specific formation temperature and pressure conditions. Experiments at different fracture widths, fracture number, drilling fluid viscosities and densities were conducted to explore the behavior of gas kick and loss of circulation, assess the influence of diverse parameters on the displacement pressure window, and understand the mechanisms underlying handling measures for the displacement process.
2 METHODS
2.1 Model construction
To investigate the gas-liquid displacement process and the effect of different parameters on the displacement in horizontal well, making the conditions closer to actual wellbore conditions, a geometric model was established depicting a horizontal well crossing vertically with fractures using ANSYS software. The model includes three fracture widths (1, 3, 6 mm) and three fracture quantities (single fracture with a width of 3 mm, two fractures with a width of 3 mm, three fractures with a width of 3 mm). Specific geometric model parameters are shown in Table 1. The geometric model, as shown in Figure 1, takes the single fracture model as an example, the right end of the wellbore is designated as the velocity inlet, admitting the inflow of drilling fluid, while the left end serves as the pressure outlet boundary, facilitating the outflow of drilling fluid and gas. To maintain a constant gas source pressure, the pressure inlet boundary is established on both sides of the fracture, while the remaining boundaries are designated as walls.
TABLE 1 | Geometric parameters of the simulation model.
[image: Table 1][image: Figure 1]FIGURE 1 | Model view. (A) single fracture model. (B) Three-fracture model.
2.2 Mesh subdivision
The multiple region method was used for mesh partitioning in the fracture area, while the sweeping method was used for mesh partitioning in the annular wellbore area. Considering that the flow state in the intersecting area between the fractures and the wellbore may be chaotic, local mesh refinement was applied to that intersection. Taking the three-fracture model as an example, the mesh partitioning is shown in Figure 2. Table 2 is the specific mesh parameters.
[image: Figure 2]FIGURE 2 | Gridding diagram of fracture part.
TABLE 2 | Finite element model mesh parameters.
[image: Table 2]In Table 2, the orthogonality quality is the vector from the center of one computational cell to the center of its adjacent cell, with values less than one being desirable, as values closer to one indicate better quality. The aspect ratio of the grid refers to the ratio of the longest side to the shortest side of a cell. The closer this value is to 1, the closer the cell is to a cube, resulting in better grid calculation results. The unit quality of grid cells is a function of edge length to volume used by Fluent to describe grid quality, with values less than one indicating better quality as they approach 1. Therefore, Table 2 indicates a good quality grid partitioning.
2.3 Solving parameters
The gravity drainage displacement process involves the gas-liquid flow, and the characteristics of the two phase interface are the important part of simulation. Therefore, the VOF model was selected as the multiphase flow model to simulate this process.
Volume fraction can be calculated based on Eqs 1, 2 (Hirt and Nichols 1981).:
[image: image]
[image: image]
In which, [image: image] is the liquid void fraction; [image: image] is the gas void fraction; [image: image] is the liquid mass, kg; [image: image] is the gas mass, kg; [image: image] is the gravity acceleration, 9.8 m/s2; [image: image] is the liquid density, kg/m3; [image: image] is the gas density, kg/m3; [image: image] is the velocity vector of mixture, m/s.
Based on the viscosity and density range of drilling fluid used on-site, set the liquid phase viscosity range to 20–60 mPa·s and the density range to 1,200–1800 kg/m3 in the simulation. Table 3 presents the key parameters utilized in the simulation calculations.
TABLE 3 | Simulation parameters.
[image: Table 3]2.4 Grid independence verification
In CFD simulation calculations, the size of the grid cells during grid partitioning is closely related to the computational results of the model. When the cell size is large, the number of grids is too small, which may result in floating-point overflow errors during simulation. Conversely, when the cell size is small, there are too many grids, resulting in normal calculation results but consuming excessive computing power and time. Therefore, it is necessary to select an appropriate number of grids to ensure normal calculation results without consuming excessive computing power. In this study, four minimum cell sizes(6, 3, 2, 1 mm) were selected to partition the single fracture model, and simulation calculations were performed in Fluent under the boundary conditions listed in Table 3 (liquid viscosity 20 mPa·s, density 1,200 kg/m3), comparing the simulation results under different numbers of grids. The relationship between leakage rate, gas kick rate, and the number of grids obtained is shown in the following figure.
From Figure 3, it can be seen that after the number of grids exceeds 307,840(cell sizes 3 mm), the simulated leakage rate and gas invasion velocity change very little with the increase in the number of grids. It can be considered that at this point, the simulation results are no longer correlated with the number of grids. Therefore, in subsequent grid partitioning, a minimum cell size of 3 mm is chosen.
[image: Figure 3]FIGURE 3 | Grid independence test results.
2.5 Model verification
Li et al. (2020) conducted a study on the mechanism of drilling-induced formation leakage and coexistence through simulation experiments. In order to investigate the impact of viscosity on gravity displacement, the experiment employed water as well as a fluid exhibiting a viscosity of 10 mPa·s. The accuracy of the established simulation model was confirmed by comparing it with experimental results in prior literature. Table 4 presents the key parameters of the experimental apparatus utilized in this literature.
TABLE 4 | Principal specifications of the experimental apparatus.
[image: Table 4]A geometric model with the same experimental dimensions was constructed to compare the loss circulation and gas kick under experimental and simulation conditions. Figure 4 illustrates the comparison between simulation and experimental results. The real line represents the experimental value, and the imaginary line represents the simulated value. The pressure difference is the annular pressure of the horizontal section minus the initial pressure of the fracture.
[image: Figure 4]FIGURE 4 | Comparison of loss rates and gas kick rates from the simulation and experiment under different bottom-hole pressure differences. (A) Loss rate. (B) Gas kick rate.
By comparing simulation and experimental results, it can be observed that the simulation results demonstrate close alignment with the experimental findings, with errors within 15%. This indicates that the established simulation model and parameter settings are reasonable, which can thus be effectively employed in simulating gas-liquid displacement in fractured formation encountered during horizontal well drilling, considering the reservoir’s temperature and pressure.
3 RESULTS AND DISCUSSION
3.1 Gas-liquid displacement process
According to the simulation results, once the gas influx into the wellbore, the drilling fluid and the gas will flow together. Based on the extracted data, it is evident that the gas outflow velocity maintains a consistent rate, accumulating above the annulus to form a strip-shaped gas film. Due to the force of gravity, the drilling fluid enters the fracture located within the annulus and accumulates beneath it. Due to gas inflow from both sides, a situation of drilling fluid leakage with a wide middle and narrow sides is formed. Figure 5 illustrates the gravity displacement phenomenon, where the red color signifies the gaseous component, the blue color designates the liquid component, and the green color indicates the gas-liquid mixture region.
[image: Figure 5]FIGURE 5 | Dynamic process of gravity displacement. (A) 0.15 s, (B) 0.41 s, (C) 0.53 s, (D) 1.69 s, (E) 3.75 s, (F) 6.34 s.
It can be observed that in the gravity displacement process, the gas in the fracture first enters the annulus to form bubbles, which flow unstably in the annulus, and then gradually gather to form strip-shaped gas films. On the contrary, the drilling fluid flows vertically downward within the fracture, ultimately reaching its base and gradually accumulating to occupy the entire volume of the fracture. If gas kick is severe, the strip-shaped gas films in the annulus will converge and flow in the upper part of the annulus. The diagram below depicts the ultimate distribution of the gas-liquid interface within the fracture. Comparing Figures 6A, B, it can be seen that after gas-liquid gravity displacement in horizontal and vertical wells, the gas-liquid interface in the fracture appears as “peak-shaped”. The difference is that in vertical wells, the gas-liquid displacement interface forms half of a peak, while in horizontal wells, it forms a complete peak. This is because the horizontal well penetrates the fracture completely, and gas-liquid displacement occurs on both sides of the annulus; whereas gas-liquid displacement in the vertical well section only occurs on one side of the fracture. Therefore, it can be considered that the mechanism and process of gas-liquid displacement in horizontal and vertical wells are similar, with the driving force of displacement being pressure difference and density difference.
[image: Figure 6]FIGURE 6 | Gas-liquid distributions in the fracture. (A) Horizontal wells in this study, (B) Tang et al. (2022) simulation results in vertical wells.
3.2 Impact factor analysis
To explore the impacts of various factors such as fracture width, drilling fluid density, viscosity, and the number of fractures on the horizontal well displacement gas kick, simulations of gas-liquid displacement under different parameters were conducted. Keeping the bottom hole pressure constant at 50 MPa, the fracture’s entrance pressure was gradually adjusted from a lower to a higher value, observing single gas kick, gas-liquid displacement, and single leakage phenomena, attaining the gravity displacement window under varying scenarios. The intersection surface of the fracture and annulus was set as the monitoring surface to observe the gas and liquid mass flow rate passing through this surface, thereby exploring the variations in gas kick rate and leakage rate with changes in operating conditions.
Figure 7 exhibits the varying trends of gas kick and leakage rates with fracture pressure for various fracture widths. The intervals where both leakage rate and gas kick rate are greater than 0 represent the gravity displacement window. It can be observed that gravity displacement occurs in both the underbalanced and overbalanced regions. A comparison of gravity displacement windows across various fracture widths reveals that an increase in fracture width enhances gravity displacement. Specifically, a wider fracture leads to a larger gravity displacement window, making gravity displacement phenomenon more likely to occur. As the width increases, there is a tendency for the window to expand towards the underbalanced region. This observation can be attributed to the fact that a wider fracture reduces the resistance encountered by the drilling fluid as it enters the fracture. Conversely, gas needs to “push back” against more drilling fluid. It becomes more challenging for the gas to enter the annulus. Consequently, a higher fracture pressure is required to facilitate the diffusion of gas into the annulus.
[image: Figure 7]FIGURE 7 | Influence of fracture width on gas-liquid displacement window.
Figure 8 depicts the relationship between gas kick and leakage rate, as they vary with fracture pressure for various drilling fluid viscosities. An increase in viscosity is observed to have an inhibitory effect on gravity displacement. Specifically, a higher liquid viscosity results in a smaller gravity displacement window. This occurs because, given a constant fracture width, an increase in drilling fluid viscosity leads to an increase in flow resistance, thereby hindering the flow of drilling fluid into the fracture. On the other hand, as gas migrates within the annulus, it encounters greater resistance due to the increased viscosity of the liquid phase, which hinders the continuous entry of gas into the annulus. Hence, a higher fracture pressure is required to initiate the displacement process, leading to the displacement window primarily residing in the underbalanced region.
[image: Figure 8]FIGURE 8 | Effect of drilling fluid viscosity on gas-liquid displacement window.
Figure 9 illustrates the varying trends of gas kick and leakage rate with fracture pressure across various drilling fluid densities. It can be observed that increasing drilling fluid density will enlarge the displacement window, making displacement phenomena more likely to occur. This is because the increase in liquid density will make the driving force of gravity more significant. Under the same conditions, liquid with higher density is more prone to fall into the fracture under the influence of gravity. Additionally, the downward movement of the liquid does not significantly hinder the lateral diffusion of gas into the annulus. Therefore, after increasing the liquid density, the displacement window does not need to expand further towards the underbalanced direction. Some displacement phenomena will also occur in the overbalanced region.
[image: Figure 9]FIGURE 9 | Impact of drilling fluid density on gas-liquid displacement window.
Given the abundance of fractures in fractured formations, the impact of fracture quantity on gravity displacement gas kick in horizontal wells was explored. As depicted in Figure 10, the gravity displacement windows vary significantly with the number of fractures. It is evident that an escalation in the quantity of fractures enhances the likelihood of gravity displacement gas kick. Specifically, a higher number of fractures results in a larger gravity displacement window. Furthermore, in the model with a greater number of fractures, both the leakage and gas kick rate are marginally higher compared to the single fracture model. It is evident that as the drilling length of horizontal wells extends, encountering more fractures, the gravity displacement window will become larger. In practical engineering, horizontal wells with large lengths should pay more attention to the possibility of gravity displacement gas kick and be cautious in controlling pressure to avoid being close to underbalanced conditions.
[image: Figure 10]FIGURE 10 | Gravity displacement window of each fracture number.
3.3 Mechanism of gravity displacement in horizontal well
After examining the occurrence conditions of simultaneous loss and overflow of gravity displacement origin in vertical well, Shu (2012) concluded that the cause of the displacement was that: in the section where the wellbore intersects with the fracture, if the drilling fluid pressure gradient within wellbore exceeds the gas pressure gradient within the fracture, a specific location can be identified where the wellbore pressure and the fracture pressure are equivalent. Above this position, the wellbore pressure is lower than the gas pressure, leading to an overflow occurrence. Conversely, below this position, the pressure of the drilling fluid is higher than the gas pressure, resulting in a loss. This phenomenon, characterized by an overflow at the upper end and a loss at the lower end, is known as displacement gas kick and occurs specifically in the section where the wellbore intersects with the fracture.
As shown in Figure 11, the condition that the vertical well section only has loss but no overflow is:
[image: image]
[image: Figure 11]FIGURE 11 | Sketch of displacement gas kick in vertical well section.
The condition that the vertical well section has only overflow but no loss is:
[image: image]
The condition that the vertical well section has overflow and loss simultaneously is:
[image: image]
Disregarding the impact of interfacial tension, the concurrent occurrence of overflow and loss can be reformulated as the following condition:
[image: image]
Finally, it is simplified as:
[image: image]
In the formula, h is the height of fracture, m; [image: image] is the formation pressure surrounding the wellbore, Pa; [image: image] is the bottomhole pressure at the fracture bottom, Pa; [image: image] is the pressure difference arising from the interfacial tension between gas and liquid, Pa; [image: image] is the drilling fluid density, kg/m3.
It is evident that the occurrence of gravity displacement in the vertical well section primarily hinges on the density of the drilling fluid [image: image] and the height h of the fracture, when disregarding the impacts of gas-liquid friction and interfacial tension. The size of the displacement window is [image: image].
According to Section 3.1, the comparison of gas-liquid displacement interfaces between horizontal and vertical wells indicates that when the horizontal well section encounters a fracture, the physical process of both overflow and loss remains identical to that observed in the vertical well section. Consequently, the analysis of its occurrence can be approached in a similar manner, as exemplified in Figure 12. However, the key difference lies in the alteration of the gas-liquid intersection surface’s height, which shifts from the fracture height h to the annulus’s outer diameter [image: image]. Under these circumstances, the pressure condition for gas-liquid displacement to occur is as follows:
[image: image]
[image: image]
[image: Figure 12]FIGURE 12 | Illustration of gas-liquid displacement in horizontal wellbore section.
Hence, in comparison to the vertical well section, the displacement window of the horizontal well section encountering a vertical fracture theoretically decreases by several folds, and the impact of drilling fluid density on the displacement window is also diminished.
3.4 Strategies to mitigate gas-liquid displacement in horizontal well
Generally, gravity displacement occurs in vertical well balanced drilling. Due to the non-underbalanced condition, the occurrence is relatively hidden and easily overlooked during on-site operations, leading to potential losses. By applying back pressure, increasing viscosity, and simultaneously increasing viscosity and density to horizontal wells experiencing gravity displacement gas kick, the well control methods for this scenario are investigated. Simulations of the three measures are conducted for the same duration, with specific parameters as shown in Table 5, and the corresponding well control effects are illustrated in Figure 13.
TABLE 5 | Well control application parameters.
[image: Table 5][image: Figure 13]FIGURE 13 | Well control effect of gravity displacement gas kick. (A) Gravity displacement, (B) Apply back pressure, (C) Increase drilling fluid viscosity, (D) Increase viscosity and density
From Figure 13B, it can be observed that after applying back pressure, gas no longer enters the annulus. An increased amount of drilling fluid penetrates into the fracture. This indicates that gravity displacement has transitioned to a leak, which indicates that the pressure difference at the bottom of the hole is no longer contained within the range of the gravity displacement window.
As observed in Figure 13C, upon increasing the viscosity of the drilling fluid, gas is prevented from entering the annulus. This demonstrates that viscosity serves as an effective deterrent against gravity displacement, resulting in a reduced size of the displacement window.
As shown in Figure 13D, despite increasing both the density and viscosity of the drilling fluid, gas can still gradually penetrate into the annulus within the fracture. This occurs due to the density difference being the primary driving force for gravity displacement. Although increasing the liquid phase density will increase the leak rate and displacement window, leading to a less significant inhibitory effect on displacement gas kick compared to solely increasing the liquid phase viscosity.
By comparing Figures 13A–D, it can be seen that horizontal well drilling encountering gravity displacement in fractures is quite sensitive to wellhead back pressure, liquid phase viscosity, and density. Slight changes in conditions can affect the occurrence of displacement gas kick in horizontal wells. Among these factors, wellhead back pressure has the best inhibitory effect on displacement gas kick.
4 CONCLUSION

(1) A simulation model was developed for horizontal well drilling encountering a vertical fracture, aiming to replicate the dynamic process of gas-liquid displacement in a horizontal well intersecting a fractured formation. During the displacement process, it was observed that the gas-liquid interface exhibited a funnel-like shape within the fracture. Subsequently, as the gas diffused into the annulus, it separated from the liquid phase and formed a strip-like gas film at the upper portion of the annulus.
(2) The width of the fracture, the density of the drilling fluid, and the number of cracks all contribute to the occurrence of displacement, whereas the viscosity of the drilling fluid serves to restrain it. In horizontal wells, the window for gravity displacement to occur is narrow and primarily situated within the underbalanced range.
(3) The differences between displacement gas kick in vertical well and that in horizontal well were analyzed theoretically. Different from the vertical well section, the primary driving force behind displacement in the horizontal well section is the difference in pressure, the drilling fluid density and fracture height have smaller effects, and the displacement interval reduces several times in theory.
(4) The occurrence of displacement phenomenon is sensitive to changes in fluid properties and wellhead pressure. To address the issue of displacement gas kick in horizontal wells, it is recommended to increase the wellhead backpressure.
(5) Due to its small size, the horizontal annulus model developed in this study may be subject to terminal effects that have a significant influence on the simulation outcomes. Additionally, this study did not consider the variable fracture spacing, thus necessitating the development of a more comprehensive model to delve deeper into the mechanisms underlying displacement gas kick in horizontal wells.
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Sand production in oil wells seriously affects the production of oil and gas in oilfields. Although conventional sand-control techniques can effectively prevent sand production, it may also limit the productivity of oil wells. Fracturing and packing sand control technology changes the distribution of pressure and flow in the wellbore, while foam polymer resin diversion technology reduces the anisotropy of reservoir permeability and increases the area of oil leakage in the reservoir, both achieving the goal of sand control and increased production. The sand-free production rate is successfully increased thanks to zeta potential sand control technology, which modifies the formation’s sand potential and causes the sand to agglomerate without harming the reservoir. This article first looks into the causes of sand production in oil and gas wells before examining the fundamentals, implementation strategies, and effects of traditional sand control techniques, fracturing and filling sand control technology, foam polymer resin diversion technology, and Zeta potential sand control technology. In this article, the experience of sand control technology in actual oil field applications is summarized, explained in detail, and the future development possibilities of sand control technology are discussed.
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1 INTRODUCTION
Sand production is one of the common hazards for the oil wells in the oil field development. It is often seen in the oil and gas reservoirs dominated by unconsolidated sandstone (Kamaruddin N et al., 2021; Shunchao Z et al., 2022). If the sand production issue is not handled promptly and effectively, sand particles in the wellbore will continue to accumulate, blocking the oil flow channels, resulting in a sharp decline in the production of oil and gas wells, and potentially even forcing the premature abandonment of the well. Therefore, it is necessary to understand the causes of sand production and the mechanism of sand control in oil and gas wells, and adopt effective sand control technology to reduce the harm caused by sand production (Gomez R et al., 2022a). However, the research and application of sand control technology are facing numerous challenges. Different geological conditions of oilfields, well structures, and exploitation methods may lead to differences and complexities in sand production phenomena. Therefore, the research on sand control technology needs to comprehensively consider various factors and explore more scientific and effective solutions (Li Z et al., 2022; Trujillo et al., 2023). Common sand control technologies include mechanical sand control, chemical sand control and composite sand control, etc. However, these technologies will increase the additional resistance of fluid flow into the wellbore while sand control, thus reducing the near-wellbore permeability (Nejati H et al., 2023). Fracturing sand control can create highly conductive oil and gas seepage channels by changing the pressure distribution and flow patterns around the well (Wang and Sun, 2022). Sand control and stimulation are both effective, thus it is considered an efficient technique for reservoir development (Habib et al., 2022). Zeta potential sand control technology uses chemicals to change the potential of the sand surface and reservoir rocks, reducing the repulsive force between sand particles and gathering into clumps. Sand particles can still gather again after being dispersed without damaging the reservoir (Kalabayev et al., 2021; Parhizgar Keradeh and Tabatabaei-Nezhad, 2023; Singh et al., 2014).
Based on previous research on the causes of sand production and conventional sand control techniques, this article further delves into various application forms of fracture filling sand control technology, including Tip Screen Out (TSO), subsequent resin sand control, and fiber composite sand control techniques. Detailed introductions and analyses are provided regarding the construction tools, construction processes, and application effects of these techniques. In addition, two novel sand control technologies are introduced: foam polymer resin diversion technology and Zeta potential sand control technology. Their production effects and applications are elaborated, providing references and new insights for addressing the sand control issues in oilfields with severe sand production and fine silt. Through this investigation, it is recognized that fracture filling sand control technology and its related new techniques offer effective solutions for oilfield sand control. By thoroughly studying the construction tools, processes, and application effects of these technologies, we can provide more scientific and efficient guidance for sand control work in oilfields, thus providing strong support for sustainable oilfield production.
2 CAUSES ANALYSIS OF SAND PRODUCTION IN OIL WELLS
Sand production is a common issue in oil extraction, and its existence can reduce well output, shorten the lifespan of equipment, and impact wellbore stability (Wang J L et al., 2003; Wong G K et al., 2003). The causes of sand production are diverse, and through thorough analysis of these causes, we can more accurately identify the key factors that lead to sand production (Al Shizawi et al., 2018; Fattahpour V et al., 2020; Devalve C et al., 2021; Chandrakant A A et al., 2023). This allows us to formulate targeted sand control measures, which can not only reduce the risk of sand production but also improve the efficiency and safety of oil extraction. Therefore, through research and summary, the current main geological factors can be categorized into two major types: geological factors and production factors. Geological factors primarily involve stratum characteristics, rock physical properties, and geological structures. Geological structures such as loosely cemented sandstone layers, faults, and cracks in the stratum can all lead to sand production (Fuller et al., 2019; Minnich J.L et al., 2021). On the other hand, production factors are closely related to mining methods, production pressure differences, mining speeds, and wellbore design. Unreasonable mining methods, excessive production pressure differences, or excessively fast mining speeds can all increase the scouring force of fluids on the particles of the reservoir framework, leading to sand production (Izurieta A et al., 2020; Ayazi P et al., 2021; Hasmin et al., 2022a; Mandhari S et al., 2022).
2.1 Geological factors
Geological factors refer to the geological conditions in which the well is located, including the geological age of the area around the hole, particle uniformity, cementation and degree of cementation (Table 1) (Ubuara, et al., 2024; Balasandran A et al., 2021). The reasons for sand production in oil wells are not always the same, and there may be some differences in the causes of sand production among oil wells in different regions, One of the main aspects is the geological conditions of the reservoir itself, which mainly include the following aspects (Madasu and Vo., 2016; Hassan N A et al., 2020; Kueh J Z et al., 2022; Mahardhini A et al., 2021).
(1) Influence of rock physical properties: ①Reservoir bonding strength. The sand production in oil reservoir is greatly influenced by the cementation strength of the reservoir, The cementation strength of oil reservoir is affected by the type, quantity and strength of cementing materials, The forms of cementation in oil reservoirs mainly include mud cementation, carbonate cementation, and siliceous cementation, with their cementation strengths increasing in sequence; The cementation types mainly include matrix cementation, porous cementation, and contact cementation. Generally, matrix cementation is less prone to sand production due to its high strength, followed by porous cementation which may lead to minor sand production.; Contact cementation is the type most prone to sand production, Generally speaking, cementation strength is affected by the combined effect of various geological factors. When the various stresses in the formation exceed the cementation strength, sand production may occur. Sandstone oil and gas reservoirs have a larger amount of cementation, better cementation types, more uniform distribution, and an earlier geological age, resulting in stronger cementation strength and less likelihood of sand production. Conversely, if the cementation is weaker, sand production is more likely to occur. ②The influence of reservoir mineral composition. If the unstable minerals such as montmorillonite account for a relatively large proportion of the mineral composition, they will expand when exposed to water during mining, squeezing the rock particles and disturbing the cementation between them, leading to easy sand production (Peerakham C et al., 2023; Deng et al., 2023; Dwitama S et al., 2021).
(2) Impact of formation pressure: The decrease in formation pressure can weaken the destruction caused by squeezing, thereby reducing sand production in the oil reservoir (Tang C et al., 2022; Stephen Babagbemi A et al., 2023).
(3) Impact of high horizontal tectonic stress: Under normal circumstances, there is no significant difference between the two horizontal principal tectonic stresses. However, due to the decrease in porosity and increase in formation strength during the exploitation process, even small movements in the formation can lead to an increase in stress in that direction. A higher stress difference can result in wellbore failure, leading to sand production from the oil well (Aroyehun M E et al., 2018; Yeap W J et al., 2019; Zhenxiang Z et al., 2020).
(4) Impact of fluid properties: The viscosity of the fluid affects sand production in the oil reservoir. As the viscosity of the fluid increases, the critical flow velocity at which sand production begins to occur in the core decreases. In other words, the higher the fluid viscosity, the more likely it is to cause sand production. Additionally, the pH of the fluid also affects sand production in the oil reservoir. As the pH of the fluid increases, the critical flow velocity for sand production decreases. When the pH of the fluid reaches 14, the sand production rate can increase sharply (Malau A et al., 2017; Mahmoudi M et al., 2018; Styward B et al., 2018; Wang X, 2018).
TABLE 1 | Causes analysis of sand production for some oilfield.
[image: Table 1]2.2 Construction factors
Production and construction factors refer to the direct impact of human construction operations on sand production in the formation (Table 2) (Cavender T et al., 2003b). The influence of these factors can be reduced through appropriate control and adjustment. Production factors mainly include the following aspects.
(1) The impact of perforation. When the perforation density is high, the critical pressure for shear failure decreases after stress release, and the stress borne by the rock mass increases. This leads to the destruction of the sandstone layer structure and sand production in oil wells (Agee D M et al., 2016; Al-Arnous A B et al., 2021).
(2) The impact of fluid extraction intensity. As the production of fluid increases, the flow velocity of the liquid also increases. With the accelerated flow rate of formation fluid, the drag force on the sand particles also increases. This makes the formation tension more susceptible to damage, resulting in poor stability and a high risk of sand production. When the production pressure difference increases, high speed flow may lead to sudden sand production, and a decrease in axial flow rate may lead to instability of sand arch and increased sand production (Ranjith et al., 2014; Casares and Talavera, 2001; Denney D, 2002; Denney D, 2003; Denney D, 2006).
(3) Production dynamic pressure difference. In the middle and late stages of oil well production, the reservoir pressure decreases, the pressure borne by the rock increases, the pressure between formation pores decreases, the pressure of the overlying strata increases, and the contact stress between sand particles increases. When the pressure exceeds the compressive strength of the sandstone, the sandstone framework breaks, leading to sand production in the oil well (Guinot F et al., 2001; Heitmann N et al., 2002; Gomez R et al., 2022b).
(4) The impact of changes in water cut in an oilfield. As the oilfield is developed, the water cut of oil wells continues to rise, increasing the degree of water washing in the reservoir. Cementation materials can be dissolved and washed away by water, reducing the cementation strength of the rock. Additionally, the cohesion strength of clays in the reservoir depends on the wetting phase. When the clay encounters water, the cohesion strength drops sharply, leading to an increase in sand volume and subsequently causing sand production (Schubert et al., 1975).
TABLE 2 | Causes analysis of sand production for some oilfield.
[image: Table 2]Therefore, through theoretical and experimental research can determine the best construction technology and parameters, to achieve the purpose of sand control and sand control.
3 REGULAR SAND CONTROL METHODS
With the continuous innovative progress of sand control technology, a variety of sand control technology has been formed. Among them, the conventional sand control technology mainly includes mechanical sand control, chemical sand control, coking sand control and composite sand control (Nie,S et al., 2023; Ma,L et al., 2022; Prasad V et al., 2020). Mechanical sand control techniques mainly use slotted liner, wire-wound screen and gravel pack to prevent formation sand bodies from entering the well bore (Matanović et al., 2012; Rodoplu R S and Al-Mohanna K S, 2019; Rozlan M R et al., 2022). Chemical sand control is to inject chemicals into the loose formation and consolidate the formation sand body to achieve sand control. Generally, chemical sand control can be divided into three types (Safaei et al., 2023a): resin cemented formation sand, artificial well wall and other chemical solidified sand. Coke sand control technology is mainly through heating the oil layer, so that the coke substance in the oil layer solidifies on the surface of the sand body, to improve the adhesion between the sand body and the sand body, and prevent the sand body migration. The commonly used coking methods include hot air injection for sand consolidation and short-term burning of oil reservoir for sand (Martin et al., 1958; Abass H H et al., 1993; Bale A et al., 1994; Baker C et al., 1995) consolidation. Compound sand control technology is an organic combination of mechanical sand control and chemical sand control, through the establishment of a double sand barrier around the hole and on the tubing of the same oil well to achieve the purpose of sand control. The composite sand control technology can better solve the problem of the deficiency of single sand control technology, but it also has the characteristics (Carpenter, 2018; Liu H-Y. et al., 2022) of complex process and poor economy. In order to meet the need of further sand control, new sand control technologies such as fracturing pack sand control, composite perforation sand control, expandable slotted pipe and layered extruded gravel pack have been developed (Rodoplu et al., 2023; Dong et al., 2016).
3.1 Mechanical sand control
Mechanical sand control is a physical sand control technique that involves inserting filling tools and sand control pipes into the wellbore, and then filling gravel outside the pipe to prevent sand ingress. In its application, there are two common forms: sand control pipe technology and improved sand control pipe technology - gravel packing technology for pipe strings. The former mainly establishes a sand barrier within the wellbore using sand control pipes, while the latter primarily relies on the compaction of gravel between the sand control pipe and the casing to block the flow of ceramsite, and also uses sand control pipes within the wellbore for sand prevention (Hurt R S and Germanovich L N, 2012; Dong, C., et al., 2016; Safaei, A., et al., 2023b).
(1) sand control pipe string technology. By installing sand control devices at the lower end of the production pump, such as multi-layer screen pipes and wire-wound screen pipes, sand particles are isolated outside the production pump, reducing the impact of sand production on the pump. The application of this technology is relatively simple and can effectively address the issue of sand production in medium-to-coarse sandstone formations. However, it has a shorter service life and does not filter fine sand and gravel effectively.
(2) Improved sand control pipe string technology. During construction, the mechanical pipe string is first inserted into the oil well. Then, gravel or ceramsite is used to fill the annular space between the mechanical pipe string and the casing, creating multiple layers of sand filter barriers. This technology can better filter fine sand and has a longer service life, but it has issues such as complex construction, high investment, and inappropriate gravel sizes that can affect oil flow capacity and production.
Mechanical sand control technology has good sand control and oil production enhancement effects, with a high success rate in applications and relatively long effective periods. However, there are also some limitations in its application. This technology may not be effective in dealing with fine sand strata and high-pressure strata, and it may also increase the difficulty of operation during later operations or well repairs due to the influence of sand control strings or gravel packing operations. Therefore, when applying this technology, it is crucial to select reasonable technical parameters, such as the size of the sand control pipe perforations and the sand control particle size. These parameters can affect the sand control effect and final production capacity. During on-site practical applications, representative sand samples should be selected for screening under allowable processing conditions to determine the sand control particle size. Based on this, the appropriate size of the sand control pipe perforations should be selected to ensure good sand control effects without affecting production capacity.
3.2 Chemical sand control
Compared to mechanical sand control, chemical sand control technology is widely used in oil and gas wells due to its advantages of simple process flow and ease of subsequent operations and treatment. Chemical sand control refers to the injection of chemical agents into the loosely consolidated formation around the wellbore to consolidate the formation sand, thus achieving the purpose of solidifying the formation. There are mainly two methods: artificial casing and artificial cementation (Safaei, A., et al., 2023a; Piemontese, M., et al., 2014; Solares et al., 2022).
(1) The artificial casing method. The artificial casing method primarily involves injecting specific chemical substances, such as cement mortar, emulsified cement, and water-mixed dry sand, into the formation. After these substances solidify, they form an artificial casing with a certain strength, which can effectively consolidate the formation while enhancing sand control effectiveness. One of the advantages of this method is that it does not leave any residual objects during application. However, repeated use of this method can affect the permeability of the formation.
(2) Artificial cementation method. The artificial cementation method primarily involves injecting specific chemical cementing agents, such as silicate or resin, into the formation near the wellbore. These chemical cementing agents react with the sand grains in the formation to form a cemented body with certain strength, firmly bonding the sand grains together and preventing them from flowing into the wellbore. The impact of this method on formation permeability is relatively minor, and it typically achieves good sand control results. However, the cost of chemical cementing agents is relatively high, and the cementation process within the formation requires time, which can affect the progress of sand control operations.
This method is relatively simple to operate and achieves good results with fine silt reservoirs. Additionally, it can effectively block water if the water cut in the oil layer is high during production. However, a significant limitation of chemical sand control methods is their short duration of effectiveness. Over time, especially after prolonged erosion, the chemical colloidal structure can be disrupted, rendering it ineffective in sand control. Therefore, chemical sand control methods are primarily utilized in the early stages of production or in high-water-cut wells, where they can effectively control sand and water. When applying chemical sand control methods, it is crucial to consider the actual sand production conditions, formation pressure, permeability, and injection-production connectivity to determine the construction plan and parameters. Precise calculation of the required sand control radius is essential to ensure the implementation of an effective sand control plan that achieves desired results.
3.3 Coking sand control
Coking sand control primarily involves heating the oil layer to cause the crude oil to coke on the surface of sand grains. This coked thin layer bonds the sand grains together, enhancing the adhesive force on the surface of the sand grains and achieving the purpose of sand control. There are mainly two methods for this technique: sand fixation through injected hot air and short-term in-situ combustion for oil layer sand fixation (Zhu et al., 2022).
(1) Hot air injection for sand fixation. This method involves injecting hot air into the wellbore to raise the temperature of the oil layer, which prompts the coking of crude oil.
(2) Short-term in-situ combustion for oil layer sand fixation. This method directly applies short-term fire to the oil layer, rapidly coking the crude oil within it.
Coking sand control technology can effectively meet sand control requirements to a certain extent. However, its application is relatively complex, requiring precise control of thermal energy to ensure the effectiveness of coking. Additionally, this technique can have an impact on formation permeability, potentially causing damage to the reservoir. Furthermore, its cost is relatively high. Therefore, in the application process, it is necessary to comprehensively consider formation conditions, engineering requirements, and economic factors. Enhanced on-site monitoring and evaluation should be conducted to ensure the safety and effectiveness of the coking operation.
3.4 Application status of each technology
Several conventional sand control technologies each have their own applicable conditions, advantages, and disadvantages. They have been widely used in the field and have achieved good sand control effects. The applicable conditions and application effects are shown in Tables 3, 4 (Mayorga Cespeded et al., 2020; Bai et al., 2021).
TABLE 3 | Adaptation conditions of sand control technology.
[image: Table 3]TABLE 4 | Part of sand control technology application effect table.
[image: Table 4]As can be seen from the tables, several sand control technologies each have their own applicable conditions and effects. While they have proven effective in field applications, to achieve even better sand control results, it is advisable to utilize comprehensive sand control techniques in practical applications. By combining the advantages of various conventional sand control methods and developing comprehensive sand control plans tailored to the specific conditions of the reservoir and the specific sand control requirements on site, the effectiveness and stability of the technological application can be improved. For instance, the utilization of chemical sand control and coking sand control techniques can further enhance sand control effects and extend their validity period. Meanwhile, in practical applications, it is necessary to comprehensively consider reservoir conditions, sand control requirements, and economic benefits to select appropriate sand control techniques. Real-time monitoring and data collection should be conducted to more accurately evaluate the effectiveness of sand control and make timely adjustments and optimizations.
With the wide application of fracturing technology, sand return of proppant after pressure has become a new problem for sand control. At the same time, some domestic oil and gas reservoirs with serious sand production and difficulty in sand control have been gradually put into development (Junstate et al., 2008; Ma et al., 2020). However, conventional sand control technology is faced with problems (Yushi et al., 2021a) such as poor effect of fine silt prevention, damage to the reservoir, aging or failure. Therefore, frac pack sand control technology, which has the advantages of both stimulation and sand control, has become an important solution. In recent years, Zeta potential sand control technology has become a new development direction of sand control technology by changing the formation sand potential to make it aggregate, effectively improve the sand production without damaging the reservoir.
4 FRACTURING PACK SAND CONTROL TECHNOLOGY
Fracturing pack sand control technology has the advantages of increasing production and sand control. As shown in Figure 1, post-fracturing fractures can effectively change the pressure distribution pattern and flow pattern around the well, It can be clearly seen from the figure that the high-pressure zone near the wellbore has been expanded after fracturing. The reduction of the pressure gradient can reduce the cost of displacement energy, thereby increasing the area of low pressure around the well and decontaminating some of the near-wellbore areas, This allows oil and gas that was originally difficult to reach the wellbore to flow smoothly. In addition, the flow pattern in the fracture zone changed from radial to bilinear flow, reducing the production pressure differential and flow pressure gradient, thereby reducing the ability of fluid to scour and carry sand. This action mitigated or avoided the failure (Yang et al., 2005; Katende et al., 2023; Liu Y-X. et al., 2022; Merzoug et al., 2023) of the reservoir rock framework.
[image: Figure 1]FIGURE 1 | Wellbore pressure in an unfractured well (left) and a fractured sand control well (right).
4.1 Tip screening out sand control fracturing and filling technology
End sand removal fracturing sand control is a fracturing process in which the reasonable design of construction parameters makes the sand plug form at the end (surrounding) of the fracture when the predetermined length is reached, and the sand carrying liquid is continued to be pumped into the fracture. The fracture length no longer increases, but the width keeps increasing, and the fracture conductivity is greatly improved. Generally, there are two different pumping phases, as shown in Figure 2. In the first stage, the fracturing vehicle creates the fracture under high pressure. When the hydraulic fracture length and height reach the expected value, the low sand ratio and high displacement of mortar are pumped into the fracture end to de-sand, and then the fracture extension is terminated. In the second stage, after the end is de-sanded, the sand carrying fluid is pumped to increase the fracture width and finally improve the fracture conductivity (Yushi et al., 2021b).
[image: Figure 2]FIGURE 2 | Schematic diagram of tip screening out sand control fracturing.
The tip screening out process is gradually formed on the basis of hydraulic fracturing technology, which artificially controls the fracture propagation and greatly increases the width of the fracture to achieve the purpose of both increasing production and sand control (Desroches and Thiercelin, 1993; Ortega L et al., 1996; Morita N et al., 1998). In unconsolidated sandstone reservoirs with high permeability, increasing fracture conductivity is more beneficial to increase production than increasing fracture length. The percolation belt with high permeability can make the radial flow direction of fluid oil quasi-linear flow change, which can effectively reduce the production pressure difference, reduce the seepage resistance of crude oil, improve the flow conditions of oil and gas, so as to achieve the purpose of increasing production and sand control (Fan et al., 2001).
Naranjo-Agudelo A J. (Naranjo-Agudelo A J, 2021). carried out the design and simulation of the end sand removal fracturing and filling construction of Lao 168 block of Laohekou Oilfield, optimized the pumping procedure, and carried out the field implementation. Among them, the average oil production of 12 Wells using the end sand removal fracturing technology is 12.82t/d, and the average pre-pressure productivity is only 3.6t/d.
Sand control in unconsolidated sandstone reservoirs can be solved by end-de-sanding technology, and the sand carrying performance of fracturing fluid should be considered in the implementation. By increasing the viscosity of the fracturing fluid, it can effectively improve the sand carrying performance and expand the fracture width. In the end de-sand fracturing, it is advisable to use stage sand addition to ensure the sand control effect (Singh and Sharma, 2023).
4.2 Sand control fracturing with follow-up resin sand
Follow-up resin sand control fracturing is a technical measure with better sand control effect developed on the basis of end sand removal fracturing. In the later stage of fracturing, resin is sprayed on the proppant to form resin sand, and then the resin sand is pumped into the formation as proppant. By controlling the viscosity, displacement and sand ratio of the fracturing fluid, the resin sand is sealed in the way of end sand removal, which softens and solidifies in the formation fracture, thus for mining an artificial well wall with multistage separation and filtration around the well. To achieve sand (Junstate et al., 2008; Katende et al., 2023; Liu et al., 2023; Hasmin et al., 2022b) retention (Figure 3).
[image: Figure 3]FIGURE 3 | Schematic diagram of sand control fracturing process with trailing resin.
Dong C et al. (Dong C et al., 2016) determined the optimal curing time and the compatibility of resin sand and fracturing fluid in the experiment. The accumulated oil increase of 25 Wells was 2865t, and the average daily oil increase of a single well was 2.8t. Wong G K et al. (Wong G K et al., 2003) obtained the economic combination of 4:1 quartz sand followed by resin sand in the experiment, which was successfully applied to Mazhuang oilfield, with a cumulative oil increase of 4002t and an average daily oil increase of 5.47t per well, which was 3t higher than the average daily oil production per well in the block. Tarek M. (Tarek and Leung, 2024). optimized the sand control and fracturing technology of tailing resin sand in Daqing Sazhong and Sanan oilfields, adjusted the proportion of sand added in fracturing and the amount of resin sand, and made the strength of production liquid increase from 4.44t/(dm) in 2004 to 7.01t/(dm) in 2005, which increased by 2.57t/(dm).
4.3 Fiber composite sand control technology
In frac sand control operations, the addition of fibers to the proppant strengthens the proppant in the fracture, reduces the chance of backflow, and helps prevent the formation of fine silt. In 2005, Zhou et al. (Zhou et al., 2006). Proposed fiber composite sand control technology. The general idea includes six aspects: “solution, stability, consolidation, prevention, protection and enhancement”. In the specific construction process, firstly, stimulation measures are adopted to “de-damage” the near-well reservoir, and then treatment fluid containing soft fiber is injected to “stabilize” sand. The fibers are then combined with the resin coating to form a three-dimensional mesh composite structure that “solidifies” the sand. The end de-sanding and fiber-composite technology work together to “prevent” the sand and then inject the well washing fluid that “protects” the reservoir. Finally, the end desanding technique is used to press open short and wide fractures in the reservoir to increase the conductivity of the fractures, thus achieving the purpose of “increasing” production.
The fiber composite sand control technology uses both soft and hard fibers. The positive branch chain of soft fiber will expand when it meets water, absorb fine silt, form fine silt combination, improve the critical velocity, and realize the role of soft fiber “sand stabilization”; The hard fiber colludes with each other to form a three-dimensional network structure through its bending, curling and spiral crossing characteristics, forming a filter layer that can bind the sand (see Figure 4), preventing the fine silt combination from entering the wellbore and realizing the role of “sand retention".
[image: Figure 4]FIGURE 4 | Schematic diagram of sand control principle of hard fiber (3D mesh structure).
In Shibu 3–10 well, fiber composite, clean fracturing fluid and end sand removal are used to form a supporting fiber composite screen-less sand control technology, which has achieved good application effect. Before sand control, the daily gas output is 1.53 × 104 m3, and sand production is serious. After fiber composite sand control operation, the production system of the well remains unchanged, with daily gas of 3.10 × 104 m3 and no sand production (Zhou et al., 2006). Junstate, X (Junstate X et al., 2020) applied fiber composite sand control technology to achieve significant results in Cao104 block. Compared with conventional mechanical sand control technology, the cycle increased oil by 5,051.1t, the average water cut decreased by 2.3%, the average oil-gas ratio increased by 0.38, and the output input ratio reached 4.6.
Fiber composite sand control technology is suitable for gas Wellswith gas cap, bottom water and interzone water (Upchurch, 1999). By adding nano SiO2 to the resin, Klimentos T. (Klimentos T, 2003). improved the mechanical properties of the fiber complex. The strength and compressive strength of the modified resin coated sand control body increased by 36.55% and 63.86%, respectively, and the strength of the fiber complex increased by 26.12%. The application of nano composite materials provides a certain development idea for fiber composite sand control technology.
4.4 Construction tools and construction process
4.4.1 Integrated fracturing sand control string
The integrated fracturing sand control technology uses a single string (Figure 5) to complete the two purposes of fracturing and sand control, which is a stimulation sand control technology. The sand control screen assembly is lowered into the target zone, the formation is fractured, and after fracturing the formation, multistage sand barriers are formed in the screen sheath annulus, perforated hole, near wellbore, and deep formation through high displacement, high sand ratio, and high sand volume extrusion. This technology not only shortens the construction period and reduces the operating cost, but also effectively protects the short and wide fractures formed after the end of the sand removal fracturing to ensure sand control effect (Flores Perez and Shkred, 2020; Yan et al., 2023).
[image: Figure 5]FIGURE 5 | Structure diagram of integrated fracturing sand control tool (Gao Xuefeng 2008)
The fluid flow in the fractured formation presents a bilinear flow mode, which reduces the production pressure difference and oil flow resistance, and impedes sand migration to the bottom hole zone. High conductivity fractures and short and wide fractures formed after fracturing and packing break through the near-wellbore contamination zone to achieve better stimulation, reduce the chance of rock skeleton destruction, and reduce the scouring and carrying capacity of production fluids on sand (Figure 6).
[image: Figure 6]FIGURE 6 | Changes in formation fluid flow patterns before and after fracturing.
The process involves running the bridge packer in the designed position as required. After setting the packer with a pressure, the sealing plug matching the bottom hollow bridge packer is connected to a wire-wound screen, a signalizer, and an integrated fracturing sand control suspension tool. After gradually pressing and stabilizing the pressure for 3min, after the integrated sand control suspension tool is set, pressing to 1820 MPa to open the formation fracturing channel; −The fracturing truck crew is used to carry out fracturing filling operation on the stratum according to the designed parameters and procedures, and the end sand removal is formed by controlling the construction parameters and procedures. Reverse release, and open the circulating filling channel to carry out the circulating filling of the screen sleeve annulus; Pull out the release string and complete the well.
The production layer of well 36-Skew five in Qinghe oil area is the fourth member of Shahejie Formation, with a well interval of 981.4986 m. The oil layer is shallow buried, has high viscosity of crude oil, small median sand size and high mud content, and the oil layer is seriously polluted before production. −Before using the integrated technology of fracturing sand control, the maximum daily output of fluid is 3.2m3/d and oil is 1.6t/d. After the measures, the daily output of fluid is 12.4m3/d and oil are 8.5t/d. The total production of the entire block was higher, demonstrating the effectiveness of the technology.
4.4.2 Stratified construction and integrated sand control string for acidification and fracturing
The unconsolidated sandstone layer is thin and multi-interbedded, and the reservoir is heterogeneous. As a result, it is necessary to use different zonal frac techniques, optimize the design of the process string, use fracturing sand control tools and zonal packers, and optimize the multi-zonal perforation process.
The integrated string (Figure 7) of upper layer acidizing and lower layer fracturing sand control enables inter-interval isolation, sand control and acidizing of formation fracturing, and is left in the wellbore after construction. The inner string is paired with the packer between the setting sections of the outer string. After release, the inner and outer strings are separated to achieve sand control and acidification for fracturing. After construction, the releasing string is removed to reduce the number of operations (Figure 8).
[image: Figure 7]FIGURE 7 | Overall structure diagram of acidizing and fracturing integrated process string.
[image: Figure 8]FIGURE 8 | Schematic diagram of the overall design of the upper acidizing and lower fracturing integrated pipe string.
5 NEW TECHNIQUES FOR SAND CONTROL
To meet the need for sand control in oil production, new sand control technologies have been rapidly developed based on conventional sand control and fracture filling sand control techniques, such as foam polymer resin diversion technology and Zeta potential sand control technology. Foam polymer resin diversion technology mainly involves injecting foam agents into the formation to form a stable foam structure, followed by introducing polymer resins to evenly distribute and solidify them within the foam, thereby effectively sealing the formation sand grains. On the other hand, Zeta potential sand control technology primarily relies on colloidal chemistry principles and surface phenomenology theory. By adjusting the Zeta potential of particles in the formation, it changes the interaction forces between particles, preventing the aggregation and flow of sand grains, thus achieving sand control. Both of these new sand control technologies have their unique characteristics and can meet the need for sand control in oil production to a certain extent, exhibiting great potential for development.
5.1 Foam polymer resin diverting technology
Srinath et al. (2016) proposed a new type of foam polymer resin shunt system based on chemical sand control. The shunt system coupled the characteristics of foam increasing viscosity and improving dispersion degree. After the shunt system is injected into the formation, it enters the high permeability layer with the liquid flow, and the bubbles flow through the pore throat to produce the Jamin effect, which makes the shunt system turn to the low permeability layer in the formation and uniformly cover the whole reservoir. Therefore, the shunt system can solidify a large range of formation sand under formation conditions, reduce the longitudinal anisotropy of reservoir permeability, increase the drainage area of the reservoir, and achieve the purpose of sand control and production increase. The experimental comparison of three shunt systems (foam, polymer resin and foam polymer resin) shows that the foam polymer resin system can recover 70%–75% permeability and maintain good production capacity after consolidation of sandstone.
The shunt system requires precise control of foam and polymer concentration, temperature, pressure and injection rate to ensure shunt effect and resin curing time. Reservoir heterogeneity, degree of fracture development, pore structure, and fluid properties also need to be considered.
5.2 Zeta potential sand control technology
Alfredo et al. (Rawlings, 1958; Upchurch, 1999; Tahirov T et al., 2014) injected Zeta potential changing system (ZPAS) into the formation to change the charge distribution on the surface of sand grains, starting from the control of Zeta potential between liquid and solid surfaces. By making the Zeta potential of the sandstone matrix within the range of +3 to -5mV, the electrostatic repulsion between sand particles and between sand particles and between sand particles and reservoir rocks is reduced, which encourages sand particles to aggregate into large clumps (Figure 9) and move closer to reservoir rocks, thus reducing sand migration (Kalabayev et al., 2021). Sand grains can move relative to each other without losing their ionic attraction and can re-aggregate when the stress in the reservoir changes. The injected chemical ZAPS does not affect formation wettability or permeability, only changes the surface charge of the solid particles and does not react with other chemicals or minerals in the formation, thereby increasing maximum sand-free production and reducing permeability loss.
[image: Figure 9]FIGURE 9 | Scanning electron microscope. (A) Untreated sample; (B) Treated sample.
Kalabayev et al. (2021) perform an experimental sand control operation at the Lam oil field in the South Rihedez Sea, Turkmenistan. After this treatment, the target well experienced a long-term improvement in both the production index and the sand-free flow rate, without damage to the wellbore or reservoir. The technology is not limited by wellbore geometry and can adapt to changing reservoir conditions. In practice, to ensure stability and performance, the system was manufactured using standard mixing equipment, and laboratory testing was performed to optimize the chemical formulation and determine the optimal injection rate.
5.3 Prospect and application
Based on the study of conventional sand control techniques, this research conducted a comprehensive investigation and summary of fracturing sand control techniques and currently emerging sand control technologies. It was found that while existing sand control techniques can effectively address sand production issues in oilfield development to a certain extent, they also pose numerous problems and challenges (Table 5) (Shaffee et al., 2019; Wildhack et al., 2012).
TABLE 5 | Existing sand control technology problems.
[image: Table 5]Currently, the main issues with conventional sand control technologies include poor formation adaptability, limited effectiveness duration, unsatisfactory implementation results, high cost investment, and complex operation processes. Mechanical sand control techniques are typically suitable for coarser sand layers with higher permeability, but their performance is not ideal for fine-grained sand reservoirs. Additionally, equipment such as screens requires regular replacement and maintenance to prevent failure due to sand clogging. Chemical sand control techniques have a shorter duration of effectiveness under long-term erosion, necessitating regular maintenance and updates. The application of chemical agents also incurs relatively high costs and can potentially damage the reservoir formation, reducing its permeability. Similarly, coking sand control techniques can only temporarily address sand production issues and may affect formation conditions and crude oil properties. Precise control of thermal energy is required during its application, making the operation process relatively complex. This article focuses on the research of fracturing sand control technology, which can effectively increase the production capacity of oil wells while achieving good sand control effects. However, its application also poses the issue of complex operation techniques. During the implementation of fracturing and filling, it is necessary to correctly select the size and type of sand filling based on the actual situation, thus requiring high technical proficiency and specialized equipment. Similarly, although new sand control technologies generally have good performance and are environmentally friendly and flexible, they also have issues such as complex operation techniques and high development costs (Gomez et al., 2022a).
Currently, the issues with sand control technology are mainly reflected in its effectiveness, cost, environmental adaptability, and operational difficulty. Therefore, the principles and directions for the implementation of sand control technology in the future will be deepened and innovated based on the challenges and shortcomings of current technology, as well as the new demands of oilfield development.
(1) Principle innovation: Future sand control technology will place greater emphasis on innovation in principles. For instance, the use of special materials for the temperature-tolerant coated sand control process can create artificial well walls with high strength and good permeability, addressing the issues of existing technologies that impact the formation and reduce permeability, thus achieving sand control. For problems such as casing deformation in the oil layer and difficulties encountered during sand washing, the “plugging” process can be used to improve the efficiency and effectiveness of mechanical sand control technology.
(2) Integration and comprehensive sand control: Flexibly adjusting sand control strategies based on different geological conditions and operating environments, and developing towards integration and comprehensive sand control. For instance, shifting from single-well measures to comprehensive management, establishing a four-level management system, developing three specific processes (parameter control, wellbore sand removal, and formation sand control), establishing an integrated work approach for oil and water wells, and ultimately forming a comprehensive sand control system.
(3) Intelligence and automation: Installing sensors and monitoring systems can enable real-time monitoring of sand production in oil wells, and automatically adjust sand control measures based on actual conditions. For example, in the case of fracturing and filling sand control technology, automation technology can be used to intelligently control the fracturing and sand control process, reducing operational difficulty and improving application effectiveness.
(4) Environmental protection and sustainability: Future sand control technology will place greater emphasis on environmental protection and sustainability. For example, in chemical sand control technology, the use of chemical reagents can cause damage to the oil reservoir, thus requiring the further development of chemical reagents that have low impact on the formation and the environment.
It can be predicted that the application prospects of sand control technology are very broad and hopeful. With the continuous increase in global energy demand and the expansion of the scale and depth of oilfield development, the demand for sand control technology, as one of the key technologies to ensure the safe production of oilfields, will also continue to increase. Continuous innovation and improvement of sand control technology will more effectively improve the sand control effect and provide strong support for the sustainable development of oilfields. Secondly, the increase in environmental awareness and the popularization of the concept of sustainable development have made the environmental impact of oilfield development increasingly concerned. Sand control technology, as a technology that can reduce sand production from oil wells and protect formation stability, meets the requirements of environmental protection and sustainable development. Therefore, in the future, sand control technology will play a greater role in environmental protection and sustainable development, promoting the coordinated development of oilfield development and environmental protection. Furthermore, with the advancement of technology and the increasing difficulty of oilfield development, the requirements for sand control technology are also getting higher and higher. In the future, sand control technology will pay more attention to the development of high efficiency, intelligence, and environmental protection. For example, through the use of advanced technologies such as artificial intelligence and big data, precise prediction and optimized adjustment of sand control measures can be achieved; through the research and development of new environmentally friendly materials and technologies, the impact of the sand control process on the environment can be reduced; and through the integration of multiple sand control technologies, comprehensive sand control solutions can be formed to improve sand control effects and economic benefits. In addition, with the strengthening of international cooperation and the development of globalization trends, international exchanges and cooperation in sand control technology will become more frequent and deeper.
6 CONCLUSION
Based on extensive research and analysis, this paper comprehensively summarizes two major factors leading to sand production in oil wells. This phenomenon poses significant challenges to the safe and efficient production of oilfields. To address these challenges, this paper focuses on studying three kinds of fracturing sand control techniques based on the examination of various conventional sand control technologies, and introduces two new sand control techniques. It also analyzes and summarizes their technical principles as well as the issues encountered in field applications. On this basis, it further looks into the future development direction and application prospects of sand control technology. The aim is to provide safer, more efficient, and more cost-effective sand control solutions for oilfield development, thereby promoting the sustainable development of oilfields.
1) The reasons for sand production in oil Wells include geological factors and construction factors. Geological factors, including the geological age of the area around the hole, particle uniformity, cementation and degree of cementation, are indirect factors. Construction factors can reduce sand production by artificially controlling and adjusting construction process methods and parameters.
2) The conventional sand control technology includes mechanical sand control, chemical and control, coking sand control and composite sand control technology. These technologies prevent or reduce sand production through different principles and can meet the production requirements for sand control to a certain extent. However, they all have their own limitations and need to be selected based on specific application scenarios and requirements.
3) With the increasing demand for sand control technology, fracturing and packing sand control technology has unique technical advantages and huge application potential because of its characteristics of increasing production and sand control. The stimulation and sand control principle of fracturing pack sand control technology is to change the pressure distribution pattern and seepage mode around the well. At present, four kinds of fracturing packing sand control technologies, namely, end sand removal, follow-up resin sand, fiber composite sand control and fracture sand control integration, are the development direction of fracturing sand control technology.
4) With the advancement of technology and the deepening of engineering practices, conventional sand control techniques have also been continuously developed and improved. For instance, some novel sand control technologies, such as foam polymer resin diversion technology and Zeta potential sand control technology, have undergone rapid development. Foam polymer resin diverting technology uses foam to temporarily block and turn, and promotes resin to uniformly cover and consolidate sand particles, improve certain permeability of the reservoir and increase the drainage area of the reservoir. Zeta potential sand control technology changes the charge distribution of sand particles by injecting ZPAS, reduces Zeta potential to reduce electrostatic repulsion force, sand aggregates and reduces migration, and increases sand free production.
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Unconsolidated sand reservoirs containing heavy oil play a significant role in hydrocarbon resources, characterized by high porosity and permeability alongside abundant movable fines. During production, these fines can detach and migrate with the reservoir fluids, causing pore plugging and reduced productivity. Visualizing and quantitatively evaluating the evolution of pore structure caused by fines migration under various influencing factors at the microscale is fundamental for devising effective prevention and mitigation measures. This study employs on-line NMR experiments and CFD-DEM simulations to investigate fines migration processes and their effects on physical properties and pore structure at the pore scale. Results indicate that fines migration initiates the formation of a preferential network of migration pathways. The evolution of pore structure demonstrates zonal characteristics along the flow direction, with fines plugging and residual accumulation primarily occurring in the middle/rear section of the core. As the core’s skeleton porosity decreases, fines plugging intensifies; however, at high injection velocity, new dominant flow channels may emerge, leading to a transition from a single-peak to a double-peak T2 spectrum. Below the critical velocity (0.5–1 mL/min), an increase in flow velocity exacerbates severe fines plugging. Conversely, above the critical velocity, an increase in flow velocity results in a more pronounced enhancement of permeability.
Keywords: fines migration, NMR, CFD-DEM, pore structure, fines plugging
1 INTRODUCTION
Heavy oil accounts for a significant portion, approximately 70%, of global hydrocarbon resources, totaling approximately 9–13 trillion barrels, and plays an essential role in oil and gas production (Istchenko and Gates, 2014). Reservoirs containing heavy oil are primarily composed of unconsolidated sand, which facilitate the detachment and migration of fines with the flow of working fluids, ultimately leading to pore throat plugging and a decrease in oil and gas production (Yang et al., 2016b). Reservoir fines are typically defined as mineral particles with a diameter less than 37μm, and these fines often adhere to grain surfaces in a loosely cemented form. The primary source of these removable fines is clay minerals such as kaolinite, montmorillonite, and illite, with some quartz and silica particles also capable of release (Miri et al., 2021). The mechanism of fines migration and plugging is highly dependent on the rock mineral and pore structure, as well as numerous factors such as the type, density, defects, position, and fluid-solid coupling (Wang et al., 2022). These complex mechanisms are often intertwined, with inherent ambiguities and limitations that necessitate comprehensive investigation and thorough clarification.
Regarding theoretical research, fines migration and their accompanying capture process in porous media following fines detachment are also known as deep bed filtration (DBF). The most classic theory on DBF is the model proposed by Herzig et al. (1970), which considers particle mass conservation and particle capture theory. Many scholars have improved upon this model using different modeling methods (Payatakes et al., 1974; Bedrikovetsky et al., 2001; You et al., 2014). As for experimental characterization techniques, most experiments still focus on core testing, particle size-packed (or mineral particle-packed) bed models, and pseudo-2D visualization models (Khilar and Fogler, 1987; Ahfir et al., 2017). A few scholars have employed testing methods such as NMR (Hanafy and Nasr-El-Din, 2016; Kamal et al., 2019; Wu et al., 2019; Hanafy et al., 2022), CT (Wildenschild et al., 2002; Lagasca and Kovscek, 2014; Khan et al., 2017), and SEM (Poesio and Ooms, 2004) to characterize fines migration process. Previous experimental researches mainly focus on the permeability loss or filter coefficient at the macroscopic scale over time. In recent years, numerical simulation has been widely applied in the evaluation of fines migration damage. These numerical simulation methods include the two-fluid model (TFM), discrete phase model (DPM), computational fluid dynamics coupled with discrete element method (CFD-DEM), particle tracking method, and Brownian motion simulation (Koyama et al., 2008; Mondal et al., 2016; Zhang et al., 2017; Jung et al., 2018; Sahan and Kuruneru, 2018; Zhu et al., 2019). The two-fluid method considers particles as a continuous medium and can simulate particle transport without capture (Payman and Timo, 2015). The discrete phase model and particle tracking method (Zhu et al., 2021a) have limited consideration of particle collision and capture processes. Brownian motion simulation is mainly used for the transport of nanoparticles, with sufficient consideration of DLVO forces between particles (Perrot et al., 2007). However, the particles transportation in the reservoir are mainly at the micrometer scale, and its applicability is limited due to computational limitations. The CFD-DEM mehtod considers the interactions between particles-particles, particles-fluid, and particles-pores, and can obtain the microscopic mechanisms of particle transport, deposition, and capture, making it a suitable means for the study of fines migration (Guo et al., 2022; Zheng et al., 2022; Zhu et al., 2022). Generalized CFD-DEM simulations include LES-DEM, LBM-DEM, DNS-IB, etc (Zheng et al., 2022). Currently, the CFD-DEM simulation results for fines migration can be classified into the following categories based on the geometric structure of the porous media: 1) simulation of fines migration in a packed bed model; 2) simulation of fines migration in a relatively realistic porous media (Zhu et al., 2021b; Elrahmani et al., 2022).
Through theoretical, experimental, and numerical simulation analyses, it is believed that the factors influencing fines migration can be categorized into four main domains: 1) pore structure characteristics, 2) fluid properties, 3) temperature (specifically in thermal recovery) and pressure conditions, and 4) operational aspects related to well management (Kudrashou and Nasr-El-Din, 2023). The ratio between fine particle size and pore throat size plays a crucial role in fines migration and retention, particularly in the context of fines plugging (Valdes and Santamarina, 2006). Traditionally, empirical guidelines such as the one-third, one-seventh, and one-fourteenth rules have been proposed to determine fines migration and retention in porous media (Civan, 2016). Experimental results indicate that as effective stress increases, reservoir compaction becomes more pronounced, resulting in less fines detachment (You et al., 2013).
However, fines migration and plugging contribute significantly to permeability reduction. Additionally, the mineral composition influences fines migration, with clay and non-clay minerals exhibiting distinct sensitivity characteristics when interacting with fluids (Russell et al., 2017; Kamal et al., 2019). Minerals like kaolinite and illite are susceptible to pore plugging due to hydration expansion. Factors related to fluid mainly include fluid salinity (Rosenbrand et al., 2015; Song and Kovscek, 2016), pH (You et al., 2019), and fluid composition (Yuan et al., 2018). Lower salinity, higher pH, and the presence of monovalent cations enhance the static electrostatic repulsion between fines and surfaces, rendering fines more prone to detachment. Some studies indicate that higher water content may exacerbate fines migration damage. Moreover, an increase in temperature facilitates fines detachment, resulting in increased permeability damage, though temperature reduction is believed to restore it (Rosenbrand et al., 2015). Regarding drilling operations, flow rate emerges as a critical factor influencing fines detachment and transport, with higher flow rates generating increased drag forces that can lead to greater fines detachment and transport. Moreover, the choice of sand control screens affects the extent of fines migration damage (Wang et al., 2020).
Fines migration manifests in two distinct and opposing outcomes: channeling and plugging (Wang et al., 2005). Upon commencement of reservoir production, loose fines, along with particles and sand grains liberated from rock matrix detachment, ingress into the wellbore alongside the oil and gas stream (Al-Awad, 2001). The liberation of fines from grain surfaces induces a notable augmentation in pore volume and permeability, initiating initial channeling. Consequently, fines may become trapped and aggregate in pore throats and on pore surfaces due to factors like strain/size exclusion and aggregation, precipitating a marked reduction in permeability (Yang et al., 2016b). The magnitude of impairment hinges on the composition and uniformity of the pores and their associated fines.
Literature research indicates that fines migration damage is a critical issue in the production process of unconsolidated sandstone reservoirs. Previous studies have mostly focused on industry-standard core flooding experiments and theoretical model calculations as research methods. Evaluation criteria primarily involve analyzing changes in permeability before and after core flooding. Discussions on influencing factors primarily center around the impact of fluid properties and mineral types on fines detachment and adsorption. However, in the context of reservoir production, quantitatively assessing changes in pore structure and plugging before and after fines migration is essential for developing effective prevention and mitigation strategies. For instance, if fines migration has a positive effect, preventive measures may not be necessary.
Therefore, we selected a sand pack from the Guantao Formation in the Bohai oilfield and used on-line NMR testing combined with CFD-DEM simulation to discuss the impact of different types of reservoirs, fluid velocities on fines migration and pore structure evolution, as well as the mechanisms and development laws of fines migration and plugging from a visualized and quantitative pore-scale perspective.
2 EXPERIMENTAL APPARATUS AND METHODS
2.1 Materials
Rock samples were chosen from the Guantao Formation in the Bohai oilfield, which is characterized by a decline in porosity as depth increases. The upper section primarily comprises Class I (K > 2000mD) and Class II (1000mD < K < 2000mD) reservoirs, whereas the lower section is predominantly composed of Class III (500mD < K < 1000mD) and Class IV (K < 500mD) reservoirs. Three rock samples meeting the experimental criteria and possessing suitable lengths were selected and grouped by reservoir type (Table 1) for fines migration assessment using NMR. Prior to experimentation, a small portion of each rock sample was sectioned to create cast thin sections, facilitating a comparison of pore structure alterations pre- and post-experimentation (Figure 1). The quartz content of the cores ranged from 50% to 80%, feldspar content ranged from 10% to 30%, rock fragment content ranged from 5% to 25%, and mica content ranged from 2% to 8%. Additionally, clay mineral content varied from 5% to 25%, primarily consisting of illite/smectite mixed layer and kaolinite. The experimental fluid simulated formation water, possessing analogous properties to actual formation fluid, with a viscosity of 1.01 mPa·s. The formation water was of CaCl2 type, exhibiting an average total mineralization of 6071 mg/L and a pH range of 7.5–9.0. Research has shown that divalent salts exert a substantial inhibitory influence on fines migration in the presence of monovalent and divalent salts. Under highly alkaline conditions, divalent salts can retain approximately 97% of fines within treated porous media (Assef et al., 2014; Muneer et al., 2022).
TABLE 1 | Physical properties of the samples.
[image: Table 1][image: Figure 1]FIGURE 1 | Cast thin sections before experiments.
Rock Sample I has a porosity of 36.5% and a permeability of 3542mD, indicating good overall pore-throat connectivity. Combining the pre-displacement NMR T2 spectrum, it exhibits a bimodal distribution. The first peak with a T2 value around 0.2 ms accounts for 28.9% of the total signal and represents smaller pores or fine throats, while the second peak around 100 ms, representing larger pores and coarse throats, accounts for 71.1% of the signal. Rock Sample II has a porosity of 34.3% and a permeability of 1582mD, also indicating good overall pore-throat connectivity. The NMR T2 spectrum pre-displacement shows a bimodal distribution as well. The first peak, with a T2 value near 0.4 ms, represents 37.0% of the signal and denotes smaller pores or fine throats, while the second peak around 60 ms, accounting for 63.0% of the signal, represents larger pores and coarse throats. Rock Sample III has a porosity of 31.2% and a permeability of 785mD, indicating relatively poorer overall pore-throat connectivity. The pre-displacement NMR T2 spectrum shows a unimodal distribution, with the peak centered around 1 ms (Figure 2).
[image: Figure 2]FIGURE 2 | Experimental rock sample NMR T2 spectrum.
2.2 Experimental setup
The experimental setup mainly consists of a low-field NMR imaging analyzer, with a Niumai MacroMR12-150H-I NMR device. The NMR core holder is made of PEEK material, and the confining pressure is provided by fluorinated oil. Both the PEEK material and the fluorinated oil do not produce NMR signals, ensuring that the NMR signals detected in the experiment are only generated by the pore water in the core. Flow rate and pressure were monitored at the inlet and outlet, with a flow rate sensor accuracy of 0.007 mL/min and a pressure sensor accuracy of 0.01 MPa. The equipment can obtain the permeability, NMR T2 relaxation spectrum, and imaging of the core to quantitatively characterize the pore water distribution and pore-throat connectivity of porous sandstone under different injection conditions (Figure 3).
[image: Figure 3]FIGURE 3 | Setup of the flow experiment with NMR (not to scale).
2.3 Experimental procedure
The experimental procedures in this study were primarily conducted following the guidelines outlined in the standard “Indoor Evaluation of Reservoir Sensitivity” (SY/T5358-2010), with some modifications made to adapt to the specific circumstances of the study. The experimental steps include: 1) Clean the experimental core samples, and then dry them and measure the air permeability Kg; 2) Vacuum-saturate the core samples with simulated formation water and immerse them for more than 24 h; 3) Insert the fully saturated natural rock sample into the core holder, ensuring that the direction of liquid flow in the rock sample is consistent with the direction of gas flow when measuring gas permeability, and ensuring that no air is left in the system during the entire experimental process; 4) Slowly adjust the confining pressure to 2.0 MPa (to prevent the core from breaking), and ensure that the confining pressure of the core is greater than the inlet pressure of the core by 1–1.5 MPa; 5) Place the core holder containing the rock sample in the on-line displacement device of the NMR instrument and test the nuclear magnetic T2 spectrum and imaging under the saturated state; 6) Inject formation water into the core at flow rates of 0.5–6.0 mL/min (SY/T5358-2010), record the pressure difference at each flow rate, calculate the changes in permeability according to Darcy’s law, and test the NMR T2 spectrum and imaging after the flow rate stabilizes; 7) After the experiment, take out the core, cut it along the longitudinal section, and make cast thin sections to observe the changes in pore structure caused by fines migration (Figure 3).
Cleaning heavy oil cores in loose sandstone is a challenging task. The cores themselves have poor consolidation, making them prone to particle detachment during the cleaning process, with some cores heavily reliant on the consolidation of heavy oil. To begin with, in the preparation of core samples, a freezing method is employed. The cores are immersed in a sealed container of liquid nitrogen for 0.5 h until they are fully solidified. Then, a liquid nitrogen-cooled drilling tool is used to extract cylindrical cores, which are then sectioned to form end faces. Subsequently, the cylindrical cores are encapsulated using a cotton gauze strip. The encapsulated samples are placed in an oil extractor for cleaning, using a cleaning solution composed of benzene, acetone, and ethanol in a ratio of 70:15:15. The cleaning process avoids flooding to prevent core breakage and particle detachment. After heating and evaporating the cleaning solution, the vapor rises, cools, and condenses, dripping into the core chamber. The cores are then flushed and soaked in the condensed liquid to dissolve and separate the crude oil from the rock samples. Although the cleaning efficiency may be lower compared to flooding cleaning, this method ensures the integrity of the cores.
After cleaning the cores, they are wrapped with PTFE tape and then encased in polyethylene heat shrink tubing. A 120-mesh ceramic screen is used as a permeable barrier to protect the end faces of the cores, and PTFE sealing rings are used for fixation. Next, the cores are subjected to vacuum saturation. The vacuum pressure is set at −0.098 MPa, allowing the cores to be saturated with simulated formation water under capillary forces. This process ensures that fines transport within the cores does not occur prematurely.
2.4 Experimental design
As mentioned earlier, the differences in clay mineral types and content, as well as reservoir water properties, in the study area are not significant. The intensity of fines migration is mainly influenced by the petrophysical properties and pore structure of each layer, as well as the extraction rate and reservoir fluid type. Therefore, this study analyzed the fines migration effects on three types of cores with different petrophysical properties and pore structures. Additionally, during the experiments, the evolution of pore structure before and after fines migration was compared at injection velocity of 0.5–6 mL/min (Table 2).
TABLE 2 | Experimental design.
[image: Table 2]3 CFD-DEM SIMULATION
3.1 CFD-DEM coupling method
In this study, we used a CFD program based on Darcy’s law to simulate fluid flow and DEM based on Newton’s second law to calculate particle (fines and rock grains) motion, considering the interaction forces between fluid and particles as well as among particles. No further experimental or theoretical validation of this method will be conducted, as it has been extensively verified in previous studies on fracturing (Huang et al., 2019), filtration (Sören and Jürgen, 2012), and other areas and has been shown to be reliable.
In the simulation, the enclosed area formed by the mutual contact of particles (Grains and fines) is defined as a “domain”. When the fluid flows between any particles in contact, it can be described by a network of connected domains, forming a “pipe” model, in which the flow rate is proportional to the pressure difference (Figure 4). The study developed a fluid-particle-fines coupling module using Python based on the “fluid pipeline” and “fluid domain” models, The flow between two “domains” follows Darcy’s law (Zhang et al., 2013; Zhang et al., 2017).
[image: image]
[image: Figure 4]FIGURE 4 | Schematics of the pore network model for fines migration DEM modeling.
Where, [image: image] and [image: image] represent the diameter and length of the “pipe”, [image: image] is the pressure drop between the two domains.
Within a time step [image: image], the pressure change in a designated “domain” can be expressed as:
[image: image]
Where, [image: image] is the fluid bulk modulus, and [image: image] is the apparent pore volume. The volume change [image: image] of each pore can be calculated by summing the effects of the network “pipe” flow rates that affect the pore after one time step.
[image: image]
Where, [image: image] is the number of “pipes” connected to the pore.
Fines migration and mechanical state are solved in the Lagrangian coordinate system, meaning that their trajectories are tracked through explicit calculations. The equilibrium equation is given by Cundall and Strack (1979) as follows:
[image: image]
Where, [image: image] and [image: image] are the normal and tangential contact forces, [image: image] is the gravitational force, [image: image] is the force exerted on the particle by the surrounding fluid, such as drag force, pressure gradient force, and buoyancy force, [image: image] and [image: image] are the vector radii of the particle and the additional torque of the particle, respectively, [image: image] and [image: image] are the translational and rotational velocities, respectively, [image: image] and [image: image] are the mass and moment of inertia of the particle, respectively.
3.2 Numerical model setup
We employ Itasca’s PFC3D particle flow simulation code to model the migration and plugging process of fines in a skeletal particle model (Itasca, Inc., 2018). First, the pore structural parameters and composition of the sand pack in the study area are determined, and the skeletal particles and fines are generated in the DEM based on the particle size distribution curve and porosity through initial equilibrium, radius expansion, and servo calculation, and the porous model of the reservoir is constructed (Figure 5). The skeletal particle size in the sand pack ranges from 0.05 mm to 1.2 mm, with 80% of particles between 0.2mm and 0.5 mm and an average particle size of approximately 0.3 mm. In DEM simulations, considering computational efficiency and the requirements of empirical drag force equations, the difference in particle sizes should not exceed an order of magnitude. Therefore, we should not include very fine and very coarse skeleton particles. In this study, the discrete element numerical simulation design model considers skeleton particle sizes ranging from 0.2 mm to 0.4mm, following a Gaussian distribution. While the fines diameter is designed to be 0.03 mm based on previous research results, and the fines volume concentration is set at 2%. The actual porosity of the reservoir in the study area ranges from 25% to 35%, and considering the computational efficiency of the DEM simulation, the porosity in this paper is set to 35%–50% (Table 3).
[image: Figure 5]FIGURE 5 | Core model setup for the DEM simulation.
[image: Figure 6]FIGURE 6 | Schematic diagrams of the whole process of the parallel bond diameter attenuation mechanism. (A, B), Schematic diagram of fines migration process. (C), Description of the parallel bond contact between fine-particles, kn, ks, μf denote the normal stiffness, shear stiffness and friction coefficient, respectively, gs is surface gap. (D) Attenuation model of the parallel bond diameter over time.
TABLE 3 | Parameters used in the simulation.
[image: Table 3]Next, different rock mechanics and bonding parameters are assigned to the grains and fines based on their mineral types and contents in the DEM. The mechanical parameters assigned in this study are not the mechanical parameters of the core plug samples, but rather the mechanical parameters of the rock skeleton particles, such as Poisson’s ratio and Young’s modulus. As mentioned earlier, the predominant mineral in this region is quartz. Therefore, the mechanical parameters of the rock skeleton particles are designed to mimic the rock mechanics parameters of quartz particles.
And the adhesive forces are assigned between the grains and fines, where the adhesive forces are simulated using the linear parallel bonding model (Potyondy and Cundall, 2004; Figure 7C). In this study, the DLVO model was not directly utilized to describe the adsorption behavior of fines. During the generation of the porous media model, the skeleton particles were immobilized, and a cohesive force was introduced between the skeleton particles and fines to simulate the bonding process. The cohesive force was implemented using a parallel bond model, and its strength was controlled by factors such as salinity and pH value. Then, a velocity boundary condition of 0.05–1 m/s is applied to the ends of core, and a steady-state flow condition is achieved through enough time steps. When the fluid-fine shear force exceeds the fines-grain shear strength, the adhesive force chain is broken and the fines detach, causing plugging or penetrations in the physical model (Figure 7A). The simulation ends when there is no obvious detachment or movement of fines in the model.
[image: Figure 7]FIGURE 7 | Comparison of the simulated average pressure drop in the sand pack with that calculated by Ergun equation.
As the DEM requires a small enough time step to prevent non-convergence caused by excessive energy, this paper sets the simulation time step at 10–7 s. However, if the interaction forces between CFD and DEM are coupled at each time step, the simulation workload will be very large. Therefore, this paper assumes that the fluid flow velocity remains unchanged within a single CFD grid in a short period of time, i.e., coupling once every 20 DEM time steps. We conduct single-factor analysis on the porosity of the granular grains, fines concentration, pressure, etc.
3.3 Validation
Due to the significant computational load of numerical simulations, a higher injection velocity has been designed to meet the requirement of achieving particle stability within a shorter period (2 s). However, experiments are typically conducted on a minute scale, making direct comparison challenging. Therefore, this study validates the Ergun equation and, concurrently, introduces different grid sizes during the comparison of the Ergun equation to analyze the sensitivity of numerical simulations to grid variations. The fluid resistance loss through the sand pack (without fines) can be explained with the Ergun equation derived by the Turkish chemical engineer Sabri Ergun in 1952. This equation expresses the friction factor in a packed column as a function of the modified Reynolds number. The following extension of Ergun equation proposed by Akgiray and Saatçı (2001) is more suitable for calculating pressure drop in a sand pack.
[image: image]
where: [image: image] is the pressure drop across the sand pack, [image: image] is the length of the sand pack, [image: image] is the equivalent spherical diameter of the particles, [image: image] is the dynamic viscosity of the fluid, [image: image] is the superficial velocity, and the [image: image] is the void fraction of the sand pack. This paper contrasts the results of simulation and analysis of the Ergun equation as follows. A sand pack generating standard cylindrical samples was simulated, with a porosity of 0.5 and the geometric and mechanical properties of the skeleton particles consistent with those in Section 3.2, excluding reservoir fines. The injection fluid velocity was continually adjusted during the simulation to obtain the pressure difference at both ends of the core, thereby comparing it with the Ergun equation and analyzing the accuracy of the simulation results. The simulated average pressure drop exhibited excellent agreement with that calculated from the Ergun equation, as depicted in Figure 7.
4 RESULTS AND DISCUSSION
4.1 Experiment result
From the changes in the NMR T2 spectrum (Figure 8), for sample I, as the injection velocity increased from 1 mL/min to 6 mL/min, there was a noticeable decrease in the area of the left T2 peak, ultimately decreasing by 23%; meanwhile, the area of the right T2 peak showed a significant increase, ultimately increasing by 26%. It is noteworthy that when the injection velocity was between 1 and 2 mL/min, there was a certain degree of increase in the peak area of the small pore throats. This may be attributed to fines migration occurring within the small pore throats at low speeds, leading to increased segmentation. For sample II, as the injection velocity increased to 6 mL/min, there was a noticeable decrease in the area of the peak corresponding to small pore throats on the left side, with the peak area decreasing by 18%, while there was a significant increase in the peak area of the large pore throats on the right side, with the peak area increasing by 7%. This indicates a gradual increase in the number of large pore throats and a corresponding decrease in the proportion of small pore throats, although the magnitude of the increase is much lower than for sample I. Unlike sample I, there was no noticeable rightward shift in the main peak position of the large pore throats, indicating a relatively lower degree of reservoir improvement. For sample III, as the injection velocity increased to 6 mL/min, the NMR T2 spectrum gradually exhibited a bimodal characteristic, with a new peak appearing near a T2 value of 200 ms. This indicates the formation of new pore throats in this type of sample during the displacement process. Meanwhile, there was a certain degree of rightward shift in the peak corresponding to small pore throats, indicating a gradual decrease in the proportion of small pore throats.
[image: Figure 8]FIGURE 8 | Variations in NMR T2 spectra of the different samples at different injection velocities.
The paper also documents the changes in permeability with injection velocity. According to Darcy’s law, the permeability change rate can be defined as the ratio of pressure difference [image: image] at different times:
[image: image]
Based on the permeability change curves, for Sample I, when the injection velocity is below 2 mL/min, there is a rapid increase in permeability with increasing injection velocity. However, when the injection velocity exceeds 2 mL/min, the permeability gradually stabilizes, ultimately resulting in a 190% increase in permeability (Figure 9).
[image: Figure 9]FIGURE 9 | Variations in permeability change of the different samples at different injection velocities.
For Sample II, when the injection velocity is below 0.5 mL/min, there is a slight decrease in permeability, possibly due to particle plugging. In the range of 0.5–2 mL/min, as the fluid shear force gradually increases, a significant amount of fines detach, and plugged fines may also be dislodged, leading to a rapid increase in permeability. When the injection velocity exceeds 2 mL/min, the permeability change stabilizes, resulting in a 159% increase in permeability. Regarding Sample III, when the injection velocity is below 1 mL/min, the permeability gradually decreases to 53%. This reduction is attributed to fines being unable to penetrate the relatively tight rock sample at low velocities, resulting in severe plugging. During this period, no significant changes are observed in the nuclear magnetic resonance curve. However, when the injection velocity exceeds 1 mL/min, the fluid shear force is sufficient to penetrate the fines-plugged region, forming preferential flow channels, leading to a gradual increase in permeability up to 287%.
Figure 10 presents the NMR images at different injection rates in I samples. Overall, there is a noticeable increase in the red high-intensity signal area with increasing injection rate, indicating improved connectivity and larger pore sizes. Additionally, in Figure 10B, it can be observed that at an injection rate of 1 mL/min, there is a distinct network-like pattern in the strong signal, suggesting that during the initial stages of injection, fines migration primarily occurs in dominant pathways, expanding the preferential channels and even forming a network-like wormhole structure as the injection progresses. Furthermore, it is evident that as the injection rate increases, the signal intensity near the inlet of the core becomes more pronounced, while the signal amplitude at the outlet is relatively weaker. This observation indicates that fines detachment is more significant near the inlet, substantial fines detachment and accumulation lead to a certain degree of plugging at the outlet, resulting in a weaker signal intensity.
[image: Figure 10]FIGURE 10 | The NMR imaging of I samples at different injection velocitys.
After injection, observations of the longitudinal section of the cast thin section in I samples (Figure 11) revealed the pore structure evolution. Near the inlet, the rock structure appeared porous, with predominant point contacts between grains. Constricted and point-like throats were the dominant throat types, followed by sheet-like throats. The surfaces of grains and pores near inlet appeared clean, as clay minerals and fines had been detached and transported due to the drag forces exerted by the fluid. Some grains had even experienced a certain degree of loosening. In the middle section of the core, there was a noticeable improvement in pore-throat quality, which was significantly stronger than at the outlet but weaker than at the inlet. Furthermore, the pore-throat extraction image (Figure 11B) revealed distinct strip-like distributions of pores and throats in the middle section of the core, indicating an uneven distribution along the injection direction and the formation of dominant flow pathways. It was evident that the surfaces of grains and the internal regions of pores and throats in the middle section of the core exhibited a significant reduction in fines and clay minerals. However, some remnants were still present. The outlet displayed a more compact structure, with residual fines still present on the surfaces of grains.
[image: Figure 11]FIGURE 11 | Characteristics of cast thin sections of I samples after displacement.
Based on the examination of the post-injection cast thin section in Ⅱ samples (Figure 12), a similar trend to Sample I is observed. The inlet of the sample exhibits a more porous structure, characterized by excellent connectivity and a visually uniform distribution of blue-colored cast pores and throats. In contrast, the rear/middle portion of the rock sample shows the presence of distinct connected bands, representing the formation of preferential flow pathways during injection. However, this region demonstrates a relatively highly compacted compared to the inlet, with a significant presence of fines and clay minerals still adhering to the surface of grains. At the inlet, both the surface of grains and the interior of pores appear clean and devoid of fines. This cleanliness suggests the migration of fines towards the middle and rear sections of the sample during the injection process. In the rear portion of the rock sample, certain throats show partial plugging by fines in close proximity, indicating a tendency for short-distance migration and localized plugging effects.
[image: Figure 12]FIGURE 12 | Characteristics of cast thin sections of Ⅱ samples after displacement.
Upon observing the longitudinal section of the Ⅲ sample after injection (Figure 13), it is evident that the improvement in pore throat is more pronounced at the inlet compared to the midsection of the sample. Post-injection, a significant reduction in clay minerals and fines is observed within the pore throats near the inlet, resulting in clean surfaces of the grains. The rapid reduction of blue-colored cast body pore throats along the injection direction indicates the migration of fines, leading to a decrease in pore radius and even complete plugging, thereby diminishing or eliminating pre-existing pore sizes. The thin section analysis reveals substantial variations in pore throat sizes in the midsection of the rock sample, indicating relatively short distances of fines migration and the prevalent plugging of nearby throats. Notably, the pore quality near the outlet of the core is superior to that of the midsection, likely due to the shorter pathway for fines migration at the outlet. Although no distinct dominant flow channels are discernible in the large thin section, certain large pore throats exhibit signs of aggregation, possibly attributed to the limitation of capturing 3D dominant flow channels within the thin section. Furthermore, the limited occurrence of dominant flow channels formed by Sample III is evident, showcasing a constrained spatial distribution in 3D space.
[image: Figure 13]FIGURE 13 | Characteristics of cast thin sections of Ⅲ samples after displacement.
4.2 Numerical results
4.2.1 The process of fines migration and plugging
From the longitudinal profile of the core sample during fines migration in CFD-DEM simulation, three distinct stages can be discerned:
The first stage corresponds to the detachment and migration of fines. At the onset of fluid injection, fines are initially distributed uniformly within the core, without prominent plugging. Consequently, fluid velocities are relatively homogeneous throughout the core, and fines at different locations detach and migrate concurrently.
The second stage is characterized by fines plugging. As fluid injection continues, a significant number of fines start to migrate. However, fines at different locations within the core undergo varying migration distances. Fines near the outlet only need to travel short distances to exit the core, while those near the inlet must traverse the entire core, encountering a higher probability of throat obstructions along their path. Moreover, the accumulation of fines in the midsection of the core exacerbates plugging in that region. Once throats along the migration path become plugged, subsequent fines either accumulate at the plugging site or circumvent the obstructions to continue their migration.
The third stage signifies flow stabilization. At this stage, fines capable of flowing out of the core have already done so. The remaining fines are confined within the core, unable to migrate, resulting in a steady flow rate (Figure 14).
[image: Figure 14]FIGURE 14 | Longitudinal cross-section slices of fines migration at different time steps in CFD-DEM simulation. (Grain size range: 0.1–0.2 mm, migrating fines size: 0.015 mm; Injection velocity: 1 m/s).
It is evident that fines migration and plugging exhibit distinct zones. At the inlet, where the influx of fines is relatively low, the surfaces and interiors of the grains remain relatively clean, with only localized areas showing minor signs of fines plugging. On the other hand, at the core outlet, all migrating fines must pass through this section. It is still significant due to the shorter migration distance for fines near the outlet and the filtering effect of the midsection on larger fines, although the plugging severity is less pronounced than at the middle section. However, it is in the core midsection where the most severe plugging occurs. This is because fines from both the inlet and the midsection have to traverse a longer distance, leading to a higher likelihood of plugging. These findings are consistent with the observations made from the examination of cast thin sections in the previous experiments, further corroborating our understanding of fines behavior during migration and plugging processes.
From the porosity variation curve (Figure 15A), it is evident that the porosity near the inlet undergoes a rapid initial increase with increasing time steps, reaching a gradual stabilization around 0.2 s. At this point, the inlet becomes virtually devoid of migratory fines. In the middle region of the core, the porosity initially experiences a gradual decline, possibly attributable to the accumulation of fines received from the inlet. Subsequently, after approximately 0.1 s, a gradual porosity increase is observed, indicating the absence of new migratory fines from the inlet and the progressive migration of fines from the middle region towards the outlet. However, it is noteworthy that the increase in porosity in the middle region of the core remains significantly lower than that at the inlet, implying the presence of severe plugging phenomena. Prior to 0.1 s at the outlet, no discernible changes in porosity are observed, suggesting a delicate equilibrium between the inflow and outflow of fines at this particular region. However, after 0.1 s, a slight increase in porosity is observed at the outlet, indicating that the fines supply rate is lower than the outflow rate, yet rapidly reaching a new state of equilibrium. These findings underscore the occurrence of plugging phenomena at the outlet, with subsequent fines predominantly bypassing the plugging regions and continuing their migration forward.
[image: Figure 15]FIGURE 15 | The variation of porosity at different locations with time steps.
From the perspective of the permeability change curve (Figure 15B), it is evident that the processes of fines migration and plugging occur swiftly. Prior to 0.2s, the permeability experiences a rapid decline due to the limited quantity of fines flowing out of the core and the occurrence of plugging at specific locations. Subsequently, the permeability undergoes a rapid increase, indicating a substantial outflow of fines from the core, while the plugging process ceases to escalate. By approximately 0.4s, the permeability stabilizes, denoting the absence of mobile fines. Overall, the permeability exhibits a rising tendency, ultimately reaching a final value of 113%.
4.2.2 The impact of skeletal porosity on fines migration
According to previous research on particle plugging, it has been demonstrated that the probability of critical bridging exponentially increases with the ratio of particle size to throat size. A higher skeletal porosity provides a larger pore volume available for fines transport, allowing for more efficient fines movement through the rock matrix. This results in a reduced likelihood of fines plugging and improved permeability. From Figure 16, it can be observed that at a skeletal porosity of 35%, there is virtually no fines discharge, and a significant number of fines still adhere to the grain surfaces, leading to severe plugging. As the skeletal porosity increases to 39%, a small quantity of fines is discharged at the outlet of the core, but significant plugging persists throughout the core, particularly in the middle and rear sections. When the skeletal porosity reaches 45%, a substantial number of fines is discharged at the outlet, yet some throats in the middle and rear sections of the core remain partially plugging, while no adhering fines are found within the pore throats at the inlet. At a skeletal porosity of 50%, nearly all fines are discharged, with only a few fines plugging in the throats of the rear section.
[image: Figure 16]FIGURE 16 | Longitudinal profile slices of fines migration under different skeleton porosities. (Grain size: 0.15mm, fines size: 0.015mm, injection rate: 1 cm/s).
From the porosity change curve (Figure 17A), it is evident that at a skeletal porosity of 35%, the porosity remains relatively stable, indicating a limited migration distance for fines. However, the permeability change curve (Figure 17B) shows a substantial decline to 91%, highlighting the severity of fines plugging. At a skeletal porosity of 39%, there is no significant variation in porosity at the outlet and middle sections of the core, with a slight decline even observed. Nevertheless, there is a slight increase in porosity at the inlet, suggesting the occurrence of fines plugging from the inlet towards the rear section of the core, resulting in a reduced permeability of 95%. As the skeletal porosity reaches 45%, the inlet porosity experiences a moderate increase of 1.2%, whereas the outlet and middle sections only exhibit a marginal rise of 0.2%, accompanied by anmporosity decrease during injection. This indicates that fines plugging initially transpires in the rear section of the core but gradually gets resolved over time. The permeability change curve corroborates these observations, as it demonstrates a minor decline in permeability prior to 0.2s, followed by a subsequent increase and stabilization at 105%. Ultimately, at a skeletal porosity of 50%, the entire core experiences a noticeable increase in porosity, and the post-injection permeability elevates to 112%.
[image: Figure 17]FIGURE 17 | Evolution of porosity and permeability under different skeleton porosity.
4.2.3 The impact of injection rate on fines migration
In sand pack, the majority of fines are primarily attached to the surfaces of grains through weak cementation, while a small fraction remains suspended within the pores. As the fluid flows, the shear forces between the fluid and fines can overcome the weak bonding, leading to fines detachment and subsequent migration. The drag force exerted on fines by the fluid is directly proportional to the flow velocity. Consequently, higher flow velocities facilitate greater fines detachment and faster migration. Figure 18 presents longitudinal cross-sectional slices illustrating the migration of fines under different injection rate. At an injection rate of 0.05 m/s, minimal fines discharge is observed at the outlet, with the majority of fines loosely retained in their original positions, indicating limited fines detachment. However, at displacement pressures ranging from 0.1 m/s to 0.5 m/s, fines migration occurs, with only a small number of residual fines found at the inlet, while a substantial accumulation and plugging of fines occur in the rear section of the core. The increased severity of plugging at lower injection rate may be attributed to two factors: 1) Insufficient shear forces within certain pores due to the lower velocity, thereby impeding fines detachment; 2) Lower velocity result in smaller pressure differentials across the plugging layer, rendering it more resistant to disruption and enhancing its stability. Finally, at an injection rate of 1 m/s, localized plugging occurs with a significant discharge of fines from the core.
[image: Figure 18]FIGURE 18 | Longitudinal profile slices of fines migration under different injection rate. (Grain size: 0.1–0.2mm, fines size: 0.015mm, skeleton porosity: 40%).
From the incremental porosity curve (Figure 19A), it can be observed that at an injection rate of 0.05 m/s, the porosity increment remains around 0%, indicating limited detachment and migration of fines. At an injection rate of 0.1 m/s, the porosity near the inlet shows a gradual increase of approximately 0.4%, while a slight decrease in porosity is observed in the rear section of the core, suggesting that fines plugging predominantly occurs in the rear section. When the injection rate is increased to 0.5 m/s, the porosity near the inlet exhibits a rapid increase, reaching approximately 0.5% within 0.2 s, while the porosity in the rear section of the core experiences a slight decrease. At an injection rate of 1 m/s, the overall porosity of the core increases rapidly, with the inlet showing an increment of approximately 0.6%, and the rear section exhibiting an increase of around 0.2%.
[image: Figure 19]FIGURE 19 | Evolution of porosity and permeability under different injection rate.
From the permeability change curve (Figure 19B), it can be observed that when the injection rate is below 0.1 m/s (critical velocity), the permeability exhibits a downward trend. Moreover, in this range, as the injection rate increases, the decrease in permeability becomes more pronounced due to the higher number of detached fines. However, when the injection rate surpasses 0.1 m/s, the permeability demonstrates an initial decline followed by an upward trend. Around 0.2 s, there is a rapid decrease in permeability followed by a swift recovery, ultimately surpassing the initial permeability. This suggests that maintaining an optimal production rate is crucial in mitigating the detrimental effects of fines migration, preventing excessive sand production, and effectively enhancing permeability in unconsolidated sandstone reservoirs.
To accurately calculate the inflection point, it is necessary to consider the bridging and blockage probability of fines under different pressure differentials, as well as the blockage layer shear failure caused by pressure accumulation. However, there is currently no definitive publicly available literature discussing the diagram for particle blockage layer failure. When the pressure differential is large, the blockage and shear failure of particles are relatively rapid processes. Therefore, the inflection point [image: image] can be approximated as the time for fines to flow out of the core from the entrance, which can be approximated by the relationship formula of core length ([image: image]), capillary tortuosity ([image: image]), and injection velocity ([image: image]).
[image: image]
4.2.4 The impact of viscosity on fines migration
In traditional studies of fines migration, the fluid is primarily regarded as single-phase formation water, thereby quantitatively considering factors such as pH value, electrochemical properties, and ion content on the initiation, detachment, and expansion properties of clay minerals. However, in actual reservoirs, fines migration and plugging occur alongside oil or water production. Due to the difficulty in preparing cores, conducting a large number of crude oil displacement experiments is relatively challenging. Therefore, this study investigates fines migration under conditions of single-phase water (1 mPa·s), oil-water mixture (5–10 mPa·s), and heavy oil phase (100 mPa·s) by varying fluid viscosity. It can be observed that at a velocity of 0.1 m/s, when viscosity increases from 1 mPa·s to 100 mPa·s, most fines are transported out of the core and accumulate at the outlet (Figure 20). There are fewer remaining fines at the inlet and middle of the core, with some fines remaining and accumulating at the outlet end of the core. The change in viscosity has little impact.
[image: Figure 20]FIGURE 20 | Longitudinal profile slices of fines migration under different fluid viscosity. (Grain size: 0.1–0.2mm, fines size: 0.015mm, skeleton porosity: 50%).
From the incremental porosity curve (Figure 21A), when the viscosity increases from 1 mPa·s to 100 mPa·s, the overall shape of the curve remains similar. It shows that the porosity at the injection end of the core increases significantly, the porosity in the middle of the core slightly increases, and the porosity at the outlet end of the core initially decreases and then increases, maintaining a stable characteristic, with the rate of change in porosity at the outlet end eventually stabilizing at around 0%. This indicates that fines migration from the injection end to the rear of the core results in blockage. A similar trend is reflected in the permeability curve, with the curve shape remaining largely unchanged with variations in viscosity, and the final permeability increasing to around 116%.
[image: Figure 21]FIGURE 21 | Evolution of porosity and permeability under different viscosity.
5 CONCLUSION
In this research, the combination of on-line NMR testing and CFD-DEM simulation was employed to investigate the fines migration behavior in different porous sand pack. The study focused on visually and quantitatively evaluating the evolution of pore structure and permeability during fines migration at the pore scale. The following research conclusions were obtained:
During fines migration, a network of preferential flow channels is initially formed, and the evolution of pore structure exhibits a zonal characteristic. Overall, there is a decreasing trend in the proportion of large pores and coarse throats along the direction of water flooding, with fines plugging and residue predominantly observed in the rear section of the core.
As the skeletal porosity increases, there is an increase in the proportion of medium to large pores and throats (T2 peak), indicating an improvement in the pore structure and permeability. However, as the core becomes denser, fines plugging gradually intensifies. Under high injection rate, the formation of new dominant flow channels may cause a transition from a single-peak to a double-peak T2 spectrum.
Fines migration requires the fluid-induced drag force to overcome the adhesive force between fines and grains, leading to fines detachment and subsequent migration. At low velocities, fines migration distances are short, and local retention and plugging are more likely to occur, primarily resulting in particle migration damage. Below the critical velocity, an increase in flow velocity actually leads to more severe plugging. However, as the flow velocity increases, the fines migration distance becomes longer, resulting in more significant improvements in pore-throat and permeability. Above the critical velocity, an increase in flow velocity leads to a more pronounced enhancement in permeability. The change in viscosity has little impact.
The above conclusions have implications for production processes, where they may manifest as enhanced permeability in the far-field and plugging near the wellbore. Therefore, effective mitigation of plugging near the wellbore is crucial in preventing and controlling fines migration damage during production. Additionally, maintaining an appropriate production rate is a key factor in preventing fines migration-induced damage, excessive sand production, and effectively enhancing permeability.
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It has been widely accepted that China is one of the biggest natural gas consumers. Related to the imports of LNG, China stands in a very uncomfortable situation. Most domestic gas reservoirs fall within deep water drive gas reservoirs inordinately, which has entered the production depletion stage. Accurate estimation of SEC recoverable reserves of deep water drive gas reservoirs is of great significance for gas consumption planning and peak shaving. The existing calculation methods of recoverable reserves mainly consist of static methods and dynamic methods. In the early stage of exploration and development, the volumetric method has often been utilized to calculate the recoverable reserves. With the continuous development of gas reservoirs, the main methods for evaluation are dynamic methods, including the successive subtraction of production method, water drive curve method, prediction model method, attenuation curve method, improved virtual curve method, and material balance method for deep gas reservoirs.
Keywords: underground energy, recoverable reserves, evaluation methods, water drive gas reservoir, material balance method, static and dynamic methods
1 INTRODUCTION
Since the beginning of the 21st century, the natural gas industry in China has witnessed remarkable growth, as shown in Figure 1: the domestic natural gas output has increased rapidly from 274 × 108 m3 in 2000 to 2,201.1 × 108 m3 in 2022. Additionally, the proportion of natural gas in the total primary energy production has increased significantly, increasing from 2.6% in 2000 to 5.9% in 2022 (Statistics, 2023). With the proposal of the dual carbon goal, natural gas is increasingly being recognized as a clean and low-carbon fuel source.
[image: Figure 1]FIGURE 1 | NG production and consumption in China from 2000 to 2024.
China boasts rich natural gas resources. To ensure national energy security and achieve the dual objectives of economic development and environmental protection, the government has been committed to vigorously enhancing domestic oil and gas exploration and development. Natural gas exploration and development has broadened its scope, moving beyond structural gas reservoirs to lithologic gas reservoirs and covering a range of different types of gas reservoirs, including single carbonate gas reservoirs, loose sandstone gas reservoirs, low-permeability tight gas reservoirs, volcanic gas reservoirs, shale gas, coal bed gas, and others (Xie et al., 2018). The depth of gas reservoirs has also expanded, ranging from shallow to deep and ultra-deep layers. Gas reservoir exploration has also expanded from onshore to deep water areas (Lv et al., 2023; Zhang et al., 2023).
At present, the main high-quality gas fields that have been built for more than 10 years have entered the production depletion stage (Li, 2021). At present, water drive gas reservoirs account for the majority of the gas fields that have been put into development in China (LiaoXu and Yu, 2024). The low recovery degree of gas fields and the production of water are the main reasons for the significant decline in production (Figure 2). Different from water drive reservoirs, as soon as water starts to produce, it does not play a role of driving force but will remarkably reduce the natural gas productivity. In tight water drive gas reservoirs, the measurements of fracturing are essential for later production-based accurate recoverable reserve data (Xie et al., 2022). Bottom water coning and edge water advancing make the water–gas ratio rise continuously (Wu et al., 2020; Qiu et al., 2023), and gas wells would stop pumping and producing due to wellbore accumulation, which seriously affects the gas well productivity, and the recovery rate is lower than that of constant volume gas reservoirs, as shown in Table 1. As a common type of gas reservoir, water drive gas reservoir has already formed a set of mature development theory and field practice experience.
[image: Figure 2]FIGURE 2 | Water drive gas reservoirs and the recognition diagram of water influx modes (Huang et al., 2022).
TABLE 1 | Recovery efficiency of different gas reservoirs.
[image: Table 1]The national standard of the Classification of Oil and Gas Resources/Reserves (GB/T 19492-2004) (Administration, 2004) and the industry standard of the Code for Calculation of Oil and Gas Reserves (DZ/T0217-2005) (China, 2005) subdivide reserves into four categories: geological reserves, technically recoverable reserves, economically recoverable reserves, and remaining economically recoverable reserves (Wang et al., 2022). In Figure 3, the classification of development reserves clearly demonstrates the difference in various reserves. Technically, the recoverable reserve refers to the amount of natural gas that is expected to be eventually recovered from discovered gas reservoirs under current technical conditions and government regulations, also known as ultimate recoverable reserves, which is equal to the final cumulative production. Economically recoverable reserves refer to the amount of natural gas estimated and economically recoverable according to the current economic and technical conditions (price, cost, new investment, etc.). In the stage of submitting proved reserves, the technical recovery and economic recovery of the same type of gas reservoir are generally compared in China so as to demarcate the technical recoverable reserves and economic recoverable reserves of the gas reservoir. Scholars have made a more in-depth study on the calculation of recovery and recoverable reserves of water drive gas reservoirs. The calibration of recoverable reserves is the most important thing in exploration and development, and it is very meaningful for upstream oil and gas enterprises. Apart from mathematical algorithmic methods to calculate the recoverable reserves, through advanced deep learning technology, the accuracy and efficiency of reservoir recoverable reserve can also be improved (Deng et al., 2024).
[image: Figure 3]FIGURE 3 | Classification of development reserves. P is the formation pressure, MPa; Z is the gas deviation factor, dimensionless; G is the gas reservoir geological reserves, m3; subscripts e and a are arbitrary conditions and abandonment conditions, respectively (Wei et al., 2021).
For water drive gas reservoirs, the calculation methods of recovery efficiency and recoverable reserves are various, which can be roughly divided into static and dynamic methods. These methods and equations are listed in Tables 2, 3.
TABLE 2 | Description of different production decline types.
[image: Table 2]TABLE 3 | Calculation methods of recoverable reserves of the gas reservoir.
[image: Table 3]2 THE STATIC METHOD
2.1 The volumetric method
In the exploration and development stage of the gas reservoir, the static volume parameters of the reservoir (Xiao et al., 2013) are interpreted by using the obtained seismic, geological, drilling, coring, logging, oil testing, well testing, reservoir fluid sampling, and other data (Xiao et al., 2013) to calculate the original geological reserves of the gas reservoir. The calculation formula is given as follows in Eq. 1:
[image: image]
where G means geological reserves and A represents the gas reservoir area. h means formation thickness. ϕ means porosity of the formation. Sgi and Bgi represent the initial gas saturation of the reservoir and natural gas volume factor, respectively. pi means the original gas reservoir pressure, and psc means the standard pressure. T and Tsc represent the temperature of the gas reservoir and that under the standard condition, respectively. Zi is the natural gas initial deviation factor.
The recoverable reserves calculated by the volumetric method are the product of static geological reserves and recovery efficiency. The recoverable reserves of gas reservoirs can be preliminarily determined during the exploration and development stage by the method of calibrated recovery efficiency. The gas reservoir recovery efficiency can be calibrated by analogy and empirical formula methods, and the calculation accuracy depends on the matching degree between the gas reservoir type and empirical formula. The calculation principle of geological reserves by the volumetric method is to assume the gas reservoir is equivalent to an oil storage tank with a certain thickness and gas-bearing area. However, the formation condition of the actual gas reservoir is very complicated, and it is difficult to obtain accurate parameters of the reserves (such as effective thickness of the reservoir and gas-bearing area). Since there are many parameters used during calculation, the accuracy of the results depends on the accuracy of the parameters. The calibration of recovery efficiency includes empirical formula and analytical methods. The accuracy of the calculation results by the empirical formula method depends on the matching degree between the gas reservoir type and empirical formula. The analytical method is derived from the material balance method and is suitable for the gas reservoirs in the late stage of development.
The evaluation of reserves runs through the whole process of gas reservoir development. The prediction model can not only predict the production and recoverable reserves of the gas field but also predict the recoverable reserves increased due to development adjustment of the gas field, which is an important part of gas reservoir engineering. Decline curve analysis and water drive characteristic curve methods are common forecasting methods. However, the former method is only applicable to the decline stage during production, while the latter method is only applicable to the water drive gas reservoir, and the comprehensive water cut reaches more than 50%. This paper mainly discusses the forecast of the decline curve analysis method.
At present, many prediction models can be applied in forecasting the production and cumulative production of gas fields during the whole process, including the HCZ production model, Hubbert model, Weng cycle model, Class I generalized mathematical model, and Class II generalized mathematical model.
3 THE DYNAMIC METHODS
3.1 Successive subtraction of production method
Based on principles of mathematical statistics, the successive subtraction of production method, which is widely used by the reservoir engineers, can be applied to calculate recoverable and remaining reserves of reservoirs with the application of various distribution regularities (Chen et al., 2015; Chen, 2021). As early as 1908, Arnold and Anderson first proposed the concept of production decline. In 1921, Roswell H. Johnson introduced the concept to petroleum engineering and analyzed decline curves of several typical reservoirs. In 1945, J. J. Arps derived a series of different types of expressions of successive subtraction of production on the basis of empirical statistical models. Until today, the Arps successive subtraction curve method is still a prior method to predict the production and recoverable reserves in Western countries and also widely used in the middle-late stage of Chinese reservoirs. The most common methods of successive subtraction of production are presented in Table 1. There are several basic hypotheses when analyzing the successive subtraction curve:
(1) Comprehensive data on dynamic production can be provided, with a downward trend of production which boasts rationality and certainty.
(2) The trend of predicted production is in line with that of actual production.
(3) Economic limit has been clarified.
When assessing reserves, it is necessary for the estimator to consider factors that affect the characteristics of production decline, such as reservoir rock, fluid properties, unstable and stable flows, changes in the exploitation condition, and depletion mechanisms.
3.2 Water drive curve method
Although water drive gas does not equal water drive oil totally and the mechanisms are quite different, there is a semi-logarithmic linear relationship between cumulative gas production and cumulative water production in water drive gas reservoirs (LiZhang and Chen, 2010; Gou et al., 2013; Yao, 2016) in Eq. 2. Most publications state that the water drive curve method is only applicable for reservoirs at the mid-high water-cut stage. The water drive characteristic curve should be regressed, and a parallel line of production data should be selected to calculate the and the mechanisms are quite different, there is a semi-logarithmic recoverable reserve when applying practically in Eq. 3.
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The corresponding cumulative gas production can be confirmed as the recoverable reserve when the water–gas ratio reaches the maximum:
[image: image]
3.3 Prediction model method
The mathematical model can be adopted to predict the recoverable reserve, aiming at the production change after reservoirs go into production in the prediction model method based on statistical laws (Yu et al., 2023).
Prediction model methods mainly fall into two categories, the unimodal periodic model and cumulative growth model, respectively, including the Weng cycle model in Eqs 5, 6, Logistic model in Eqs 7, 8, Rayleigh model in Eqs 9–11, Weibull model in Eq. 12, HCZ model in Eq. 13 and Hubbert model in Eq. 14.
(1) Weng cycle model:
[image: image]
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(2) Logistic model:
[image: image]
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(3) Rayleigh model:
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(4) Weibull model:
[image: image]

(5) HCZ model:
[image: image]

(6) Hubbert model:
[image: image]
where Q is gas production per unit time and t is relative development time; the parameters a, b, and c are the constants of the prediction model, while Γ(b+1) means Γ(b+1) = b when b is a positive integer.
The actual production data are plugged into abovementioned models; then, the optimum model parameters can be confirmed to calculate the predicted recoverable production through regressing and fitting based on the linear trial and error.
3.4 Attenuation curve method
In 1995, Zhang proposed a new reciprocal attenuation equation (Pan, 2012) based on the attenuation curve studied by predecessors. This equation is convenient, accurate, and fast, and can quickly calculate the recoverable reserves of oil and gas fields in the decline period. The expression is as follows in Eqs 15, 16:
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3.5 Improved virtual curve method
The relationship between pseudo-abandoned formation pressure and recoverable reserves can be derived from the reservoir volumetric calculation formula under original and abandoned conditions. The curve drawn by the formula is called the virtual curve. The p/Z and G relationship curves are drawn according to the dynamic production data on the water drive gas reservoir, and in the same figure as the virtual curve, the intersection point of the extension line of the decompression and reduction reserve curve and the virtual curve is found. The vertical coordinate of the intersection point is the pseudo-abandonment pressure value of the water drive gas reservoir, and the cumulative gas production corresponding to the horizontal coordinate of the intersection point is the recoverable reserve (Liu et al., 2007; WangChen and Zhang, 2017).
The natural gas surface volume under original conditions can be calculated through the following expression in Eq. 17.
[image: image]
Under abandoned conditions, the surface volume of remaining natural gas can be calculated through the following expression in Eq. 18.
[image: image]
Combining formula a and formula b, it is considered that the formation temperature remains unchanged in Eqs 19–21.
[image: image]
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3.6 Material balance theoretical model of the gas reservoir
Experts at home and abroad have deduced various material balance equations, which are widely used to calculate the recoverable production.
In the whole process of gas reservoir production, the properties of fluid will change with the decrease in pressure. A general formula of the material balance equation can be established by using the theory of molar balance (Shi et al., 2022).
Based on the principle of molar balance, a general formula of the material balance equation for gas reservoirs with natural water drive and gas injection is established. After that, an analytical model can be proposed to calculate the maximum pressure threshold that can be induced with extra data based on the material balance equation (Cai and Dahi Taleghani, 2022). The assumptions are as follows: each component in the gas reservoir is homogeneous. The fluid properties at any time are determined by the formation pressure, and the pressure is in equilibrium at all places (Cai and Dahi Taleghani, 2021). The formation temperature is constant temperature. Ignoring capillary force and gravity in gas reservoir, the produced oil and gas uniformly come from different parts of the reservoir in Eq. 22.
[image: image]
Under the condition of known geological reserves, the size of recoverable reserves can be obtained by calculating the amount of water invasion combined with the abandonment pressure (Wei et al., 2020; Xue et al., 2022). Water influx and dynamic recoverable reserves are two critical parameters in the design of water drive gas reservoirs (Du et al., 2018). The expression of water influx can be derived based on water influx we have obatined. Evaluation of the intensity of water energy is applicable for further waterproof and water dealing (Hu et al., 2017; HuChen and Li, 2022).
The non-linear material balance method is based on the material balance equation of the water drive gas reservoir, and the empirical formula lnω = BlnR can be utilized to draw the theoretical chart of dimensionless apparent pressure and recovery degree of the water drive gas reservoir (HuLi and Songdai, 2013; Tan et al., 2021; Lv et al., 2022) in Eq. 23.
[image: image]
On the basis of the concept of plate fitting method and the dynamic production data, the actual and theoretical curves of the dimensionless pseudo-pressure and the recovery rate can be fitted successfully through adjusting the parameters (Xin et al., 2018; Ma et al., 2023).
This method can be utilized to make the theoretical chart of gas reservoir recovery degree and dimensionless pressure, where parameter B reflects the strength of water energy of water drive gas reservoirs. The general water drive condensate gas reservoir 1 < B<∞; the larger parameter B represents a weaker water energy. On the contrary, a smaller parameter B means stronger water energy. When B > 4.0, the water invasion is not quite severe. Only the pressure and cumulative production data are required to calculate dynamic reserve and water invasion directly in the non-linear material balance method. Meanwhile, the index of water drive intensity in gas reservoirs can also be confirmed.
Then, the recoverable reserves are calculated according to the recovery efficiency. This method is suitable for the dynamic reserve calculation of a single well or single pressure system. The results can be obtained by using the least square method to automatically fit the objective function of laminar flow pressure and cumulative production.
For water drive gas reservoirs with fractures, their geological reserves and recovery efficiency are difficult to evaluate. Unless there are good analog reservoirs, it is difficult to ensure that the evaluation results can be certain to use. For water drive gas reservoirs with fractures, some scholars consider water to seal gas on the basis of this method waiting to be improved (Tan et al., 2021). In order to clarify the characteristics of non-uniform water with slow speed in gas reservoirs with water and fractures, based on the dual action mechanism of water invasion and charging formation energy and gas in the blocked reservoir, and considering the development scale of fractures, the reservoir non-uniformity coefficient (A) is introduced to characterize the degree of reservoir physical non-uniformity. Then, a material balance method considering the phenomenon of water-sealed gas was established, and on this basis, the water invasion characteristic curve chart of gas reservoirs with water was drawn. The formula obtained is as follows in Eq. 24:
[image: image]
After fitting the production data, the fitted curve in Figure 4 can be obtained (Tan et al., 2021). On the basis of knowing the abandonment pressure, the recovery rate can be confirmed, and successively, the recoverable production can be calculated.
[image: Figure 4]FIGURE 4 | Chart of the non-linear material balance method (Tan et al., 2021).
4 CALCULATION EXAMPLE
There is a water drive gas reservoir controlled by a single well. In terms of the unstable well test in the field, core analysis, and the current production dynamics, the basic parameters of the single well and the gas reservoir are obtained herein.
The well radius Rw is 0.1 m, the reservoir thickness h is 44.4 m, the temperature of the reservoir T is 440.8 K, the relative density γg is 0.6972, the drainage radius Re is 967 m, the permeability of the reservoir K is 5.72 mD, the initial formation pressure pi is 42.14 MPa, the bottom hole pressure pwf is 13.16 MPa, the current production qsc is 4.06 × 104 m3/d, water production qw is 16.26 m3/d, the deviation factor Z is 0.9, the initial volume factor Bgi is 0.004, the formation water volume factor Bw is 0.9909, the formation water compressibility factor Cw is 0.000641 MPa−1, the rock compressibility Cf is 0.000946 MPa−1, the current cumulative gas production Gp is 3.5461 × 108 m3, the current cumulative water production Wp is 2.7558 × 104 m3, and the connate water saturation Swi is 0.21. Meanwhile, the relative permeability curve of two phases of water and gas is demonstrated below in Figure 5.
[image: Figure 5]FIGURE 5 | Gas–water two-phase relative permeability curve.
According to the actual production data and various parameters obtained, the relation curve between gas viscosity μg and pressure p can be drawn (Figure 6), and the relation formula can be fitted as well. In terms of the gas–water two-phase relative permeability curve, the corresponding relation of p with Krg and Sw can be calculated, and the charts are shown below. Although Krg and Sw change a lot when p < 5 MPa, yet Krg and Sw would have a linear change. In terms of field data, the current bottom flow pressure is 13.16 MPa and 42.14 MPa, so the current formation pressure range should be 13.16–42.14 MPa. Under the current formation pressure, Sw and Krg with p should meet the linear change, as shown in Figures 7, 8.
[image: Figure 6]FIGURE 6 | Relation curve between gas viscosity μg and pressure p.
[image: Figure 7]FIGURE 7 | Relation curve between water saturation Sw and pressure p.
[image: Figure 8]FIGURE 8 | Relation curve between gas-phase relative permeability Krg and pressure p.
After calculation, we confirm that pR = 18.09 MPa and Bg = 7.65 × 10−3. Sw = 0.726 and Krg = 0.0912 can be obtained by using the fitting formula and utilizing the relative permeability curve.
In the formula we have listed, the calculation results of the current formation pressure, volume factor, and water saturation can be used to confirm the dynamic recoverable reserve of this water drive gas reservoir G = 4.64 × 108 m3; the current water influx We is 9.85 × 108 m3. The absolute error is just 0.83 × 105 m3. It has proved a practical and highly accurate method to calculate the recoverable reserve of the water drive gas reservoir.
5 CONCLUSION

1. It is of vital importance for engineers and experts to confirm the recoverable reserves of deep water drive gas reservoirs, which is also complicated to establish. In this paper, multiple methods have been compared and analyzed for different situations, mainly including the static and dynamic methods. Selecting a suitable method is key to calculating the recoverable reserves of the deep water drive gas reservoirs accurately.
2. The static method includes the volumetric method, and the dynamic methods include the successive subtraction of production method, water drive curve method, prediction model method, attenuation curve method, improved virtual curve method, and material balance theoretical model of gas reservoirs.
3. When evaluating the recoverable reserve of deep water drive gas reservoirs at an early stage, the volumetric method can provide a relatively accurate result, which is utilized to confirm the development strategy and original plan. In the middle-late stage, the dynamic methods for calculating the recoverable reserve are essential for developing the gas reservoir effectively and appropriately. The material balance method is widely recognized as a high-accuracy method to calculate the recoverable reserves of deep water drive gas reservoirs.
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Currently, most of the wells in X Oilfield are self-flowing wells. In order to adjust the production system of oil wells in time according to the production requirements of oilfields, it is necessary to predict the ceasing–flowing time. Therefore, how to accurately predict the ceasing–flowing time is the main problem faced by the self-flowing well. As the conventional prediction methods only consider the influence of a single variable, the prediction results are not ideal. Combining the production prediction based on the long short-term memory (LSTM) neural network and the inflow and outflow dynamic curves, this study proposes a comprehensive method for predicting the ceasing–flowing time of a flowing well by considering multiple factors. Using the minimum wellhead pressure prediction method, the changes in bottom hole flowing pressure and reservoir pressure are also considered. The practical application results in X Oilfield show that the calculated and predicted results are highly consistent with the actual production data, verifying the reliability of this method. This study can provide a reference for the prediction of oil well ceasing–flowing in other oilfields.
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1 INTRODUCTION
The bottom hole flowing pressure and reservoir pressure are the basis for analyzing the production performance of the oil wells and are also important parameters that affect the production capacity and adjustment scheme of the oilfield. The determination of the bottom hole flowing pressure and reservoir pressure is a prerequisite for the stable and high production of the oil well. Currently, the main ways to obtain the bottom hole flowing pressure are instrument measurement and calculation methods. Ye et al. studied the relationship between fluid density and pressure drop gradient under different flow conditions based on the liquid level folding algorithm and applied the calculus method to calculate the bottom hole flowing pressure (Ye et al., 2017).
Due to the significant impact of factors such as pipeline size and fluid properties on pressure decrease, it is difficult to establish a unified model that comprehensively considers various flow conditions to calculate the wellbore pressure gradient. The existing models are mainly divided into two categories, namely, empirical models and mechanism models. Duns and Ros, Hagedorn and Brown, Orkiszewski, Beggs, and Brill, and Mukherjee and Brill are empirical models, while Aziz, Ansari, and Hasan are mechanism models (Duns and Ros, 1963; Brill et al., 1966; Orkiszewski, 1967; Aziz et al., 1972; Beggs and Brill, 1973; Mukherjee and Brill, 1983; Hasan and Kabir, 1988; Ansari et al., 1994). Through comprehensive research and comparisons with the previously mentioned methods, the Beggs and Brill method is widely applicable to vertical, inclined, and horizontal wells. In addition, the theory of the Beggs and Brill method is mature and convenient for programming and debugging. Therefore, in this study, the Beggs and Brill model was selected to fit the pressure and temperature of the wellbore profile and then combined with the Bayesian automatic algorithm to calculate the bottom hole flowing pressure.
Currently, scholars mainly use the following methods to calculate reservoir pressure: 1) directly obtaining reservoir pressure through pressure recovery testing and well shut-in pressure measurement, but the pressure recovery time is long, making it difficult to test each well (Chen et al., 2017); 2) the wellhead pressure reduction algorithm, but the establishment of empirical formulas requires a large amount of testing data (Zhang et al., 2021); 3) the theoretical formula method, which uses the production capacity equation, requires the production capacity equation to be accurate and the pressure and production at the wellhead to be relatively stable (Yang and Cun, 2009); and 4) the material balance method, which was chosen in this study to calculate reservoir pressure as it can accurately calculate reservoir pressure and is not limited by factors such as data completeness and applicability (Wu et al., 2022).
Considering the time characteristics of oil well production data, it is necessary to use a time-series model for predicting production and pressure. Currently, time-series models have made significant progress in the field of artificial intelligence and are successfully applied in the dynamic prediction of oil and gas well production (Frausto-Solís et al., 2015). These prediction models improve universality as they only consider historical data. This study selects a deep learning algorithm suitable for time-series analysis based on the decline curve of oil well production.
Because the BP neural network shows a large deviation in prediction results, scholars put forward the concept of a recurrent neural network (RNN) to try to enhance the grasp of the timing of information (David et al., 1986; Elman, 1990). However, the RNN is difficult to be used for practical operations because the system will be unstable with time. Therefore, Hochreiter and Schmidhuber proposed the long short-term memory (LSTM) neural network method, which is a variant of the RNN (Hochreiter and Schmidhuber, 1997). To solve the problem of the RNN model, researchers introduced unit states and three control gates. The main goal of LSTM is to address long-term dependencies between data and iteratively transmit the impact between each level of data. Unit states were used to determine information retention between different time steps, and control gates were set to adjust the information transfer function between different positions (Xue et al., 2023). The modified neural network structure is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Long short-term memory (LSTM) neural network structure (Xue et al., 2023).
There is a phenomenon of production decrease in actual oil well production, but traditional neural network methods only train the original dataset for calculation and do not consider this factor. Therefore, in the process of yield prediction, it is necessary to introduce a suitable prediction model and combine it with neural network methods to improve the training performance of the neural network. In recent years, scholars have proposed many prediction models for production prediction. The decline curves analysis (DCA) model has the advantages of simplicity and efficiency and is widely used in the prediction of oil and natural gas production. Song et al. proposed a model based on the LSTM neural network to address the limitations of traditional methods in time-series production rate prediction, taking production constraints into account (Song et al., 2020). Li et al. developed a deep learning model based on the LSTM neural network model that can consider the influence of manual operations. This model can predict the ceasing–flowing time, choke size, and oil well production rate (Li et al., 2022).
The oil wells in X Oilfield are mostly self-flowing wells, and to adjust production systems on time, accurate prediction of ceasing–flowing of oil wells is necessary. The conventional methods for predicting the ceasing–flowing time mainly include 1) calculating the ceasing–flowing pressure through a formula and predicting future flow pressure changes. The corresponding time when the flow pressure reaches the ceasing–flowing pressure is the ceasing–flowing time (Yang et al., 2014); 2) determining the minimum wellhead pressure and regressing the trend of oil pressure changes; 3) calculating the minimum bottom hole flowing pressure and predicting changes in bottom hole flowing pressure; and 4) calculating the minimum reservoir pressure and regressing the trend of reservoir pressure changes (Wang et al., 2014). However, the aforementioned methods only consider a single factor when predicting the ceasing–flowing time, and the accuracy of the prediction results is poor. Therefore, this study proposed a comprehensive method that considers multiple factors to predict the ceasing–flowing time of a flowing well, taking into account both changes in flow pressure and reservoir pressure based on the minimum wellhead pressure prediction method. First, a suitable multiphase pipe flow model was selected based on data such as fluid pressure testing and production performance and fitted with the flow pressure and reservoir pressure using the Bayesian algorithm and material balance method. Furthermore, the LSTM neural network algorithm driven by the DCA model was used to predict the production, pressure, and oil-recovery index. Then, based on the predicted production, the predicted inflow performance relationship (IPR) and wellhead performance relationship (WPR) curves were drawn to determine the minimum wellhead pressure for the well to ceasing–flowing. Finally, the warning level for each well can be determined by the difference between the current and minimum wellhead pressure. This method fully considers the current development status of X Oilfield, and the prediction results were relatively accurate, which can provide a technical reference for the analysis and research of stopping flow prediction in flowing wells.
2 CALCULATION OF BOTTOM HOLE FLOWING PRESSURE AND RESERVOIR PRESSURE
2.1 Bottom hole flowing pressure calculation
As shown in Figure 2, to further verify the applicability of the Beggs and Brill method in X Oilfield, the fitting results of different bottom hole flowing pressures and test pressure profiles for A-well were compared. The comparison results show that the Beggs and Brill method has extremely high fitting accuracy.
[image: Figure 2]FIGURE 2 | Fitting results of pressure profiles of A-well.
Based on the Beggs and Brill method, this study used the Python platform for programming the calculation of bottom hole flowing pressure and developed modules for basic parameters, physical parameter calculation, temperature calculation, pressure loss calculation, and pressure and temperature gradient calculation. Moreover, to improve the fitting accuracy of the test profile data and reduce human interference, the Bayesian optimization algorithm was further combined to realize the automatic fitting and optimization of the uncertain sequence array.
Based on the bottom hole flowing pressure obtained by the Beggs and Brill model, the automatic bottom hole flowing pressure fitting was carried out in combination with the Bayesian optimization algorithm. The process of automatic bottom hole flowing pressure fitting is shown in Figure 3. First, the unit is normalized based on pressure, density, and temperature profile data, and the search space is defined based on basic parameters such as GOR. Then, when the iteration times (N) is less than the maximum limit, the profile and normalized mean squared error (MSE) loss were calculated compared to the test data, which is a multi-target optimization process. Next, acquisition function (AF) was updated, and a new hyperparameter was acquired. Finally, the aforementioned process was repeated until the loss converges.
[image: Figure 3]FIGURE 3 | Process of automatic bottom hole flowing pressure fitting.
Using the Bayesian optimization algorithm, the uncertainty parameters were taken as optimization variables, and the average error between the calculated pressure profile and measured pressure profile and between the calculated temperature and measured temperature of the reservoir was minimized as an optimization objective. Test data were added to iterative optimization to complete profile fitting, and the average fitting error was less than 5%. The average fitting time was 5–7 min, which greatly improves the efficiency and accuracy of pressure profile fitting. As shown in Table 1, the range of variation was set for each parameter, and the change in each parameter with production time is shown in Figure 4. Most parameters change with the change in bottom hole flowing pressure, but the amplitude of the change in each parameter was significantly different. The changes in water cut and gas relative density were significant, while saturation pressure and temperature gradient remained constant.
TABLE 1 | Change ranges of uncertainty coefficients.
[image: Table 1][image: Figure 4]FIGURE 4 | Automatic fitting result of uncertain coefficients.
2.2 Reservoir pressure calculation
Based on the accurate acquisition of bottom hole flowing pressure data, further research and calculation of producer inflow dynamics are necessary to accurately assess whether the producers are naturally flowing. To obtain the inflow performance characteristics of producers at a certain time, the first step is to predict the reservoir pressure at that time. In this study, the reservoir pressure was calculated based on the material balance method, i.e., the oil well and its drainage area are regarded as closed reservoir units, and the oil–water two-phase and oil–gas–water three-phase reservoir pressure prediction models were established. Combined with the least square method and Newton’s iterative method, the reservoir pressure at different times was calculated according to the relationship between cumulative production and reservoir pressure decrease.
The principle of material balance is as follows (Li, 2011):
[image: image]
where [image: image] is oil and dissolved gas production, [image: image] is water production, [image: image] is water injection, [image: image] is gas injection, [image: image] is oil and dissolved gas expansion, [image: image] is the compression of pore space and connate water expansion, [image: image] is gas cap expansion, and [image: image] is water influx.
Using the aforementioned method, this study compared the calculated reservoir pressure and measured reservoir pressure of each well in different layers, and the results show that the aforementioned method can be used to calculate reservoir pressure with certain accuracy.
2.3 Bottom hole flowing pressure and reservoir pressure calculation result
The aforementioned method was used to calculate the daily bottom hole flowing pressure and reservoir pressure of each well. The calculated pressure was fitted with the measured pressure. According to the fitting results of reservoir pressure and bottom hole flowing pressure, the time-series curves of reservoir pressure and bottom hole flowing pressure in different production dates were drawn, as shown in Figure 5. In general, the fitting results were good, and the time sequence bottom hole flowing pressure and reservoir pressure calculated by each well have a high accuracy. The aforementioned theory and method can be used to calculate the bottom hole flowing pressure and reservoir pressure.
[image: Figure 5]FIGURE 5 | Bottom hole flowing pressure and reservoir pressure calculation results of A-well.
3 PRODUCTION PREDICTION BASED ON THE LSTM NEURAL NETWORK AND DCA MODEL
Based on the historical production data such as oil production rate, gas production rate, and wellhead pressure, we used the LSTM neural network model constrained by the DCA production decline model to predict the production and pressure. The dynamic curves of inflow and outflow were drawn, and then the curves of the coordination point change were obtained.
3.1 LSTM neural network
Each cell state is composed of three multiplicative gating connections, namely, input gate (it), forget gate (ft), and output gate (ot). The function of each gate can be interpreted as write, reset, and read operations, concerning the internal cell state. The gates in a memory cell facilitate keeping and accessing the internal cell states over long periods. The LSTM output would depend on all previous inputs. Previous information is neither completely discarded nor completely carried over to the current state. Instead, the influence of the previous information on the current state is carefully controlled through the gate signals.
The forget gate ft at time t is calculated as follows (Xue et al., 2023):
[image: image]
where [image: image] represents the sigmoid function; [image: image] and [image: image] are the weight parameters; [image: image] represents the bias of the forget gate; and [image: image] is the output information of the hidden layer.
The input gate it at time t can be expressed as follows:
[image: image]
where [image: image] and [image: image] are the weight parameters and [image: image] represents the bias of the input gate. It outputs a value to send unit status information. Simultaneously, it can be determined which information from the previous unit status should be retained or discarded.
The candidate unit status Ct at time t can be calculated as follows:
[image: image]
where tanh represents the hyperbolic tangent activation function; [image: image] and [image: image] are the weight parameters of the LSTM cell; and [image: image] represents the bias of the input gate.
The output gate ot at time t is calculated as follows:
[image: image]
where [image: image] and [image: image] are the weight parameters and [image: image] is the bias of the output gate.
The cell state can be expressed as follows:
[image: image]
The aforementioned equations summarize formulas for the LSTM network forward pass. In an LSTM cell, activation functions are point-wise nonlinear functions that are typically logistic sigmoids for the gates and hyperbolic tangent (tanh) for input to and output from a node. In the full-precision LSTM, the lengths of all vectors are considered to be 32 bits.
3.2 Production forecasting jointly driven by the DCA model and data
The decline curve model can provide theoretical and empirical validation for the study of dynamic characteristics of oil production, and this validation information can serve as a reasonable constraint in the calculation process of neural network models (Xue et al., 2023). In this way, based on the actual historical production performance data of oil wells in the oilfield, the production performance data are organized into a time-series dataset. The LSTM neural network method driven by the DCA model is used to find and extract the internal relationship between the segments of the dataset and then predict the future production characteristics of the oil wells. A neural network model is established and trained, as shown in Figure 6. By combining the DCA model, the neural network training process can converge to its optimal state more quickly and accurately, improving the accuracy of its prediction results.
[image: Figure 6]FIGURE 6 | LSTM neural network method combined with the DCA model (Xue et al., 2023).
The DCA empirical model only needs to calibrate parameters based on the production data. Before combining the DCA model with the LSTM neural network model, it is necessary to select a suitable DCA model. Due to the complexity of fluid flow patterns, the ARPS model is not suitable for unconventional reservoirs (Arps, 1945; Nelson, 2009). For this reason, later scholars proposed models such as the stretched exponential decline model (SEPD) and the Duong model (Valkó and Lee, 2010; Duong, 2011). The calculation formula for the DCA model is as follows:
The ARPS model:
[image: image]
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The stretched exponential decline model:
[image: image]
The Duong model:
[image: image]
These five models are fitted to the training and testing datasets and are based on the fitting performance of these five DCA models. Then, the optimal model is selected and incorporated as a driving condition into the neural network.
3.3 Production and pressure prediction result
We predicted the future oil production index by fitting the recent oil production index changes. Based on the LSTM neural network machine learning model and DCA model, the oil production rate, gas production rate, and wellhead pressure were predicted. The production prediction results are shown in Figure 7A, and the wellhead pressure prediction result is shown in Figure 7B. Finally, the changes in coordination points were achieved, as shown in Figure 7C. It can be seen that the LSTM machine learning prediction results based on the production decline model have a good fitting effect with the historical production data. According to the predicted IPR and WPR curves, the minimum wellhead pressure can be determined when the oil well is ceasing–flowing. Then, the subsequent method was used to predict the ceasing–flowing time of oil wells.
[image: Figure 7]FIGURE 7 | Dynamic indicator prediction results of A-well: (A) predicted results of the oil and gas production rate; (B) predicted results of wellhead pressure; and (C) time-series curves of IPR and WPR.
4 MINIMUM WELLHEAD PRESSURE CEASING–FLOWING WARNING MODEL BASED ON NODAL ANALYSIS
X Oilfield is in the early stages of development, and most of the oil wells are produced by self-flowing. As production progresses, the reservoir pressure continues to decrease, and some oil wells gradually produce water. More and more oil wells are facing ceasing–flowing. To timely grasp the production situation of oil wells and adjust production systems, it is necessary to accurately predict the ceasing–flowing of oil wells. In this study, the minimum wellhead pressure method was selected for predicting the ceasing–flowing of oil wells.
As shown in Figure 8, the main steps of the minimum wellhead pressure ceasing–flowing warning are summarized as follows (Li, 2009): first, the future production rate and cumulative production are obtained by the LSTM network method. Then, by combining the reservoir pressure prediction method given in Section 2.2, the bottom hole pressure at that production rate can be obtained by drawing IPR curves, and the corresponding wellhead pressure value can be obtained by using the wellbore pressure calculation method. The yellow lines in the figure are the wellhead pressure curves (WPR) predicted by different production rates at a certain time in the future. When the curve intersects with the green line of the minimum wellhead pressure, it indicates that the oil well will not be able to self-flow after this moment. Thus, the difference between the current wellhead pressure and the minimum wellhead pressure can be used as a judgment for a ceasing–flowing warning.
[image: Figure 8]FIGURE 8 | Ceasing–flowing warning using the minimum wellhead pressure method.
In addition, this project selected C-well as a representative well and applied the minimum pressure warning method based on the LSTM network method to carry out production performance prediction, as shown in Figure 9. We obtained the daily and cumulative production change curves given in Figure 9A for the next 1 year according to the LSTM. In addition, the daily and cumulative production change curves were combined with the material balance method to obtain the corresponding time-series IPR curves in Figure 9B and the predicted value of bottom hole flowing pressure and wellhead pressure in Figure 9C for the next 1 year. When the downstream pressure of the nozzle decreases to the minimum external pressure required for the wellhead, the oil well stops flowing. According to the predicted IPR and WPR curves, the minimum wellhead pressure of ceasing–flowing is determined. Therefore, the triggering condition is set to whether the wellhead pressure decreased to 300 psi.
[image: Figure 9]FIGURE 9 | Production performance prediction results of B-well based on the minimum wellhead pressure warning method: (A) production rate and cumulative production change; (B) time-series IPR curves (the production rate value at the red dot in the figure represents the production rate corresponding to the production days); and (C) wellhead pressure and triggering condition.
5 CONCLUSION
1. The wellbore flow model based on the Beggs and Brill method was established, and by defining the uncertain parameter group and combining it with Bayesian automatic fitting, high-precision calculation results of bottom hole flowing pressure were obtained. Based on the principle of material balance, the reservoir pressure of each well was fitted, and the fitting results demonstrate the rationality of this method.
2. Based on the inflow and outflow dynamic curves, a comprehensive method for predicting the ceasing–flowing time of oil wells is proposed, which considers multiple factors. Based on the minimum wellhead pressure prediction method, the changes in flow pressure and reservoir pressure are also considered. The results provide a reference for predicting the ceasing–flowing time of self-flowing wells in other similar reservoirs.
3. Based on the LSTM machine learning method and using empirical production decline models for constraints, the prediction results of daily oil production, water production, and daily gas production in the next year were obtained. The prediction results provide a basis for the selection of artificial lifting time, ensuring the stable and efficient development of X Oilfield.
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Natural gas hydrates (NGH) are considered a very promising source of clean energy due to their widespread distribution, high energy density, and pure combustion products. Currently, there are few studies on NGH reservoir well testing, and the models are often idealistic, lacking practical guidance for field application. In this paper, a well-testing model for partially perforated wells in the NGH reservoir is proposed, which takes into account the dynamic decomposition of hydrates. This model can simulate the performance of the perforated NGH well with a dynamic dissociation interface, which divides the reservoir into decomposed and undecomposed regions. Governing equations in cylindrical coordinates are formulated to depict fluid flow. Moving boundaries and dissociation coefficients are incorporated to describe the solid-to-gas transition within hydrates. Analytical solutions including the pressure transient behaviors of the NGH reservoir and the bottomhole pressure (BHP) of partially perforated wells are derived by utilizing the Laplace transform method of the separation of variables and the Stehfest numerical inversion algorithm. Sensitivity analysis is conducted using the parameters from partially perforated wells and NGH formation properties. We plot the pressure and pressure derivative curves in double logarithmic coordinates to study the pressure transient behaviors. There are seven flow regimes that are typical for partially perforated wells in the NGH reservoir, namely, pure wellbore storage, skin effect, spherical flow, pseudo-radial flow, composite effect, improvement, and radial flow regimes.
Keywords: well testing, natural gas hydrate, partially perforated well, sensitivity analysis, dynamic decomposition
INTRODUCTION
Natural gas hydrates (NGH) possess enormous reserves, containing about twice as much carbon as existing fossil fuels (Li et al., 2022). Their combustion generates only a small amount of carbon dioxide and water, resulting in far less pollution than that caused by coal and oil (Liu et al., 2021). With high resource density and widespread global distribution, natural gas hydrates have become an internationally recognized alternative energy source for oil. Since the 1960s, a number of nations have created plans for the exploration and development of natural gas hydrates, including the United States, Japan, Germany, China, South Korea, and India (Zhou et al., 2017). After tight gas, coalbed methane, and shale gas, NGHs gained considerable interest and attention from academicians all over the world, becoming the most potential energy source, with over 230 discovery and production sites worldwide (He et al., 2021).
Recently, significant research has been conducted to evaluate the potential for NGH production. These efforts include reservoir mathematical modeling, exploring, drilling, logging, coring, and testing (Shagapov et al., 2011; Chen et al., 2013; Chandan et al., 2020; Liu et al., 2021; Musakaev et al., 2021; Dong et al., 2022; Wei et al., 2022; Zhu et al., 2023). Among these, well testing is a crucial tool for understanding reservoir dynamics, which can estimate the initial pressure of the reservoir, figure out the fluid flow capacity, assess the extent of the energy action, and estimate the geological reserves of the reservoir or the recoverable reserves of a single well.
Several studies on NGH well testing have been conducted since 2006. A well-testing model for gas reservoirs with hydrate caps was initially put forth by Gerami et al. (2006). In contrast to conventional material balance techniques, this model accounted for the effects of NGH decomposition. The material balance equation was created, and the bottomhole pressure (BHP) and average formation pressure were determined.
Progressing from this point, Gerami et al. (2007) established a mathematical well-testing model for NGH reservoirs with hydrate caps. This model utilized Laplace and Fourier transforms to calculate the dimensionless BHP and described the flow stages of the reservoir.
Then, Kome et al. (2013) established a new well-testing analysis model for natural gas hydrates to study their transient behavior. This model took into account hydrate dissociation, boundary movement, and heat transfer. By integrating the law of conservation of matter and energy and incorporating a heat-transfer model into the diffusion equation, a diffusion model relating to the dynamics of the reservoir was obtained. Analytical solutions for the model were provided under both constant rate and constant pressure conditions.
Based on that, Kome et al. (2014) provided a new insight into the pressure transient behavior research, combining the mass balance equation with a fractional flow equation to study the multiphase fluid diffusivity impact of NGH reservoirs.
Hou et al. (2019) considered factors such as hydrate decomposition, heat transfer, multiphase flow, and multicomponent to show the pressure distribution during NGH reservoir-pressure build-up tests. Based on a two-dimensional cylindrical system, they established a model for vertical wells in type III hydrate reservoirs to analyze hydrate saturation and pressure variations.
An analytical model for vertical wells was developed (Chen et al., 2022) that included a dynamic dissociation interface. The interface radius depended on the decomposition factor and time (Roostaie and Leonenko, 2020). Laplace transforms and Stehfest numerical inversion were used to solve the mathematical model. To comprehend the influence of the decomposition factor, a sensitivity analysis was carried out.
A semi-analytical multi-lateral well model that took into account stress sensitivity and natural gas hydrate dissociation was created (Chu et al., 2023). To find solutions for multi-lateral wells, the superposition method was also used besides Laplace transforms and Stehfest numerical inversion.
Among these NGH well-testing models, most of them were built in a two-dimensional cylindrical system, lacking vertical direction consideration. In addition, the current well-testing models in studies are primarily based on the assumption of a fully penetrating open hole. However, in practical field applications, factors such as well completion methods (e.g., casing perforation) can result in the incomplete opening of the reservoir, leading to the existence of partially perforated wells. Under these conditions, the fluid flow state within the reservoir differs from that of a fully penetrating well. Furthermore, the decomposition of hydrates significantly complicates the flow dynamics within a reservoir, leading to pressure changes, permeability alteration, phase transitions, and so on. A 3D well-testing model for partially perforated wells is proposed in this work. In this model, a dynamic decomposition interface divides the NGH reservoir into two parts: the inner part is a dissociated zone, while the outer part is undissociated. The Laplace transform, method of the separation of variables and Stehfest numerical inversion are used to solve the mathematical model. A sensitivity analysis is carried out in order to evaluate the parameter effects, such as the formation-opening degree, dissociated zone radius, and mobility ratio. This study provides a more comprehensive understanding of well testing in hydrate reservoirs with partially perforated conditions, which is crucial for accurate reservoir evaluation and production optimization.
PHYSICAL MODEL
This study establishes a physical model for partially perforated wells in hydrate reservoirs, as shown in Figure 1. The assumptions and considerations of the model are outlined below:
• It is presumed that there is a single-phase, slightly compressible gas flow within the reservoir.
• Gravity, capillary forces, and geothermal gradients are neglected.
• Fluid flow is assumed to follow Darcy’s law.
• The NGH layer is infinite horizontally, and the upper and lower layers are impermeable.
• The vertical well production is carried out at a steady pace. Wellbore storage and skin effect are taken into account.
• An average formation permeability is utilized to replace the permeability anisotropy, as proposed by Spivey and Lee (1998).
[image: Figure 1]FIGURE 1 | Partially perforated well with dissociation effects in the natural gas hydrate (NGH) reservoir. (A) Side view. (B) Top view.
By considering these assumptions and factors, the model provides a foundation for analyzing well-testing behavior in partially perforated wells within hydrate reservoirs. The effects of various parameters on fluid flow and production performance can be studied, leading to more accurate reservoir evaluation and production optimization strategies.
MATHEMATICAL MODEL
Based on the material balance principle, the hydrate diffusion equations at two zones are shown in Eqs 1, 2.
[image: image]
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where ψI and ψII represent the pseudo-pressure, r denotes radial distance from the wellbore, z denotes the vertical distance, ϕ denotes the porosity of formation, K denotes the formation permeability, μ is the fluid viscosity, and Ct denotes the compressibility factor. The subscripts I and II indicate the dissociated and undissociated zones, respectively.
The top boundary condition is shown in Eqs 3, 4.
[image: image]
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The bottom boundary condition is shown in Eqs 5, 6.
[image: image]
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where h denotes the thickness of the reservoir.
The inner boundary condition is shown in Eqs 7, 8
[image: image]
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where rw is the radius of the wellbore, q is the gas rate, Bg is the volume factor, and za and zb represent the length from the top boundary to the top or bottom of the perforation, respectively.
The outer boundary condition is shown in Eq. 9
[image: image]
where ψi is the initial reservoir pseudo-pressure.
The interface condition is shown in Eq. 10
[image: image]
where R* is the dynamic dissociation zone radius.
The initial condition is shown in Eq. 11
[image: image]
DIMENSIONLESS MATHEMATICAL MODEL
The original model can be changed into dimensionless form by introducing the dimensionless variables described in Supplementary Appendix SA1.
The dimensionless governing equations of the two zones are shown in Eqs 12–14
[image: image]
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where M12 and w12 denote the mobility ratio and the storativity ratio of the inner-to-outer zones, respectively.
Correspondingly, the boundary conditions and initial conditions can be transformed, as shown in Eqs 15–23
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LAPLACE TRANSFORM
By applying the Laplace transform to the above equations, the dimensionless governing equations of the two zones are shown in Eqs 24, 25
[image: image]
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where u denotes the variable in Laplace space.
The dimensionless boundary conditions in the Laplace domain are shown in Eqs 26–34
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For the dynamic interface, according to the model proposed by Goel (2001), R* is related to the time and reservoir properties, as shown in Eq. 35
[image: image]
The gas flow rate at the dynamic interface can be expressed as Eq. 36
[image: image]
After Laplace transformation, the gas flow rate at the dynamic interface can be expressed as Eq. 37
[image: image]
where
[image: image]
MODEL SOLUTION
By applying the separation of variables on Eqs 24, 25, we obtain the following general solutions shown in Eqs 39, 40:
[image: image]
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For a formation with both the top and bottom boundaries being impermeable, the β and Zn in the Eqs 39, 40 are expressed as Eqs 41, 42.
[image: image]
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When rD approaches infinity, [image: image] tends to approach infinity, and at this point, [image: image] approaches 0, and [image: image] approaches infinity.
The process of solving the model is given in Supplementary Appendix SB1. The dimensionless pressure distributions of the NGH formation in Laplace space are expressed as Eqs 43, 44
[image: image]
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The dimensionless bottomhole pressure is expressed as Eq. 45
[image: image]
Taking into account the wellbore storage and skin effect (Van, 1949), the bottomhole pressure is expressed as follows equation (Eq. 46):
[image: image]
RESULTS
By performing Stehfest numerical inversion (Stehfest, 1970) on the above solution in the Laplace domain, we obtain its numerical solution. The basic input parameters in the model is shown in Table 1. Then, we plot typical curves for the proposed model and conduct an analysis of the flow characteristics and parameter sensitivity. As shown in Figure 2, the typical curves can be mainly divided into seven flow stages.
(a) Pure wellbore storage regime
TABLE 1 | Basic input parameters of the model.
[image: Table 1][image: Figure 2]FIGURE 2 | Typical curves of a partially perforated well with dissociation effects in the NGH reservoir.
The pure wellbore storage effect period is indicated in the plot by the merging of the double logarithmic pressure and pressure derivative curves into a single straight line, and the slope of this line is 1.
(b) Skin effect regime
When the fluid around the wellbore flows to the bottomhole, there is an additional pressure drop for a variety of reasons, including formation contamination and perforation. In this stage, the formation conditions in the near-wellbore region are reflected in the curves.
(c) Spherical flow
The fluid in the near-wellbore region flows toward the perforated area, creating spherical flow around the perforations. The pressure derivative curve exhibits characteristics influenced by partial perforation and the permeability ratio.
(d) Pseudo-radial flow
After spherical flow, horizontal pseudo-radial flow is generated in the inner zone, and the dimensionless pressure derivative curve exhibits a typical horizontal straight line.
(e) Composite effect flow
The pressure wave produces a composite effect when it reaches the dynamic interface. The dissociated zone radius affects the start time of the composite effect stage. In addition, the diffusivity ratio difference between the dissociated and undissociated zones influences the curvature of the pressure derivative curve. During this stage, the pressure derivative will deviate more when the diffusivity ratio is higher.
(f) Improvement regime
Following the composite effect stage, the NGH reservoir pressure in the outer region decrease as the pressure wave spreads, resulting in a dissociation of NGH into gas and an increase in fluid flow capacity.
(g) Radial flow
Radial flow occurs in the undissociated zone system, and the pressure derivative curve appears as a horizontal straight line in this period. The entire system reaches a dynamic steady state.
SENSITIVITY ANALYSIS
Effect of the formation–opening degree
Figure 3 shows the influence of the formation–opening degree (LD) on the pressure transient behavior within an NGH reservoir. The formation–opening degree is defined as the thickness ratio of the perforated section to the overall layer, which can influence how easily fluids flow into the wellbore. As LD increases, both the pressure and derivative curves for the skin effect and spherical flow stages trend downward. This implies that the fluid flow into the wellbore becomes easier, which results in a decrease in the pressure drop across the reservoir. This could be due to a larger open area allowing for more flow paths and reducing the concentration of flow near the wellbore.
[image: Figure 3]FIGURE 3 | Pressure transient behavior with different formation–opening degrees.
Effect of the radius of the dissociated zone
Figure 4 shows the impact of the dissociated zone radius on the pressure behavior within the NGH formation. As the dissociated zone radius increases, the pressure derivative curve trends to the right, and the pressure curve trends downward. The trends observed suggest that the pseudo-radial flow stage is gradually extended, and the system requires more time to reach the interface due to the larger volume of the dissociated zone. In addition, the appearance time of the composite effect stage is gradually delayed.
[image: Figure 4]FIGURE 4 | Pressure transient behavior with different radii of the dissociated zone.
Effect of the mobility ratio
Figure 5 shows how the pressure transient behavior changes with different mobility ratios (M12) between the dissociated and undissociated zones. As the mobility ratio increases, both the pressure and derivative pressure curves increase higher during the outer radial flow stage. The slope of the composite effect stage becomes steeper with an increasing mobility ratio, indicating a more rapid change in pressure. Additionally, the figure also shows a significant pressure drop when pressure transfers from the inner to the outer zone. This pressure drop is related to the difference in mobility between the two zones. A higher mobility ratio implies a larger contrast in the fluid flow ability and formation properties within the two zones, which can result in a more abrupt change in pressure as the pressure wave moves through the composite effect stage.
[image: Figure 5]FIGURE 5 | Pressure transient behavior with different mobility ratios between the two zones.
CONCLUSION
This paper presents a new well-testing model for NGH reservoir development. The proposed model is in a 3D system and takes into account the formation–opening degree of the reservoir and the dynamically decomposing boundary. These features could be significant advancements in the field of NGH testing studies. The model is then discussed and analyzed for sensitivity. The following conclusions are obtained:
(a) Considering the formation–opening degree and NGH decomposition, a well-testing model incorporating the dynamic interface of the hydrate reservoir is established. This model includes seven flow stages: pure wellbore storage, skin effect, spherical flow, pseudo-radial flow in the inner region, composite effect near the interface, improvement, and outer radial flow regime. Among these stages, the pure wellbore storage, skin effect, and spherical flow stages are primarily influenced by NGH well parameters, while the other four stages are mainly influenced by reservoir properties and NGH decomposition.
(b) The spherical flow regime is influenced by the formation–opening degree after the skin effect in the early stage of well testing. A higher degree of formation–opening makes it easier for the fluid to flow into the wellbore, resulting in a decrease in the pressure and pressure derivative.
(c) The pseudo-radial flow regime is mainly affected by the decomposition zone radius. The pressure derivative curve progressively trends to the right as the radius increases, showing an extension of the pseudo-radial flow stage and a delay in the appearance time of the composite effect stage.
(d) As the mobility ratio increases, the pressure curve and its derivative curve become higher at the composite effect stage and outer radial flow stage. This suggests that the fluid flow characteristics of the inner and outer zones differ more, which causes the pressure drop in the undissociated zone to be greater.
The proposed model offers a comprehensive approach to analyze the flow dynamics and pressure behavior within partially perforated hydrate layers. Despite its utility, the model has certain limitations, such as the single-phase flow and the use of average permeability. It employs average permeability to represent both the horizontal and vertical permeabilities. This approach may not fully account for the anisotropic properties of the hydrate layer. Additionally, the NGH decompose and then release gas and water, leading to a complex flow in the reservoir. The assumption of a single-phase flow of gas may not always reflect the multi-phase flow conditions within the NGH layer. Thus, future research will aim to refine the model by considering multi-phase flow and the properties within the reservoir.
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The study of fracture propagation in heterogeneous shale is a crucial prerequisite for the investigation of heterogeneous cluster and perforation parameters optimization. In this paper, we conduct a physical simulation fracturing experiment on heterogeneous shale to investigate the effects of various influencing factors, such as shale bedding, near-wellbore fractures, lithological changes, and the presence of fractures surrounding the perforation hole, on fracture propagation law and morphology. Our research demonstrates that during shale fracturing, shear dislocation typically occurs between layers, resulting in the separation of different layer planes. The main fracture primarily propagates through layers in a stepped manner. The presence of sandstone in heterogeneous shale significantly impedes fracturing fractures, causing significant distortion and deviation. As the scale of natural fractures increases, it tends to cause the fracturing fracture to twist and change direction. The natural fractures network can also lead to the distortion of fracturing fractures, albeit to a lesser extent than large-scale natural fractures. The presence of micro fractures parallel to the perforation axis surrounding the perforation hole enhances the ability of the main fracturing fractures to pass through natural fractures.
Keywords: heterogeneous shale, fracturing experiment, hydraulic fracturing, propagation law, propagation morphology
1 INTRODUCTION
In recent years, with the concepts of clean energy and low-carbon living becoming increasingly popular worldwide, sustainable development of energy and economy is more and more important. The more efficient development of fracturing in unconventional oil and gas resources is one of the key technologies for achieving sustainable development in energy, society, and economy.
In order to achieve the goal of more efficient fracturing in unconventional oil and gas resources, studying the fracture propagation in heterogeneous shale is very important (YEW and CHIOU, 1983; WANG and CLIFTON, 1991; Bunger et al., 2011; DONTSOV, 2022; MA et al., 2022). Conducting physical fracturing experiments is the most effective way to study the mechanism and law of fracture propagation (XIAO et al., 2005; GE and GHASSEMI, 2008; HUANG et al., 2019; TAN et al., 2020). To date, scholars worldwide have conducted a significant amount of research on the expansion of hydraulic fractures in the rational medium of heterogeneous layers (WARPINSKI et al., 1982; CHUPRAKOV and PRIOUL, 2015; DONTSOV and PEIRCE, 2015; Liu and Valkó, 2015). However, previous research results revealed that the focus of these studies on studying fracture expansion in heterogeneous shale is primarily on the establishing the criteria of the fracture propagation through the shale layers and the calculation of the corresponding fracture height and length (SHAFFER et al., 1984; TAN et al., 2021; HUANG et al., 2023a; HUANG et al., 2023b), lacking studying the effect of the multiple influencing factors of lithological changes, natural fractures and existence of micro fractures around the perforation hole, etc., on the propagation law and shape of fractures in shale rock (NIE et al., 2021; SHI et al., 2023; TAN et al., 2023).
To address the shortcomings of previous studies, this paper presents a necessary heterogeneous shale physical simulation fracturing experiment to explore the effect of influencing factors of shale bedding, near well-bore fractures, lithological changes and the existence of fractures around the perforation hole on the fracture propagation law and morphology.
2 EXPERIMENTAL PREPARATION
Before the physical simulation fracturing experiment, cement mortar is used to simulate the heterogeneous bedding shale rock sample. Each rock sample is composed of four layers, the physical parameters of each layer can be adjusted according to the experiment purpose, so as to explore the effect of influencing factors of shale bedding, near well-bore fractures, lithological changes and the existence of fractures around the perforation hole on the fracture propagation law and morphology. Each rock sample features a central perforation hole. It is also worth noting that, in order to minimize the influence of geostress differences on fracture propagation, the geostress difference is set to 0.
2.1 Experimental preparation
The preparation process for the simulated heterogeneous shale rock sample is illustrated in Figure 1. Each rock sample is cylindrical, with a diameter of 180 mm. Each rock sample consists of four layers, with each layer having a thickness of 30 mm and a total thickness of 120 mm. The cement mortar is poured in layers, starting from the bottom and moving towards the top. After each layer is poured, it would be stand for 4 h before pouring the next layer until all the four layers are poured. The bottom layer serves as the first layer, while the top layer represents the fourth layer, in accordance with the pouring sequence. Due to the varying pouring times of each layer, a weak cementation surface will occur between them. The ratio of water, cement mortar, and cement sand in each layer of the rock samples is 0.5:1:2.5. The particle size of the cement sand ranges from 1 to 2 mm. Once the rock sample is completed, the uniaxial compressive strength of each layer ranges from 35.2 to 37.6 MPa, the elastic modulus is 39.5–41.7 GPa, and the Poisson’s ratio is 0.29–0.31.
[image: Figure 1]FIGURE 1 | Schematic diagram of heterogeneous shale preparation.
2.2 Experimental parameters
Each rock sample features a perforation hole in its center, created using a 5 mm plastic pipe. The axis of the plastic pipe (perforation axis) is perpendicular to the layer plane. The perforation hole has a depth of 75 mm. If fractures occur around the perforation hole, a 1 mm paper sheet is used to simulate them, as demonstrated in Figure 2A. Once the rock sample is completed, the plastic pipe should be removed.
[image: Figure 2]FIGURE 2 | Preparation process of heterogeneous shale fracturing experiment.
Each rock sample undergoes lithological changes, including the presence of sandstone and gravel layers. The ratio of water, cement mortar, and cement sand in the sandstone layer is 0.5:1:4, and the grain size of sand ranges from 1 to 2 mm. The ratio of water, cement mortar, cement sand, and gravel in the gravel layer is 0.5:1:2.5:2.5, and the grain sizes of sand and gravel range from 1 to 2 mm and 6–10 mm, respectively.
Achieving natural fractures and natural fracture networks in each rock sample involves placing paper pieces. When simulating natural fractures, a large piece of paper is placed in the shale layer, with the paper surface forming an elliptical plane to avoid the influence of stress concentration at the geometric tip on fracture propagation, as demonstrated in Figure 2C. The thickness of the paper (corresponding to the thickness of the natural fracture) is 0.5 mm, and the angles between the natural fracture and the layer plane are 0°, 20°, and 45°. When simulating a natural fracture network, a large amount of small paper pieces is placed in the shale layer, as demonstrated in Figure 2D.
During the fracturing process, the fracturing fluid is made of clean water and a certain amount of silent breaking agent.
In this study, 14 sets of fracturing experiments were conducted, with the experimental rock samples numbered 1, 2, 5–16. No.1 rock sample serves as the control rock sample, with no bedding, no lithological changes, no fractures around the perforation hole, and no natural fractures (network). No.2 and 5–16 rock samples are all shale rock samples with layers. No.5 and No.6 rock samples feature a gravel layer: the No.5 gravel layer is located at the perforation hole’s tip section (the second layer), while the No.6 gravel layer is near the perforation root section (the third layer), and No.6 gravel layer is close to the perforation root section (the third layer). No.7 and No.8 rock samples feature a sandstone layer: the No.7 sandstone layer is at the perforation hole’s tip section (the second layer), and the No.8 sandstone layer is near the perforation root section (the third layer).
Natural fractures are presented in the second layer of No.9∼11, 13, 14, and 16 rock samples. The angles between the natural fractures and the layers of rock samples No.9 and 13 are 0°, while the angles between the natural fractures and the layers of rock samples No.10, 14, and 16 are 20°. The angle between the natural fractures and the layer of rock sample No.11 is 45°.
No.9∼11 rock samples do not have fractures around the perforation hole. No.13 and 14 rock samples have symmetrically developed fractures with a phase angle of 180° around the perforation hole. The difference between No.13 and 14 rock samples lies in the orientation of the horizontal projections of the fractures around the perforation holes: in No.13 rock sample, this projection is parallel to the horizontal projection of the long axis of the elliptical natural fracture, while in No.14 rock sample, it is parallel to the horizontal projection of the short axis of the elliptical natural fracture. In the No.16 rock sample, there are symmetrically developed fractures with a phase angle of 120° around the perforation hole, as shown in Figure 2B.
Natural fractures are presented in the second layer of No.12 and No.15 rock samples. The key difference between the two rock samples is that No.12 lacks fractures around the perforation hole, whereas No.15 has a symmetrical fracture around the perforation hole with a phase angle of 180°.
Fracturing the No.1, 2, and 5–16 rock samples to investigate the impact of shale layers on fracture propagation. Fracturing the No.5∼8 rock samples to study the influence of shale lithology changes on fracture propagation. Fracturing the No.9∼16 rock samples to investigate the effects of natural fractures/natural fracture networks and fractures around the perforation hole on fracture propagation.
The summarization of the grouping of experiments is shown in Table 1. It should be noted that the main purpose of this article is to explore the effects of various influencing factors, such as shale bedding, near-wellbore fractures, lithological changes, and the presence of fractures surrounding the perforation hole, on fracture propagation law and morphology, therefore the in situ stress has not been considered in the article. Also, because the rock sample is small, in order to make the fracturing process more stable, the fracturing injection rate is set to be 10 L/min.
TABLE 1 | Summarization of the grouping of experiments.
[image: Table 1]3 RESULTS AND ANALYSIS
3.1 Experimental results
Figures 2–16 show the fracture propagation diagram of No.1∼14 rock samples. In all the figures, black represents perforation, red represents fractures around the perforation, and blue represents natural fractures.
[image: Figure 3]FIGURE 3 | Fracture propagation diagram of No.1 shale rock sample.
[image: Figure 4]FIGURE 4 | Fracture propagation diagram of No.2 shale rock sample.
[image: Figure 5]FIGURE 5 | Fracture propagation diagram of No.5 shale rock sample.
[image: Figure 6]FIGURE 6 | Fracture propagation diagram of No.6 shale rock sample.
[image: Figure 7]FIGURE 7 | Fracture propagation diagram of No.7 shale rock sample.
[image: Figure 8]FIGURE 8 | Fracture propagation diagram of No.8 shale rock sample.
[image: Figure 9]FIGURE 9 | Fracture propagation diagram of No.9 shale rock sample.
[image: Figure 10]FIGURE 10 | Fracture propagation diagram of No.10 shale rock sample.
[image: Figure 11]FIGURE 11 | Fracture propagation diagram of No.11 shale rock sample.
[image: Figure 12]FIGURE 12 | Fracture propagation diagram of No.12 shale rock sample.
[image: Figure 13]FIGURE 13 | Fracture propagation diagram of No.13 shale rock sample.
[image: Figure 14]FIGURE 14 | Fracture propagation diagram of No.14 shale rock sample.
[image: Figure 15]FIGURE 15 | Fracture propagation diagram of No.15 shale rock sample.
[image: Figure 16]FIGURE 16 | Fracture propagation diagram of No.16 shale rock sample.
3.2 Evaluation index of fracture complexity
Prior to analyzing the experimental results, two evaluation indicators must be introduced: the fracturing complexity index (FCI) and the stimulated reservoir volume (SRV). Ideally, we would like to observe a positive correlation between the fracturing volume and fracture complexity at each stage, where a larger fracturing volume (SRV) is preferable and more complex fracturing complexity index (FCI) is better.
However, in real-world fracturing operations, SRV and FCI are often contradictory, with most cases displaying negative correlation characteristics. In other words, fracturing fractures tend to expand mainly along the perforation axis, which is advantageous for SRV but not for FCI, or they mainly involve turning twists and intersections along the perforation axis, which is detrimental to SRV but beneficial to FCI.
Therefore, the following conclusions can be drawn from the analysis: if a certain influencing factor promotes the expansion of fracturing fractures along the perforation axis, it is positively correlated with SRV; if a certain influencing factor facilitates the orthogonal perforation axis expansion of the fracturing fracture, it is positively correlated with FCI.
3.3 Analysis of different influencing factors

1) The impact of delamination on fracture propagation
Rock sample No.1 serves as the control group. This rock sample lacks layer development, alterations in physical parameters, lithological changes, and the presence of natural fractures (nets), thus qualifying as an ideal homogeneous rock. During fracturing, it primarily forms a flat fracture surface parallel to the perforation axis and propagates forward in the direction of perforation advancement. It is challenging to create a twisted fracture surface that intersects the perforation axis at an angle. Thus, rock homogeneity has a positive correlation with SRV.
Rock sample No.2 and 5–16 all exhibit shale layer development. By examining the relationship between fracturing fractures and layer planes, we can observe the following: 1) During fracturing, shear dislocation typically occurs between shale layer planes, resulting in separation between different layer planes. 2) The number and distribution of perforation fractures formed during fracturing within a shale layer do not have a consistent correspondence with those in adjacent shale layers, particularly when the perforation channel remains intact and no peri-hole fractures are present, making this phenomenon more evident.
These two phenomena suggest that as the main shale fracture expands, the walls of each shale layer are continuously compressed. Due to differences in the pressure magnitude and direction on the walls between different shale layers, shear dislocation occurs, resulting in fractures that intersect the main fracture at an angle relative to the expansion direction of the main fracture. Clearly, this promotes an increase in fracture complexity. Concurrently, as the main shale fracture continuously traverses layer planes, it is influenced by the presence of layers, propagating forward in a stepped fashion, as illustrated in Figure 17. Comprehensive analysis indicates that shale layers have a positive correlation with FCI, which promotes the development of a hydraulic fracture network.
2) The impact of shale lithology change on hydraulic fracture propagation
A. The influence of gravel layer on fracture propagation
[image: Figure 17]FIGURE 17 | Diagram of step-shaped fracture.
No.5 and 6 rock samples are employed to investigate the impact of gravel layers on fracture propagation. In sample No.5, the gravel layer is located near the perforation tip, while in sample No.6, it is situated closer to the perforation root.
By examining fracture propagation, it is observed that fractures can effectively traverse and propagate forward regardless of whether the gravel layer is present at the perforation tip or near the perforation root, with the fracture surface remaining essentially flat and undistorted, as illustrated in Figure 18. This indicates that the gravel layer (4∼8 mm gravel) does not exhibit an inhibitory effect on the expansion of shale fractures along the wellbore axis, showing a positive correlation with SRV.
[image: Figure 18]FIGURE 18 | Diagram of hydraulic fracture propagation in gravel layer.

B. Influence of sandstone layer on fracture propagation
No.7 and No.8 rock samples are used to study the influence of sandstone layer existence on fracture propagation. The sandstone layer of No.7 rock sample appears near the perforation tip, and the sandstone layer of No.8 rock sample is closer to the perforation root.
From the fracture propagation of rock samples No.7 and No.8 in Figure 19., it can be observed that regardless of whether the sandstone layer is present at the perforation tip or near the perforation root, the fracture surface struggles to remain flat as the fractures pass through, resulting in significant distortion. Specifically, for rock sample No.7, the propagation mode of fractures shifts from the interlayer propagation of shale to the intralayer propagation of sandstone, leading to a significant increase in the complexity of fractures, as illustrated in Figure 19.
[image: Figure 19]FIGURE 19 | Diagram of hydraulic fracture propagation in sandstone layer.
Consequently, the sandstone layer demonstrates a pronounced inhibitory effect on the forward expansion of shale fractures along the perforation axis and exhibits a strong positive correlation with FCI.
3) Influence of shale natural fractures on fracture propagation
A. Influence of natural fractures on fracture propagation
No.9∼11, 13, 14, and No.16 rock samples were selected to investigate the impact of natural fractures on fracture propagation. The natural fractures in samples No.9 and 13 are parallel to the layer plane and perpendicular to the perforation axis. The angles between the natural fractures of samples No. 10, 14, and 16 and the layer plane approximate 20°, while the angle between the natural fractures of sample No.11 and the layer plane is approximately 45°. Samples No.9, 10, and 11 lack micro fractures around the perforation hole, whereas micro fractures parallel to the perforation axis are prefabricated around the perforation hole in samples No.13, 14, and 16.
It can be seen from the fracture propagation of the six rock samples No.9∼11, 13, 14 and 16 that for a single perforation, when the scale of natural fractures is large and as the angle between the natural fracture surface and the layer plane varies from 0° to 20°–45°, regardless of whether there are micro fractures parallel to the perforation axis around the perforation hole, the fractures struggle to directly pass through the natural fractures, primarily bypassing them instead. In this process, the fractures are distorted to a certain extent, leading to an increase in complexity, as shown in Figure 20 Note: A large scale of natural fractures significantly impedes the forward expansion of fractures and exhibits a strong positive correlation with FCI.
[image: Figure 20]FIGURE 20 | Diagram of hydraulic fracture propagation encounter natural fracture.

B. Influence of natural fractures network on fracture propagation
No.12 and 15 rock samples were selected to investigate the impact of natural fractures networks on fracture propagation. Sample No.12 lacks micro fractures around the perforation hole, whereas micro fractures parallel to the perforation axis are prefabricated around the perforation hole in sample No.15.
It can be seen from the fracture propagation of No.12 and No.15 rock samples that, for a single perforation, regardless of whether there are micro fractures parallel to the perforation axis around the perforation, the fractures can pass through the natural fractures network. Although the fracture surface is distorted to some extent and the complexity of the fractures increases, there is no detour phenomenon. Note: In this experiment, the natural fractures network exhibits a certain blocking effect on the forward expansion of the fractures, which is smaller than that of the natural fractures, and its positive correlation with FCI is weaker than that of the natural fractures.
4) Influence of fracture around the perforation hole on fracture propagation
Through comparative analysis of the fracture propagation of samples No.9 and 13, 10 and 14, it can be seen that when there are micro fractures parallel to the perforation axis around the perforation hole (No.13 and 14 rock samples), the generation and propagation of fracturing fractures are significantly affected by micro fractures, and the coincidence of the two fracture surfaces is quite high, as shown in Figure 21A. At the same time, when the fracturing fractures expand forward and encounter natural fractures, the distortion is also significantly reduced, and the step-like expansion of the interlayer fracture surface is obviously weakened, as shown in Figure 21B. Through analysis of sample No.16, it is further verified that microfractures around the perforation hole have significant control over the generation and expansion of fracturing fractures, and partially inhibit the detour phenomenon when fracturing fractures encounter natural fractures, as shown in Figure 21C. All the above demonstrates that when there are micro fractures around the perforation hole parallel to the perforation axis, it will help to enhance the ability of the main fractures to pass through the natural fractures, which is positively related to SRV.
[image: Figure 21]FIGURE 21 | Effect of fractures around the perforation hole on the hydraulic fracture propagation (encounter natural fracture).
A comparative analysis of the fracture expansion of samples No.12 and 15 (Figure 22) reveals that when micro fractures parallel to the perforation axis surround the perforation hole, when the fracturing fractures expand forward and encounter the natural fractures network, the distortion of the fracture surface is significantly reduced, and the stepped expansion of the interlayer fracture surface is also significantly reduced. This indicates that the presence of micro fractures around the perforation hole parallel to the perforation axis enhances the ability of the main fractures to pass through the natural fractures network, and is positively correlated with SRV.
[image: Figure 22]FIGURE 22 | Effect of fractures around the perforation hole on the hydraulic fracture propagation (encounter natural fracture network).
4 CONCLUSION

1) In shale fracturing, shear dislocation typically occurs between layers, resulting in separation between distinct layer planes. The main fracture primarily propagates through layers in a stepped configuration.
2) The presence of sandstone in heterogeneous shale significantly impedes fracturing fractures, causing severe distortion and deflection.
3) When the scale of natural fractures is large, it induces twisting and directional changes in the fracturing fracture. The natural fractures network also contributes to the distortion of fracturing fractures, albeit to a lesser extent than large-scale natural fractures.
4) The presence of micro fractures parallel to the perforation axis around the perforation hole augments the ability of the main fracturing fractures to traverse the natural fractures.
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Predicting impacts of potential carbon dioxide (CO2) leakage into shallow aquifers that overlie geologic CO2 storage formations is an important part of developing reliable carbon storage technology. To quantifying the effect of permeability anisotropy, a three-dimensional hypothetical reservoir model was formulated to analyze the migration behavior of CO2 under diverse permeability anisotropy scenarios. Sensitivity analyses for parameters corresponding to the permeability anisotropy and the leakage rate are conducted, and the results suggest that permeability anisotropy significantly affect the CO2 migration characteristics. Increasing the parameter of vertical/horizontal permeability ratio results in longer CO2 migration distances, which enhances the aqueous phase ratio and safety through more interaction with the aquifer, but also raises the potential of the leakage reaching the ground surface due to higher gas ratio. A comprehensive understanding of these dynamics is crucial for implementing effective monitoring and management strategies.
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1 INTRODUCTION
Porous media brine-filled aquifers provide a substantial potential storage capacity for the geological carbon dioxide (CO2) sequestration technology (Eccles et al., 2012; Karvounis and Blunt, 2021; Li et al., 2023a), which (Allen et al., 2018; Rycroft et al., 2024) is world widely considered a key element in addressing the climate crisis and achieving carbon neutrality goals (Celia et al., 2005). Assessing the negative environmental impact is a crucial aspect to ensure the long-term effective operation of the storage system using saline aquifers (Bradshaw et al., 2007; Navarre-sitchler et al., 2013). During the decision-making stage, a rational monitoring plan should be formulated by comprehensively considering geological features, groundwater flow, environmental impact, and so on (Miocic et al., 2019). This involves identifying the most likely areas for leakage and potential leakage pathways by considering the geological structure, permeability distribution, and groundwater flow paths in the underground formations. Therefore, specific simulations based on a thorough geological survey are necessary to determine the optimal monitoring positions (Chadwick et al., 2008). Besides the monitoring locations, the monitoring frequency is also a key factor in a leakage assessment (Gunter et al., 2000; Romanak and Dixon, 2022).
The permeability anisotropy of underground formation implies the permeability differences between different directions. The permeability anisotropy directly affects the CO2 migration paths as it flows through the formations, and in turn its distribution in the leakage assessment of the stored CO2 underground (Bear and Corapcioglu, 1986; Ghanbari et al., 2006; Pei et al., 2024). For example, anisotropy may lead to an uneven distribution of CO2 in underground rock formations, potentially forming asymmetric leakage paths (Dai et al., 2022; Pavan and Govindarajan, 2023). In formations like shales, where geological CO2 storage might occur, the horizontal permeability can be notably higher than the vertical permeability (Liang et al., 2021; Sun et al., 2023; Gu et al., 2024). The laminar structure of shale facilitates fluid movement along the bedding planes, making understanding this anisotropic nature crucial in assessing the potential pathways for CO2 migration and the associated risk of leakage. Conversely, in formations like sandstones with a more uniform and interconnected porosity, the ratio of horizontal to vertical permeabilities may be closer to 1, reflecting a more isotropic nature (Li et al., 2023b). The grains in sandstones create a network of pathways that allows CO2 to traverse vertically with a similar ease as flow horizontally. This has implications for the potential transport of CO2 and the risk of fluid migration to shallower aquifers or, in worst-case scenarios, to the surface. It points out that one needs to characterize permeability very carefully to reduce uncertainty in permeability, making predictions of CO2 transport and monitoring plan more accurate and allowing for a more reliable optimization of operational choices (e.g., properties and density of wells, etc.) (Oldenburg et al., 2023).
However, despite some qualitative descriptions of the impact of permeability anisotropy on CO2 migration, there is a lack of quantitative research on its effects (Zhang et al., 2017; Gan et al., 2021; Liu et al., 2021). It is worth noting the relatively limited number of ongoing storage projects, resulting in a shortage of on-site data for researching leakage incidents. For better prediction, prevention, and response to leakage incidents, it is essential to conduct in-depth research and draw upon existing lessons and experiences (Saleem et al., 2021; Mahjour and Faroughi, 2023). Simple theoretical analysis and analogies fall short in providing sufficient information for engineering applications under complex geological conditions. Therefore, it becomes important to conduct in-depth numerical simulations to analyze the effect of permeability anisotropy on CO2 migration patterns, providing a more accurate and reliable guidance for future geological storage projects. Numerical simulations also need to consider anisotropy to model the migration of CO2 in underground rock formations more realistically (Carrera and Neuman, 1986). While the numerical simulation method plays a critical role in the leakage assessment, it faces a series of challenges. These challenges mainly stem from the limited sample quantities and the use of approximate values for underground rock properties (Hortle et al., 2014; Wang et al., 2021; Legentil et al., 2023). As the number of samples from the underground formations is often limited, it is extremely challenging to fully characterize the geological structure and properties of these three-dimensional and highly anisotropic formations. This leads to the parameters and properties used in numerical simulations often being based on approximate values from the limited samples (Bianchi et al., 2016). The impact of this issue is primarily manifested in the uncertainty of simulation results. Numerical simulations cannot accurately reflect the real situation since the estimated range for anisotropy ratio spans from tens to hundreds, showcasing the substantial variability across different geological settings. Faced with this challenge, researchers need to better understand the reliability of simulation results by flexibly adjusting simulation parameters, employing sensitivity analysis, and pushing for innovation in geological exploration technologies to enhance the direct acquisition of underground rock properties (Nooraiepour, 2018).
Therefore, conducting an analysis of permeability anisotropy on leakage scenarios in geological CO2 sequestration can assist researchers in better predicting potential leakage locations, leakage rates, and the non-uniformity of leakage paths. A three-dimensional hypothetical reservoir model was set up to analyze the migration behavior of CO2 following its potential leakage into a saline aquifer under diverse permeability anisotropy scenarios. Through the numerical simulation examination of multiple permeability anisotropy configurations, this research could contribute insights essential to understanding and managing CO2 sequestration and leakage risks in geological storage reservoirs, providing a good technical support for achieving carbon neutrality goals (Dai et al., 2022; Raats, 1973).
2 MATERIALS AND METHODS
2.1 Numerical methods
The CarbonFlow model was used as the simulation tool to do predictive modeling and sensitivity analyses of the fully coupled nonlinear equations describing mechanisms of CO2 leakage. CarbonFlow is a module that has been derived from GPSFLOW (Cai et al., 2022), an general purpose subsurface flow simulator, which can model three-phase flow and transport over a wide range of pressures and temperatures encountered in reservoirs for water, CO2 and NaCl. The governing equations and features related to permeability anisotropy and possible phase change of during CO2 leakage to surface are listed following and other features can be found in the literature Cai et al. (2022), as shown in Table 1.
TABLE 1 | Governing equations used in CarbonFlow.
[image: Table 1]CarbonFlow uses the integral finite difference method of space discretization, which is the same in TOUGH3 (Jung et al., 2017). The permeability anisotropy could be characterized as kx≠ky≠kz of each element. To keep descriptions simple, we assume that the permeabilities in the two directions on the horizontal plane are the same, which means kx = ky. Hence, the permeability anisotropy is represented by the ratio (α = kV/kH), where kV is the vertical permeability and kH is the horizontal permeability.
During a leakage event, a change of phase composition (appearance or disappearance of a phase) might occur when certain parameters such as pressure and temperature exceed certain threshold values, like the critical point (Tcrit, Pcrit) = (31.04°C, 7.38 MPa) (Pruess, 2011), as shown in Figure 1. For example, the injected CO2 at 1 km depth is normally in supcritical phase and will change to gas phase when migrating upward to 500 m depth. In CarbonFlow, three different fluid phases may be present: an aqueous phase that is mostly water but may contain some dissolved CO2, a liquid CO2-rich phase that may contain some dissolved water, and a gaseous CO2-rich that may contain some water. The fundamental thermodynamic properties are calculated based on the NIST database (Linstrom and Mallard, 2024).
[image: Figure 1]FIGURE 1 | A phase diagram for carbon dioxide is shown. The pressure axis is plotted on a logarithmic scale to accommodate the large range of values (paul flowers et al., 2019).
2.2 Basic model design
2.2.1 Conceptual model and leakage rate
Potential pathways from saline formations have been detailed described in the IPCC’s special report (Allen et al., 2018):1) through the pore system in low permeability caprocks if the capillary entry pressure is exceeded, 2) through opening in the caprock or fractures and faults, 3) through poorly completed and/or abandoned wells, and 4) through aquifers where dissolved CO2 migrates laterally. It would be more than 100,000 years for CO2 to leak through pore system in caprocks, and the flow in aquifers is estimated to be of the order of 1 mm/yr to 1 cm/yr.
As shown in Figure 2, this study focuses on leakage which can occur in just a few decades which operators can cope with and considers one simple scenario: leakage through faults or leakage through abandoned wells. Leakage through injection wells is excluded because these can be monitored relatively easily by operators and action can be taken when a leak occurs (Aoyagi et al., 2011). Leakage depth of 1,000 m is selected based on the depth description in Kalaydjian (Kalaydjian et al., 2011).
[image: Figure 2]FIGURE 2 | Conceptual model of CO2 leakage in this study.
Since there is no sufficient on-site data research on leakage rate, and it depends on many factors including the geological conditions and operational conditions, 0.1% of annual storage mass is selected as the basic scenario based on the theoretical calculation considering natural carbon fluxes (Oldenburg et al., 2002). In the subsequent sensitivity analysis plan, the leakage rate is intended to be increased by 10 times to analyze this uncertainty factor. By increasing the leakage rate, the aim is to gain a deeper understanding of the system’s response and stability in extreme scenarios, thereby accurately assessing potential risks. In this sturdy, we assume the stored CO2 is 1 million tons per year, hence the leakage rate is 1,000 t/yr. The leakage continues 10 years, and we simulate to 20 years to study lateral migration characteristics.
2.2.2 Grids discretization
A three-dimensional hypothetical reservoir model was set up to analyze the migration behavior of CO2 following its potential leakage into a saline aquifer under diverse permeability anisotropy scenarios. The mesh was created using mView software, which is a tool for mesh generation and management, as shown in Figure 3. The study area on the plane has been preliminarily chosen to be a 10 km by 10 km range based on prior research, which is larger than the affected area of the leak. Near the wellbore, at the center of the model, the mesh size is 2 m by 2 m. This finer grid extends to 50 m where the mesh size increases to 5 m by 5 m. Between 50 m and 5,000 m, the mesh size progressively increases with a multiplier of 2.5 starting from 5.0 m. There are a total of 1,521 cells in the horizontal plane. In the vertical direction, the mesh size near the leak point starts at 2 m and gradually increases to 20 m. Some grid refinements are conducted in the leakage and potential CO2 phase change areas (from supercritical to gas phases). There are 69 layers in total, comprising 104,949 cells overall.
[image: Figure 3]FIGURE 3 | Domain discretization in plane perspective (A) with 1521 grids, grids refinement in the leakage area (B), domain discretization in a vertical profile (C) by 69 layers with refinement in leakage layer and phase change area (700–800 m depth), and the entire 3D model with 104,949 grids (D).
2.2.3 Rock properties
We take the properties of Gudong Oilfield reservoir, which belongs to Shengli Oilfield, as a basic scenario in the hypothetical reservoir model. Data indicated porosity of 28%–35% in the Guantao Formation (Linye et al., 2004; Kalaydjian et al., 2011). Thus, an average porosity of 31% is determined to represent the sandstone in the basic model. The permeability of the sandstone is assumed to be 1,000 mD in the horizontal directions (kx = ky) as a basic scenario. This value is selected based on previous studies (evaluated permeability of 510-3118mD) and is considered a reasonable approximation in a typical horizontal reservoir. However, it's important to note that the actual permeability of the sandstone can vary depending on factors such as the depth of the reservoir, the pressure and temperature conditions, and the presence of fractures or other features that can affect fluid flow. Therefore, the permeability value used in the model should be considered as an approximation and would be adjusted in the next sensitivity studies. The other rock properties described in Kalaydjian (Kalaydjian et al., 2011) are used, as shown in Table 2.
TABLE 2 | Reservoir properties.
[image: Table 2]The van Genuchten function (Van Genuchten, 1980) is used for the capillary pressure mode and the relative permeability mode, as in Pruess (Pruess et al., 1999). Hysteresis will certainly impact two-phase flow during the cycle of imbibition and drainage. But our focus is on the migration of CO2 under constant leakage rate. Therefore, the hysteretic capillary pressure and relative permeability functions were not employed to account for a constant leakage rate since it was anticipated that the system would consistently remain on the drainage branch during the leakage phase, without undergoing repeated cycles of CO2 leakage and water injection.
2.2.4 Initial and boundary conditions
Initially, the pressure is in a state of hydrostatic equilibrium, and the temperature is set according to a geothermal gradient of 0.03°C/m. The initial salinity of brine is 3% with no gas saturation, which has been used in the Aoyagi et al. (2011) and Wang et al. (2013). For visualization, we show initial conditions only for a portion of the domain (x = 0 m, y = −50 m–50 m, z = −1,000 m–0 m), because conditions are the same in the rest of the domain, as shown in Figure 4.
[image: Figure 4]FIGURE 4 | Initial pressure (A) and temperature (B) distribution.
3 RESULTS AND DISCUSSION
3.1 CO2 migration characterization
Figure 5 shows the phase saturation distribution and evolution. During the initial leakage period (0–5 years), as shown in Figure 5A, carbon dioxide primarily exists in the supercritical phase. Specifically, in our software, we categorize different phases using terms such as liquid phase, aqueous phase, and gas phase. Therefore, in the figure, we use the term “liquid phase” to represent the supercritical phase of carbon dioxide. From Figure 6A, in approximately the fifth year of the model, as it migrates upward to a depth of about 730 m, corresponding to the triple point conditions (pressure p = 7.38 MPa, temperature T = 31.04°C), CO2 undergoes a significant transition from the liquid phase to the gas phase. This transformation plays a crucial role in the distribution and evolution of phase saturation within underground reservoirs. Changes in underground conditions lead to this shift in CO2 state, thereby influencing the distribution of phase saturation.
[image: Figure 5]FIGURE 5 | Phase saturation distribution and evolution on (A) 5-year, (B) 10-year and (C) 20-year.
[image: Figure 6]FIGURE 6 | Mass fraction of CO2 in aqueous phase distribution and evolution on (A) 5-year, (B) 10-year and (C) 20-year.
As shown in Figure 5B, at the end of the leakage period (10th year), CO2 migrates upward to a position at −400 m, covering an upward leakage distance of 600 m. Ten years after the leakage ceases, Figure 5C, a notable transformation occurs in the behavior of CO2. During this period, the majority of CO2 undergoes a phase transition, converting into the aqueous phase, as shown in Figure 6B. Despite the passage of time, the distance of its upward migration remains relatively unchanged at −360 m (Figure 6C). The relatively stable migration distance suggests that the dissolution process efficiently absorbs the leaked CO2, preventing significant vertical movement. This phenomenon might be attributed to the limited quantity of leaked CO2. The scarcity in leakage volume results in a predominant reliance on dissolution processes. Unlike scenarios with larger leaks, where gaseous CO2 might travel greater distances due to buoyancy and pressure differentials, the modest volume of leaked CO2 in this case allows dissolution to play a dominant role.
3.2 Permeability anisotropy
Various scenarios are designed as detailed in Table 3, where α ranges from 2−4 to 2 while the horizontal permeability remains constant. Ennis-king et al. (2005) conducted a study on how anisotropy affects the onset of instability, employing both linear and global stability analyses (Erfani et al., 2022). Their findings revealed that reducing α, while maintaining constant horizontal permeability and decreasing vertical permeability, stabilizes the process and impedes the initiation of instability. Due to the layered structure of natural formations, α is usually less than 1. In our design, we chose a maximum value of 2 to represent the broadest possible scenario. This design allows for realistic variations within the constraints of geological realities, providing a comprehensive exploration of permeability anisotropy.
TABLE 3 | Scenarios design of permeability anisotropy.
[image: Table 3]3.2.1 CO2 phase saturation distribution
Figures 7, 8 illustrate the distribution of phase saturation for various scenarios, offering a detailed glimpse into migration patterns over both 10 and 20 years. The analysis of figures shows a noticeable gathering of CO2 around the leakage point at smaller scales. This is linked to a decrease in vertical permeability, constraining the paths for CO2 migration and resulting in a significant reduction in movement within subsurface geological layers.
[image: Figure 7]FIGURE 7 | Phase saturation (A) Sl, (B) Sa and (C) Sg distribution of different α scenarios on 10-year.
[image: Figure 8]FIGURE 8 | Phase saturation (A) Sl, (B) Sa and (C) Sg distribution of different α scenarios on 20-year.
3.2.2 Trapping performance
In a storage unit, CO2 in the aqueous phase is considered more stable than it in the gaseous or liquid phase. Therefore, we analyze CO2 trapped in the aqueous phase for a more in-depth examination, aiming to understand the impact of permeability anisotropy, as shown in Figure 9.
[image: Figure 9]FIGURE 9 | Phase ration of different α scenarios on 20-year.
At first glance, with an increase in the parameter α, CO2 migration seems to move away from the leakage point, covering longer distances and encountering the aquifer more extensively. Consequently, the aqueous phase ratio becomes larger, suggesting a heightened level of safety in this context. This positive aspect is attributed to increased interaction with the aquifer, contributing to a more stable and secure scenario.
However, it is essential to note that the larger values of α also signify a higher gas ratio. This implies a greater proportion of the gas phase, characterized by increased mobility, which, in turn, raises the potential for leakage to the ground. Despite the advantageous aspect of a larger aqueous phase ratio, the elevated gas ratio introduces a concern related to the mobility of the CO2, posing a risk of ground leakage.
Notably, when α equals 1, a critical threshold is reached. At this point, some CO2 may migrate out of the ground, potentially causing damage to the surrounding environment. This emphasizes the delicate balance between safety and risk associated with varying values of α in the context of CO2 migration. A comprehensive understanding of these dynamics is crucial for implementing effective monitoring and management strategies to ensure the safe storage and containment of CO2, especially in scenarios where the parameter α reaches a critical value.
3.3 Leakage rate
The phase transitions and dissolution processes of CO2 can vary with different leakage amounts. Two additional leakage rate scenarios (5 and 10 times the leakage rate in the basic model) were introduced to explore the interaction between leakage volume and permeability anisotropy.
The phase ratio for different leakage scenarios over 20 years, with α equal to 1.0, is illustrated in Figure 10. Despite the leakage rate increasing to 10 times that of the basic model, the phase ratio undergoes a relatively moderate change, reaching 40% of the leakage mass into the surface. Reducing α representing smaller vertical permeability, proves effective in preventing leakage to the surface, as indicated by the decreased leakage ratio in both Figures 11, 12.
[image: Figure 10]FIGURE 10 | Gas phase saturation distribution of different leakage rate scenarios (from left to right refer to 0.1%, 0.5%, 1.0%) at 20 years (α = 1.0).
[image: Figure 11]FIGURE 11 | Phase partitions of different leakage ratio scenarios at 20 years (α = 1.0).
[image: Figure 12]FIGURE 12 | Phase partitions of different leakage ratio scenarios on 20-year (α = 0.5).
4 CONCLUSION
A comprehensive three-dimensional reservoir model was set up to analyze the migration behavior of CO2 under diverse permeability anisotropy scenarios. The investigation demonstrated that the complex interaction of permeability anisotropy, manifesting as varied permeability values in horizontal and vertical directions within the rock structure, can substantially modify the spread of CO2 both horizontally and vertically. Sensitivity analyses indicated that the response of the reservoir to changes in permeability anisotropy is not uniform, suggesting that a one-size-fits-all approach to site evaluation may be inadequate. Instead, the simulation outcomes underscore the necessity for tailored acceptance criteria that reflect the unique properties and operational parameters of individual storage sites. Consequently, these results provide a robust framework for the assessment and design of potential storage sites, enabling a more precise estimation of the risks associated with CO2 leakage.
In practice, the variability in these ratios across different geological settings highlights the need for detailed site-specific investigations to enhance our understanding of subsurface processes related to CO2 storage. Hence, a thorough consideration of the impact of permeability anisotropy on the assessment of CO2 geological sequestration leakage is crucial. Advances in technology and comprehensive data collection methods continue to contribute to refining our knowledge of rock permeability, ultimately supporting sustainable and informed decision-making in geological carbon dioxide storage.
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Based on macroscopic qualitative observation, microscopic quantitative analysis, low-temperature adsorption, high-pressure mercury intrusion and three-dimensional CT scanning, the spatial structure and heterogeneity of the #5 coal from the eastern Ordos Basin, Shanxi Formation, are quantitatively characterized. The following observation were studied: 1) The main body of the #5 coal was intact structural coal seam, with the density of cleats gradually increasing from north to south. 2) The microscopic composition of the #5 coal is dominated by desmocollinite, which contains small amounts of inertinite and inorganic minerals, with the inorganic component mainly composed of carbonate rocks and a small amount of clay. The carbon content and the content of its inorganic minerals in the #5 coal gradually decrease toward the inner basin, caused by transport distance and depositional environment. 3) At the micrometer scale, no significant pores were observed, and the #5 coal bed is primarily composed of micro-mesopores smaller than 40 nm, with a small number of 50∼100 nm macropores. Simultaneously, micro-fractures in the coal bed were well developed; by using mercury intrusion data of the bimodal feature of the pore throat, indicates the coexistence of micrometer-scale micro-fractures and nanometer-scale mesopores within the coal, with pronounced differences and interconnected complexity. 4) The porosity and permeability of microfractures, as well as the number of microfracture bars and permeability, indicate that the connectivity of coal bed is primarily caused by the microfracture system. By reconstructing the three-dimensional spatial structure of the #5 coal through multiple tests, the heterogeneous characteristics are quantitatively characterized.
Keywords: 3D spatial structure, heterogeneity, #5 coal, Upper Paleozoic, eastern Ordos basin
1 INTRODUCTION
Coal bed methane (CBM) is an unconventional natural gas generated from coal seam, and its main component is methane which primarily stored in the pores of coal seam in an adsorbed state. Coal is a porous medium with a dual-porosity system, and the processes of adsorption, desorption, permeation, and diffusion of coalbed methane were significantly contributed by the micro-pore structure of coal. Therefore, the pore system of coal reservoirs is the primary factor of the occurrence and production of coalbed methane, and affects the efficiency of coalbed methane extraction during the development and production stages (Tissot and Welte, 1984; Stach et al., 1990; Levy et al., 1997; Crosdale et al., 1998; Clarkson and Bustin, 1999; Chou, 2012; Qin and Shen, 2016; Li et al., 2017). Microscopic structural analysis of coal typically involves qualitative and quantitative analysis of coal micro-pore-fracture structures using techniques such as microscopic imaging, mercury intrusion Porosimetry, low-temperature adsorption, scanning electron microscopy, CT scanning, etc., to analyze and discuss the different characteristics in microstructural parameters of coal seams (Yao et al., 2010; Chalmer et al., 2012; Cnudde and Boone, 2013; Shan et al., 2014; Nie et al., 2015; Hou et al., 2017; Chen et al., 2020; Dai et al., 2022; Zhao et al., 2023).
Comprehensive results of previous researches concluded that the internal pore structure of coal seams can be visualized clearly and quantified by scanning electron microscopy and micrometer CT scanning. However, those tests have limitations in terms of quantifying nanoscale microporous parameter (Cnudde and Boone, 2013; Li et al., 2014; Li et al., 2016). Although mercury intrusion and low-temperature adsorption can be used to achieve the structural characteristics of micropores and mesopores in coal seams, and reconstructing pore size distribution and connectivity, all these test results cannot distinguish micropores from fractures, which are usually considered to be the similar system (Hu et al., 2003; Song et al., 2017; Jiang et al., 2010).
This study is initially evaluated the micropores, throat structure, fracture development, mineral filling conditions, and their spatial patterns. Subsequently, through the reconstruction of coal’s three-dimensional images, it quantitatively characterized the three-dimensional spatial structure of coal and the heterogeneity of the reservoir. Finally, by leveraging the comprehensive analysis of various test results, it examined the intrinsic connections among the pore distributions obtained through different experimental methods, concluded multi-parameter characterization of the coal seam pore structure, and a comprehensive and intuitive understanding of the micropore-microfracture system within coal seams.
2 MATERIALS AND METHODS
2.1 Geologic setting and samples
The Ordos Basin is the second-largest sedimentary basin in China and constitutes a part of the North China Craton. During the Carboniferous-Permian period, the North China Craton existed as a sizable island situated near the ancient equator of the Pan-Mediterranean Sea (Torsvik and Cocks, 2004). Over the Paleozoic era, the coal-bearing basins of North China underwent a gradual transition from marine-transitional to terrestrial sedimentation (Li et al., 2019). This epoch of warm and humid climatic conditions, coupled with extensive coastal platforms, provided conducive environments for the formation of peat swamps and subsequent coal deposition. Consequently, the Upper Paleozoic coal resources within the Ordos Basin are abundant and widely distributed. Notably, both the #8 coal at the summit of the Benxi Formation in the Upper Carboniferous and the #5 coal of Shanxi Formation in the Lower Permian serve as regional marker beds. In the eastern sector of the basin, the #5 coal is relatively shallowly buried, thereby facilitating its exploitation (Figure 1).
[image: Figure 1]FIGURE 1 | Division of tectonic units and location of the samples.
The Upper Paleozoic gas source rocks in the Ordos Basin exhibit characteristics of “extensively-covered hydrocarbon expulsion” and “cumulative gas accumulation”: Organic matter maturity in the majority of the central basin has reached the stages of thermogenic condensate-rich gas generation and dry gas generation (Liu et al., 2007; Yang et al., 2012; Cao et al., 2013). The latest gas enrichment patterns suggest a closer affinity to a “quasi-continuous accumulation model” (Zhao et al., 2013; Zhao et al., 2017). Natural gas is primarily generated from the Middle Jurassic to Early Cretaceous. The main gas-bearing intervals in the Upper Paleozoic of the basin are the lithic quartz sandstones of the He 8 Member in the western area and the quartz sandstones of the Shan 2 Member in the eastern area. The analyzation of #5 coal in this study is directly deposited on top of the Shan 2 Member of Shanxi Formation.
Although there are a large number of exploration wells in the Eastern Ordos Basin, there are not many sampling wells to choose because one-quarter the drilled wells preserved cores that were only sandstone and did not coal seams. Thick and multiple sets of coal seams were selected and sampled, which were in order to analyze not only vertical trends in single well but also planar trends about #5 coal. Samples were distributed throughout the study area as much as possible, which helps to reduce sample selection bias and brings the samples closer to the overall coal seam characteristics. Six coal samples from comparatively thick coal seams with micro-fractures that can be visualized, which were selected as primary targets for three-dimensional reconstruction testing. So 76 samples from 35 wells in the Eastern Ordos Basin were selected, which combined analysis with their maceral group composition, minerals, porosity and permeability, a multi-scale and multi-parameter joint characterization of the coal seam micro-pore and micro-fractures structure in the Upper Paleozoic was conducted accordingly (Figure 1).
2.2 Methods
Various coal tests were conducted at the State Key Laboratory of Continental Dynamics (Northwest University) by using several instruments, including a transmission light-fluorescence microscope (Leica 6M), fluorescence spectrometer, confocal microscope with white light (Leica TCS SP8), adsorption analyzer (Quantachrome Quadrasorb), micro-CT (ZEISS Xradia 520 Versa), and mercury porosimeter (Quantachrome poremaster). These tests followed the procedures and technical requirements outlined in standard methods, Include the GB/T 16773-2008 (Method of preparing coal samples for coal petrographic analysis), GB/T 12937-2008 (Terms relating to coal petrology), GB/T 8899-2013 (Determination of maceral group composition and minerals in coal), GB/T 30732-2014(Proximate analysis of coal -Instrumental method), and MT/T 507-2019 (General rules of coal petrographic analysis).
Systematic testing to quantify coal industry components at first, which can acquire the carbon content and ash value. Based on the coal component data, half of the samples were selected for XRD and microscopic composition testing, which could further quantify the mineral composition and micro macerals and minerals. On the basis of the micro-image analysis, the samples in which micro-fractures were observed have been subjected to laser confocal testing to analyze their width and trapped period.
Semi-quantitative measurements and analysis about micro-fractures from microscopic images at first. The nanopores were quantitative analyzed by low-temperature adsorption (N2 +CO2) because these nanopores could not be observed by microscopic images Subsequently. Then quantify the nanopores and micro-fractures by high-pressure mercury intrusion test at the same time, and establish the correlation analysis between the micrometer-scale and nanoscale test results, thereby explaining the presence of bimodal features of pore throat radius in coal by multiple tests.
3 RESULTS AND DISCUSSION
3.1 Classification of macro-composition
The macroscopic composition of the #5 coal in Shanxi Formation is predominantly semi-bright coal and bright coal, with relatively fewer semi-dark coals. Overall, there is an increasing proportion of semi-bright coal (Figures 2A–D) and bright coal (Figures 2E–I) from Shenmu to Jingbian, accompanied by a decreasing trend in semi-dark coal and dull coal. Macroscopic observations indicate that the main body of the #5 coal consists of intact coal, with a small amount of fractured coal observed in the southern Jiaxian area. Cleats are well-developed within the coal across different well locations.
[image: Figure 2]FIGURE 2 | Macro-composition characteristics of #5 coal ((A)-T29 2861.5 m, (B)-M37 2707.6 m, (C)-J26 3030.9 m, (D)-S387 3494.5 m, (E)-S364 3908.4 m, (F)-Y62 2399 m; (G)-M99 2296.4 m, (H)-T49 3214.7 m, (I)-Sh94 2091 m).
A large number of high-angle fractures, typically developed perpendicular to bedding, are observed, often filled with minerals such as white calcite, forming a network of calcite-filled fractures (Figure 2, indicated by blue arrows). Statistical observations from core analysis demonstrate a gradual increase in cleat density and intensity from north to south.
3.2 Micro macerals and minerals
The microscopic composition of the #5 coal in Shanxi Formation is predominantly vitrinite, ranging from 56.6% to 93.78%, with a mean value of 75.45%. Within the vitrinite, the majority comprises desmocollinite, followed by telocollinite and telovitrinite (Figures 3A–C). The content of inertinite varies significantly, ranging from 0.02% to 31.33%, with a mean value of 11.29%, while exinite is relatively less abundant, with a mean value of 2.6%.
[image: Figure 3]FIGURE 3 | Micro macerals and fluorescence micrograph of #5 coal ((A)-J26 3030.66 m, (B)-T29 2861.07 m, (C)-S364 3908.49 m).
The content of inorganic minerals ranges from 1.33% to 23.65%, with an average value of 10.90%. The predominant inorganic component is carbonate rocks, with small amounts of clay. The inorganic minerals exhibit a banded distribution under the microscope, with some grains semi-oriented along their long axes (Figure 3C). Under blue light excitation, exhibits no significant fluorescence (Figure 3A), displays a weak tawny-yellow fluorescence, while calcite cements exhibit yellow-green fluorescence. Early non-directional fractures, resulting from hydrocarbon generation, typically show relatively wide and curved surfaces, whereas later fractures, filled with carbonate, tend to appear straight and narrower.
At the microscopic scale, no obvious pores were observed in #5 coal in the study area, but microfractures were well developed, with multiple sets of microfractures exhibiting a vertical intersecting relationship (Figure 3B). Laser confocal quantitative analysis was conducted on seven coal microfractures, and the statistics showed that the shortest length of the microfractures ranged from 20∼40 µm, with the majority having lengths between 90∼300 µm; early fractures had widths mainly between 50∼110 µm, while later fractures had narrower widths, mostly less than 50 µm (Figure 4; Table 1). Significant differences can be quantitatively compared through microscopic scanning. The early microfractures length and width were relatively large simultaneously, which morphology also were uneven, those mainly caused by abnormal high pressure during organic matter hydrocarbon generation. The later microfractures width were relatively small, which morphology were straight and interconnected, that mainly caused by structural stress during deeply burial stage. These microscopic features indicate that Shanxi Formation #5 coal has favorable conditions for cleat generation, which is beneficial for hydraulic fracturing optimization.
[image: Figure 4]FIGURE 4 | Laser confocal scan micrograph and quantitative analysis of #5 coal fractures ((A)-J26 3033.45 m, (B)-S387 3494.5 m).
TABLE 1 | Fracture parametric comparison by laser confocal quantitative analysis.
[image: Table 1]The industrial composition of coal mainly consists of four parameters: fixed carbon, ash, volatile matter, and moisture, which are also important indicators for evaluating coal quality (Crosdale et al., 1998). The industrial test data of Shanxi Formation #5 coal indicates significant differences, with fixed carbon content ranging mainly from 45∼85%, with a mean of 66.16%; ash content ranging mainly from 10∼40%, with a mean of 23.55%; volatile matter ranging mainly from 3∼12%, with a mean of 7.51%.By analyzing the ash of the burned #5 coal through X-ray diffraction (XRD), the results show relatively abundant carbonates and quartz, along with small amounts of clay minerals and feldspar, and varying degrees of pyrite. Comparing the trends of fixed carbon and inorganic minerals on a planar scale, it is observed that fixed carbon content decreases from north to south and from east to west, which indicate that the deltaic depositional environments have changed and thus a deterioration in the quality of the coal bed. The quartz increases from north to south, while the carbonate content gradually decreases correspondingly, which trends were associated with the transportation distance, that indicate the sediments originated from the Yinshan uplift in the northern Ordos Basin (Figure 5).
[image: Figure 5]FIGURE 5 | Ash distribution trend by XRD of #5 coal.
3.3 #5 coal metamorphosis features
During the process of metamorphism, coal rank indicators such as vitrinite reflectance (Ro), carbon content (C), and calorific value (Q) are used to determine the degree of coal metamorphism or coalification (Sang et al., 2005). For the #5 coal seam, the vitrinite reflectance Ro range is from 0.514% to 2.019%, indicating that the majority of coal seams in the area belong to bituminous coal and are in the middle to high metamorphic stages. The thermal evolution degree gradually increases from north to south (Figure 6), indicating that the overall coal seams are in a stage of significant hydrocarbon generation. There is no obvious correlation between the thermal evolution degree and burial depth in the present state of the #5 coal in the eastern Ordos basin, which is caused by the obvious uplift difference since the Early Cretaceous.
[image: Figure 6]FIGURE 6 | Vitrinite reflectance distribution trend of #5 coal.
3.4 #5 coal macropores-micropores-fracture system
The adsorption space of coal seam is primarily composed of micropores, accompanied by a small number of small, medium, and large pores. They respectively constitute capillary condensation and diffusion regions, areas of slow gas permeation, and intense laminar flow regions (Can et al., 1972; Qin et al., 1995; Ju et al., 2005; Cheng and Hu, 2023). The desorption branch of the isothermal curve of the #5 coal exhibits a stable desorption within a relatively large range of relative pressure (P/P0≈1), with a narrow or absent hysteresis loop, indicating poor development of micropores and mesopores in the #5 coal.
The low-temperature N2 adsorption indicates that the pore radius is primarily between 10∼120 nm, with a mean value of 88.6 nm according to the BET model, and 15.3 nm according to the DFT model (Figure 7A). The low-temperature CO2 adsorption reveals a pore radius between 1.0∼2.0 nm, with a mean value of 1.82 nm according to the BET model (Figure 7B). Both N2 and CO2 adsorption results indicate that micro-mesopores smaller than 40 nm are predominant in the #5 coal, with a small number of macropores ranging from 50∼100 nm. The adsorption test results suggest that micropores are the primary contributors to specific surface area and pore volume.
[image: Figure 7]FIGURE 7 | The pore radius distribution by low-temperature adsorption ((A)-CO2 adsorption test, (B)-N2 adsorption test).
The mercury intrusion data indicates that the porosity ranges from 3∼8%, with a mean value of 5.32%. The permeability is primarily distributed between (0.05∼3) µm2 × 10−3 µm2, with a median value of 0.37 µm2 × 10-3 µm2, with few discrete permeability anomalies affected by fractures. The pore-throat radius distribution exhibits a bimodal feature, with half of the median pore-throat radius being less than 0.1 µm, while one-third of the pore-throat radius falls between 0.6∼10 µm (Figure 8; Table 2). The small pores smaller than 0.1 µm are mainly organic matter pores and intergranular pores of clay minerals, which quality were controlled by the carbon content and its thermal evolution. Recognized as a microfractures when its pore-throat radius is greater than 1 µm correspondingly, because large pores are difficult to form and preserve in coal bed. The bimodal characteristics of pore throat radius indicating the coexistence of few micrometer-sized fractures and massive nanometer-sized mesopores within the coal, which are significantly different in connectivity and complexity compared with sandstone.
[image: Figure 8]FIGURE 8 | Mercury saturation curves and pore-throat radius histogram.
TABLE 2 | Parametric comparison by high-pressure mercury intrusion of #5 coal.
[image: Table 2]3.5 #5 coal 3D scanning and reconstruction
The advantage of three-dimensional CT scanning method is the fast and non-destructive scanning and imaging of rock samples in all directions and over a wide area. The micro-CT results of Shanxi Formation #5 coal show the significant volume differences between micro-pores and micro-fractures. Among these, fractures with an equivalent diameter greater than 600 μm account for approximately 86% of the total pore and fracture volume, followed by those with equivalent diameters ranging from 10 to 600 μm, which represent approximately 10% of the total pore and fracture volume. Statistical analysis indicates that pores and fractures with an equivalent diameter less than 10 μm constitute 78% of the total number, yet they only contribute to 5.5% of the total pore and fracture volume (Figures 9A–D; Table 3).
[image: Figure 9]FIGURE 9 | 3D CT scan micrograph-reconstruction of #5 coal fractures and parametric correlation ((A)-S364 3908.49m, (B)- Sh101 2301.25m, (C)-T49 3214.78m, (D)-T29 2861.07m, (E)-Positive correlation between porosity, permeability and micro-fracture porosity, (F)-Positive correlation between porosity, permeability and micro-fracture frequency).
TABLE 3 | Fractures quantitative analysis by 3D CT scan of #5 coal.
[image: Table 3]The Micro-CT scanning result reveals significant differences in the development of micro-fractures. The number of fractures with a volume less than 0.1 mm3 is the highest, but their volume ratio is relatively low. Conversely, the number of fractures with a volume greater than 10 mm3 is the lowest, but their volume ratio is relatively high. Those graphic shows the rock skeleton, all the micro-fractures and micropores are identified as blue, and connected micro-fractures are displayed in the same color about four sample (Figures 9A–D). The correlation is more significant between micro-fracture porosity, micro-fracture frequency and permeability, compared to porosity (Figures 9E, F), which quantitative data indicates that permeability were mainly controlled by micro-fractures rather than micro pores. They exhibit a clear positive correlation: fractures’ porosity and permeability, and the number of fractures and permeability, which indicate the fracture system is the main factor of connectivity of the coal bed, which is a supplementary explanation for the bimodal characteristics of pore throat radius system of mercury intrusion data.
Micro-pores can provide a large number of adsorption sites for coalbed methane adsorption and occurrence. Meanwhile, micro-fractures can provide a large amount of storage space and provide space conditions for deep coalbed methane enrichment. Analysis of various test results were adopted to conduct full-scale quantitative characterization of nano-scale pore and micron scale cracks in the pore and fissure structure of coal reservoir, and comprehensively evaluate the pore and fissure structure characteristics of different scales. Multiple test results analysis and evaluation can provide a more scientific basis for judgment in the adsorption capacity and development potential of deep coalbed methane respectively.
The porosity and permeability ranges are essentially similar between #5 and #8 coals, but the monolayer and cumulative thicknesses of #5 coals are significantly thinner. Because of the #8 coals were deposited in the stable swamp sedimentary environments, which is conducive to organic matter enrichment and form stable coal seam structure.
The analysis of coalbed methane logging and hydrocarbon logging, combined with the structural characteristics and heterogeneity of coal reservoirs, demonstrates a positive correlation between coalbed gas measurements and the structure of coal reservoirs. The lithology, pore-fracture structure, and the #5 coal bed thermal evolution determine the heterogeneity of the coal reservoir and the porosity, thereby influencing the gas composition of the coal reservoir.
4 CONCLUSION

(1) Observations and statistics indicate that approximately three-quarters of the #5 coal consist of primary structural coal, with a trend of increasing cleat density from north to south. There are significant differences in industrial components of #5 coal, with fixed carbon content ranging mainly between 45% and 85%, and ash content mainly between 10% and 40%. XRD testing of the ash content primarily shows carbonates with small amounts of clay. Those cleat density and content in the #5 coal gradually decrease toward the inner basin, caused by transport distance and depositional environment. The microstructures were not similar with the #8 coal, but were more predictable through fluvial depositional environments.
(2) The thermal evolution degree the #5 coal have reached the stage of low-grade anthracite, forming a modern pattern of spreading of coal grades in the eastern Ordos basin, which reduces the differences in micropores-mesopores assemblies due to thermal evolution differences effectively. It is also not necessary to analyze the correlation between present-day burial depth and micropores-mesopores assemblies in #5 coal, which is due to significant uplift differences since the Early Cretaceous.
(3) Multiple test results reveal that the microstructure of the #5 coal is complex. At the micrometer scale, no obvious pores were observed, with the #5 coal mainly comprised of micro-mesopores smaller than 30 nm and a minor amount of macropores ranging from 50∼100 nm. Additionally, micro-fractures in the coal were found to be well developed, which fractures width ranged from 20∼110 µm predominantly. The quantify the nanopores and micro-fractures by high-pressure mercury intrusion test and 3D scanning and reconstruction, establish the correlation analysis between the micrometer-scale and nanoscale test results, thereby qualitative analysis the presence of bimodal features of pore throat radius in coal by multiple tests. (4) The differences between pores and micro-fractures are evident and interconnected, with the coal’s porosity and connectivity primarily caused by the micro-fracture system, meanwhile micro-fractures also contribute to the pronounced heterogeneity within the #5 coal. Multiple test results analysis and evaluation can provide a more scientific basis for judgment in the adsorption capacity and development potential of deep coalbed methane respectively.
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a 131 143 139 148 1.498 1.50 159 1.696
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Specimen number

Water sa

Damage variable of tensile strength

T-1 0.00 596 -
T-2 84.00 457 0233
T-3 100.00 418 0.299
T-4 0.00 544 -
T-5 84.00 383 0.296
T-6 100.00 3.08 0434
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Specimen Water Confining Triaxial Young's Poisson’s  Damage variable

number saturation (%) pressure (MPa) compressive modulus ratio of Young's
strength (MPa) (GPa) modulus
s 000 20,00 11203 14.06 010 -
s2 0.00 30.00 15213 17.74 012 ‘ -
53 000 40.00 262.19 2594 011 -
sS4 63.00 | 20,00 | 11097 | 138 010 [ 002
I s5 | 84.00 30,00 T 13894 1609 012 [ 009
56 68.00 | 4000 250,04 2256 014 013
87 10000 20,00 | 86.04 I 1262 [ 039 [ 010
58 10000 | 30,00 12750 1502 013 | -
59 10000 40.00 | 20141 1822 015 030
510 000 | 0.00 10192 2644 008 [ -
s 84.00 0.00 4942 1146 015 057
s12 10000 | 0.00 2797 653 028 075
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Specimen Length Diameter Mass Mass of Water The peak Tensile

(mm) ()] water (g) saturation (%) load (KN) strength (MPa)
T-1 1148 24.55 1258 0.00 0.00 2.86 5.96
T2 1144 2473 s 000 ‘ 000 261 544
T3 1181 2458 13.04 023 84 222 457
T4 1163 2462 o 029 84 186 | 38
T5 | s 2457 o | 032 100 148 3.08
T-6 1231 2463 e 033 100 203 418
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Specimen \EIC Confining Young's Static Poisson’s Triaxial compression
number saturation (%) pressure (MPa) modulus (GPa) ratio strength (MPa)
s 0.00 20,00 1406 0.10 11203
s2 0.00 30,00 1774 012 15213
$-3 0.00 40.00 2594 0.11 262.19
S4 63.00 20,00 1380 0.10 11097
| s 84.00 30.00 1609 0.12 13894
56 68.00 40.00 2256 0.14 250,04
s7 100.00 20,00 1262 039 86.04
58 100.00 30.00 1502 013 127.50
59 100.00 4000 1822 015 20141
510 0.00 0.00 2644 008 10192
s 84,00 0.00 1146 015 4942
s12 100.00 0.00 653 013 27.97
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arameter Vals

Matrix porosity (¢,,) 0.10 -
Matrix permeability (k) 010 mD
Horizontal well fracture half-length (L) oo | m
Viscosity of water phase () 100 mPas
Viscosity of oil phase (,) 5.00 mPas
Water density (p,.) 1.00 | gem®
Oil density (p,) 0.85 gem®
Injection pressure (P) S
Initial reservoir pressure (Py;) 10.00 MPa
Initial oil saturation (S,;) 080 1
Young's modulus E) 1400 GPa
Poisson's ratio 7) | 030 -
Damage variable 0.60 -
Maximum horizontal principal stress s0 | e
Minimum horizontal principal stress 20,00 MPa
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Al

A2

Cohesion (MPa)

Damage variable of cohe:

0.00 | 19.60 -
68.00 | 1220 0378
100.00 ‘ 1070 0.454
0.00 | 1140 :
75.00 | 480 0579
10000 ‘ 300 0737
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Material name Transformation type Conventional borehole requirements Borehole expansion well requirements

45 steel Elastic plastic deformation Satisfaction Satisfaction
35CrMo Elastic deformation Satisfaction No satisfaction

60Si,Mn Elastic deformation Satisfaction No satisfaction
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Material name nsity (kg/m’) Modulus of elasticity (GPa) Yield strength (MPa)

Poisson’s ratio

‘ 45 steel 7,890 205 ‘ 355 0.269
‘ 35CrMo 7,890 213 ‘ 835 0.286
‘ 60SiMn 7,740 206 ‘ 1176 0.290
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Parameter Value

Well depth,m 4815
Water depth,m 2
drilling fluid density,g/cm3 113
Sea water density,g/cm3 [ 103
Rock density,g/cm3 264
Pump rate,L/s | 14
Drilling fluid viscosity,mPa-s 25
Rate of penetration,m/h | 5
Inlet temperature,"C 25
Sea Surface Temperature’C 23
geothermal gradient,C/m 0036
Bore diameter of drill string;mm 70
Thermal conductivity of drilling fluid,W/(mK) 102
Thermal conductivity of seawater,W/(m-K) [ 06
Rock thermal conductivity, W/(mK) 21
Thermal conductivity of casing W/(m-K) [ 50
Thermal conductivity of cement sheath,W/(m-K) 075
Specific heat of drilling fluid,J/(kg"C) [ 1,647
Specific heat of seawater,)/(kg’C) 4128
Specific heat of rocks,J/(kg"C) [ 853
Specific heat of casing]/(kg"C) 400
Cement ring specific heat,]/(kg-'C) [ 900
Permeability of formation layer, mD 52
Porosity of formation layer 10.6%
Thickness of formation layer, m 12
Formation layer pressure, MPa 565
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Well Production Start End Direction

name  potential value  position  position

W-1 6391 (78,86,9) | (78,101,9)  (0,1,0)
w-2 60.04 (77, 87,12) ‘(77, 102,12)  (0,1,0) ‘
W-3 [ 54,53 (64, 95, 18) ‘ (79, 95,18) | (1,0,0)

I W-4 54.36 [ (66, 92, 18) ] (81,92,18) ' (1,0,0)
W-5 5151 (60, 94, 10) ‘ (75,94,10)  (1,0,0) ‘
W-6 [ 5079 | 0,92,19) ‘ (65, 92, 15) | (-1,0,0) ‘
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Segment Start End Direction
name position position
w1 347 .3 66 ()
w-2 339 “2) ‘ @,5) ©,1)
w-3 339 (X)) ‘ @7 1
w4 333 (7, 10) ‘ (7,13) ©,1)
w-5 330 10 (313 ©,1)
W-6 328 1,3) J 1,6) ©,1)
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Type
On the X-axis
On the Y-axis

On the Z-axis

rect

Left and Right
Up and Down

Front and Back

(-1,0,0) and (1, 0, 0)
(0,-1,0) and (0, 1, 0)

(0,0, -1) and (0, 0, 1)

On the XY plane
On the XZ plane

On the YZ plane

Upper-left, Upper-right, Lower-left, and Lower-right
Left-front, Left-back, Right-front, and Right-back

Upper-front, Upper-back, Lower-front, and Lower-back

(-1,1,0), (1, 1, 0), (1, -1, 0), and (1, -1, 0)
(-1,0,1), (=1, 0, -1), (1, 0, 1) and (1, 0, -1)

0, -1, -1), (0, -1, 1), 0, 1, -1), and (0, 1, 1)

Diagonal directions of the three axes

Upper-left-front and Upper-left-back
Upper-right-front and Upper-right-back
Lower-left-front and Lower-left-back

Lower-right-front and Lower-right-back

(1, -1, ~1) and (-1, -1, 1)
(1, -1, -1) and (1, -1, 1)
(L1, -1)and (-1, 1, 1)

(1,1, -1) and (1, 1, 1)
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Advantage

Reservoir numerical simulation o High prediction accuracy

Disadvantage

High computational complexity

o High credibility of calculation
results

Reservoir production potential map based optimization = ® High computational efficiency
‘method

Surrogate model based intelligent optimization method |  High computational efficiency

Requiring substantial computational resources

Less effective in large-scale reservoir model

Production potential map formula need to be modified for the specific
reservoir

Results are degraded in high dimension

Fewer applications in large-scale actual reservoir model
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Pipe inclination ()

, (m/s)

0 001

0 005 218
0 01 212
15 001 247
15 005 238
15 01 269
30 001 243
30 0.05 319
30 01 30.7
45 001 284
45 0.05 325
45 01 30
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Pipe inclination (°)

9.

60 001
60 0.02 30
60 005 [ 325
60 01 325
70 001 226
0.02 25.1
70 005 2755
70 01 276
80 001 17.5
80 0.02 17.5
80 0.05 [ 17.46
80 0.1 | 19.94
85 0.01 125
85 0.02 [ 125
85 005 125
85 01 125
88 001 1 76
88 0.02 76
88 0.05 [ 76
88 01 76
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Id gas rate, Mscf/d 730 Absolute percentage devi

Coleman CR, Mscf/d 455 38
Turner, Mscf/d 541 26
Fadili, Mscf/d 692 [ 5
Belfroid, Mscf/d 495 32
Veeken, Mscf/d 579 [ 21
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Coleman CR, Mscf/d 404 41
Turner, Mscf/d [ 481 [ 30
Fadili, Mscf/d 648 5
Belfroid, Mscf/d 506 2

Veeken, Mscf/d 512 25
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Gas well  Temperature °C  Pressure MPa 10 m3/d Evaluation of liquid loading Echograph judgment

Production Q¢

M35 2122 5.64 275 224 Unloaded Unloaded
M17 2346 526 374 216 Unloaded Unloaded

Mi8 29.97 591 206 226 Loaded Loaded
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Gas well Temperature ‘C  Pressure MPa 10*m*/d Evaluation of liquid loading Echograph judgment

Production Q¢

M9 2443 322 260 239 Unloaded Unloaded
Mi5 2054 5.05 8.00 300 Unloaded Unloaded
M28 3001 479 6.14 [ 288 Unloaded Unloaded
‘ M33 2699 6.62 743 340 Unloaded Unloaded
| Mi5 2570 5.05 458 [ 298 Unloaded Unloaded
s 2093 311 1.06 o Loaded [ Loaded
M23 29.02 492 28 [ 292 Loaded Loaded






OPS/images/fenrg-12-1407384/fenrg-12-1407384-t001.jpg
Model

Turner et al. (1969)

ormula

T (UV;;P )0z

Coleman et al. (2019) Vep = 4,505 22025 Ca=078
Min et al. (2001) Vo = 2,520t Ca=1
WANG and LIU (2007) Ca=117

ver = 18(25203
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Mean absolute error % Standard error %

Average error %

20° 40° 40° 60° 40°
Droplet model 1254 7.38 4551 1254 7.38 4551 405 248 ‘ 3
Liquid film model 3378 13.16 1257 3378 13.16 1257 481 118 ‘ 225
ZHOU et al. (2013) | -058 -158 492 293 | 279 492 357 332 ‘ 223 ‘
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Value

Grid 2929168 -

X-direction grid block size (Dx) 50 m
Y-direction grid block size (Dy) 50 m
Z-direction grid block size (Dz) 05 m
Number of model grids 141,288 -

Original formation pressure of il reservoir 6,300 psi
Original oil saturation 0.75 (average) -

Porosity of upper zone 185 %

Porosity of top high-perm streak zone 205 %
Porosity of lower zone 175 %

Porosity of bottom high-perm streak zone 205 %
Permeability of upper zone 80 mD
Permeability of top high-perm streak zone 1,000 mD
Permeability of lower zone 15 mD
Permeability of bottom high-perm streak zone 400 mD
KJ/Kyy 079 -

In-situ ol viscosity, mPa.s 136-1.83 -
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Model

Ansari (Ansari et al,, 1994; Chaves et al, 2022)

Applicable c ns

‘The models describing bubble flow, slug flow and annular flow are established by simulating the riser model of
production Wells. The annular flow i slightly weaker. The model is mainly applied to vertical Wells with liquid-
phase dominant fluid

Aziz (AzizGovier, 1972)

Beggs and Brill (Beggs and Brill, 1973; Shi et al., 2021)

Duns and Ros (Duns and Ros, 1963; Huang et al., 2020)

Gregory (Gregory, 1974)

Orkiszewski (Orkiszewski, 1967)

Gray (Gray, 1978; Morales et al., 2016)

Gomez (GomezShohamSchmidt et al,, 2000)

Hagedor-Brown (Hagedorn and Brown, 1964; Zhou et al.,
2016)

Mukheijee-Brill (Mukherjee and Brill, 1985)

A new correlation law is proposed for bubble flow and slug flow. Duns& Ros model is used to calculate annular
flow. The model is mainly applied to the prediction of two-phase flow model in riser

The simulation experiment of gas-liquid two-phase flow with gas-water mixed fluid is carried out, and the
calculation method of liquid holdup and friction coefficient of gas-water two-phase inclined pipe flow is put
forward. The model is mainly applicable to the pressure drop loss of two-phase flow in various Angle pipelines

Using the mixture of gas and oil as the mixed fluid, a calculation model covering all flow ranges of gas-liquid two-
phase vertical pipe flow is proposed, especially for short pipe sections

Based on the multiphase flow database of the University of Calgary, a comprehensive calculation method is
recommended for gas-phase dominated condensate oil and gas systems

‘The Griffith method, Wallis method, and Duns-Ros method are comprehensively compared, and the optimal
method is selected for different flow patterns. The complete flow pattern discrimination method is provided, and
cach flow pattern is calculated separately, which is applicable for calculating the along-pipe pressure loss in two-
phase flow in pipes

Based on the data of 108 Wells, it is suitable for vertical fluid whose medium s gas phase and the flow pattern is
annular flow or fog flow

‘The model is suitable for the simulation of 30™-90', and can predict the annular flow and fog flow

‘Two-phase flow simulation experiments were carried out in 457 m test well with tubing bore diameters of 24.4,
3175, and 38.1 mm. The model s suitable for vertical Wells with oil, gas and condensate flows

Using air, kerosene and lubricating oil as the medium, the experimental research was carried out in inclined
pipeline, and the relationship between liquid holdup and friction coefficient of two-phase flow was put forward.
‘The model is mainly suitable for the calculation of two-phase flow pressure drop in inclined tubes
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Measured well- Ansari (Ansari Beggs Brill (Beggs Duns and Ros Gray (Gray, Hagedorn and Brown

bottom flow etal, 1994; and Brill, 1973; Shi (Duns and Ros, 1978; Morales (Hagedorn and Brown,
pressure (MPa) Chaves et al., et al, 2021) 1963; Huang et al., et al,, 2016) 1964; Zhou et al., 2016)
2022) 2020)

652 7.09 723 7.65 685 697
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7.26 7.79 7.85 841 7.53 7.68
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Total salinity g/L pH Na*, K* mg/L CI” mg/L Ca** mg/L Mg* mg/L Ba®* mg/L Water type

39.30 699

833 691 972 62 553 Cacly
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Major parameters

Annular length 2m

Annular inner diameter 63 mm

Annular outer diameter 140 mm
Annular length 08m
Fracture width 0.5 mm

Fracture height 06m
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Well control method Density (kg/m?) Viscosity (mPa-s) Outlet pressure (MPa)

Gravity displacement 1,200 2 50

apply back pressure 1,200 20 50.003
increase drilling fluid viscosity 1,200 40 50
increase viscosity and density | 1800 40 50
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Fracture width Average orthogonal Average unit Average aspect Number of Number of

quality quality ratio units nodes

1 mm 0997 0848 183 344,588 442,656

3 mm 0998 [ 0911 153 307,840 368,784

I 6 mm 0998 [ 0917 I 15 308,082 369,272
two fractures 0996 0917 149 639,382 776,926
three fractures 0992 | 0913 149 678,798 856,476
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Geometric parameter umeric value

Temperature 400K
Initial annular pressure 50 MPa
Annular outlet pressure 50 MPa
» Drilling fluid velocity at the inlet 1mis
| Drilling fluid viscosity 20 mPa s, 40 mPa s, 60 mPa s
Drilling fluid density 1,200 kg/m?’, 1,500 kg/m’, 1800 kg/m*
Gas pressure at fracture inlet 50,002 MPa
Pressure in the fracture | 50,002 MPa
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Parameter Value

Annular inner diameter 162 mm

Annular outer diameter 73 mm
Annular length 2m

» Fracture width 1,3, 6 mm

Fracture number 1,2,3
Fracture height 06m
Fracture interval 05m
Fracture length Im
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Experimental temperature ('C)

Number-average
molecular weight (g/mol)

Weight-average

molecular weight
(g/mol)

Polydispersity index

relative molecular mass

aggregation degree

initial state 5851 2294
60 5,140 2109
80 4,893 2103
experimental temperature ('C) ‘microcrystalline parameters
layer chain | sack | aromaticdisc | stacking layers
spacing (A) spacing (A) height (1)  diameter (A)
initial state 350 437 78.69 3384 2349
60 352 439 7375 37.14 21.98
80 353 441 6570 4490 19.61
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Enhanced oil recovery mechanism ation method

Reduce viscosity of crude oil at high temperature Viscosity-temperature relationship table at different temperatures
High temperature improves oil washing efficiency Interpolation of relative permeability at high and low temperatures
Chemical agent reduces viscosity of crude oil @ Viscosity reduction rate of chemical agent at different temperatures

@ The second oil with lower viscosity is generated by defining chemical reaction

Chemicals improve the viscosity of water phase and control the water-oil mobility ratio Set the non-linar relationship between viscosity and concentration
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KK, 0.100 Fracture half-length (m) 90

Oil saturation (%) 0545 Effective permeability of fracture (mD) 400
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Stage No. R [kPa/(m?/s)] AP, (kPa) Fitting error

2 2 50 1 0.003 10,000 170
5 25 1 0.001 27,000 125
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Parameter Unit Value

Porosity % 6

Permeability mD 007
Initial Pressure MPa 53
Viscosity | P [ 05
Bubble point pressure [ MPa 232
Dissolved gas-oil ratio m3/m3 120
Depth | m 2800
‘Thickness m 60
Length m 1000
Stages Number ‘ 20
Fracture half-length m | 160
Diversion capacity | mD-m | 90
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Pb,MPa Bo Bg Vo, cp
345 0 103 0.397 12 001
1380 71 1036 0.098 1187 0012
2320 120 1044 0055 1166 0013
6900 448 1069 | 0.019 L1113 0015
13800 920 LI 0.009 1021 0018
20700 1392 1152 0.006 093 0025
27600 1863 1193 0.005 0838 0037
41400 2807 | 1276 0.004 0654 0079
53000 3600 | 1345 0.004 05 0133
62100 0 14 0.003 04 0183
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Variable Value References
Shale oil densityp 820.00 FENG et al. (2019)
Shale ol viscosityy, | 140 x 107 Pa-s FENG et al. (2019)
Compressibility factor of shale oilC, | 276 x 107 1/Pa FENG et al. (2019)
€O, densitypf, Coin kg/m? ALFARGE et al. (2018)
CO; viscosityp, 6.20% 107 Pa-s ALFARGE et al. (2018)
Compressibility factor of CO,C, | 497 %10 1/Pa ALFARGE et al. (2018)
Porosity of matrix¢” 0.10 - CUI et al. (2020)
Permeability of matrixk™ 1.00x 107 m CUT et al. (2020)
Aperture of fractured/ | 0.10 mm KHOEI et al. (2016b)
Porosity of fractured/ 1.00 -
Permeability of fracturek/ | 1.00 x 107* m? KHOEI et al. (2016b)
Pore sice distebution indext® oasr - MA etal. (2021a)
van Genuchten coefficientw* 2 - MA et al. (2021a)
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ble Value

Porosity 03

Permeability 10x 1070 (]

Viscosity of wetting phase 10x 107 [Pa-s]

Viscosity of non-wetting phase 10x 107 [Pa-s]
' Density of wetting phase 10X 10° [kg/m?]

Density of non-wetting phase 1.0 % 10° (kg/m?®]

Entry pressure 5.0 x 10* [Pa]

Relative permeability parameter 20 8]
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Scenario  Average oil  Average  Cumulative Cumulative Water Injection- Injection- Recovery

production/ water oil until water until  cut/% to- production  efficiency/
kbbl injection/ 2040/MMB  2040/MMB production- ratio %
kbbl well ratio
A 150 26 100.7 ‘ 885 76.1 041 1-11 189

B 17.1 ‘ 188 108.3 ‘ 658 742 0.69 1-12 21.0

[ 17.5 ‘ 17.0 109.2 ‘ 58.3 69.7 072 1-12 213
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geological reserve, 10" m™

gas reservoir area, km?

formation thickness, m

porasity of the formation, %

initial gas saturation of the reservoir, %

natural gas volume factor, dimensionless

original gas reservoir pressure, MPa

standard temperature, K

initial deviation factor of natural gas, dimensionless
temperature of the gas reservoir, K

standard pressure, MPa

exponent of the production decline curve, dimensionless
constant of the production decline curve, dimensionless
production of natural gas, 10* t/a

initial production of natural gas, 10* t/a

production time

cumulative oil production, m*

water production, 10* m*

different intercepts, dimensionless

different slopes, dimensionless

water production, 10* m*

gas production, 10° m*

gas production per unit time

relative development time

constants of prediction models, dimensionless
gamma function

well radius, m

residual gas saturation,%

abandonment pressure, MPa

deviation factor for natural gas under an abandonment situation,
dimensionless

temperature under an abandonment situation, K
residual gas volume, m*

cumulative water influx, m*

water volume factor, dimensionless

cumulative water production, m*

natural gas volume factor, dimensionless
coefficient of water compressibility, dimensionless
coefficient of rock compressibility, dimensionless
dimensionless relative pressure

gas natural licuado

United States Securities and Exchange Commission

water-gas ratio
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Method Comment

Static method Volumetric method Accuracy is related to the accuracy of recovery calibration
Dynamic Decline curve analysis method Exponential decline ‘The most adaptable one which is widely used during the decline stage
method

Hyperbolic decline

Harmonic decline

Gas production dramatically decreases at the start stage and then tends to be
stable, which is mostly used in the middle of the decline stage

Mostly used in the latter decline stage

Linear decline

Predictive model | Single-peak period | Logistic model and T model

‘method model
Rayleigh model
Weng cycle model and Weibull
model
Cumulative growth H-C-Z model
model

Hubbert model

‘Water drive characteristic curve method

Attenuation curve method
Improved virtual curve method

Material balance method + water
flux calculation

Material balance method

Non-linear material balance
method

Applicable for the low-permeability reservoirs which have man-made
fractures

Used after achieving the highest annual oil production
During the whole period of the production
Applicable for the gas reservoir at the decline stage, with the cumulative gas
and il production covering 36.79% of the recoverable reserve

Applicable for reservoirs at the decline stage, with the cumulative gas and oil
production covering 50% of the recoverable reserve

Water can be produced with a stable condition of water drive and the
comprehensive moisture content at 50%

Data should be selected from the data at the decline stage
Residual gas saturation should be confirmed

‘Water influx and the abandonment formation pressure should be confirmed

Abandonment formation pressure should be confirmed
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Classification of the gas reservoir

Water drive

Gas drive

Key factor

High permeability

Medium permeability

Low permeability

Extra-low permeability

High permeability

Medium permeability

Low permeability

Extra-low permeability

Characteristic

Range of recovery efficiency (%)

Active water drive 50 ~ 65
Subactive water drive 55~ 70
Inactive water drive 65~ 80
Active water drive 50 ~ 60
Subactive water drive 55~ 65
Inactive water drive 60~75
Fracture-type 50 ~ 65
Porous-type 50 ~ 60
Fracture-type 40~ 55
Porous-type 35~ 50

/ 75~ 90

/ 65~ 80
Fracture-type 55~ 65
Porous-type 50 ~ 60
Fracture-type 45~ 60
Porous-type 35~ 50
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Decline type

Exponential decline

Hyperbolic decline

Harmonic

Depletion
decline

Linear decline

Decline exponent

Declining rate

Relationship between
production rate and time

Relationship between the production
rate and cumulative production

n=0

a = constant

q=ge

Igq=lggi -

N, =t

q9=4i-aN,

0<n<1

a=afg)

q=q(1+nai)*

a)' -
(2) =1t

-stali-(3)"]

Linearly independent
relationship

q=q:(1+at)

o
L=lvat

Np=tmt

184 = 1g4i ~ x5,

a=a(qlg)"”

(%)0.5 =1+%t
Np=2[1-(2)4]

Linearly independent
relationship

q=q:(1-at)

et
L0 - ait)
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Fluid parameter

Grain (Fines)Parameter

Grain (fines) value

Fluid density, g/em3

Fluid plastic viscosity, mPas
Injection velocity vi, m/s
Core Parameter

Size, mm

Porosity gi

Fines Concentration

101

(1-1,000)1.01

0.05-1

Value

25 % 50 mm

35%-50%

2%

density, g/em3

Normal stiffness, GPa

Shear stiffness, GPa

Radius, mm

friction between fines and particles

Parallel bonding normal strength between fines and particles, MPa

Parallel bonding shear strength between fines and particles, MPa

25 (1L6)
30 (0:6)

025

0.1-02 (0.015)

06 (0.5)

60

72
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Length (mm) Diameter (mm) Porosity (pHe, %) Permeability (k, mD)

‘ | 50.31 2528 ‘ 365 ‘ 3542
‘ [ 5322 2513 ‘ 343 ‘ 1,582

‘ n 48.37 2506 ‘ 312 ‘ 785






OPS/images/fenrg-12-1399477/fenrg-12-1399477-t002.jpg
eter arameter/Unit

ar

Al pore structures Class I-1Il

A2 injection velocity 05-6 mL/min






OPS/images/fenrg-12-1399477/fenrg-12-1399477-g020.gif





OPS/images/fenrg-12-1399477/fenrg-12-1399477-g021.gif





OPS/images/fenrg-12-1399477/fenrg-12-1399477-g018.gif





OPS/images/fenrg-12-1399477/fenrg-12-1399477-g019.gif





OPS/images/fenrg-12-1399477/fenrg-12-1399477-g016.gif





OPS/images/fenrg-12-1399477/fenrg-12-1399477-g017.gif





OPS/images/fenrg-12-1399477/fenrg-12-1399477-g015.gif





OPS/images/fenrg-12-1399477/inline_27.gif





OPS/images/fenrg-12-1399477/inline_25.gif





OPS/images/fenrg-12-1399477/inline_26.gif





OPS/images/fenrg-12-1399477/inline_23.gif





OPS/images/fenrg-12-1399477/inline_24.gif





OPS/images/fenrg-12-1399477/inline_21.gif





OPS/images/fenrg-12-1399477/inline_22.gif





OPS/images/fenrg-12-1399477/inline_2.gif





OPS/images/fenrg-12-1399477/inline_20.gif





OPS/images/fenrg-12-1399477/inline_19.gif





OPS/images/fenrg-12-1399477/inline_17.gif





OPS/images/fenrg-12-1399477/inline_18.gif





OPS/images/fenrg-12-1399477/inline_15.gif





OPS/images/fenrg-12-1399477/inline_16.gif





OPS/images/fenrg-12-1399477/inline_13.gif





OPS/images/fenrg-12-1399477/inline_14.gif





OPS/images/fenrg-12-1399477/inline_11.gif
‘D2





OPS/images/fenrg-12-1399477/inline_12.gif





OPS/images/fenrg-12-1399477/inline_1.gif





OPS/images/fenrg-12-1399477/inline_10.gif





OPS/images/fenrg-12-1373851/math_11.gif
APMACAS,) . (MA cH
o o

(Vpn))

=V ($DasS,MAVCL) = 0 ()





OPS/images/fenrg-12-1373851/math_10.gif
A (- \/5) BN
20089 (p 5 (7P





OPS/images/fenrg-12-1373851/math_19.gif
LACE IR (p,*:: Vlpr+ m))

V- (¢Das(1 - 5.)Vp,) =0 (19)





OPS/images/fenrg-12-1373851/math_18.gif
K
S (patpr-p))) =0 (8





OPS/images/fenrg-12-1373851/math_17.gif
a)





OPS/images/fenrg-12-1373851/math_16.gif
(16)






OPS/images/fenrg-12-1373851/math_15.gif





OPS/images/fenrg-12-1373851/math_14.gif
%4"(h%(\m))—v-(amns,w,.):n a1





OPS/images/fenrg-12-1373851/math_13.gif
UAD)
—a V"

ke
Twm) o 13)





OPS/images/fenrg-12-1373851/math_12.gif
e )

— V. ($DasS,MaVCy) = 0 (12)





OPS/images/fenrg-12-1373851/math_9.gif
AMCAS) G (1gMaCa) - V- ($DusS MLV,






OPS/images/fenrg-12-1373851/math_8.gif
9 9
s (7MAC) + 5 (rrMACa) ¢ 32 (MC)[axaydzar
(8)






OPS/images/fenrg-12-1373851/math_7.gif
dCy 9 dCy
(- M G2 )+ 3 (DS oM G2 Jix |dydzar





OPS/images/fenrg-12-1373851/math_6.gif
DS, My > dydzdt (©)





OPS/images/fenrg-12-1370970/fenrg-12-1370970-g005.gif





OPS/images/fenrg-12-1370970/fenrg-12-1370970-g004.gif
o zm)

0 w0
50
0

o 00 200





OPS/images/fenrg-12-1370970/fenrg-12-1370970-g003.gif





OPS/images/fenrg-12-1370970/fenrg-12-1370970-g002.gif





OPS/images/fenrg-12-1370970/fenrg-12-1370970-g001.gif





OPS/images/fenrg-12-1370970/crossmark.jpg
©

|





OPS/images/fenrg-12-1373851/math_21.gif
(@






OPS/images/fenrg-12-1373851/math_20.gif
e (,,ﬁ ©loa p-)))
g b

SV (¢Das (1 - Su)Vp,) = 0 (20)





OPS/images/fenrg-12-1373851/math_2.gif
@






OPS/images/fenrg-12-1373851/math_5.gif
Ja= D2 ()





OPS/images/fenrg-12-1373851/math_4.gif
[ dc,
JEYSOEN AR





OPS/images/fenrg-12-1373851/math_3.gif





OPS/images/fenrg-12-1373851/math_25.gif
(~4pe) -+ (49 (1 = S0) T2 + (99,1 -80) B¢
v (pfwwmn)) L as
-0

— V. (¢Das(1 - S.)pyVps)





OPS/images/fenrg-12-1373851/math_24.gif
HP.J (A 1-80) 4 97,01 sw)) +(gpl 01 S>)

%’if—v (m;‘(m ‘VPn))VPUVpn))

V- ($Das (1S5, p4) =0

(24)





OPS/images/fenrg-12-1373851/math_23.gif
(M sl .:s,)M s G e

5)) -0

-v. (pw%(m +Vpu-

(23)





OPS/images/fenrg-12-1373851/math_22.gif
P (-lw)S, ™ 95,
T-s,-5, o

@)






OPS/images/fenrg-12-1370970/fenrg-12-1370970-t002.jpg
Case

1-2

1-3

1-5
1-6

1-7

1-8

Proppant volume
concentration

0.10
0.12
0.14
0.14

0.10

Main
fracture
width/mm

Number of
second-level
fractures

Second-
level
fracture

width/mm

15

Second-
level
fracture
angle/’

30

90

Number of
third-level
fractures

Number of
third-level
fractures/mm






OPS/images/fenrg-12-1370970/fenrg-12-1370970-t001.jpg
Parameter

Injection rate

Viscosity mPas 1
Model length/height m 200/20
Fluid density kg/m® 1,100
Proppant density kg/m® 2,650
Proppant diameter mm 0.106
Proppant blockage volume concentration % 70
Main fracture width mm 5
Proppant blockage permeability m 5x 107
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Sand control

technology

Concrete way

Applicable conditions

Mechanical sand control

@sand control pipe string technology

@Improved sand control pipe string
technology

@Suitable for heterogeneous reservoir, medium and coarse sand size

@Itis not suitable for fine silty sand stratum and stratum with high muddy content. Clay is
casy to block gravel layer

Chemical sand control

Coking sand control

@The artificial casing method

@Artificial cementation method

@Hot air injection for sand fixation

@Short-term in-situ combustion for oil layer
sand fixation

@The reservoir with good reservoir homogeneity and small reservoir thickness (about 3 m)
@fine silty sand to medium formation sand with good vertical permeability

@®Sand control for small vertical well (side drilling) and high pressure well with casing
perforation and completion

@not suitable for high water cut period

@Itis mainly used for loose sandstone heavy oil reservoir with a density greater than 0.934g/
«m”® by burning reservoir or steam injection

@Sand control Wells should be far away from the boundary of oil and water, with high oil
saturation (More than 40%) to prevent excessive heat loss
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Sand control
technology

Field or well
number

Mechanical sand
control

Shore 509-Inclined
39 well

Chemical sand
control

GD2-25N508

De-sand
the end

Old 168 well

Rear-end resin
sand

Mazhuang
oilfield

Fiber composite
sand control

Well Shibu 3-18

Well interval(m) 1205.9-1227.9 1800-2,500 1300 1909-2085 \
Pre-measure capacity(t) 47 03 36 \ 40
Capacity after measures(t) 138 306 1282t \ 70
7 Average daily gain capacity Peak 7.2 303t 922 547t 40
per well(t)
Sand control success rate \ 92% \ 100% \
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Oil field

Daging Oilfield

Tarim Basin

Oil well overview

@ Depth: 1900-2000m, median particle size of 0.03-0.35mm, mud content
of 7-20%, compact cementation, porosity of 12.5%, permeability of 1.32 x

10°m®

@ The horizontal section length is 491m, the fracture half-length is 250m,
the fracture conductivity is 100 pm*cm, and the original formation pressure
is 17.03 MPa

The rock composition is quartz 76.00%, clay minerals 21.75%, feldspar
2.25%. The mass fraction of clay minerals is low, and the degree of
cementation is low. The central depth is 5750m, 140-145 °C, 62.38M Pa,
porosity 15.1%, permeability 68.1 x 10°um?, and total formation pressure
drop up to 20.38M Pa

i

Cause of sand prod

@ The water content of the formation increases, and the fractures in the far
well zone are blocked

@ The formation sand near the well is carried into the wellbore by the fluid

@ Large production pressure difference and high seepage velocity accelerate
the increase of water content and reduce the cementation strength

@ The degree of reservoir rock cementation is low

® The clay migrates near the well and the rock skeleton is destroyed

Wangzhuang
Oilfield

Beibuzhagi
Oilfield

® The reservoir lithology is mainly composed of conglomerate, gravelly
unequal-grained sandstone, unequal-grained sandstone, and fine siltstone.
‘The mudstone is grayish green. The gravel components are mainly quartz,
followed by felsic and gneiss. The gravel sizes are uneven, generally ranging
from 2 to 4 mm

@ The crude oil viscosity in the super-heavy ol block ranges from 10,000 to
76,000 mPa s, with an average of 25,528 mPa s. In the plane, the crude oil
viscosity exhibits a distribution characteristic of being thinner in the north
and thicker in the south, and is generally evaluated as a super-heavy oil
reservoir

@ Low diagenesis intensity and loose cementation, shallow burial depth,
and relatively recent geological age of the oil reservoir

@ The average underground crude oil viscosity is as high as 190-290 mPa s

@ The rock structure is loose, with poor sorting and a sub-angular rounding
degree. The structural maturity of the reservoir is relatively low, and the
structure is simple and prone to sand production

@ Excessively high crude oil viscosity can create a strong viscous friction
force on the formation sand body, causing it to gradually loosen. This leads
to continuous detachment of sand particles on the surface, which flow with
the crude oil towards the wellbore, thereby aggravating sand production
from the formation

@ Low diagenesis intensity and loose cementation of the reservoir are the
main factors causing sand production in oil wells

@ The relatively high viscosity of crude oil and its strong ability to carry
sand make it more prone to causing sand production in oil wells






OPS/images/fenrg-12-1399033/fenrg-12-1399033-t002.jpg
Oil field

Wangzhuang
Oilfield

Beibuzhagi
Oilfield

Oil well overview

@The initial steam injection pressure is relatively high during steam huff
and puff process. The average steam injection pressure during the first three
cycles is 18.63 MPa, with a maximum of 20.30 MPa

@Steam injection intensity is high during steam stimulation operations; oil
production intensity is high during thermal oil recovery; and a variety of
operation construction methods are used during the exploitation process

@The water cut of the oil wellsin this oilfield has increased rapidly, with the
combined water cut rising from 15.1% when the field was put into
production in 1999 to 43.5% by the end of 2004

@This oilfield consists of multiple sandstone ol layers, and the cementing
‘materials within the sandstone layers are primarily composed of mud-like
substances

Cause of sand production

(@High steam injection pressure causes fractures in the reservoir, which
destroys the natural cementation and capillary force between sand particles,
making it easy for sand to be produced

@During steam stimulation, the condensation water reacts with the rock,
dissolving silicate minerals and destroying the cementation of the rock,
which can lead to sand production in the oil reservoir

®Large pressure differences can cause changes in the stress of the oil
reservoir, leading to shear failure and damage to the rock structure, This can
result in the loosening and migration of rock particles, ultimately leading to
sand production

(@The increase in water content causes changes in the physical properties of
the production zone

@Due to the influence of water cut, clay minerals in the cementing materials
undergo hydration expansion and migration, resulting in the destruction of
the cementation. This causes the sand grains to lose their cementation and
easily enter the wellbore under the action of fluids, leading to sand
production
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Conventional sand control
technology

Mechanical sand control

Chemical sand control

Ex

ng problem

@ Limited stratum adaptability: It is not suitable for fine silt stratum and high-pressure stratum; @
Equipment lifespan issues: Impact and wear from sand particles can easily lead to damage and
blockage; ® Limited sand control period: Due to changes in stratum conditions and equipment aging,
the sand control effect gradually weakens

® Limited stratum adaptability: Itis often suitable for thin layers with relatively uniform permeability;

@ Damage to the reservoir: The injection of chemicals may react with the stratum rocks or fluids; @

Relatively high cost: The price of chemical reagents is usually higher; ® Relatively complex operating
process

Coking sand control

Fracturing pack sand control technology

New techniques for sand control

Foam polymer resin diverting
technology

Zeta potential sand control
technology

@ The operation process is relatively complex: precise control of thermal energy is required.@ The
effective period of sand control s relatively short: the coking thin layer may be damaged or fail in the
later stage of production.® There are safety risks: improper operation may lead to fire or explosion

® High operational complexity and technical requirements: This technology involves a complex
operation process.@ Sensitivity to stratum conditions: The stratum conditions can affect the

fracturing effect and the distribution of filling materials.® Relatively high cost: This technology

requires the use of a large amount of fracturing fluid, filling materials, and specialized equipment

@ High operational complexity and technical requirements: The technology involves a complex
operation process that requires precise control and measurement

@ Relatively high cost: The equipment required for operation and measurement in this technology is
expensive
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Parameter Value Unit Parameter Value
Initial pressure 30 MPa Well radius 0248 m
Formation thickness 20 m Production rate 1 md
Mobility ratio 4 - Dissociation factor 001 -
Diffusivity ratio 2 - Wellbore storage 1 mYMPa
Skin effect 05 - Inner-zone permeability 5 mD
Porosity 40 % Outer-zone permeability 1 mD
Total compressibility factor 0024 MPat Fluid viscosity 00016 mPas
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Mass ratio of aggregate to Mass ratio of calcium carbonate to Moisture Curing
cementing agents gypsum content (%) time (day)

2 61 64 8 3
3 81 55 9 5
4 101 46 10 7

5 12:1 28 1 9
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Factors Level 1 Level 2 Level 3 Level 4 Level 5 Range

Mass ratio of aggregates to cementing agents 1,791.64 1,790.80 1,80138 1,794.11 ‘ 177568 2571
Mass ratio of calcium carbonate to gypsum [ 1,788.62 [ 1,798.93 179628 177786 1,79191 2107
Moisture content 175252 1,746.32 178798 1,805.89 1,860.89 114,57

Curing time 1,806.24 1,793.59 1,800.12 178182 177183 3441
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Factors Level 1 Level 2 Level 3 Level 4 Level 5

Mass ratio of aggregates to cementing agents 42595 35526 307.78 21565 ‘ 17380 25215
Mass ratio of calcium carbonate to gypsum [ e 28118 28344 404.64 21636
Moisture content 295.98 313.84 293.10 26125 263.14 5273

Curing time 183.08 300.77 32179 32553 317.26 147.69
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D aggregate to calcium content (%) time (day) D aggregate to calcium content (%)  time (day)
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Test fluid Temperature ('C) Density (kg/m?) Rheological parameter

K (Pa s") n
2% wt% CMC liquor 17.3 1,008 8.1619 | 04182
1.75% wt% CMC liquor 18.6 1,006 53405 04437
1.5% wt% CMC liquor [ 180 | 1,005 33204 | 0.471
1.25% wt% CMC liquor 17.6 1,004.5 15322 0.5224
1% wt% CMC liquor 172 1,003 | 0.6977 0.5786
0.5% wt% CMC liquor 16.6 1,002 | 0.045 | 0.8194

0.25% wt% CMC liquor 169 1,001 0.008 0.953
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Parameters sation value

*Single round injection volume, t 3,000
‘ Injection rate, t/d 100

‘ Soaking time, d 20
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Porosity %

Values

428-13.36

Permeability, 10°* pm’

0.00138-0.1501

Molar percentage of each component, %

Initial oil saturation,% 60
Temperature, ‘C 128
Formation pressure, MPa 386
Duration of the injection phase, day 30
Duration of the soaking phase, day 30
Duration of the oil recovery phase, day 120
Huffand puff rounds, rounds 10

CH, Cp-Cs C5-Cao Cr”

55.032 29.09 14592 1286
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Reynolds number range of particles Error of prediction

MRE (%) RMSLE MRE max (%)
0.001<Re, < 848 Khan and Richadson (1987) 17.36 023 | 3494
Machat. (1995) | 1331 [ 0.14 273
Kelessidis (2004) 2084 034 3924

Formula (10) 711 008 19.72
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Parameters Values

Single round injection volume, t 600 1,200 1,800 2,400

3,000 3,600 4,800 6,000 9,600

Injection rate, t/d 20 30 50 75 100 150 200

Soaking time, d 10 15 20 25 30 40
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Porosity, % Permeability, 10~ pm? Diameter, cm

1 87 0.0036 25 29
2 106 0.0031 25 31
3 62 0.0043 25 30

4 63 0.0059 25 31
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Depth of reservoir (m) 1953.5 Gas production/m?® x d*

* Casing size (inch) 45 | BHEP/MPa 30-80

‘ Tube size (inch) 15 ‘ Tube length/m 1900.0
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Model

Formula

Dalton E= f(u)(es-e) per month
Stelling E=(a+bu)(e,—ea) per month
Li Wanyi E= (0.1+0.24(1-U%)™) (e, - ea)u¥ per day
Penman LE = 35 (Ra = 8Q) + 25 f (1) (e — &) per day
Bowen LE=%2 per day
energy conservation model LE=R,-H-AQ per day
Ryan-H LE = [27(Ts = T.)'" +3.1u) (e, - €2) per day
Pu Peimin E = (0027 +0.0156u + LUl (6, — e) per day
Chen Huiquan E = (0277 +0.0156 +0.025(T, - T.))* (e, - €,) per day
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Paramete Value Uni
Initial pressure in scepage field 30 MPa
Injection rate in seepage field 10 kgls
Production pressure in seepage field 2 MPa
Upper and lower boundaries in seepage field Impermeable
Initial temperature in temperature field 47315 K
Injection temperature in temperature field 303.15 K
Upper and lower boundaries in temperature field ‘Thermal insulation
Matrix density 2,700 kg/m’®
Matrix porosity 02 -
Matrix permeability 5e-15 m
Matrix heat capacity 950 J/(kg'K)
Matrix thermal conductivity 28 W/(mK)
Fluid compressibility le-§ 1/Pa
Biot coefficient i -
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Tubing pressure 4.48 MPa
Tubing head gas density 00372 glem3
Liquid denisty 1 glem’
Casing pressure 563 MPa
Casing head gas density 0.0723 g/em®
Tubing depth (TVD) 2506 m
Tubing bottom pressure 6311 MPa
Tubing gas height 2352m
Initial liquid height 124m
Tubing gas column end pressure 48018 MPa
Tubing-casing pressure differential 115 MPa
Calculated liquid height 1540518 m
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Well Tubing pressure before well Stable production tubing The pressure Whether the suppressed

number opening/MPa pressure/MPa relief/MPa pressure is significant
Ning 216-H4 51 35 16 No
Ning 209-H3 33 | 21 | 12 [ No
Ning 209-H6 51 28 23 Yes
Ning 216-H2 62 39 23 Yes
Ning 209-H5 68 42 26 Yes
Ning 209-H11 6.3 5.1 2 No
Ning 209-H12 41 23 18 Yes
Ning 216-H1 59 | 37 | 22 Yes






OPS/images/fenrg-11-1343724/fenrg-11-1343724-t002.jpg
Well number ype iquid column height/m
~ Ning216-H4 The first class well 157.6083
‘ Ning 209-H3 The first class well | 1432931
‘ Ning 209-H6 ‘The second class well 557013
" Ning 216-H2 | The second class well 273072
© Ning 209-H5 ‘The third class well 106279
\7 Ning 209-H11 The third class well 58387
‘ Ning 209-H12 The third class well 6,964
‘ Ning 216-H1 The third class well | 44356
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‘ 20-100 025-1.30

‘ <20 <025
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Uncalculated well
control radius (rep)

Uncalculated well
spacing (r1)

Simplified unfactored well control
radius (repz) (results retained to
four significant figures)

Ratio of the actual well control area
to simplified well control area

( (Results retained in three
dimensions)

5,000
5,000
5,000
5,000
5,000
5,000

5,000

10
100
1,000
2,000
2,500
3,000

4,000

5,000
5,005
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5,198
5307
5438

5759

1.000

0998
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Production date P_1: Cumulative oil P_1: Wellbore pressure, bar P_1: Daily oil

production, std m*® production, std m*/d
2023/1019 0 00000 0
2023/10/20 10 768691 10 1 391422
2023/10/21 2 766921 10 2 3660608
2023/10/22 30 765706 10 3 3504703
2023/10/23 40 764763 10 4 3392629
2023/10/24 50 763982 10 5 3305033
2023/10/25 60 763305 10 6 3232691
2023/10/26 70 762698 10 7 370501
2023/10127 80 762140 10 8 3115385
2023/10/28 90 76,1617 10 9 e
2023/10/29 100 761117 10 10 3019178
2023/10/30 110 76,0636 10 o aen
2023/10/31 120 76,0167 10 2 29396
\
2026/9/19 10,660 301731 10 1066 0203043
2026/10/19 10,960 288668 10 1os6 0197796
2026/11/19 11,270 275167 10 1127 0192652
2026/12/19 11,570 262101 10 L5 s
202711119 11,880 248599 10 1188 083271
202712119 12,190 23509 10 1219 oazssis
02739 12470 s 10 i oo
20277419 12,780 209393 10 1278 0170985
2027/5/19 13,080 e 10 1308 | 0167247
2027/6/19 13,390 182814 10 133 0.163552
2027712019 15,220 103054 10 152 0144679
20281119 15,530 o530 10 s ouoo
2028219 15,840 7.6023 10 1584 0139234
2028/3/19 16,130 63378 10 e onsens
2028/4/19 16,440 49860 10 Ciem | oxse
2028/5/19 16,740 3.6777 10 | 1,674 0.13202
2028/6/19 17,050 23257 10 1705 | 0129705
2028/7/19 17,350 1.0273 10 1735 0.127557
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the moisture of gas (kg/kg)

the gas constant of dry methane (519.7 J/(mol - K))

the gas constant of water vapor (461.9 J/(mol - K))

the saturated water vapor pressure at different temperature (MPa)
the saturated vapor pressure of water vapor at the bottomhole (MPa)
the total pressure of the gas (MPa)

the pressure of the gas reservoir (MPa)

the temperature (K)

the molar heat of vaporization (J/mol)

the volume of saturated water vapor (m’/mol)

the molar volume of water (m*/mol)

evapotranspiration from the water surface (mm)

a function of wind speed

Saturated vapor pressure at the water surface (hPa)

actual vapor pressure at the water surface (hPa)

latent heat flux (W/m?)

coefficient

coefficient

relative humidity

derivative of P, with respect to temperature at a References height (hPa/"C)
wet/dry bulb thermometer constant (hPa/'C)

net surface radiation (W/m?)

change in heat storage in the water body

bowen ratio

sensible heat flux (W/m?)

bottomhole flow pressure (MPa)

the wellhead pressure of gas well annulus (MPa)

friction coefficient of the gas annulus pipe wall dimensionless

the daily gas production of CSG well (m*/d)

the diameter of the tubing (m)

the average temperature of the well section (K)

average compressibility coefficient of the well section dimensionless
the length of the calculated well section (m)

the relative density of CSG, dimensionless

the absolute roughness of the pipe wall (m)

the Reynolds number of the gas flow in the tubing, dimensionless
the evaporation rate of the well fluid in the casing annulus (m/s)
the area of the well fluid evaporation surface (m?)

the well fluid density (kg/m®)

86,400 (s/d)

the partial pressure of water vapor at d, (MPa)

the partial pressure of water vapor at d; (MPa)

evaporation coefficient (wind speed function) (mm/d)

the in-situ density of CSG (kg/m®)

the cross-sectional area of the gas flow path on the liquid surface (m?)

the flow rate of CSG (m/s)
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Uncertain coefficient Range of change multiple Uncertain coefficient Range of change multiple

Gravity (1.10:1.20) ‘ Water cut (092:131)
Oil relative density (0.81:1.06) Water relative density (0.88:1.12)
Gas relative density (0.93:1.30) Saturation pressure 1
Temperature gradient 1 Tube inner diameter 0.8:1)
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Parameters Values

‘ Seawater density/(g/cm’) 103
‘ Mudstone density/(g/cm’) 22
‘7 Density of salt rock/(g/cm’) [ 21
‘ Young's modulus (GPa) [ 10
‘ Poisson’s ratio [ 03
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Well number epth/m Fracturing pressure/g-ci Well number Dep! Fracturing pressure/g-cm

L1 39553 1.53 L-17 2275 179
L2 43747 1.46 L-18 1876 L1
L3 2978 118 L-19 2235 | 114
L4 3393 132 L-20 4603 139
L5 3,705 1.20 L-21 4,401 210
L6 4,109 | 129 L-22 1769 | 131
L7 4463 134 L-23 30108 | 174
L-8 3,749 | 155 L-24 4,905 1.68
L9 2559 1.50 L-25 1674 124
L- 10 1933 | 120 L- 26 2,351 1.60
L1 1,243 174 L-27 2054 132
L-12 462 114 L-28 2049 132
L-13 2,250 152 L-29 3,823 1.84
L 14 1,241 126 L- 30 2,303 137
L-15 2395 176 L-31 3,878 164
L- 16 1615 | 144 L-32 4,245 176
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Well number T

Water depth/m 1970

Depth of the top of Ezanga salt formation/m 2,518

Depth of the bottom of Ezanga salt formation/m 3,010
Temperature at the bottom of Ezanga salt formation/'C 49
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