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Historically the study of the immune system and metabolism have been two very separate fields. In recent years, a growing literature has emerged illustrating how the multiple processes of cellular metabolism are intricately linked to several aspects of immune function and development. This Research Topic covers recent progress in the field now known as “Immunometabolism” and the role of metabolism in immune tolerance. Immune tolerance is operationally defined as a state where a host’s immune system is balanced such that although self-reactive lymphocytes are present, they are kept in check by immune regulation. Perturbations to this homeostasis may result in self-reactive lymphocytes gaining the upper hand and mediating auto-immune disease. Maintenance of immune tolerance involves a large cast of different cell types including effector T cells, regulatory T cells, B cells, stromal cells, dendritic cells and macrophages.

Intracellular pathways and individual enzymes of metabolism have been shown to be harnessed by cells of both the adaptive and innate immune system to allow particular immune functions to be achieved. Examples include metabolic enzymes serving ‘moonlighting’ functions in mRNA translation, gene splicing, and kinase activation. Other examples include the requirement for de novo fatty acid synthesis for differentiation into Th17 effectors and CD8 memory T cells or products of the TCA cycle promoting pro-inflammatory cytokine production. Likewise, the availability of extracellular metabolic substrates has a large impact on the maintenance of local immune tolerance. For example, there are different requirements for glucose, glutamine and fatty acids for effector versus regulatory T cell development. Also tolerogenic dendritic cells mediate lowering of extracellular essential amino acids by their enhanced catabolism, promoting the induction of regulatory T cells. The purpose of this Research Topic is to provide an update on the current understanding of the multiple roles for metabolism in regulating the immune system.
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Editorial on the Research Topic
 Metabolism and Immune Tolerance



During the past decade amongst the immunology community there has been a renaissance of interest in cellular metabolism as it relates to immune functions. Much of the work has focused on the role of metabolism in facilitating or controlling immune cell differentiation and determination of effector mechanisms. Certain fundamental relationships between metabolic state and the differentiation status of innate and lymphoid cells have been worked out, using for the most part, reductionist mouse models. One major challenge ahead will be to understand to what extent the coordination of metabolism between the multiple cell types of an immune response; lymphoid, stromal, endothelial, epithelial impacts on immunity, and immune tolerance. Our aim in assembling this Research Topic is to highlight the current understanding of cellular metabolism as it relates to immune tolerance in a variety of settings.

The collection starts with a review from Degauque et al . on the role of the inflammatory metabolic microenvironment in allogeneic transplantation. This review describes the functions of metabolites such as lactate, acetate, adenosine, and extracellular ATP on cellular and humoral immunity, and the interplay of immunosuppression and metabolism in allogeneic tolerance. Alwarawrah et al . then give an overview of the effect of nutritional status on immunity, with a focus on T cells in human and mouse. Their review highlights the effects of over and under-nutrition on the metabolism and function of the immune system in protective immunity to viruses and bacteria as well as autoimmunity. Potential therapeutic targets of glycolysis, amino acid metabolism, and mitochondrial metabolism are discussed. This is followed by primary research from Jhun et al . who address the problem of how to predict which patients who have received allogeneic liver transplants will develop tolerance over time following tapering of immunosuppressive drugs. They present data measuring circulating levels of T cell markers for Treg, Th17, Th1, and CD8 cells and correlate changes in their relative abundance with propensity to develop tolerance. The role of metabolism in the fate and function of macrophages is discussed in a comprehensive review from Diskin and Palsson-McDermott . They focus on the role of metabolic pathways, substrates, and metabolites on the programming of inflammatory or anti-inflammatory macrophages in infection and resolution of inflammation. Nguyen et al . focus on the roles of metabolism in T cells following allogeneic hematopoietic cell transplantation therapy for hematological malignancies. One undesirable consequence of this procedure is graft vs. host disease (GVHD). This review describes the potential metabolic pathways that could be targeted for therapy of GVHD and the impact of current immunosuppressive drugs on these pathways. Wawman et al . then give a thorough overview of the current state of knowledge in the metabolism of T cells in the hepatic microenvironment, a hypoxic location exposed to a rich abundance of nutrients and metabolites. They give an in-depth appraisal of the prospects for metabolic intervention for therapy in autoimmune and allo-transplant settings. The role of amino acid sensing by GCN2 and its relevance to immune regulation in metabolic and autoimmune disease is then reviewed by Battu et al . The relationship between TCR signal strength and underlying metabolic shift in human antigen-specific T cell clones is addressed in primary research by Jones et al . They demonstrate in their elegant study, using T cell clones and altered peptide ligands, that the signal strength between TCR and pHLA on antigen presenting cells governs the glycolytic shift in T cells. This observation may have therapeutic applications such as optimizing vaccination strategies. Finally, Tang and Mauro review the similarities in metabolic reprogramming between immune and endothelial cells. Immune cells and endothelial cells are intimately related in the physical space especially during diapedesis. The metabolic changes in inflammation and homeostasis in endothelial cells is important as it has huge implications for disease states such as atherosclerosis and cancer. In their review they put a spotlight on the roles of nitric oxide, hypoxia inducible factor, and adenosine monophosphate activated kinase in metabolic reprogramming of these cells.

We hope that this collection of primary research and review articles will prove useful to investigators interested in the current state-of-the-art in research into immune tolerance and cellular metabolism. We would also like to thank the many authors who generously contributed to this collection and to the Frontiers staff for their assistance.
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Antigen challenge induced by allotransplantation results in the activation of T and B cells, followed by their differentiation and proliferation to mount an effective immune response. Metabolic fitness has been shown to be crucial for supporting the major shift from quiescent to active immune cells and for tuning the immune response. Metabolic reprogramming includes regulation of the balance between glycolysis and mitochondrial respiration processes. Recent research has shed new light on the functions served by the end products of metabolism such as lactate, acetate, and ATP. At enhanced local concentrations, these metabolites have complex effects in which they not only induce T and B cell responses, cell mobility, and cytokine secretion but also favor the resolution of inflammation by promoting regulatory functions. Such mechanisms are instrumental in the context of the immune response in transplantation, not only to protect the graft and/or eliminate cells targeting it but also to maintain cell homeostasis per se. Metabolic adaptation thus plays an instrumental role on the outcome of the cellular and humoral responses. This, of course, raises the possibility of drugs that would interfere in these metabolic pathways to control the immune response but also highlights the risk that some drugs may perturb this metabolism and cell homeostasis and be deleterious for graft outcome. This review focuses on how metabolic alterations of the local immune microenvironment regulate the immune response and the impact of metabolic manipulation in allotransplantation.
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INTRODUCTION

The research devoted to immunometabolism over the last decade has highlighted the cross talk between immune networks and metabolic pathways (1) to adjust the energetic machinery of lymphocyte and to fulfill the needs of an effective immune response. Whereas rapid replication of naïve and memory T and B cells results from the integration of antigen-driven stimuli, costimulatory molecules, and cytokine pathways, the effector immune response also results in the differentiation of T and B lymphocytes. B cells will ultimately differentiate into antibody (Ab)-producing plasma cells, whereas the cytokine secretion of various CD4 T helper cells (Th1, Th2, Th17, and Th22) will orchestrate the immune response. The combined functions of cytokine secretion and cytotoxic action of CD8 T cells will elicit the elimination of target cells and protect the body from intracellular pathogens and tumors. A major contribution of immunometabolism research has been to highlight how metabolic fitness is crucial to support this shift from quiescent to active immune cells and how the survival of such long-term naïve and memory lymphocytes is fine-tuned by their metabolism. It is thus not surprising that transplant immunologists exhibit a growing interest in the field of immunometabolism. This is particularly true in fields of transplantation where the current suppressive drugs impact both immunity and metabolism. Understanding how the immune system adapts to the chronic stimulation triggered by allogeneic transplant and how metabolism interacts with treatment will likely improve the standard of care for patients and increase the survival of graft recipients. This review focuses on how metabolic alterations of the local immune microenvironment regulate the immune response and what implications these effects hold for allotransplantation.

CROSS TALK BETWEEN METABOLISM AND T CELL-BASED IMMUNITY

The ability of T cells to adapt their metabolic status in response to change in the external microenvironment has attracted increasing interest in recent years. The integration of metabolic signals has a profound impact on specific immune cell responses. Quiescent and activated T cells rely on different metabolic pathways to sustain their energetic needs. Oxidative phosphorylation (OXPHOS) is used mainly in the quiescent state by naïve or memory T cells. By contrast, the proliferation and effector functions of activated T cells upregulate their glycolytic flux to support the biosynthesis of proteins, nucleic acids, and lipids.

BALANCE OF GLUCOSE AND OXPHOS METABOLISM IN T CELL RESPONSE

A hallmark of T cell activation is the switch from OXPHOS to aerobic glycolysis. After uptake by the glucose transporter (GLUT), glucose molecules are converted into glucose-6-phosphate and will later (i) fuel the pentose phosphate pathway (PPP) to provide ribose-5-phosphate, a precursor for nucleotide synthesis; (ii) generate reducing equivalents (NADPH) for fatty acid synthesis; and (iii) fuel the tricarboxylic acid (TCA) cycle through the uptake of pyruvate by mitochondria. Glycolysis yields lactate as an end product and results in the net production of two ATP per glucose.

The metabolic conversion of T cell metabolism from OXPHOS to aerobic glycolysis is a pre-requisite for most but not all T cell function. Indeed, the activation of naïve CD4 T cells can occur when aerobic glycolysis is inhibited, rather than in the context of OXPHOS inhibition (2). The ATP synthase inhibitor oligomycin is sufficient to prevent the activation and proliferation of naïve CD4 T cells. Mitochondrial ATP from OXPHOS and not aerobic glycolysis is sufficient to support T cell proliferation as naïve CD4 T cells proliferate when activated in medium supplemented only with galactose. Upon activation, T cells can use either aerobic glycolysis or OXPHOS to support their proliferation, as shown by the proliferation of activated CD4 T cells despite the administration of oligomycin 2 days after activation. Nevertheless, aerobic glycolysis is needed to support cytokine production, as T cells cultured in galactose-supplemented medium have severe defects in IFN-γ and IL-2 production. The defective cytokine production is likely due to a block in translation rather than transcription as the expression of IFN-γ and IL-2 transcripts or the protein expression of transcription factor T-bet are similar in glucose- and galactose-cultured cells. Collectively, these data demonstrate that cytokine mRNA translation is regulated by aerobic glycolysis.

The glycolytic enzyme GAPDH not only has metabolic functions (3) but also acts as an mRNA-binding protein that regulates mRNA translation (4). GAPDH is able to bind to adenylate/uridylate-rich elements in the 3′ UTRs of IFN-γ and IL-2 mRNAs (5). CD4 T cells cultured in galactose-supplemented medium show a 10-fold increase in GAPDH-associated IFN-γ transcripts compared with cells cultured in glucose-supplemented medium (2). Therefore, aerobic glycolysis promotes effector cytokine production by distracting GAPDH from binding to cytokine transcripts. For instance, in a mouse model of infection with Listeria monocytogenes, the CD4 T cells expressing the highest amounts of GAPDH secrete low amounts of IFN-γ (2). Activated T cells increase also the expression of lactate dehydrogenase A (LDHA) to support aerobic glycolysis by relieving the burden on mitochondria that burn acetyl-CoA to generate ATP (6) and by regenerating NAD+ consumed by GAPDH during glycolysis. For instance, LDHA-deficient CD4 T cells exhibit a 30% decrease in glucose consumption compared with WT cells (6). LDHA deficiency protects mice from lethal autoinflammatory disease induced by stable expression of IFN-γ in Yeti/Yeti mice (6, 7). LDHA helps maintain high concentrations of acetyl-CoA that can be readily used as a substrate for histone acetyltransferases for epigenetic regulation of target genes including IFN-γ. Thereby, aerobic glycolysis promotes effector T cell differentiation through an epigenetic mechanism.

In addition to its key role in eliciting T cell activation, glycolysis has been shown to control the inductive and suppressive functions of human regulatory T cells by modulating the expression of FOXP3 splicing variants containing exon 2 (8). Suboptimal stimulation of Tconv cells leads to the generation of highly suppressive human iTreg cells. These cells are characterized by a high-glycolytic rate and constitute the metabolically active fraction of Tconv cells. Inhibition of glycolysis by 2-DG (2-deoxy-D-glucose) blunts the IL-2–IL-2R–STAT5 signaling pathway and consequently limits the generation of human iTreg cells and their suppressive functions (8). By contrast, the inhibition of fatty acid oxidation (FAO) by etomoxir (Etx) has the opposite effect and enhances the generation of iTreg cells (8). It is interesting to observe that Tconv cells from patients with RRMS or T1D displayed an impairment of glycolysis despite showing no defect regarding proliferation after CD3/CD28 stimulation. Moreover, iTreg cells generated from the Tconv cells of RRMS patients have diminished suppressive function compared with similar cells from age- and gender-matched healthy control individuals. The reduced suppressive function of iTreg cells from RRMS patients is associated with lower expression of CTLA-4, PD-1, Foxp3-E2, and CD71 (8).

Collectively, these reports highlight the complexity of the regulation of T cell immune response by aerobic glycolysis; this metabolic pathway is critical to mount an efficient T cell response, as well as to generate and sustain the suppressive function of regulatory T cells by regulating the expression of Foxp3-E2, which is necessary for the suppressive function of human iTreg cells.

LIPID METABOLISM AND ITS IMPACT ON T CELL RESPONSE

Lipids are key structural components of the cell membrane, and T cells double their lipid content in preparation for each round of cell division. In addition to their key structural properties, lipids are also used to generate energy through the process of β-oxidation. Interestingly, lymph nodes are surrounded by adipose tissue, and thereby facilitate the access of the immune system to lipid sources (9). In vivo LPS injection results in rapid but transient spontaneous lipolysis in the adipocytes surrounding the popliteal lymph nodes, whereas the response of adipocytes in other anatomical locations is limited (10). Similarly, there is a change in adipose tissue distribution, with fat depots surrounding lymphoid tissue in patients with chronic diseases such as Crohn’s disease and in long-term treated HIV patients (11).

Enhanced mitochondrial FAO constitutes one of the hallmarks of metabolic reprogramming required for the generation of memory CD8 T cells (12). It has been shown that, upon activation, memory CD8 T cells do not increase their uptake of external long-chain fatty acids but rather synthesize fatty acids de novo to support FAO (13). The lysosomal hydrolase lysosomal acid lipase is more highly expressed in in vitro-induced memory CD8 T cells than in effector CD8 cells and supports the generation of free fatty acid (FA) and cholesterol in the lysosomes (13). Fatty acid metabolism also impacts the differentiation of CD4 T cells. Inhibition of fatty acid synthesis by selective inhibition of acetyl-CoA carboxylase 1 (ACC1) favors the generation of human and mouse regulatory Foxp3+ Treg cells and restrains the formation of pro-inflammatory Th17 cells (14). Whereas Treg cells take up exogenous fatty acids to produce phospholipids for the cell membrane, Th17 cells rely on ACC1-mediated de novo fatty acid synthesis. As a consequence, provision of soraphen A, a specific inhibitor of ACC, attenuates the in vivo development of EAE by shifting the Th17/Treg balance toward a pro-tolerogenic profile. These data indicate that targeting fatty acid synthesis may be an option for immunomodulation.

LACTATE, MORE THAN A WASTE PRODUCT OF CELLULAR METABOLISM

For decades, lactate has been considered a waste product of cellular metabolism. Production of lactate occurs as a consequence of high-glycolytic flux in dividing cells or under hypoxic conditions. Two forms of lactate are present, either at higher pH as the ion salt (i.e., sodium lactate) or at low pH as the acid in its undissociated form (i.e., lactic acid). Thus, the negatively charged biologically active form (i.e., sodium lactate) represents the main form under physiological conditions (pH 7.2). The organic molecules that fuel mitochondrial metabolism in vivo are not fully understood, and it has been demonstrated recently that lactate fuels mitochondria in both normal and cancerous tissue (15).

Aerobic glycolysis was initially proposed by Otto Warburg in the 1920s after the observation of a high amount of lactate production by tumor cells ex vivo. This original observation led to the assumption that mitochondrial metabolism has a minor role in the production of macromolecules. Infusion of 13C-glucose or 13C-lactate tracer into patients with lung cancer has demonstrated this assumption to be wrong. Indeed, enhanced glycolysis is associated with fueling of the TCA cycle by lactate (15). The in and out transport of lactate is mediated by the lactate dehydrogenases LDHA and LDHB and by the proton-coupled monocarboxylate transporters (MCTs 1–4), members of the solute carrier 16a family of 12-transmembrane-domain, proton-linked monocarboxylic acid symporters (SLC16A1/7/8/3). MCTs bidirectionally cotransport H+ ions and lactate anions, depending on their respective concentration gradients. Continuous lactic acid efflux is inhibited by an excess of external lactic acid, and thereby hampers T cell metabolism. Recently, Hui et al. demonstrated that lactate is, by contrast, the predominant fuel for mitochondrial metabolism (15). Lactate shows a 2.5-fold higher circulatory turnover flux than glucose in fasted mice, although glucose was previously considered the predominant circulating carbon source. Indeed, lactate has the highest circulatory turnover flux of any metabolite, exceeding that of glucose by 2.5-fold in fasting mice and 1.1-fold in fed mice (15). Thus, in all tissues except the brain, circulating lactate is the main contributor to tissue TCA metabolism. The Cori cycle postulates that lactate is produced upon anaerobic glycolysis in the muscle and later converted to glucose in the liver before being metabolized back to lactate after its return to the muscles. The potential for lactate to transfer carbon between tissues has already been shown (16, 17), leading to the concept that glycolysis and OXPHOS are tightly linked pathways and opposing processes, as the product of glycolysis provides the substrate for OXPHOS (16). The use of a 13C tracker recently provided evidence to support this concept by demonstrating that glucose feeds TCA metabolism mainly through circulating lactate (15).

Regulation of T Cell Motility and Cytokine Secretion by Lactate

Glycolysis results in the production of pyruvate, which is reduced to lactate by LDHA/B, a process coupled with the conversion of NAD+ to NADH. Lactate secretion maintains the intracellular pH by eliminating protons through the MCTs and therefore allows the persistence of the glycolysis rate. Increasing the amount of lactate in the external milieu inhibits glucose consumption by reversing the flux of lactate and can thereby inhibit T cell function. It has been shown, for instance, that lactate tightly regulates the motility and migration of CD4 and CD8 T cells (18). Lactic acid but not sodium lactate inhibits CD8 T cell migration (18). The progressive acidification of the medium induced by the provision of lactic acid does not account for the reduction of cellular motility of CD8 T cells. By contrast, sodium lactate and not lactic acid inhibits the migration of CD4 T cells by interfering with glycolysis and favors the production of the pro-inflammatory cytokine IL-17 but not IFN-γ. The modulation of T cell functions depends on the expression of specific lactate transporters, namely, the lactic acid transporter Slc16a1 on CD8 T cells and the sodium lactate transporter Slc5a12 on CD4 T cells. Selective blockade of Slc16a1 and Slc5a12 reverses the blockade of transmigration of CD8 and CD4 T cells, respectively. Moreover, the selective blockade of Slc5a12 not only prevents T cell migration to the inflammatory site but also blocks the secretion of IL-17. Sodium lactate induces a decrease in extracellular acidification rate (ECAR) and in glucose uptake, and thereby blunts the glycolytic flux of CD4 T cells. Finally, a decrease in chemotaxis, as measured by an in vitro assay or in vivo in a model of T cell recruitment to the peritoneum, is observed after the direct or indirect inhibition of glycolysis with the glucose analog 2-DG or the mTOR inhibitor rapamycin. Therefore, after their migration into inflammatory sites such as the synovial joints of RA patients, T cells sense the local concentration of lactate and become trapped at the site. Despite the reduced CTL function of CD8 T cells, a chronic local inflammatory environment is sustained through the increased production of pro-inflammatory cytokines. The differential expression of lactate transporter by CD4 and CD8 T cells raises the question of how the nature of the inflammatory exudate (i.e., more lactic acid versus sodium lactate) regulates the differential distribution of T cells.

A key feature of inflammatory sites and tumors is the enhanced glycolysis resulting in the accumulation of lactic acid. Sodium lactate does not impact the proliferation of CTL CD8 induced by antigen-specific or mitogenic stimulation, whereas lactic acid can suppress their proliferation (19). Similarly, the production of IL-2 and IFN-γ by CTL is abolished by lactic acid at a concentration of 20 mM, whereas sodium lactate or acidification alone has no impact. The inhibition of CTL function by lactic acid is reversible by the removal of lactic acid. Lactate serum concentrations and tumor burden in cancer patients are positively correlated, and lactic acid but not the mere acidification of the environment inhibits key functions of CTL. The inhibitory effect of lactic acid on cytotoxic activity is also observed in NK cells and associated with reduced expression of perforin and granzyme (20).

In short, lactate acts as a complex immunomodulatory molecule to control T cell effector functions during inflammation and to favor the retention of activated CD4 T cells (Figure 1).
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FIGURE 1 | Adaptation of T cell function to the local metabolic environment. Local concentrations of metabolic by-products (e.g., ATP, acetate, and lactate) differentially impact the function of T lymphocytes. Accumulation of metabolites favors the effector function by enhancing the secretion of pro-inflammatory cytokines while favoring the retention of T cells within the inflamed tissue. Lactate and acetate are actively imported into T cells and fuel the main metabolic pathways. Enhancement of the glycolytic rate prevents the inhibitory effect of the glycolytic enzyme GAPDH on the translation of pro-inflammatory cytokines.



IMPACT OF SYSTEMIC METABOLIC ALTERATIONS ON IMMUNE CELL FUNCTION

Sensor molecules able to detect danger are necessary to mobilize an efficient immune response. Acetate and extracellular ATP (eATP) are two such molecules, and their metabolic pathways are involved in the regulation of inflammation.

Regulation of T Cell Response by Acetate Levels

It has become evident that lymphocyte T cells influence homeostasis and integrate environmental signs of danger (21). For instance, a systemic bacterial infection induces within hours an increase in acetate serum levels, and high acetate concentrations are needed to mount an optimal memory CD8 T cell response in vitro and in vivo (22). The primary production site of acetate released in the circulation is the liver (23). Hydrolysis of acetyl-CoA and release of acetate into the extracellular space can occur in other tissues under catabolic and metabolic stress conditions such as starvation or diabetes (24). Under physiological and normoxic conditions, the major source of cytosolic acetyl-CoA derives from the production of mitochondrial acetyl-CoA during glycolysis or β-oxidation (25). Mitochondrial acetyl-CoA is metabolized within the TCA to yield NADH, the main substrate for ATP synthesis via OXPHOS (26). Acetyl-CoA is also a central metabolite intermediate for lipid synthesis, and acetylation (provision of acetyl groups to the N-terminal residue of a protein) is one of the major post-translational protein modifications regulating the stability, localization, and function of proteins (25). The cellular function of metabolic enzymes is tightly regulated at the post-translational level through their acetylation (27). The concentration of acetate in the sera of mice infected with L. monocytogenes, Salmonella typhimurium, or Escherichia coli rises transiently within few hours after systemic infection (4–48 h) (22). Provision of acetate during the memory induction phase of in vitro differentiation of memory OT-I T cells results in increased and rapid secretion of IFN-γ upon rechallenge. Acetate has no impact on the expression of phenotypic markers or chemokine receptors. Hallmarks of memory T cells include the ability to switch rapidly to glycolysis to support IFN-γ production (28) and an increase in spare respiratory capacity (SRC) (29). Acetate exposure increases the glycolytic reserve of memory CD8 T cells by twofold in addition to increase the SRC (22). The increase in IFN-γ production upon acetate exposure is reversible, as the secretion of IFN-γ returns to the basal level when acetate is removed from previously acetate-exposed memory OT-I cells.

Therefore, a systemic increase of acetate during an inflammatory response is integrated by the immune system to favor the generation of efficient memory CD8 T cells, another new example of connection between the modulation of the immune response and systemic metabolism (Figure 1). The alteration of the tissue microenvironment by regulating the level of acetate will dictate the fate of T cells and is likely to represent an attractive way to control allo- and autoimmune response.

eATP: A Key Factor in Inflammation and Immune Responses

Intracellular adenosine triphosphate is well known as the energy source driving cell survival, proliferation, and metabolic function (30). However, under tissue stress such as hypoxia, apoptosis, necrosis, or inflammation, ATP can be released from cells into the extracellular environment (31–33). Two mechanisms are involved in the release of ATP into the extracellular space: (i) passive ATP release by necrotic cells by loss of cell membrane integrity and (ii) active ATP release through transporters/channels or exocytosis (34). This ATP release through transporters mainly involves connexin and pannexin channels and gap junction proteins (35). Exocytotic release of ATP into the extracellular environment has been reported in many cell types, such as neuronal cells (36), platelets (37), lymphocytes (38), mast cells (39), and endothelial cells (40). eATP then acts as a signaling molecule inducing anti- or pro-inflammatory responses depending on its binding to metabotropic P2Y purinergic or ionotropic P2X receptors, respectively, or depending on its concentration (41).

Consider a danger-associated molecular pattern and part of a group of molecules called “alarmins” (42), eATP is involved in recognition of intracellular pathogens and can mobilize an efficient innate immune response (43, 44). This occurs by the secretion of cytokines (45), recruitment of innate immune cells (such as macrophages, neutrophils, eosinophils, and mast cells) (46, 47), and production of nitric oxide (NO) and reactive oxygen species (ROS) (48). eATP also has an influence on specific immune response, since eATP activates T cells that express P2X7 by amplifying T cell receptor (TCR)-induced activation (49), inhibits the differentiation and function of Treg cells (50), and induces the differentiation of Th17 cells (51).

However, high concentrations of ATP and chronic stimulation of the P2X7 receptor also induce T cell apoptosis (52). Interestingly, the P2X7 receptor is expressed on B lymphocytes, and it mediates either cell death or proliferation (53). Wiley et al. showed that in patients with chronic lymphocytic leukemia, apoptosis of lymphocytes was observed upon the activation of the P2X7 receptor. By contrast, with very low eATP concentrations or chronic exposure, the receptor has an anti-apoptotic effect, resulting in an increase in B cell numbers (54). ATP also exerts anti-inflammatory effects via P2Y receptors by diminishing the Th1 cell-stimulatory capacity of DCs, by inhibiting lymphocyte effector functions, and by attenuating production by macrophages of pro-inflammatory cytokine (32).

Adenosine Production by ATP Degradation: Involvement in the Regulation of Immune Responses

To resolve the inflammatory response or to avoid ATP-induced pathological effects, eATP can be dephosphorylated into extracellular adenosine diphosphate and adenosine monophosphate by ectonucleoside triphosphate diphosphohydrolase 1 (or CD39). AMP can be further dephosphorylated to adenosine by 5′-ectonucleotidase (or CD73) (55). Indeed, uncontrolled or chronic inflammation resulting in cell and tissue damage may result from an overactivation of the immune system. Co-regulation between ATP and adenosine is due to purinergic receptors (P1 and P2 receptors for adenosine and ATP, respectively) that are ubiquitously co-expressed. The magnitude of purinergic signaling is controlled by the extracellular nucleotide concentrations that are regulated by the ectoenzymes CD39 and CD73. This purinergic feedback system is confirmed by several studies using ectoenzyme knockout models. Interestingly, CD39−/− and CD73−/− mice are prone during inflammatory conditions to tissue injury such as acute lung injury or intestinal inflammation, highlighting the role of adenosine in terminating the inflammatory response (56, 57). Moreover, increasing the level of adenosine in vivo by administration of various adenosine kinase inhibitors downregulates inflammation in different animal models of acute and chronic inflammation (32, 58, 59).

In general, the effects of adenosine on inflammation are opposite to those of ATP, and adenosine acts as an immunoregulatory signal through adenosine 2A receptor binding that inhibits and modulates adaptive and innate immune response functions (60, 61). Adenosine inhibits adhesion to endothelial cells, reduces superoxide anion production by neutrophils, and decreases the secretion of pro-inflammatory cytokines (62, 63) or facilitates the secretion of anti-inflammatory cytokines such as IL-10 (64). Opposite to the action of eATP, adenosine inhibits T cell responses following A2A receptor stimulation, inhibits T cell differentiation and proliferation by blocking TCR signaling and by decreasing IL-2 production (65, 66), reduces cytokine release, induces Treg cells, and inhibits Th17 cells (67, 68).

ATP and adenosine thus appear to be crucial endogenous signaling molecules in inflammation and immunity (Figure 2). They may have dual effects on inflammatory responses, depending on the concentration, the receptor used, and the duration of exposure. Therefore, the treatment of immune-related diseases such as graft dysfunction in transplantation may benefit from the control of purinergic signaling molecules.
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FIGURE 2 | Memory Treg (mTreg) cells induce the degradation of ATP into adenosine, promoting a tolerant environment. (1) An allograft undergoes constant attacks from the immune system, causing tissue damage that leads to the release of ATP into the extracellular environment. (2) In the context of allograft dysfunction, ATP will bind to CD39 expressed by Teff cells, leading to their activation and proliferation and potentiating the inflammatory environment. (3) In tolerant patients, ATP will mostly bind to CD39 expressed by mTreg cells and be further degraded into ADP and AMP by CD39 and into adenosine by CD73. An adenosine-rich environment will promote Teff anergy and increase the suppressive capacity of mTreg cells.



METABOLIC REGULATION OF THE IMMUNE HUMORAL RESPONSE

Whereas T cell immunometabolism has been a very intense field of investigation over the past few years, the characterization of B cell metabolism is still in its infancy. As is the case with T lymphocytes, the energetic needs of B cells are highly variable, with a necessary transition from the quiescent state to the rapid proliferation phase upon antigen encounter. Naïve and memory B cells as well as long-lived plasma cells persist in the body for years. Upon activation, B cells increase their uptake of glucose (69, 70), and Ab production requires an efficient glycolysis (70). Indeed, provision of the pyruvate dehydrogenase kinase inhibitor dichloroacetate inhibits the glycolysis and suppresses in vitro and in vivo B cell proliferation and Ab secretion. Mice with B cells deficient in Glut1 exhibit reduced peripheral B cell numbers and total IgM levels in the steady state, and antigen-specific IgM and IgG production fails to increase upon the immunization of Glut1fl/flCD19-Cre mice with NP-OVA (70). Oxidative metabolism or anabolism relies on glucose and glutamine uptake. The relative contributions of glucose and glutamine uptake to ATP generation or to supporting the synthesis of cellular constituents in the different B cell subsets are still unknown, and the use of metabolic trackers will be useful to track the ex vivo and in vivo fate of carbon donors. Activation of naïve B cells results from a complex integration of signals through BCR, CD40, IL-4R, and TLR (71–73) and causes the engagement of the PI3K/Akt/mTOR pathway. After BCR stimulation, glycolysis is regulated by the PI(3)K signaling pathway (71). IL-4 triggers Glut1 expression, glucose uptake, and glycolysis in splenic B cells (73). BCR activates protein kinase Cβ, which promotes an increase in glycolytic flux (74). The low oxygen tension within the GC light zone sensed by HIF inhibits B cell proliferation, increases their death, and impairs Ab class switching by limiting the expression of activation-induced cytosine deaminase (75).

Transition From the Quiescent State to Proliferation Requires Metabolic Reprogramming of B Cells

Glycogen synthase kinase 3 (Gsk3) is a metabolic sensor that promotes the survival of naïve circulating B cells. The kinase Gsk3 is ubiquitously expressed in its constitutively active form in nutrient-deprived and resting cells, but its expression rapidly decreases upon phosphorylation after growth factor stimulation (76). Two isoforms (α and β) of Gsk3 exist, and they have highly similar substrate specificities. The proliferation of B cells within the germinal center is associated with the inactivation of Gsk 3β (77). In antigen-driven responses, Gsk3 (α and β) is selectively required for the regulation of mitochondrial biogenesis, glycolysis, B cell size, and production of ROS, in a manner mediated by the costimulatory receptor CD40 and IL-4 (78).

Given the high plasticity of B cells and the continuum of B cell states from immature B cell to plasma cells, the quest to characterize the regulation and the impact of the different metabolic pathways will be challenging but will constitute a fascinating research area.

METABOLIC REGULATION OF MACROPHAGES

Macrophages are key elements of the innate immune response. Located throughout the body, macrophages maintain tissue homeostasis and behave as immune sentinels. By sensing locally tissue damage and inflammation, macrophages can rapidly modify their functional phenotype to facilitate the elimination of the pathogens and to favor tissue repair. The integration of stimuli from the local environment results in the differentiation of pro-inflammatory macrophages (M1 macrophages) in the presence of pathogen-associated molecular patterns such as LPS (79, 80). M1 macrophages are characterized by their secretion of pro-inflammatory cytokines and antimicrobial properties. By contrast, M2 macrophages differentiate in the presence of IL-4 and IL-13 and are involved in tissue repair and immunoregulatory functions (79, 80). The rewiring of metabolic pathways within macrophages in response to environmental stimuli is a key process for macrophage effector function. The polarizing signals activates canonical signaling pathways known to regulate metabolic processes (1), including the activation of Akt, mTORC1, mTORC2, and AMPK. The differentiation into M1 macrophages relies on aerobic glycolysis as shown by the defect in bacterial killing and myeloid cell infiltration when the metabolic switch to glycolysis is impaired upon HIF-1α deletion (81). M1 polarization is also associated with a defect in mitochondrial function and TCA cycle (82), the latter being truncated at the level of isocitrate dehydrogenase and succinate dehydrogenase (83). The shunt into the TCA participates to the production of itaconate, an important antimicrobial agent inhibiting the bacterial growth such as Mycobacterium tuberculosis and Salmonella enterica (84). M2 macrophages differs from M1 macrophages not only at their functional level but also at the metabolic processes, oxidative TCA cycle associated with OXPHOS being the major provider of ATP in M2 macrophages. FAO and glutamine metabolism fuels the oxidative TCA cycle in M2 macrophages (83, 85). M2 polarization activates glutamine catabolism and UDP-GlcNAc associated modules (83). Chemokine Ccl22 production and defect in M2 polarization are observed upon glutamine deprivation (83). Finally, arginine metabolism is strikingly different in M1 and M2 macrophages (86). Production of antimicrobial agent NO is catalyzed by iNOS by converting L-arginine to L-citrulline. By contrast, expression of arginase (ARG-1) by M2 macrophages favors the catabolism of arginine to L-ornithine and urea. This arginase activity limits the production of NO, provides L-ornithine, precursor for the production of L-proline, and favors wound repair function of M2 macrophages through the synthesis of collagen. The alteration of metabolic pathways has been thus proposed as a promising strategy to repolarize macrophages. Macrophages are highly plastic cells that continuously adapt their function to their local environment. Given that most of the investigation on macrophages are performed with isolated cultured cells and singular stimulus, much work remains to be done to understand the adaptation of macrophages to complex in vivo environment with multiple stimuli simultaneously.

MANIPULATING THE METABOLIC PATHWAY IN TRANSPLANTATION

Given that metabolic reprogramming is an essential step to elicit an effector function, it is not surprising that interference with metabolic pathways has been attempted to control the immune response in various preclinical models. Successful attempts to prevent the development of auto- and alloimmune responses have been reported in animal models including tumor vaccination (87), hematopoietic stem cell transplantation (88–91), lupus (92, 93), EAE (94), and heart and skin transplantation (95). Metabolism being a key process shared by all cells within a given individual, one could wonder how to specifically target the metabolism of immune effector cells while preserving low toxicity. Hypothesis-driven experiments in this area rely on the shift to high-metabolic profiles in effector cells. Alloreactive T cells are deleted using a small-molecule inhibitor of the mitochondrial F1F0 adenosine triphosphate (F1F0-ATPase) while preserving hematopoietic engraftment and lymphocyte reconstitution in various models of bone marrow transplantation (91). This selective inhibition is based on increased superoxide production, decreased amounts of antioxidants, and hyperpolarization of the mitochondrial membrane potential of alloreactive T cells (91). During the course of GVHD, alloreactive T cells use FAs to support their in vivo activation, whereas T cells activated by cellular immunization do not (89). Pharmacological blockade of FAO has thus been shown to prevent GVHD in different models via induction of alloreactive T cell apoptosis while sparing the survival of T cells during normal immune reconstitution (89). The antidiabetic drug metformin has been used to target alloreactive T cells in GVHD (88, 90, 91), organ transplantation (95), and lupus (92). Disease progression and a CD4 T cell-skewed response in lupus-prone mice are reverted and controlled by combining 2-DG and metformin (92). Despite the treatment of lupus-prone mice with 2-DG and metformin for 3 months, the authors do not report any physiological side effects of such a long-term treatment. The absence of toxicity to normal tissues may seem surprising. A therapeutic window could exist for drugs that target metabolic treatment, as also demonstrated by the wide use of metformin to treat type 2 diabetes.

Examples of control of alloimmune response in models of organ transplantation are sparse. Combinatory treatment with 2-DG, DON, and metformin prevents or delays graft rejection in fully mismatched heart or skin allograft transplantation models (95). A better characterization of the metabolic requirement of allogeneic T cells during the course of allogeneic response is needed to design innovative treatments that could target immune cells that escape from standard immunosuppressive regimens. An increase of effector memory re-expressing CD45RA CD8 T cells (TEMRA CD8) is associated with an increased risk of kidney dysfunction in kidney transplant (KT) recipients (96). We have recently demonstrated that IL-15 activate TEMRA CD8 cells from KT recipients, despite immunosuppressive therapies, and promote endothelial inflammation as shown by the upregulation of CX3CL1 in human umbilical vein endothelial cells in an IFN-γ- and TNF-α-dependent manner (97). TEMRA CD8 cells exhibit an active metabolic state characterized by a large pool of pre-formed ATP and high expression of genes involved in glycolysis and the PPP. TEMRA CD8 adapts their metabolism to stimulation by increasing their ECAR and oxygen consumption rate, demonstrating thereby their metabolic fitness. Finally, interfering with the processes of glycolysis and glutaminolysis in TEMRA CD8 cells from KT patients efficiently prevents the endothelial inflammation (97).

In the field of solid organ transplantation, eATP may be particularly important, since it participates in the fine modulation of the immune response, acting as a danger signal that will induce a pro-inflammatory environment. Inflammation is dampened upon ATP degradation, under the controlled expression of CD39 and CD73 (32). In particular, the expression of CD39 by APC or regulatory T cells appears to be of crucial importance in their immunomodulatory functions (98, 99). Moreover, CD39 expression is a fundamental determinant of human Treg function and stability (100), and recent studies have shown that CD39 expression is restricted to the most stable and suppressive subset of CD4 Treg cells (101), the human memory Treg (mTreg) cells, and show immune suppression through the production of adenosine (102, 103).

In the particular state of tolerance in kidney transplantation, we reported an increased proportion of mTreg cells in tolerant patients and not in patients with stable graft functions (104). Interestingly, mTreg cells from patients with stable graft function were unable to degrade eATP, whereas this ability was preserved in mTreg cells in tolerant patients (105). This lack of degradation capacity was not due to immunosuppressive treatments. Finally, a reduced mTreg and mTeff cells expressing CD39 was observed in patients with acute cellular rejection, and mTreg cells in transplant patients with stable graft function displayed more potent suppressive capacity than those of non-immunosuppressed controls (106). Thus, the authors of those findings propose that determining changes within these T cell subsets could help identify patients at risk of renal allograft rejection and, furthermore, that they could be considered for clinical purposes due to their suppressive properties.

The depletion of eATP through its degradation into adenosine is now considered an immunomodulatory mechanism (100, 105, 107). Adenosine 2A receptor signaling attenuates kidney graft rejection and alloantigen recognition and promotes peripheral tolerance by inducing the generation of Treg cells and the anergy of conventional T cells (108–110). There is mounting evidence that the inflammatory response that accompanies rejection and chronic allograft dysfunction involves purinergic signaling. Roberts et al. report that the CD39, CD73, and A2 signaling pathways attenuate cardiac, liver, and lung ischemia–reperfusion injuries and reduce lung and kidney allograft dysfunction (111). Current studies are investigating the potential for A2 receptor agonists or molecules targeting the purinergic pathway to attenuate alloantigen recognition and transplant rejection (108, 112–114).

Given that metabolic reprogramming is an essential step to elicit an effector function, it is not surprising that interference with metabolic pathways has been attempted to control the immune response.

CONCLUDING REMARKS

This review clearly shows the cross talk between metabolism and cell-based immunity, with glycolysis, OXPHOS, and lipid metabolism playing instrumental roles in T cell response by acting on T cell motility and cytokine secretion but also regulating this response by way of eATP and adenosine production. Metabolism is also of importance in the humoral response, particularly through regulating the transition of B cells from the quiescent state to proliferation but also through interacting directly with their regulation and/or suppressive properties. The effects of current immunosuppressors on metabolism and the manipulation of metabolic pathways in transplantation thus appear to be instrumental and should clearly be taken into account in the design of future therapies.
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Immune cell function and metabolism are closely linked. Many studies have now clearly demonstrated that alterations in cellular metabolism influence immune cell function and that, conversely, immune cell function determines the cellular metabolic state. Less well understood, however, are the effects of systemic metabolism or whole organism nutritional status on immune cell function and metabolism. Several studies have demonstrated that undernutrition is associated with immunosuppression, which leads to both increased susceptibility to infection and protection against several types of autoimmune disease, whereas overnutrition is associated with low-grade, chronic inflammation that increases the risk of metabolic and cardiovascular disease, promotes autoreactivity, and disrupts protective immunity. Here, we review the effects of nutritional status on immunity and highlight the effects of nutrition on circulating cytokines and immune cell populations in both human studies and mouse models. As T cells are critical members of the immune system, which direct overall immune response, we will focus this review on the influence of systemic nutritional status on T cell metabolism and function. Several cytokines and hormones have been identified which mediate the effects of nutrition on T cell metabolism and function through the expression and action of key regulatory signaling proteins. Understanding how T cells are sensitive to both inadequate and overabundant nutrients may enhance our ability to target immune cell metabolism and alter immunity in both malnutrition and obesity.
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INTRODUCTION

Nutritional imbalance is a major challenge for living organisms to achieve systemic homeostasis and maintain normal physiology. Mammals have developed processes to control systemic nutrient utilization and storage. For example, excess nutrients are converted and stored in adipose tissue, liver, and muscle during times when nutrients are abundant. By contrast, stored nutrients are metabolized to provide energy and building blocks to maintain vital physiological processes when nutrient availability is low.

From these processes, adipose tissue volume changes in response to under- or overnutrition. This change in adipose tissue volume, in turn, influences the secretion of hormones and cytokines from adipose tissue (adipocytokines). Many of these adipocytokines have important immune signaling functions which can influence immune cell biology and alter immune response.

Here, we will review the effects of nutritional changes on hormones and cytokines that influence immune cell function and metabolism in mouse models, and we will specifically examine how nutritionally regulated changes in immune cells alter immunity in the context of both autoimmune disease and infection response in both human and animal studies. We will also highlight some of the promising metabolic targets that may be useful in the development of novel treatments for immunity-related disorders.

KEY SIGNALING MOLECULES ALTERED IN RESPONSE TO CHANGES IN NUTRITIONAL STATUS

Many cytokines and hormones are changed in response to over- or undernutrition. One of the earliest reports of this is with tumor necrosis factor-alpha (TNF-α). TNF-α can be secreted from adipose tissue, and its expression is increased during obesity but decreased following weight loss (1–3). TNF-α is a well-known pro-inflammatory cytokine that is essential for the acute phase reaction. Studies from the 1990s demonstrated that TNF-α was essential for the development of insulin resistance in high-fat diet-induced obesity in mice (1) and that deletion of TNF-α protected high-fat diet-induced obese mice from developing insulin resistance (4). TNF-α can be secreted from both adipose tissue-localized macrophages, which are increased in obesity, and from adipocytes (5, 6). Following these early studies showing the importance of TNF-α in mediating metabolic disease in obesity, multiple other cytokines and hormones were also found to play a similar role.

Interleukin-6 (IL-6) is another cytokine that is secreted by many immune and non-immune cells in the adipose tissue including adipocytes, macrophages, pre-adipocytes, and T cells, in response to tissue damage (7). IL-6 has broad pleiotropic functions leading to the expansion of many types of immune cells including B cells and T cells (8, 9). IL-6 can signal through binding to the IL-6 receptor dimerized with gp130 on the surface of cells; however, IL-6 effects can also be mediated through trans-signaling, in which IL-6 binds to soluble IL-6 receptor, thereby permitting IL-6 to act on any cell that expresses gp130. In that way, IL-6 receptor trans-signaling contributes to the broad pleiotropic effect of IL-6 (10). In general, IL-6 promotes T cell survival and resistance to apoptosis (11). IL-6 also has a pro-inflammatory role promoting CD4+ T cell differentiation to the Th17 or Th1 lineages, which produce the pro-inflammatory cytokines IL-17 and interferon gamma (IFN-γ), respectively (12, 13). Increased IL-6 levels have been reported in obesity in both humans and rodents (14, 15). Pan-blocking of IL-6 signaling using an anti-IL-6 antibody (MR16-1) has been shown to ameliorate insulin resistance and reduce liver-fat accumulation in high-fat diet-fed mice (16). Blocking IL-6 trans-signaling by using gp130Fc soluble protein was found to block adipose tissue macrophage recruitment in high-fat diet-fed mice, but did not inhibit insulin resistance (17). Recently, it was reported that selective blocking of IL-6 signaling in T cells improves glucose homeostasis and ameliorates liver steatosis in high-fat diet-fed mice, but only early in the development of obesity (18).

Leptin is another well-described adipocytokine known to influence immune cells. Leptin is a hormone secreted by adipocytes in proportion to adipocyte mass and is therefore increased in obesity and decreased in malnutrition. Leptin is best known for its role in influencing systemic metabolism by signaling in the hypothalamus to suppress appetite and increase energy expenditure (19). However, leptin can also communicate energy status to other systems in the body, including the immune system (20). In that role, leptin was found to have an important developmental function in the maturation of hematopoietic cells on which the leptin receptor (LepR) is expressed (21). In addition to this developmental function, leptin deficiency has also been associated with the loss of cell-mediated immunity (22). The first reported immune function for leptin was its ability to regulate macrophage phagocytosis and pro-inflammatory cytokine production: lack of leptin or its receptor was found to reduce phagocytic activity and the production of both IL-6 and TNF-α (23). In addition, LepR is expressed on the surface of T cells (24), and deletion of LepR on T cells leads to a marked decrease in T cell number and function as well as polarization to Th1 and Th17 cell subsets, ultimately leading to immune deficiency characterized by an increased susceptibility to intracellular infections (25–27).

In addition to TNF-α, IL-6, and leptin, many other hormones and cytokines are influenced by changes in systemic metabolism and are summarized in Table 1.

TABLE 1 | Key immune signaling molecules that change in response to nutritional status.
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IMMUNE CELLS AFFECTED BY CHANGES IN NUTRITIONAL STATUS

The hormone and cytokine changes seen in response to obesity and malnutrition are closely linked to changes in immune cell populations. Several types of immune cells residing in the adipose tissue are affected by changes in the above-listed cytokine and hormone levels and in turn contribute to altered cytokine production in states of under- or overnutrition. These adipose tissue-localized immune cells can be affected by changes in nutritional status through both paracrine effects (due to their proximity to adipocytes) and systemic/endocrine effects of secreted adipose factors.

Macrophages comprise more than 50% of adipose tissue-resident immune cells and are, therefore, the most abundant immune cells in the adipose tissue (52). During obesity, an influx of macrophages into the adipose tissue takes place in response to the secretion of monocyte chemoattractant protein-1 from the adipose tissue (53). These macrophages become polarized into pro-inflammatory, classically activated macrophages (previously termed M1 macrophages) in response to IFN-γ, which is secreted by effector T cells (Teff cells) and other immune cells in the adipose tissue (54). This increase in inflammatory macrophage population leads to an increase in TNF-α secretion in addition to other inflammatory molecules secreted by inflammatory macrophages, including IL-1β, IL-6, and IL-12. Adipose tissue macrophages in obesity contribute to the formation of the crown-like structure that forms around necrotic adipocytes, a very distinctive histological feature of the adipose tissue during obesity. In lean individuals, alternatively activated macrophages (previously termed M2 macrophages) secrete anti-inflammatory cytokines including IL-10, IL-4, and IL-1 receptor agonists which promote immune modulatory functions (55). The shift in macrophage populations during obesity plays a central role in the maintenance of inflammation and the rise of obesity-associated pathologies including insulin resistance and non-alcoholic fatty liver disease.

In addition to macrophages, other smaller populations of innate immune cells are found in the adipose tissue and change in number and function in response to obesity. Neutrophils and mast cells are found to increase and become activated in the adipose tissue during obesity (56). By contrast, eosinophil numbers decrease in adipose tissue during obesity (57), which is relevant because eosinophils secrete IL-4, a cytokine that helps maintain the alternatively activated population of macrophages within the adipose tissue (57).

Several lymphocyte populations are also found in the adipose tissue. B lymphocytes (B cells) have been found to accumulate in the adipose tissue during obesity (58). Although B cells are best known for the production of antibodies, they also express inflammatory cytokines, such as IL-2 and IL-12, which influence T cell differentiation into Th1 versus Th2 cells (59). Adipose tissue also harbors a large population of natural killer T (NKT) cells (60); these cells are known for the expression of an invariant form of the T cell receptor (TCR) that interacts with a lipid antigen presenting protein, CD1d, which is highly expressed on adipocytes (61). NKT cells secrete different types of cytokines depending on the lipid antigen presented by CD1d. During normal weight conditions, NKT cells modulate inflammation by secreting anti-inflammatory cytokines such as IL-4 and IL-10 (62). In obesity, NKT cells decrease in number, at the same time adipocytes express lower levels of CD1d. This change altogether reduces the amount of anti-inflammatory cytokines secreted by NKT cells and contributes to the complications of obesity (62).

T lymphocytes (T cells) represent the most abundant lymphocyte population and second most abundant immune cell in the adipose tissue behind macrophages (63). Both CD4+ and CD8+ T cells are found in the adipose tissue. During obesity, the proportion of adipose CD8+ T cells to CD4+ T cells increases (64). In addition, proportions of inflammatory CD4+ T cell subsets increase in obesity, whereas regulatory T cells (Treg cells) decrease (64, 65). This change in T cell populations during obesity contributes to the pro-inflammatory state of the adipose tissue: both CD8+ T cells and pro-inflammatory CD4+ Th1 cells express the pro-inflammatory cytokine IFN-γ, whereas effector CD4+ Th17 cells express the pro-inflammatory cytokine IL-17.

During normal physiological conditions, the adipose tissue represents a major depot of Treg cells in the body (66, 67). These cells represent more than 50% of CD4+ T cells in lean adipose tissue (66). Treg cells are responsible for suppressing inflammation through the secretion of anti-inflammatory cytokines such as TGF-β and IL-10 (58, 63). During obesity, the proportion of adipose tissue Treg cells decreases dramatically as adipose tissue volume increases. Due to their role in maintaining self-tolerance and in dampening excessive inflammatory response, the reduction in Treg cell number during obesity (68) induces a significant shift in immune cell populations and cytokine production toward a pro-inflammatory state (65). Paradoxically, adipose tissue Treg cells were also found to contribute to age-associated insulin resistance, and deletion of Treg cells could protect against age-associated, but not obesity-associated, insulin resistance (69).

In contrast to the effects of obesity on immune cells, malnutrition leads to a decrease in immune cell number. This has been shown particularly in the case of T cells: mice fasted 48 h had large and significantly decreased thymocyte and splenocyte counts compared to fed control mice (26, 70, 71). Both total T cell and CD4+ T cell numbers from spleens of fasted mice were decreased by 40–50% compared to fed control animals (26, 71). Other studies have shown that mice fed a protein-deficient diet had atrophic spleens and decreased T cell numbers compared to chow-fed control mice (72, 73). A similar finding was seen in human studies. Malnourished children had decreased CD4+ and CD8+ T cell numbers in whole blood compared to well-nourished children (74). Moreover, childhood malnutrition causes atrophy of primary lymphoid organs, leading to reduced T and B cell numbers and a generalized state of leukopenia (75). These reductions in immune cell number in malnutrition contribute to functional deficiencies, which will be discussed in further detail below.

EFFECT OF NUTRITIONAL STATUS ON IMMUNE CELL METABOLISM

Although it is clear that systemic metabolism influences immune cell function, we are only just starting to understand how changes in nutrition can influence metabolism at the cellular level. This is an important consideration, as immune cell metabolism and immune cell function are intrinsically tied. Previous studies have demonstrated a link between cellular metabolism and function for several types of immune cells (76, 77), but we will focus our discussion here on T cells. Multiple studies have now shown that changes in T cell metabolism can influence T cell differentiation and function, whereas changes in T cell function can likewise influence T cell metabolism.

The energy requirement of naïve T cells performing immune surveillance is satisfied through oxidative phosphorylation of lipids, amino acids, and glucose-derived pyruvate to ATP in the mitochondria (78). This process is highly efficient at producing ATP, but does not provide biosynthetic precursors that are necessary for proliferation or growth. Naïve T cells are arrested in the G0 stage of the cell cycle and this state of homeostatic quiescence is actively maintained (79). Without TCR stimulation, CD4+ T cells fail to undergo homeostatic proliferation, downregulate Glut1, and die from apoptosis (80, 81). Following activation, however, T cells need to rapidly grow, proliferate, and generate cytokines to direct a functional immune response. Given the growth and proliferation requirement of an activated T cell, these cells must be prepared to increase the biosynthesis of cellular products including lipids, proteins, and nucleotides which are needed for rapid cell division (78), and for these reasons, a metabolic switch is required.

Upon activation, the metabolic state of T cells resembles that of cancer cells (82). These rapidly proliferating cells increase glucose uptake, glycolysis, and reduction of pyruvate to lactate even in the presence of oxygen, a process aptly named aerobic glycolysis (83). Warburg noticed this effect in his early studies of blood leukocytes, and more recent studies have confirmed the “Warburg effect” in thymocytes and T cells (84, 85). A state of rapid ATP usage and massive biosynthetic requirement make the process of glycolysis a more efficient way for cancer cells and activated T cells to proliferate. TCA cycle intermediates can be used as precursors in biosynthetic pathways to support the growing need for lipid, protein, and nucleotide synthesis that precedes cellular division (78). Conversion of pyruvate to lactate ensures that reducing equivalents of NAD+ are restored, allowing the process of glycolysis to continue (83).

The upregulation of the glycolytic metabolic program in activated T cells is controlled by several key signaling pathways and transcription factors. Both TCR signaling and signaling through CD28 induce the activation of the phosphatidylinositol-4,5-bisphosphate 3-kinase (PI3K)/Akt pathway, which is partially responsible for the upregulation of a glycolytic metabolic program (80, 86). The PI3K/Akt pathway leads to the activation of mammalian target of rapamycin (mTOR) which forms two functional complexes: mammalian target of rapamycin complex 1 (mTORC1) and mammalian target of rapamycin complex 2 (mTORC2). mTOR is an important integrator of environmental signals, allowing the cell to respond to signals from the TCR, co-stimulation, cytokines, and nutrient availability (87–89). The activation of Akt and mTOR has been shown to lead to an increase in aerobic glycolysis by increasing the transcription of glycolytic genes and transcription factors including c-Myc and hypoxia-inducible factor (HIF)-1α (87, 88). In addition, constitutive Akt expression leads to an increase in surface expression of the glucose transporter Glut1 and thereby increases glucose uptake, whereas blocking Akt or PI3K decreases T cell glucose uptake. The inhibition of mTORC1 by treatment with rapamycin has been shown to prevent T cell growth and proliferation (90, 91). Knockout of the mTOR inhibitor AMPKα1 decreases the ability of T cells to respond to metabolic stress and decreases their ability to transition between anabolic and catabolic metabolisms (92). mTOR also regulates protein translation as part of mTORC1 through interaction with the translation initiation factor 4E-binding protein (4E-BP) and p70s6K. By phosphorylating 4E-BP and p70s6K, mTOR activates these two proteins to increase protein translation in the cell (88).

At the transcriptional level, c-Myc is responsible for regulating glucose and glutamine metabolism. Specifically, c-Myc has been shown to upregulate multiple glycolytic genes upon T cell activation, including Glut1, hexokinase2 (HK2), and pyruvate kinase muscle isozyme 2 (93). Glut1 is a critical glucose transporter expressed in T cells and is upregulated upon activation. Glut1 can be stored in vesicles intracellularly and transported to the cell surface to increase glucose uptake following T cell activation, and Glut1 transcription and translation are increased following T cell activation (94). In cancer cells, c-Myc has been shown to control the transition to glycolytic metabolism in hypoxic conditions along with HIF-1-α (95). c-Myc is upregulated following T cell activation and has been demonstrated by several groups to induce cell cycle progression and glycolytic metabolism (96, 97). Without this transition, T cells would not be able to exit G0 and enter the rapid expansion phase of the immune response. This has been confirmed in a T cell specific knockout of c-Myc, in which T cells fail to proliferate and were unable to upregulate glycolytic metabolism (95). c-Myc also upregulates glutaminolysis which can feed into anaplerosis, so that TCA cycle intermediates can be used for biosynthesis. For example, citrate is a TCA cycle intermediate that can be used as a precursor for lipid synthesis (95). HIF-1-α is also increased upon T cell activation and has been shown to increase the expression of glycolytic genes along with c-Myc (95, 98). HIF-1-α is also important in the differentiation of T cells, particularly toward Th17 cells.

Differentiation of CD4+ T cells into functionally distinct subsets is associated with alterations in the cellular metabolic phenotype. In general, Teff cells are pro-glycolytic and depend heavily upon an increased glucose uptake, as well as glutamine metabolism, to fuel effector function, as described above. Inhibition of glycolysis prevents differentiation into these pro-inflammatory subsets (99). Regulatory T cells (Treg) and memory T cells (Tmem), however, have a decreased glucose metabolism and predominantly utilize lipid oxidation to fuel suppressive and memory function, respectively (100–102). Although Treg cells have a decreased glucose metabolism in comparison to Teff cells, glycolysis is essential for Treg cell migration into sites of inflammation (103).

The first evidence of T cell differentiation depending on metabolism came from studies using the drug rapamycin. Treatment with rapamycin prevented T cell growth and proliferation and promoted differentiation of Treg cells, rather than Teff cells (90). Further evidence came from studies using whole-body or T cell-specific knockout of mTOR, in which only Treg cells were produced under activation conditions (104). Failure to produce Teff cells in the absence of mTORC1 demonstrates that glycolytic metabolism, as driven by mTORC1, is required for Teff cell differentiation and cytokine production. Moreover, increasing the activity of AMPK by treatment with metformin increased Treg cell numbers and decreased Teff cells, further demonstrating that blocking glycolytic metabolism promotes the Treg cell lineage (100). Metformin-treated T cells also had lower Glut1 levels upon activation, demonstrating a decreased glycolytic state compared to untreated T cells in these studies (100).

Not only does the activity of mTORC1 promote Teff cell differentiation over Treg cells but differential activity of mTORC1 and mTORC2 promotes distinct Teff subsets (78, 98, 105). mTORC1 activity is upregulated in Th1 and Th17 cells, whereas Th2 cells show an increased activity of mTORC2. Treg cells also demonstrate an increased AMPK activity, which leads to inhibition of mTOR. Tmem express both TRAF6 and AMPK, which promote lipid oxidation and thereby suppress the glycolytic phenotype of activated Teff cells (102).

Leptin Promotes Glycolytic Metabolism in Activated T Cells

One well-established connection between systemic nutritional status and immune cell metabolism is through leptin. As mentioned above, leptin is secreted by adipocytes in proportion to adipocyte mass and leptin levels, thereby trending with nutritional status (106). In states of malnutrition or following fasting, circulating leptin levels are decreased, whereas in obesity, leptin levels are increased. Leptin acts directly on CD4+ T cells through the LepR to direct changes in T cell metabolism and function (26, 27, 107–110). Since T cell metabolism and function are intimately linked, any change in immune cell metabolism can lead to a change in the function of that cell, altering cellular proliferation, differentiation, and cytokine production. Leptin has been shown to promote both CD4+ T cell inflammatory cytokine production and glucose metabolism. Indeed, T cells unable to respond to leptin had impaired upregulation of glucose uptake and glycolysis following T cell activation (26). In the context of malnutrition, fasting-induced hypoleptinemia caused activated CD4+ T cells to produce less inflammatory cytokines IFN-γ and IL-2 (26, 27). That functional defect did not extend to naïve T cells or Treg cells, however, presumably because those cells do not depend on increased glycolytic metabolism to fuel immune surveillance or regulatory function. In subsequent studies, Th17 cells from fasted mice were found to be functionally deficient and metabolically less glycolytic, whereas Treg cells from fasted mice did not experience a functional or a metabolic defect (27). The metabolic status of Th17 cells derived from fasted mice was assessed by extracellular flux analysis, and these cells were found to have a decreased lactate production as well as a decreased mitochondrial respiration compared to Th17 cells from ad libitum fed mice. The functional and metabolic defects of Th17 cells were restored when fasted mice received leptin injections or when T cells isolated from fasted mice were activated in the presence of leptin in vitro. Leptin can affect many types of immune system; however, these effects of leptin on T cells were shown to be cell-intrinsic, as Th17 cells from T cell-specific LepR conditional knockout mice showed a decreased glucose uptake and glycolysis as well as a decreased glycolytic enzyme expression, whereas glucose metabolism and function of Treg cells from T cell-specific LepR conditional knockout mice were unaffected. Altogether, these studies show that leptin is a systemic hormone that communicates nutritional status to immune cells by directly increasing Teff cell glucose metabolism and thereby fueling Teff cell function.

The effect of leptin on immune cells is now well documented; however, other nutritionally regulated hormones may also mediate the communication between systemic nutritional status and immune cell function. One such candidate hormone is insulin. Insulin is secreted from pancreatic beta cells following an increase in blood glucose; however, insulin levels also become elevated in states of obesity due to insulin resistance of metabolic tissues including muscle and adipose tissue. Insulin is best known for its role in promoting glucose uptake and glycolysis in metabolic tissues through its ability to upregulate surface expression of the glucose transporter Glut4 and increase the activities of the glycolytic enzymes hexokinase and phosphofructokinase (111–116). Insulin is also able to regulate lipid and protein metabolism. Interestingly, insulin receptors are expressed on activated CD4+ T cells (117). One recent study in rats showed that inducible knockdown of insulin receptor in T cells led to a decreased T cell glucose metabolism and cytokine production (118). Further studies are needed to define the mechanism by which changes in systemic nutrition alter circulating levels of insulin and thereby influence immune cell metabolic and functional processes.

EFFECT OF NUTRITIONAL STATUS ON IMMUNE-MEDIATED DISEASE

Autoimmunity

Given the role of leptin in regulating the balance between Teff and Treg cells, multiple studies have examined the effect of leptin on autoimmune diseases. One well-studied example is the autoimmune disease multiple sclerosis (MS). The autoimmunity of MS depends upon the activation of Teff, particularly Th1 and Th17 cells, which produce inflammatory cytokines that promote inflammation. Conversely, Treg cells influence immune response by suppressing inflammation caused by Teff and other inflammatory immune cells and thereby protect against autoimmunity. The balance of Teff (Th1, Th17) to Treg cells in MS is, therefore, a critical determinant of inflammation and autoimmune disease. Multiple human studies have shown that active MS is associated with a decreased Treg cell number and proliferation (119–121).

Nutritional status appears to influence MS susceptibility. Clinical studies have shown an association between adolescent obesity and an increased risk of developing MS, particularly in women (122–125). Consistent with that observation, leptin levels have been found to be increased in patients with MS in both serum and cerebrospinal fluid and are associated with increased inflammatory cytokines (119, 120, 126). In addition, LepR expression was increased on the surface of CD8+ T cells from relapsing–remitting MS patients in relapse, as compared to patients in remission or controls (127).

The role of leptin in promoting T cell inflammation has also been well described in a mouse model of MS, experimental autoimmune encephalomyelitis (EAE). Serum leptin levels have been shown to be increased in EAE and correlate with disease severity (128, 129). Early studies in EAE showed that leptin injections worsened EAE disease in female mice and increased disease susceptibility in male mice, while promoting inflammatory cytokine release (130). Moreover, leptin-deficient mice were found to be resistant to EAE, but this protection was lost when mice were treated with recombinant leptin protein (128, 131). Leptin-neutralizing antibodies likewise protected against T cell response and EAE disease in mice (107).

Since leptin levels decrease with fasting and calorie restriction, the effect of fasting on EAE disease severity has been examined by several groups. Fasting-induced hypoleptinemia resulted in a reduced EAE disease severity (27, 129, 132, 133). This fasting-induced protection against EAE was reversed, in part, when fasted mice received leptin injections (27). Moreover, T cells recovered from draining lymph nodes in fasted EAE mice showed a decreased production of the Th1 and Th17 cytokines IFN-γ and IL-17, respectively, as well as a decrease in the expression of glycolytic proteins Glut1 and HK2 (27); again, these fasting-induced changes in Teff cell cytokine production and glucose metabolism were reversed in T cells from fasted mice receiving leptin injections.

Leptin signaling has also been implicated in several other autoimmune diseases. In systemic lupus erythematosus (SLE), leptin levels have been reported to be elevated in human patients and correlate with severity in a mouse model of the disease (134, 135). Decreasing leptin signaling through genetic knockout or antibody blockade protected against disease and increased Treg cell numbers in SLE mice (134). Additional studies in SLE models demonstrated an increased Th17 response, which could be attenuated with the neutralization of leptin (110). Leptin has also been reported to increase Th17 activity in Hashimoto’s thyroiditis and collagen-induced arthritis (108, 109). This provides further evidence for the role of leptin in promoting Th17 differentiation and activation, thus promoting autoimmune pathology. Although not strictly an autoimmune disease, it is also notable that in an allogeneic skin-transplant model, leptin-deficient mice showed an increase in graft survival relative to wild-type mice (136). Altogether, leptin signaling appears to provide an important link between nutritional status and autoimmune disease through its effects on T cell metabolism and function.

Protective Immunity

Like any other physiological system, the development of the immune system is affected by nutritional status. One salient example for this is the thymic atrophy and increase in thymocyte apoptosis observed during malnutrition early in life (137–139). This has a devastating effect on the ability of the immune system to mount a successful immune response to infection. Moreover, many epidemiological studies have shown dysfunction in both innate and adaptive immunity during malnutrition (138). This explains the increased susceptibility to many kinds of infection in the malnourished individuals, such as influenza, tuberculosis, Streptococcus pneumonia and gastrointestinal infections (140–143), and the poor response to vaccines (138).

Obesity, however, is also associated with susceptibility to a number of infections (144). One example of this is with influenza. This was first reported when studies on the H1N1 strain of influenza showed a connection between obesity and poor disease outcome (145). Indeed, obesity was found to be a risk factor for developing H1N1 infection and was associated with a longer length of stay in the intensive care unit and with higher rates of mortality (146–148). Following the discovery that obesity increased risk and mortality from H1N1 flu, obesity that was subsequently found to be is an independent risk factor for increased morbidity and mortality from all strains of influenza.

In addition to increased susceptibility to influenza, individuals with obesity are also at an increased risk from other infections: obese individuals have an increased risk of developing complications such as sepsis, pneumonia, and bacteremia following surgical procedures (149); they are more prone to Helicobacter pylori infection (150), and obese children were found to have three times greater risk of being asymptomatic carriers of Neisseria meningitides (151). In addition, obesity is associated with a lower antibody response to select vaccinations including influenza, hepatitis B, and tetanus (152).

In the case of malnutrition, the lack of protective immunity can be easily traced back to the developmental defects associated with inadequate nutrients and the lack of nutritional signals such as leptin that are critical for fueling immune cell proliferation and function. On the other hand, the susceptibility to infection and poor vaccine response associated with obesity seems unexpected when factoring in that obesity is accompanied with a low-grade inflammation and constant activation of immune cells. In the case of influenza, obesity has been found to be associated with impaired memory response (153). One possible explanation for this is that the systemic metabolic environment in obesity promotes a cellular metabolism in immune cells which supports short-lived effector cells over the generation of long-term memory cells.

TARGETING IMMUNE METABOLISM FOR DISEASE TREATMENT

As we have documented here, many signaling cascades are affected by nutritional status and subsequently have an effect on immune cell metabolism and function. For that reason, immune cell metabolism represents an attractive target to improve response in both malnutrition and obesity. Here, we will highlight several signaling molecules and metabolic enzymes that play central roles in the metabolic reprogramming of immune cells and are critical for mounting an immune response and initiating inflammatory reaction. These metabolic molecules serve as potential targets to reverse the effects of obesity and malnutrition on immunodeficiency and inflammation, respectively.

Glut1

Activated immune cells are dependent on a glycolytic metabolism to fuel rapid ATP production and provide biosynthetic materials for growth and proliferation. For that reason, activated immune cells require a large influx of glucose to fuel glycolysis (154). This suggests the glycolysis pathway as a potential target for the control of inflammation. Multiple reports have shown that the inhibition of glycolysis by 2-deoxyglucose (2-DG) can block CD4+ T cell proliferation, inflammatory macrophage polarization, and B cell survival (155–157). Although 2-DG shows a potent anti-inflammatory activity and has shown tolerability in clinical trials for the treatment of prostate cancer, cardiac adverse reactions to 2-DG were reported (158, 159), and alternative targets for the inhibition of glucose metabolism are required.

Glucose transport represents the most upstream, rate-limiting step for glycolysis. There are approximately 13 members of the glucose transporter family expressed to various extents in different tissues. The best-described glucose transporter is Glut4, which is an insulin-sensitive glucose transporter expressed on metabolic tissues including muscle, adipose tissue, and liver. However, Glut4 is not expressed on T cells (160). Rather, T cell glucose uptake is largely dependent on the ubiquitously expressed glucose transporter Glut1. Glut1 expression is upregulated in classically activated macrophages, activated Teff cells, and B cells, all of which depend on Glut1 for an increased glucose uptake during activation (154, 160, 161). Glut1 may, therefore, provide a more appropriate target for blocking glycolysis in activated immune cells than 2-DG. Treating macrophages with the Glut1 inhibitor Fasentin was found to inhibit the production of IL-1β (162). Currently, there are several trials to synthesize more selective small molecule inhibitors for Glut1 (163–165). The bioavailable Glut1 inhibitor BAY-876 represents one of the most potent Glut1 inhibitors (IC50 = 2nM) and shows more than 100-fold selectivity against the other glucose transporters (164). Unpublished data from our laboratory showed the ability of BAY-876 to selectively inhibit glucose uptake in activated CD4+ T cells. Although there is limited information about targeting Glut1 in immune cells, the new generation of selective Glut1 inhibitors may have the potential to be used as a therapy for the control of inflammation. Caution must be taken with this class of inhibitors, though, as Glut1 is critical for glucose transport to the brain and Glut1 mutations have been described in disorders of seizures and developmental delay (166, 167).

PFKFB3

One mechanism by which glycolysis is regulated is through the metabolite fructose-2,6-bisphosphate (F26BP), which is an allosteric activator of 6-phosphofructo-1-kinase: a rate-limiting enzyme in the glycolysis pathway that phosphorylates fructose 6-phosphate (F6P) to yield fructose 1,6-bisphosphate (168). The intracellular levels of F26BP are regulated by a family of bifunctional enzymes known as 6-phosphofructo-2-kinase/fructose-2,6-biphosphatase enzymes (PFKFB 1 through 4) which can convert F6P into F26BP and vice versa based on the phosphorylation levels of the enzyme (169). PFKFB3 expression is upregulated in activated macrophages and T cells (170, 171). In T cells, treatment with the PFKFB inhibitor 3-(3-pyridinyl)-1-(4-pyridinyl)-2-propen-1-one (3PO) has been shown to block both glycolysis and activation (171). In vivo, 3PO treatment of BALB/c mice challenged with methylated BSA was found to inhibit delayed-type hypersensitivity, highlighting the viability of targeting PFKFB activity for the control of inflammation (171). Unfortunately, the number of selective PFKFB small molecule inhibitors is limited; the only other PFKFB inhibitor, in addition to 3PO, is PFK15. PFK15 is a more potent PFKFB inhibitor than 3PO and showed antiproliferative activity in Jurkat T cell leukemia cells and several solid tumor-derived cell lines, but its effect on primary immune cells has yet to be investigated (172). Similar to targeting Glut1, targeting PFKFB activity may provide an additional tool to block glycolysis; however, more potent and selective inhibitors are needed, as are additional studies to investigate the effect of targeting such enzymes on immune function.

BCAT1

Most activated immune cells are dependent on glycolysis for the rapid generation of energy, which limits the flow of pyruvate to the TCA cycle. However, TCA cycle intermediates are essential for proliferation and immune cell functions, and activated immune cells generally overcome this by metabolizing amino acids. This requires the upregulation of many genes involved in amino acid transport and catabolism.

Branched-chain aminotransferase (BCAT) is the enzyme responsible for the transamination of branched-chain amino acids (BCAAs): leucine, isoleucine, and valine. There are two isoforms of the BCAT enzymes: cytosolic BCAT1 and mitochondrial BCAT2. Transamination of BCAAs is the initial reaction toward the formation of branched-chain α-keto acids, which are decarboxylated to produce coenzyme A (CoA) derivatives (173). Leucine transamination leads to the formation of glutamate and α-ketoisocaproate. The α-ketoisocaproate molecule is subsequently metabolized to form acetoacetate and acetyl-CoA, which is then oxidized in the TCA cycle, similar to glutamate which enters the TCA cycle in the form of α-ketoglutarate.

Branched-chain aminotransferase 2 is highly expressed in many tissues including the kidneys, skeletal muscle, and tissues of the digestive system, while BCAT1 is expressed in a small number of tissues including placenta, adult brain, peripheral neurons, and a limited number of embryonic tissues (174). BCAT1 was found to be highly expressed in human monocyte-derived macrophages compared to BCAT2 (175). Blocking the activity of BCAT1 by the leucine analog ERG240 was found to inhibit the induction of cis-aconitate decarboxylase (IRG1) expression by LPS which is a crucial step for the activation for macrophages (175). ERG240 treatment was able to reduce oxygen consumption and glycolysis in human macrophages. Consistent with this phenotype, the administration of ERG240 ameliorated the severity of crescentic glomerulonephritis in rats and collagen-induced arthritis in mice (175).

F1F0-ATPase

In contrast to acutely activated T cells being dependent on glycolysis, chronically activated T cells involved in autoimmune disease are more dependent on oxidative phosphorylation for energy production (176–178). This suggests that components of the oxidative phosphorylation pathway may be targets to block the expansion of autoreactive T cells in autoimmune diseases. The ATP synthase F1F0-ATPase catalyzes the final step of energy production of the respiratory chain in the mitochondria. F1F0-ATPase was found to be the target for the 1,4-benzodiazepine (Bz-423) which is reported to induce apoptosis of pathogenic lymphoid cells in lupus mouse models (179–181). Bz-423 was also reported to induce apoptosis of alloreactive T cells in a graft-versus-host disease model (182). Based on this, F1F0-ATPase gained special attention as a viable drug target for the treatment of autoimmune diseases. Currently, there are ongoing clinical trials for the treatment of inflammatory bowel disease and ulcerative colitis using the F1F0-ATPase small molecule inhibitor LYC-30937.

CONCLUSION

Changes in nutritional status have a wide range of effects on the body, which can influence organ size, hormone, and cytokine levels, and immune cell populations and function. This link between nutrition and immunity is mediated, in part, by a select group of adipocytokines, such as leptin, which can influence immune cell number and function through its effects on cellular metabolism (Figure 1). For that reason, leptin has been identified as a key regulator of both protective immunity and autoimmunity in the context of nutritional disorders. Other cytokines and hormones likely play a similar key role in linking nutrition and immunity. In understanding the mechanisms by which nutrition influences immunity, we can identify targets to improve or normalize immunity in cases of under- or overnutrition. Currently, there are several small molecules under investigation that show promising preclinical results and the potential for restoring immune response in both malnutrition and obesity. In summary, more studies are needed to clarify the link between nutritional status, immune metabolism, and immune function; such knowledge may pave the way for the development of novel classes of therapies that can reverse the detrimental effects of the extremes of nutritional status on immunity.


[image: image1]

FIGURE 1 | Suggested links between nutritional status, immune metabolism, and immune function. In settings of extreme nutritional status (obesity or malnutrition), changes in immune cell populations, hormones, and cytokine levels lead to alternations in immune cell metabolism, which thereby influence immune function.
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Recipients of liver transplantation (LT) require long-term immunosuppressive drug treatment, but lifelong immunosuppressive treatment has severe side effects. It is known that some LT recipients develop immune tolerance, and although the development of such operational tolerance should allow a decrease in the burden of immunosuppressive drug treatment, the factors that indicate operational tolerance are not clear. This study aimed to monitor immunological markers over time in LT recipients to identify those markers indicating the development of operational tolerance. We performed a prospective pilot study measuring immune markers, including the ratio of regulatory T (Treg) and T helper (Th) 17 cells in peripheral blood in the 14 most immunologically stable patients among 70 clinically stable LT recipients. The doses of immunosuppressive drugs given to these 14 LT recipients were tapered over time and they were monitored for immunological markers related to the development of immune tolerance. As the doses of immunosuppressive drugs were reduced, the Treg/Th17, Th1/Th17, and CD8/Th17 ratio in tolerant recipients was significantly increased compared with that of nontolerant recipients. These results suggest that monitoring of changes in the immune makers, including Treg/Th17 ratio during tapering of immunosuppression may allow prediction of the development of tolerance.
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INTRODUCTION

Liver transplantation (LT) has a lower rate of rejection than transplantation of other solid organs. Indeed, operational tolerance has been reported to occur in approximately 5% of LT recipients, with the most optimistic study reporting up to 50% (1–3). Although there have been many studies of immune tolerance after LT that have used different inclusion criteria to identify clinically stable patients (4–6), there is no clinically useful indicator that predicts tolerance. A recent study suggested that immune tolerance after LT is associated with time after surgery (>10 years) (7). Because LT recipients are given long-term immunosuppression, it is likely that undesirable side effects of immunosuppressive drug treatment occur in LT recipients who may actually be tolerant. Thus, there is a requirement to define immune markers in peripheral blood that can identify those LT recipients who will develop tolerance, especially during tapering of immunosuppressive drug treatment.

Immune monitoring after LT using biomarkers is an important method for identifying rejection and immune tolerance. There is evidence that the levels of inflammatory cytokines, such as tumor necrosis factor-α and interleukin (IL)-6 are biomarkers of rejection after LT (8, 9). Since, T helper 17 (Th17) cells cause chronic and excessive inflammation (10, 11), Th17 cells also play a critical role in the prognosis of LT. It is well known that Th17 cells induce liver allograft rejection in a rat model (12), while LT recipients experiencing acute rejection had significantly increased peripheral blood Th17 cells compared with LT recipients without rejection (13). The population of CD4+IL-17+ T helper (Th17) cells in peripheral blood has been reported to be increased in LT recipients experiencing rejection compared to those without rejection (13). Moreover, the differentiation of Th17 cells in peripheral blood was correlated positively with the histological score of liver tissue in LT recipients experiencing rejection (14). In contrast, T regulatory (Treg) cells have immunosuppressive activity and can reduce inflammatory responses (15). Numerous studies have demonstrated the anti-inflammatory function of Treg cells and their ability to enhance LT tolerance (16–18). It is also well documented that the levels of circulating CD4+CD25highFoxP3+ Treg cells were downregulated in LT patients undergoing rejection and were negatively correlated with rejection severity (19). Indeed, CD4+CD25high Treg cells perform a significant role in maintaining tolerance (20).

Previously, we demonstrated an imbalance between Th17 and Treg cells in peripheral blood mononuclear cells (PBMCs) from LT recipients (21); immunosuppressive treatment had no significant effect on Th17 cells, but significantly reduced the frequency of Treg cells. Therefore, we designed this study to undertake long-term monitoring of LT recipients. Based on the overall function of Th17 and Treg cells in LT and in immune inflammatory responses, we hypothesized that the frequencies of Th17 and Treg cells in the peripheral blood of LT recipients could be an indicator of LT prognosis. We sought to demonstrate whether the Treg/Th17 ratio in peripheral blood of LT recipients was positively correlated with the development of tolerance and whether it could be an effective diagnostic marker of LT tolerance.

PATIENTS AND METHODS

Patients

For this study, patients were prospectively enrolled from a single LT clinic at Seoul St. Mary’s Hospital. The inclusion criteria were: liver transplanted more than 3 years ago; a high level of liver function with no history of rejection; no history of significant change in the dosage of immunosuppressive drugs for at least 1 year; age ≥20 years and ≤65 years; Eastern Cooperative Oncology Group performance score 0–1; Child–Pugh score A; and patients agreed to participate. Exclusion criteria were: hepatitis C virus positive; a history of biliary complications or infection; other severe medical comorbidities; or a history of malignancy. Patients who met the inclusion criteria were examined for immunologic markers, including Treg cells (CD4, CD25, and Foxp3), Th17 cells (CD4, IL-17), and various cytokines [IL-4, IL-10, IL-17, IL-33, and interferon (IFN)-γ]. The 20% most immunologically stable patients were finally included as the tapering group. Informed and written consent was provided by all patients and the study was approved by the Institutional Review Board of Seoul St. Mary’s Hospital (KC11SISI0340).

Tapering Protocol

Schematic timeline of tapering immunosuppressant is shown in Figure 1. Enrolled patients were followed up every 3 months if possible. At every visit, laboratory tests including those for liver function, routine blood counts, and immunologic markers were performed. The doses of immunosuppressive agents were reduced by 25–30% every 6 months until they reached half the recommended dose. From half-dose to discontinuation, the doses were tapered more cautiously and slowly by 10–12.5% every 6 months depending on the patient’s clinical status. The target time to discontinuation of immunosuppressive drug treatment was 30–36 months. After 1 year from stopping immunosuppression, liver biopsy was performed in consented tolerant patients.
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FIGURE 1 | Schematic timeline of tapering IS and follow-up, including transplant clinic visit and laboratory test.



Definition of Nontolerance and Operational Tolerance

During tapering of the doses of immunosuppressive drugs, an increase in aspartate aminotransferase (AST) or alanine aminotransferase (ALT) levels to greater than or equal to twice the upper baseline value without any other cause, such as infection, drugs, or biliary complications was considered to indicate nontolerance/rejection. If the patients agreed, a liver biopsy was performed to confirm nontolerance by histology. Operational tolerance was defined as having continuously stable liver function tests for 12 months after discontinuation of immunosuppressive drugs.

PBMC Isolation and Flow Cytometric Analysis

Peripheral blood mononuclear cells were isolated from heparinized venous blood by standard density gradient centrifugation over Ficoll-Paque (GE Healthcare Biosciences, Uppsala, Sweden). Cell cultures were performed in RPMI-1640 medium (Gibco BRL, Carlsbad, CA, USA) containing penicillin (100 U/mL), streptomycin (100 μg/mL), and 10% fetal bovine serum (Gibco BRL) that had been inactivated by heating to 55°C for 30 min. The cell suspensions were dispensed into 48-well plates (Nunc, Roskilde, Denmark).

Preparation of PBMCs for flow cytometric analysis was completed within 1 h after the sampling of peripheral blood. For analysis of intracellular cytokine production, PBMCs were stimulated with 50 ng/mL phorbol myristate acetate (Sigma Aldrich, St. Louis, MO, USA), 500 ng/mL ionomycin (Sigma Aldrich), and GolgiStop (BD Biosciences, San Diego, CA, USA) for 4 h. The cells were then washed and 5 × 105 cells per sample were incubated with antibodies against surface markers for 30 min at 4°C in the dark. The cells were then permeabilized using a Cytofix/Cytoperm Plus kit (BD Biosciences) and stained with antibodies specific for intracellular markers for 30 min at 4°C in the dark. For analysis of Treg cells, PBMCs were surface-labeled with phycoerythrin (PE)/cyanine 7-conjugated anti-CD4 (BioLegend, San Diego, CA, USA) and allophycocyanin (APC)-conjugated anti-CD25, followed by fixation, permeabilization, and intracellular staining with anti-Foxp3, performed using the eBioscience Foxp3 staining kit (eBioscience, San Diego, CA, USA). For intracellular staining, PE-conjugated anti-IL-17 (BD Biosciences), FITC-conjugated anti-IFN-γ (eBioscience), and APC-conjugated anti-IL-4 (BD Biosciences) were used. Appropriate isotype controls were used to set gates for analysis of cytokine expression. Cells were analyzed using a FACSCalibur flow cytometry system (BD Biosciences) and FlowJo software (Tree Star, Ashland, OR, USA).

Enzyme-Linked Immunosorbent Assays for Cytokines

In brief, a 96-well plate (Nunc) was coated with 4 μg/mL monoclonal antibody against IL-4, IL-10, IL-17, IL-21, IL-33, or IFN-γ (R&D Systems) at 4°C overnight. After blocking with phosphate-buffered saline (PBS)/1% bovine serum albumin/0.05% Tween 20 (PBS/Tween) for 2 h at room temperature (22–25°C), test samples and the standard recombinant IL-4, IL-10, IL-17, IL-21, IL-33, and IFN-γ were added to the 96-well plate and incubated for 2 h at room temperature. Plates were washed four times with PBS/Tween and then incubated with 500 ng/mL biotinylated mouse monoclonal antibodies against IL-4, IL-10, IL-17, IL-21, IL-33, and IFN-γ for 2 h at room temperature. After washing, streptavidin-alkaline phosphatase-horseradish peroxidase conjugate (Sigma) was added and the plate was incubated for 2 h. The plate was again washed and incubated with 1 mg/mL p-nitrophenyl phosphate (Sigma) dissolved in diethanolamine (Sigma) to develop the color reaction. The reaction was stopped by the addition of 1 M NaOH and the optical density of each well was read at 405 nm. The lower limit of detection for recombinant IL-4, IL-10, IL-17, IL-21, IL-33, and IFN-γ was 10 pg/mL. Recombinant human IL-4, IL-10, IL-17, IL-21, IL-33, and IFN-γ diluted in culture medium were used as the calibration standards at concentrations in the range of 10–2000 pg/mL. A standard curve was drawn by plotting optical density against the log of the concentration of recombinant cytokines and was used to calculate the IL-4, IL-10, IL-17, IL-21, IL-33, and IFN-γ concentrations in the test samples.

Hematoxylin–Eosin Staining and Immunohistochemistry

Liver needle biopsies were performed and the tissue was fixed in 4% (vol/vol) paraformaldehyde and embedded in paraffin. The sections were dewaxed using xylene and dehydrated in a gradient of alcohols. Liver tissue sections (5 μm thick) were stained with hematoxylin and eosin and monoclonal antibodies to human IL-17 (Abcam, Cambridge, UK) and Foxp3 (Santa Cruz Biotechnology, Santa Cruz, CA, USA). Immunohistochemistry was performed using the Vectastain ABC kit (Vector Laboratories, Burlingame, CA, USA). Tissues were incubated first with the primary anti-IL-17 and anti-Foxp3 antibodies overnight at 4°C, followed by incubation with a biotinylated secondary linking Ab and a streptavidin-peroxidase complex for 1 h. The final color product was developed using diaminobenzidine chromogen (Dako, Carpinteria, CA, USA). The sections were counterstained with hematoxylin and photographed with an Olympus photomicroscope (Tokyo, Japan).

Statistical Analysis

The characteristics of patients are presented as the mean ± SD (range) or numbers, as appropriate. Spearman correlation analysis was performed to identify relationships between drug dosage and the Treg/Th17 ratio. To evaluate the differences between the regulation and non-regulation groups, repeated-measures analysis of variance was used. Comparison of continuous baseline characteristics and immunologic markers between the regulation and non-regulation groups were analyzed by Student’s t-test for normally distributed variables and the Mann–Whitney U test for nonnormally distributed variables. Categorical variables were evaluated using the chi-square test with Fisher’s exact test. All statistical analyses were performed using SPSS ver. 15.0 (SPSS, Chicago, IL, USA).

RESULTS

Selection of LT Recipients for Tapering

A total of 194 patients were enrolled in this study. Of these, 109 were excluded for criteria, including a history of biliary complications (n = 70), a history of rejection (n = 10), or malignancy (n = 4). Of the 85 patients eligible for inclusion, 70 agreed to participate in this study (Figure 2A). The baseline characteristics of these 70 patients are shown in Table 1. They comprised 53 men and 17 women with a mean age of 57.7 ± 8.3 (35–71) years. The most common reason for LT was liver cirrhosis caused by hepatitis B (n = 35), and the time, since LT was 85.1 ± 28.6 (41–181) months. Fifty of the patients (71.5%) took tacrolimus (n = 30) or cyclosporine (n = 20) for immunosuppression. We analyzed the immunological markers in the PBMCs and plasma from all these LT recipients. Based on low expression of proinflammatory cytokines, Th17 and high expression of Treg, we identified the 14 most immunologically stable patients who were included as the tapering group (Figures 2B,C). The levels of Th1, Th2, and regulatory B cells were similar in the tapering and nontapering groups (Figure 2D).
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FIGURE 2 | Study flow chart and selection of tapering patients based on difference of cytokines and T cell populations of patients (n = 70). Heat map of T cell differentiation and cytokine expression data from peripheral blood mononuclear cells (PBMC) samples of patients undergoing tapering (n = 14) and those not undergoing tapering (n = 56). The legend on the horizontal line indicates the number of patients involved in the investigation. (A) Flow chart of patients included in the study. LT, liver transplantation; HBV, hepatitis B virus; HCV, hepatitis C virus. (B) ELISA of patient plasma was performed to identify cytokines that were differentially expressed between the two groups. (C,D) Flow cytometry of patient PBMCs was performed to evaluate whether T helper (Th1), Th2, Th17 cell, and regulatory T cells differed between the two groups. The expression of cytokines (pg/mL) and differentiation of cells (%) are illustrated according to the color scale on the left. Red indicates high expression and black indicates low expression.



TABLE 1 | Baseline characteristics of patients (n = 70).
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Baseline Characteristics and Clinical Results of the Tapering Group

The tapering group, which consisted of 14 immunologically stable patients, was treated with tapering doses of immunosuppressive drugs. The clinical information for these LT recipients is documented in Table S1 in Supplementary Material. They were initially being treated with tacrolimus (n = 7) or cyclosporine (n = 7). The mean duration of tapering to 50% of the initial immunosuppressive drug dose was 11.3 ± 2.1 (8–15) months and the mean time to discontinuation (0% dose) was 32.8 ± 3.2 (30–36) months. The mean tapered dose of immunosuppression (% of initial dose) was 23.4 ± 21.3% (0–75%).

Of the 14 tapering group patients, 7 (50%) had been stable during minimization and/or stopping immunosuppression in the study. These seven patients were named as regulation group and the group subclassified into two groups: tolerance group (group 1, n = 3), patients who were able to discontinue and maintain without immunosuppressive drug treatment; minimization group (group 2, n = 4), patients who achieved 70% (n = 2) or 80% (n = 2) reduction in the dose of immunosuppressive drugs. The other seven patients had experienced rejection during tapering period and were named as non-regulation group. All non-regulation group (n = 7) patients were successfully recovered from nontolerance after increasing dose of immunosuppression. After recovering from nontolerance, five patients could be re-tapered to the dose right before the rejection occurred and the other two were not re-tapered. According to re-tapering or not, non-regulation group were subclassified into two groups: re-tapering group (group 3, n = 5), no re-tapering group (group 4, n = 2).

At the time that rejection occurred in the non-regulation group, the mean dosage of immunosuppressive drugs was 29.0 ± 17.6% (0–50%) of the initial dosage (Figure S1 in Supplementary Material; Table 2). Peak AST and ALT levels were 86.1 ± 45.4 (41–164) and 145.4 ± 84.4 (51–258), respectively. Four of the non-regulation group underwent liver biopsy and the mean rejection activity score was 3.25 ± 1.3 (2–5).

TABLE 2 | Characteristics at the time of rejection in patients undergoing tapering (n = 7).
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A comparison of the baseline characteristics of the regulation and non-regulation groups showed no significant differences in age, sex, type of LT, type of immunosuppressant, or reason for LT (Table 3). Although the difference with other groups was not significant, the group 4 patients were younger (51.0 ± 11.3 years) and had a shorter follow-up after LT (43.5 ± 0.7 months).

TABLE 3 | Comparison of baseline characteristics in tolerant and nontolerant groups.
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Failure to Increasing of the Treg/Th17 Ratio Can Be Used to Predict Nontolerance of Drug Tapering

During tapering immunosuppressive drugs, we checked the level of immune markers and calculated the ratio in each dosage of immunosuppressive drugs. The ratio at the 100% dosage was defined as the reference point (1.0) and the other ratios in each dosage were converted according to the reference point. As the doses of immunosuppressive drugs were tapered, the Treg/Th17 ratio increased significantly for the tapering group as a whole (ρ = 0.586, P < 0.005, Figure 3A). In the regulation group, the Treg/Th17 ratio remained increased at doses tapered to 75 and 50% of the initial dose. In contrast, in the non-regulation group, the Treg/Th17 ratio at 50% dosage was higher than that at 100% dosage, but lower than that at 75% dosage (Figure 3B). Comparison of the Treg/Th17 ratios in the regulation and non-regulation groups showed that those in the non-regulation group did not increase as much as those in the regulation group (P < 0.001). At the time when the immunosuppression dose was 50% of the initial dose, the Treg/Th17 ratio differed significantly between the regulation and non-regulation groups (P = 0.025, Figure 3C). In the regulation group, as tapering immunosuppressive drugs, both tolerance group (group 1) and minimization group (group 2) had increased Treg/Th17 ratio with much higher ratio in group 1 than that in group 2 (Figure 3D). When all groups were compared, the Treg/Th17 ratio in group 1 was increased compared to those of the other three groups (Figure 3E). At the time when the dose was 50% of the initial dose, the increase in Treg/Th17 ratio was greatest in group 1, followed by group 2, group 3, and group 4 (Figure 3F).
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FIGURE 3 | Changes in T regulatory cell (Treg)/T helper 17 (Th17) cell ratio as immunosuppressive drug doses are tapered (n = 14). (A) There has been a moderate positive correlation between dose reduction and Treg/Th17 (ρ = 0.586, P < 0.001). (B) The Treg/Th17 ratio between regulation and non-regulation groups during tapering of immunosuppressive drug doses. (C) The Treg/Th17 ratios in the regulation and non-regulation groups after 50% reduction of immunosuppressive drugs (**P < 0.03). (D) The comparison of changing in Treg/Th17 ratio between group 1 and group 2 which are sub-groups of regulation group during tapering of immunosuppressive drugs. (E) The changing of Treg/Th17 ratio in all four groups. (F) The Treg/Th17 ratio of four groups at 50% reduction of immunosuppressive drugs. Group 1 had the highest Treg/Th17 ratio than that of other three groups.



Variation in Th1/Th17, CD8+EMIFN-γ+/Th17, and CD8+CMIFN-γ+/Th17 May Be an Indicator of Nontolerance during Drug Tapering

We also analyzed the variation in Th1/Th17, CD8+ effector memory (CD8+EM)IFN-γ+/Th17, and CD8+ central memory (CD8+CM)IFN-γ+/Th17 ratios as the immunosuppressive drug doses were tapered to half the initial dose.

Comparison of the changes in the Th1/Th17 ratio showed it was dramatically increased in the regulation group compared to the non-regulation group, similar to the Treg/Th17 ratio (Figure 4A). At the time of 50% of the initial dose, the Th1/Th17 ratio was significantly higher in the regulation group (P = 0.038, Figure 4B), and a four-group comparison showed that the Th1/Th17 ratio increased much more in group 1 than in the other three groups (Figure S2A in Supplementary Material). The difference in the ratio did not reach significance at the 75% dose, but group 1 demonstrated a significantly higher ratio than the other three groups at the 50% dose, at which point the magnitude of the ratio decreased from group 2 to group 3, but did not differ significantly (Figure S2B in Supplementary Material). In group 4, the ratio was actually decreased compared with the ratio at the initial dose.
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FIGURE 4 | Changes in T helper (Th)1/Th17 cell, CD8EM+interferon(IFN)-γ+/Th17, and CD8CM+IFN-γ+/Th17 ratio as immunosuppressive drug doses are tapered (n = 14). (A) Th1/Th17 ratio of the regulation group increased, but that of the non-regulation group did not increase more. (B) At 50% of immunosuppressive drug dosage, Th1/Th17 ratio of regulation group increased compared with that of non-regulation group (*P < 0.05). (C) CD8EM+IFN-γ+/Th17 ratio of the regulation group had been more increased than that of non-regulation group. (D) At 50% dosage, the increase in the CD8EM+IFN-γ+/Th17 ratio was higher in regulation group than non-regulation group without significance. (E) CD8CM+IFN-γ+/Th17 ratio of the tolerance group increased, but that of the non-regulation group decreased. (F) The comparison of the CD8CM+IFN-γ+/Th17 ratio at 50% dosage between regulation and non-regulation group.



The regulation group demonstrated a higher CD8EM+IFN-γ+/Th17 ratio than the non-regulation group during the tapering of immunosuppressive drug dose (Figure 4C). The CD8+EMIFN-γ+/Th17 ratio was higher in the regulation group at 50% dosage, but this increase was not significant (P = 0.259, Figure 4D). In the four-group analysis, the ratios of CD8+EMIFN-γ+/Th17 decreased in order from group 1 to group 2, group 3, and group 4. In group 1, the CD8+EMIFN-γ+/Th17 ratio increased more than in the other three groups. However, in group 4, the ratio consistently decreased from the initial ratio (Figures S2C,D in Supplementary Material). Similarly to other markers, the CD8+CMIFN-γ+/Th17 ratio was higher in the regulation group than in the non-regulation group, especially at 50% dosage (Figures 4E,F). Subgroup analysis which showed the ratio in group 1 was much higher than those in the other groups, which did not differ significantly (Figures S2E,F in Supplementary Material).

Alteration of Immune Markers during Tapering to 0% (Discontinuation of Treatment)

During tapering of immunosuppression, the Th1/Th17, CD8+EMIFN-γ+/Th17, and CD8+CMIFN-γ+/Th17 ratios all increased. The Th1/Th17 (Figure S3A in Supplementary Material), CD8+EMIFN-γ+/Th17 (Supplementary Figure 3B), and CD8+CMIFN-γ+/Th17 (Figure S3C in Supplementary Material) ratios were negatively correlated with the degree of tapering.

Of 14 whole tapering patients, 4 patients were successfully tapered to 0% dosage of immunosuppressive drugs. As we mentioned above, three patients were tolerance group (group 1) patients. The other one patient was in re-tapering group (group 3) which is one of non-regulation group, because he had experienced nontolerance at the dose of 0%. The Treg/Th17 ratio was increased in both these groups, but in tolerance group (group 1) was more consistent and higher than in re-tapering group (group 3) (Figure S4A in Supplementary Material). The Th1/Th17 ratio showed similar alterations in both groups with a slightly higher ratio in group 1, especially at 50% dosage (Figure S4B in Supplementary Material). The CD8+EMIFN-γ+ /Th17 ratio also demonstrated similar changes in both groups with a higher ratio in group 1 (Figure S4C in Supplementary Material). The changes in the CD8+CMIFN-γ+/Th17 ratio were similar to but not as clear as those in the Treg/Th17 ratio. The greatest difference between the two groups was found at 50% dosage, where group 1 demonstrated a higher ratio than group 3 (Figure S4D in Supplementary Material).

Differences in Histopathologic Findings in Regulation and Non-regulation Groups

In regulation group, two patients who were subclassified into group 1 (tolerance group) agreed to undergo liver biopsy. Four patients in non-regulation group agreed to take liver biopsy. In the regulation group, the biopsies showed mild portal inflammation, but in the non-regulation group, there was moderate portal inflammation and even vasculitis in the liver tissues that were biopsied at the time of rejection (Figure 5A). We also observed an alteration in the ratio of IL-17 and Foxp3 in liver tissue. IL-17 expression was also increased in liver tissue from the non-regulation group compared with that of the regulation group (P = 0.003, Figure 5B). However, Foxp3 expression was decreased in liver tissue from the non-regulation group compared with that of the regulation group (P = 0.046, Figure 5C).
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FIGURE 5 | Comparison of histopathologic findings in regulation and non-regulation groups. Two patients in the regulation group and four patients in the non-regulation group agreed to undergo liver biopsy. (A) Only mild portal inflammation was found in liver tissue from the regulation group. In contrast, moderate portal inflammation and even vasculitis was detected in liver tissue from the non-regulation group. (B,C) Biopsy tissues were stained with antibodies specific for IL-17 and Foxp3. Brown staining indicates positive for IL-17 and Foxp3, and positive cells are pointed with thin arrow. The number of positive cells was counted in six-independent liver tissues. (B) Regulation group n = 2, Non-regulation group n = 4, P = 0.003 C. Regulation group n = 2, Non-regulation group n = 4, P = 0.046.



Representative Flow Chart of 60 Months Follow-up in Each Group

The data at the 60-month follow-up for each group are shown in Figure 5. In tolerance group (group 1) patient, 30 months was taken to taper the immunosuppressive drug doses and there was no significant increases in liver enzymes for the whole 60 months. Immunologic markers were maintained at increased levels during follow-up even after complete tapering/discontinuation of immunosuppressive agents (Figure 6A). These increased ratio of immunologic markers in tolerance group was quite higher and remarkable than that of other 3 groups. Minimization group (group 2) demonstrated no increase in liver enzymes and a smaller increase in Treg/Th17 and Th1/Th17 ratios than tolerance group (Figure 6B). The re-tapering group (group 3) patient who had experienced nontoleracne at 50% tapering was re-tapered after recovery from the rejection episode. During the tapering process, his immunologic markers did not increase as much as those of groups 1 and 2. At the time of the rejection episode, the immunologic markers had decreased; during the re-tapering and follow-up periods, the immunologic markers showed a fluctuation with sustained mild increases (Figure 6C). However, in the no re-tapering group (group 4), there were no increase in immunologic markers including Treg/Th17 during tapering or rejection episodes and follow-up (Figure 6D).
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FIGURE 6 | Representative 60-month flow chart of all four groups. The gray bar means the dosage of immunosuppressive drugs at the time of each tapering time. (A) In tolerant group (group 1) patients, immunosuppressive drug treatment was discontinued over a period of 30 months and there was no significant increase in liver enzymes for the whole 60 months. Immunologic markers were maintained at an increased level. (B) Minimization group (group 2) demonstrated no increase in liver enzymes and smaller increase in T regulatory (Treg)/T helper 17 (Th17) cell and Th1/Th17 compared with group 1. (C) The re-tapering group (group 3) patient experienced rejection at 50% of the initial immunosuppressant dose. After recovery his immunosuppressive drug doses were re-tapered. During retapering, his immunologic markers were sustained at increased but fluctuating levels. (D) The no re-tapering group (group 4) patients experienced rejection at 20% of the initial immunosuppressant dose and recovered after increasing the dose to the initial amount. There was no increase in immunologic markers including Treg/Th17 during follow-up while taking the initial dose of immunosuppressive drugs.



DISCUSSION

In this prospective pilot study, we identified potential immune markers, particularly the Treg/Th17 ratio, for prediction of operational tolerance during immunosuppressive drug dose tapering in long-term stable LT recipients. We documented that the ratio of Treg/Th17 increased much more in regulation patients than in non-regulation patients during tapering of immunosuppressive drug treatment. Moreover, the Treg/Th17 ratio remained increased over the 60-month follow-up in tolerant patients.

The rate of operational tolerance in our study was about 21% (3/14). This result is similar to those of previous studies that suggested rates of operational tolerance from 5 to 50% (1–3). All the non-regulation (nontoleracne) patients (n = 7) in the tapering group recovered after tapering was stopped and the dosage of immunosuppressive drugs was increased. This result was consistent with that of a previous study (2). Evaluation of the time at which rejection occurred showed that it manifested at an average immunosuppressive drug dose of 29.0 ± 17.6% (0–50%) of the initial dose and more than 12 months after initiating tapering. In a previous study in children, rejection was documented at a dose of 38.4 ± 26.9% (0–75%) (2). Comparison of the clinical parameters of the regulation and non-regulation groups showed that group 4 patients had a shorter time, since LT, although this was not significant. Time since transplantation is the only established clinical factor associated with tolerance. Recipients with a longer time since LT had a higher tolerance rate than those with shorter times since LT (22). In our study, although the difference was not significant, the shorter time since LT in the group 4 could have contributed to their nontolerance.

The most meaningful finding of this research is that the ratio of Treg/Th17 in PBMCs can be used to predict tolerance after LT. We demonstrated that the Treg/Th17 ratio increased as the immunosuppressive drug doses were reduced. Moreover, the Treg/Th17 ratio increased much more with tapering in the regulation group than in the non-regulation group. The non-regulation, especially group 4, demonstrated decreased Treg/Th17 ratios as tapering progressed from 75 to 50% of the initial drug dose. These findings are consistent with those of Pons et al. who reported that Treg cells increased in tolerant patients (23), but contrast with those of García et al. who reported that Treg cells were not altered in tolerant patients (24). Our finding that the Treg/Th17 ratio decreased in the non-regulation group (groups 3 and 4) also could be explained by the previous report suggesting that Th17 cells are a critical marker of acute rejection after LT (25). In our study, tolerant patients (group 1) maintained consistently high Treg/Th17 ratios until complete withdrawal of immunosuppression. Thus, operational tolerance may be predicted by checking the changes in the ratio of Treg/Th17 in blood. To our knowledge, this is the first study to suggest that the reciprocal balance between Th17 and Treg in the peripheral blood of LT recipients is correlated with immune tolerance. These results also suggest that immunosuppressive drug treatment can inhibit the development of tolerance in LT recipients.

Interferon-γ, which is expressed by Th1 and CD8+ T cells, is an important cytokine for allograft survival. It is well documented that IFN-γ deficiency induces rejection in experimental LT (26). It has been suggested that activation of CD8+EM T cells through the T-cell antigen receptor and the costimulatory receptor CD28 induces rapid IFN-γ expression (27). Currently, IFN-γ can regulate necroptosis and loss of IFN-γ aggravated experimental autoimmune disorder through upregulation of Th17 cells differentiation (28). Since, necroptosis has been observed in liver-related injury and disease indicating that necroptosis can be a target of the pathogenesis of several liver diseases (29, 30), induction of IFN-γ level can improve inflammatory response. In this study, we found that the Th1/Th17 and CD8+EMIFN-γ+/Th17 ratios were increased in the tapering groups. These results suggest that tapering can induce tolerance by increasing the number of cells releasing IFN-γ.

With respect to histopathology, although only a few patients underwent liver biopsies, the regulation group showed less portal inflammation than the non-regulation group. Our results are consistent with those of a previous study in children showing that the tolerant group maintained stable histology during a 5-year follow-up after withdrawal of immunosuppressive drugs (31). Moreover, we detected that IL-17 expression was enhanced, whereas Foxp3 expression was reduced in the liver of non-regulation patients compared with regulation patients. These histopathologic results were correlated with those from blood samples using confocal microscopy. Therefore, it is possible that the blood Treg/Th17 ratio may reflect histologic changes in the liver.

We also conducted a 60-month follow-up of clinical data, immunologic markers, and histologic findings. In tolerant patients with stable liver enzymes, elevated levels of immunologic markers including the Treg/Th17 ratio were maintained during the whole follow-up period. However, nontolerant patients had lower levels of the immunologic markers, including the Treg/Th17 ratio. Therefore, we could speculate that high Treg/Th17, Th1/Th17, and CD8/Th17 ratios may contribute to not only establishment of tolerance, but also its continuation.

Because this was a pilot study it had several limitations. First, only a small number of patients underwent tapering of immunosuppressive drug doses. For the safety of patients, we conducted the tapering study in the 20% most immunologically stable patients who also had stable laboratory measurements and clinical history. For this reason, only 14 patients underwent tapering of immunosuppressive drugs. Second, there were only a few liver biopsy samples and no baseline liver biopsies, because only a small number of the patients agreed to undergo liver biopsy. Despite these limitations, this is the first study to serially monitor the Treg/Th17 ratio in PBMCs from LT recipients undergoing tapering of immunosuppression over 60 months of follow-up and to compare parameters indicating immune tolerance in the regulation and non-regulation groups of LT recipients. This point is strength for the clinical application of these data to LT recipients.

In summary, the ratio of Treg/Th17 in PBMCs increased to a greater degree in tolerant patients during tapering of immunosuppressive drugs and after withdrawing immunosuppressive drugs. Our results suggest that the reciprocal balance between Th17 and Treg in the peripheral blood of LT recipients may contribute to the establishment and maintenance of tolerance and could be used as an indicator of the likelihood of operational tolerance in LT recipients.
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FIGURE S1 | Dosage and timing at the moment of intolerance (n = 7).

FIGURE S2 | Changes in Th1/Th17, CD8EM+IFN-γ+/Th17, and CD8CM+IFN-γ+/Th17 ratio of all four groups as immunosuppressive drug doses are tapered. (A) Th1/Th17 ratio of group 1 increased compared with that of the other three groups. (B) At 50% dosage, the increase in the Th1/Th17 ratio was greatest in group 1 followed by group 2, group 3, and group 4. (C) Group 1 had more increased CD8EM+IFN-γ+/Th17 ratio than that of the other three groups. (D) At 50% dosage, group 1 had the greatest increase in the CD8EM+IFN-γ+/Th17 ratio. (E) CD8CM+IFN-γ+/Th17 ratio of group 1 increased compared with that of the other three groups. (F) At 50% dosage, the increase in the CD8CM+IFN-γ+/Th17 ratio was greatest in group 1.

FIGURE S3 | Correlation between dosage of immunosuppressive drugs and Th1/Th17, CD8EM+IFN-γ+/Th17, and CD8CM+IFN-γ+/Th17 ratio as tapering immunosuppressive drug. (A–C) There has been mild positive correlation between the ratio of Th1/Th17, CD8EM+IFN-γ+/Th17, and CD8CM+IFN-γ+/Th17 and dosage tapering.

FIGURE S4 | Changes in Treg/Th17, Th1/Th17, CD8EM+IFN-γ+/Th17, and CD8CM+IFN-γ+/Th17 ratio as immunosuppressive drug doses are tapered. (A–D) Treg/Th17, Th1/Th17, CD8EM+IFN-γ+/Th17, and CD8CM+IFN-γ+/Th17 ratio of the group 1 patients had been more increased with stable value than that of the group 3 patients.
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Traditionally cellular respiration or metabolism has been viewed as catabolic and anabolic pathways generating energy and biosynthetic precursors required for growth and general cellular maintenance. However, growing literature provides evidence of a much broader role for metabolic reactions and processes in controlling immunological effector functions. Much of this research into immunometabolism has focused on macrophages, cells that are central in pro- as well as anti-inflammatory responses—responses that in turn are a direct result of metabolic reprogramming. As we learn more about the precise role of metabolic pathways and pathway intermediates in immune function, a novel opportunity to target immunometabolism therapeutically has emerged. Here, we review the current understanding of the regulation of macrophage function through metabolic remodeling.
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INTRODUCTION

All living cells rely on an organized sequence of anabolic and catabolic reactions to produce a steady supply of energy and biosynthetic precursors. In order to optimize functionality, enzymes that control these tightly regulated metabolic pathways are compartmentalized into specific organelles within the cells. Immune cells such as macrophages are no different in this aspect; however, recent studies now reveal that immune effector functions such as cytokine production in response to pathogens are directly coupled to specific changes in cellular metabolism. This metabolic reprogramming of immune cells is required for both inflammatory and anti-inflammatory responses.

Macrophages are found in almost every tissue in our body, and along with dendritic cells they are at the forefront of initiating an innate immune response through phagocytosis and cytokine release, as well as an adaptive immune response through antigen presentation. Recognized nomenclature divides activated macrophages into two subgroups in vitro: the classically activated macrophages (M1) associated with inflammatory responses, which in vitro are generated by typically stimulating the resting macrophages with lipopolysaccharide (LPS) and interferon gamma (IFN-γ). Secondly, the alternatively activated macrophages (M2) are associated with tissue remodeling, resolution of inflammation, and anti-inflammatory responses, and are generated in vitro using anti-inflammatory stimuli including IL-4. We now know that this is an oversimplification of the actual functional diversity occurring in vivo. The vast spectrum of different macrophage activation statuses was clearly demonstrated in a transcriptomics study by Xue et al. who stimulated human macrophages with a range of stimuli (1). In addition, gene-set enrichment analysis was applied to sample groups from smokers and COPD patients. The data set generated, and other transciptome studies published since, proposes a spectrum model of macrophage activation rather than the dichotomous M1/M2 classification system. While useful in mapping the metabolic pathways of differentially activated macrophages, and although many of the studies described here classify macrophages as M1 or M2, we now view macrophage polarization differently. Evidenced primarily in vivo, macrophages respond to specific external stimuli, resulting in unique sets of macrophage phenotypes that fall between the two extremes of M1 and M2. Hence, manipulating or skewing the different macrophage phenotypes in clinical settings such as asthma, sepsis, tumor, atherosclerosis, infectious disease, and metabolic disorders may provide us with a novel therapeutic approach.

Here, we review current literature on how macrophages utilize metabolic pathways in order to generate adequate energy and biosynthetic macromolecules to meet the fluctuating needs involved in host immune responses.

GLYCOLYSIS

Overview

Glucose, fructose, pyruvate, and other small carbohydrates play key roles in energy metabolism as well as provide carbon skeletons for the synthesis of other macromolecules. Glycolysis, the process which involves the breakdown of six-carbon glucose to three-carbon pyruvate, is central in generating ATP without requiring oxygen, where the reverse process, gluconeogenesis, consumes ATP while generating polysaccharides for storage. Glycolysis involves 10 enzymatically regulated steps, overall generating two molecules of pyruvate per molecule of glucose, with a net energy gain of two ATP and two NADH (Figure 1). Although often illustrated as a linear reaction, in fact glycolysis branches off in order for intermediate metabolites to proceed along other metabolic pathways. These include the first intermediate of glycolysis, glucose-6-phosphate, which is required for glycogen synthesis and the pentose phosphate pathway (PPP), as well as the glycolytic intermediate glyceraldehyde-3-phosphate, which through glycerol generates triglycerides and fatty acids (Figure 1).
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FIGURE 1 | Overview of macrophage metabolic pathways, including glycolysis (1), pentose phosphate pathway (2), tricarboxylic acid (TCA) cycle (3), electron transport chain and oxidative phosphorylation (4), fatty-acid synthesis (5), and beta (fatty acid) oxidation (6).



For many years, the general school of thought has been that pyruvate generated through glycolysis enters the mitochondria where it undergoes oxidative decarboxylation by pyruvate dehydrogenase (PDH) and thereby serves as the major source of acetyl-CoA, the starting point of the tricarboxylic acid (TCA) cycle (see below). During periods of high energy demand or low oxygen supply, pyruvate can instead be converted to lactate, another potential nutrient, by lactate dehydrogenase (LDH). However, new data by Hui et al. beg us to rethink the role for lactate in fueling the TCA cycle (2). Instead of pyruvate feeding the TCA cycle, circulating lactate was instead shown to be the primary source of carbon for the TCA cycle in all tissues except for brain.

Glycolysis and Macrophage Function

The upregulation of glycolysis in activated macrophages was first observed several decades ago (3–5), but it is only in recent years that the mechanisms governing the process and the functional significance of this metabolic shift have been unearthed. A sharp increase in the rate of glycolysis is now closely associated with an inflammatory phenotype in macrophages. It has been demonstrated that administration of 2-deoxyglucose (2-DG), a derivative of glucose that is taken up by the cell but cannot be further processed, blocks many aspects of the classical M1 inflammatory phenotype including opsonin-mediated phagocytosis (6, 7), secretion of pro-inflammatory cytokines, and production of reactive oxygen species (ROS) (8). In contrast, alternatively activated M2 macrophages or those associated with immune tolerance, such as alveolar macrophages, employ oxidative phosphorylation (OXPHOS) over glycolysis as their main source of ATP (5). The rapid increase in glucose uptake by classically activated M1 macrophages is facilitated by upregulation of glucose transporter 1 (GLUT1) expression (8, 9) (Figure 1).

It may seem counterintuitive that activated macrophages utilize glycolysis as their main source of energy, as OXPHOS generates 36 molecules of ATP compared with glycolysis, which produces a mere two molecules of ATP per molecule of glucose. However, a substantial boost in glycolysis can be achieved more rapidly than in OXPHOS, which would require concomitant mitochondrial biogenesis. Not only does glycolysis confer an advantage in terms of the speed at which it can be upregulated, but also it provides biosynthetic intermediates to be used in the PPP, among other processes, which are hugely important for classical macrophage activation and effector functions [reviewed in Ref. (10, 11)].

Multiple studies using murine and human macrophages have demonstrated that classically activated M1 macrophages are heavily dependent on glycolysis. Rodriguez-Prados et al. used a glucose tracer-based metabolomics approach to show that activation of murine peritoneal macrophages through various toll-like receptor (TLR) pathways all resulted in a highly glycolytic phenotype (12). It was also determined using extracellular flux analysis to study metabolic features of murine M1 and M2 macrophages, that M2 macrophages display enhanced mitochondrial OXPHOS, whereas M1 macrophages predominantly use glycolysis to generate ATP (13). Human studies seem to mimic observations in mice, with the leukocytes of patients suffering from sepsis undergoing a shift to aerobic glycolysis, which is reversed upon patient recovery (14). In contrast to LPS and other pro-inflammatory stimuli enhancing aerobic glycolysis in macrophages, anti-inflammatory signals have been shown to exert the opposite effect on macrophage glucose metabolism. It was recently established that interleukin (IL)-10 suppresses glycolysis in LPS-stimulated wild-type bone-marrow-derived macrophages (BMDMs). Furthermore, in contrast BMDMs derived from Il10−/− mice exhibit elevated rates of glycolysis (15). The effect of IL-10 on glycolysis may be dependent on nitric oxide (NO) (16).

The elevated glycolysis associated with inflammatory macrophages is heavily dependent on hypoxia-inducible factor-1 (HIF-1α). When oxygen levels are low, HIF-1α no longer undergoes prolyl hydroxylation, leading to a decreased binding of the interacting partner von Hippel–Lindau protein (VHL), and reduced proteosomal degradation of HIF-1α. As a result, stabilized HIF-1α can bind the constitutively expressed HIF-1β subunit, initiating the transcription of hypoxic genes, including glucose transporters and glycolytic enzymes (17–23). Blouin et al. were first to show that stimulation of macrophages with LPS increased HIF-1α protein levels, leading to a functional HIF-1 complex that bind to hypoxic response elements (HREs) in target genes (24). It was later determined that the induction of HIF-1α in the context of inflammation was dependent on NF-κB, which acts as a transcriptional activator of HIF-1α (25). HIF-1α was also found to play a role in trained immunity, which involves epigenetic remodeling of myeloid cells in response to stimuli such as β-glucan (26). β-Glucan derived from Candida Albincans plays a central role in the induction of innate immune memory and is known to confer protection against a range of infections. It was also found that the HIF-1α glycolytic reprogramming of activated macrophages played a significant role in monocyte-derived macrophage migration into tissues (27). HIF-1α also induces the transcription of the key pro-inflammatory cytokine IL-1β (28).

Although a Warburg-like phenomenon is predominantly associated with M1 macrophages, alternatively activated macrophages also display an upregulated rate of glycolysis in addition to augmented mitochondrial metabolism. Huang et al. found that both IL-4 and macrophage colony-stimulating factor (M-CSF) drive mechanistic target of rapamycin complex 2 (mTORC2) activation, which in turn induces interferon regulatory factor 4 (IRF4) expression, contributing to the upregulation of glycolysis (29). Another study found that M-CSF, which is associated with M2 polarization, instigated a similar expression of glucose transporters, a higher lactate production rate, and increased expression of several glycolytic enzymes in macrophages, compared with granulocyte-macrophage colony-stimulating factor (GM-CSF), which is typically associated with M1-like phenotype (30). Tan et al. found that administration of 2-DG in addition to IL-4 reduced the expression of early M2 activation markers (31). As more studies like these emerge, it may transpire that glycolysis could play a more important role in M2 macrophages than previously considered.

Multiple Roles of Glycolytic Enzymes

Specific roles for several of the glycolytic enzymes have been identified in macrophages. Some of these enzymes “moonlight” by carrying out functions in immunity separate to their glycolytic activity. One example includes hexokinase, which has been found to not only function as a pattern recognition receptor (PRR), but also, together with mTORC1, plays a critical role for nod-like receptor family pyrin domain containing 3 (NLRP3) inflammasome assembly (32). Furthermore, a component of bacterial peptidoglycan, N-acetylglucosamine, can bind to hexokinase, resulting in its inhibition and subsequent dissociation from the outer membrane of the mitochondria, culminating in NLRP3 activation (33).

Glyceraldehyde-3-phosphate dehydrogenase (GAPDH) can bind to AU-rich RNA sequences in its Rossman fold, the site that typically binds NAD+ (34). GAPDH takes part in formation of the gamma–interferon-activated inhibitor of translation (GAIT) complex. Upon assembly in murine macrophages, the GAIT complex binds to a specific element in the 3′untranslated region (3′UTR) of several inflammatory mRNAs and inhibits their translation. Its targets include vascular endothelial growth factor (VEGF), several chemokines, and corresponding chemokine receptors (35). GAPDH alone can bind directly to mRNA to inhibit translation of IFN-γ in T cells via 3′UTR binding (36) and also block translation of tumor necrosis factor-α (TNF-α) mRNA in human macrophages (37).

α-enolase is another glycolytic enzyme that was found to display non-glycolytic functions in macrophages. Bae et al. found that monocytes and macrophages in the inflamed synovium of rheumatoid arthritis (RA) patients and in a mouse model of arthritis expressed surface α-enolase. Antibodies against enolase, previously reported in RA patients, were shown to increase the production of pro-inflammatory cytokines and prostaglandins from enolase-expressing macrophages and therefore may contribute to the pathogenesis of the disease (38).

Another glycolytic regulator that is of great importance in macrophage effector functions is pyruvate kinase M2 (PKM2). PKM2 is an HIF-1α target gene that was originally found to promote the Warburg effect in tumor cells. It was also found to interact directly with HIF-1α in the nucleus and enhance the transcription of HIF-1α-responsive genes (39, 40). PKM2 was later found to play a significant role in LPS-activated macrophages. Dimeric enzymatically inactive PKM2 translocates to the nucleus where it acts as a coactivator of HIF-1α, promoting expression of pro-inflammatory as well as pro-glycolytic genes. Nuclear PKM2 together with HIF-1α binds directly to HRE sites in the IL-1β promoter in LPS-stimulated macrophages (41). Using small-molecule activators that promote a tetrameric form of PKM2, the pyruvate kinase enzymatic activity can be restored while simultaneously preventing nuclear translocation. PKM2 activators impaired M1 macrophage polarization, promoting expression of M2 genes while reducing LPS-induced glycolysis. Furthermore, these activators diminished IL-1β production in vivo in response to Salmonella typhimurium or LPS alone and increased levels of anti-inflammatory IL-10. PKM2 was also found to play a role in NLRP3 and absent in melanoma 2 (AIM2) inflammasome activation. It was demonstrated that PKM2-dependent glycolysis promotes the phosphorylation of eukaryotic translation initiation factor-2 alpha kinase 2 (EIF2AK2, also called PKR), which was previously shown to be necessary for inflammasome activation and secretion of IL-1β, IL-18, and high-mobility group box 1 protein (HMGB1) from macrophages (42, 43). PKM2 may also contribute to the pathogenesis of coronary artery disease. Peripheral circulating monocytes differentiated ex vivo, as well as macrophages from the atherosclerotic plaques of patients suffering from coronary artery disease exhibit increased expression of dimeric PKM2, augmented glycolytic flux, and upregulated ROS production. PKM2 translocates to the nucleus and phosphorylates signal transducer and activator of transcription 3 (STAT3), contributing to the increase in IL-1β and IL-6 associated with these patients (44). Very recently, PKM2 was shown to regulate the expression of the checkpoint programmed death-ligand 1 (PD-L1), a ligand for the immune checkpoint receptor PD-1, in macrophages as well as other immune cells and cancer cells. Both pharmacological intervention and genetic silencing of PKM2 inhibited LPS-induced expression of PD-L1. Furthermore, PKM2 and HIF-1α bind to two HRE sites in the promoter of PD-L1 (45). This observation could have therapeutic potential as targeting immune checkpoints such as PD-L1 and PD1 has proven successful clinically [reviewed in Ref. (46)].

Tumor-Associated Macrophages (TAMs)

In cells undergoing Warburg metabolism, pyruvate resulting from glycolysis is diverted away from the TCA cycle and instead becomes converted to lactate by LDH. In addition to macrophages producing lactate, extracellular lactate from surrounding tissues also impact on macrophage function. Lactate secreted from tumor cells was found to drive M2 polarization in TAMs, which facilitated tumor growth (47). Although TAMs are often considered to be more M2-like, we now know that they have a high glycolytic rate similar to M1 macrophages; however, the effect of this on tumor progression is somewhat unclear (48). Murine TAMs exhibit diminished glycolysis through expression of REDD1, an mTORC1 inhibitor. This decrease in glycolysis is thought to facilitate metastasis and aberrant angiogenesis in tumors (49). However, a study carried out using TAMs generated in vitro from human monocytes yielded quite different results. They found an elevated glycolytic flux in TAMs to be associated with angiogenesis and metastasis in pancreatic cancer and showed that treatment with 2-DG was sufficient to reverse this effect (50). TAM metabolism is undoubtedly complicated and this area of research was extensively reviewed recently (51).

THE PENTOSE PHOSPHATE PATHWAY (PPP)

Overview

Glucose-6-phosphate from glycolysis feeds the anabolic PPP, which not only generates pentoses and 5-ribose phosphate for nucleic acid production but also serves as our major source of NADPH (Figure 1). NADPH provides the reducing power required for a range of synthetic reactions and anabolic pathways. NADPH offers reducing equivalents for generation of the antioxidant glutathione, thereby allowing for clearance of harmful ROS as well as being responsible for the respiratory burst in neutrophils and macrophages generating H2O2 to aid bacterial killing.

Like glycolysis, the PPP takes place in the cytosol and can be divided into an initial oxidative phase during which NADPH is generated, and a later non-oxidative phase where five-carbon sugars are synthesized.

PPP and Macrophage Function

The PPP has been shown to be upregulated in M1 macrophages (28, 52). NAPDH is likely to be of great importance for M1 macrophages as it is required by the enzyme NADPH oxidase which catalyzes the generation of ROS. As mentioned, NADPH is also used for the production of antioxidants, which may be important in the resolving phase of inflammation (53). Production of nucleotides is likely to be essential for activated macrophages. Although they display a reduced rate of proliferation, nucleotides are required for miRNAs involved in gene regulation (11). M2 macrophages, on the other hand, appear to suppress the PPP. Haschemi et al. demonstrated that regulation of the PPP in macrophages is under the control of the carbohydrate kinase-like protein (CARKL), a sedoheptulose kinase. CARKL was found to be upregulated in response to IL-4 but suppressed in response to LPS, resulting in an inhibition of the PPP in M2 macrophages (54). This conclusion was drawn from experiments using primary murine macrophages, human peripheral blood mononuclear cells (PBMC), and the macrophage cell line RAW 264.7. Employing overexpression and genetic silencing in RAW 264.7 cells, the authors found that the loss of CARKL mimicked the increase in extracellular acidification rate (ECAR) and decrease in oxygen consumption rate (OCR) that is seen upon LPS stimulation, while overexpression attenuated the effect that LPS has on the ECAR and OCAR. Therefore, the downregulation of CARKL seems to be important for the redirection of glucose from aerobic metabolism to glycolysis and the PPP that is seen in pro-inflammatory macrophages.

THE TRICARBOXYLIC ACID (TCA) CYCLE

Overview

When oxygen is readily available, glycolysis becomes the initial stage of glucose catabolism. Once pyruvate and lactate are generated, three further metabolic processes occurring in the mitochondria become responsible for potentially generating a further 36 molecules of ATP per glucose molecule. Firstly, pyruvate is oxidized through a series of reactions termed the TCA cycle. This is followed by the electron transport chain (ETC), and lastly the OXPHOS of ADP to ATP, a process that is driven by the proton gradient resulting from electron transport (Figure 1).

The point of entry for pyruvate formed during glycolysis into the TCA cycle comes when pyruvate is decarboxylated to acetyl CoA by the PDH complex. Acetyl CoA then enters a series of eight enzymatically regulated oxidizing reactions where each acetyl CoA is converted into two molecules of water and carbon dioxide. Pyruvate loses one-carbon and the two-carbon acetyl group of acetyl CoA condenses with the acceptor compound oxaloacetate resulting in six-carbon citrate. In a cyclic, carefully regulated series of reactions citrate is decarboxylated and oxidized resulting in malate from which the starting oxaloacetate is regenerated, completing the cycle (Figure 1). Only one single ATP is directly generated by one lap around the TCA cycle (two per molecule of glucose); however, most of the energy produced is stored in the form of the reduced coenzymes NADH and FADH2 which can drive the production of large amounts of ATP in the subsequent reactions of the ETC and OXPHOS (see below). In contrast to glycolysis the TCA cycle requires oxygen.

TCA Cycle and Macrophage Function

In addition to the increased glycolytic flux and reduced oxygen consumption that have been extensively studied in inflammatory macrophages for several decades (55), significant changes are also known to occur in the TCA or Krebs cycle. As with glycolysis, key intermediates of the TCA cycle serve as precursors in biosynthetic pathways. Citrate plays an important role here, fueling not only fatty-acid synthesis and histone acetylation but also acts as a precursor of itaconate, one of the most highly induced metabolites in LPS-activated macrophages. Citrate is firstly converted into cis-aconitate by mitochondrial aconitase 2 (ACO2), which is turned into itaconate by immune-responsive gene 1 (IRG1), also known as cis-aconitate decarboxylase (CAD) (Figure 1).

Resting macrophages and M2-like macrophages are considered to utilize an intact TCA cycle in conjunction with OXPHOS in order to generate ATP. An intact TCA cycle is thought to be important for the UDP-GlcNAc-mediated glycosylation of lectin and mannose receptors that are highly expressed on M2 macrophages (52). Pyruvate generated in M1 macrophages is converted to acetyl CoA by PDH, which is later converted to citrate. PDH activity was found to be intact in M1 macrophages, even though HIF-1α can potentially induce pyruvate dehydrogenase kinase 1 (PDK-1), an inhibitor of PDH (56). Interestingly, as mentioned, recent data have established that glucose fuels the TCA cycle indirectly via circulating lactate. Using 13C-labeled lactate and other metabolites, the authors show that the carbons in TCA cycle intermediates in most tissues arose from circulating lactate, instead of directly from glycolysis (2). As inflammatory macrophages are known to produce large quantities of lactate, it is plausible that this lactate could be important for use in the TCA cycle in surrounding tissues or even other immune cells. However, it remains to be confirmed if these new data have any implications for macrophage metabolism.

When macrophages are stimulated with LPS or another inflammatory signal, their TCA cycle becomes disrupted at distinct points in the cycle (52, 57). Therefore, an accumulation of certain metabolites such as citrate, itaconate, and succinate occurs in M1 macrophages.

Citrate

M1 macrophages display increased levels of citrate giving a first indication to its importance in macrophage effector functions. This accumulation in citrate is likely due to a downregulation of isocitrate dehydrogenase (IDH), the enzyme that catalyzes the conversion of isocitrate to α-ketoglutarate (52). An early study also reported enhanced activity of citrate synthase, the enzyme that catalyzes the formation of citrate from acetyl CoA and oxaloacetate (3). Both mRNA levels and protein expression of the mitochondrial citrate carrier (CIC, also termed Slc25a1) were found to be elevated in LPS-stimulated macrophages. CIC exports citrate from the mitochondrial matrix while importing cytosolic malate (58). In addition, the same group later demonstrated that CIC is upregulated in response to the pro-inflammatory cytokines TNF-α and IFN-γ (59). Once in the cytosol, citrate can be used for de novo lipogenesis (discussed below), which is important for membrane biogenesis. This involves the conversion of citrate to acetyl CoA by ATP citrate lyase (ACLY) (60). Interestingly, ACLY activity was found to be regulated by IL-4 via Akt-mTORC1 signaling. This alters histone acetylation and therefore regulates the expression of a subset of M2-associated genes (61). Citrate also appears to be critical for prostaglandin production, as both pharmacological inhibition and knockdown of CIC markedly reduced prostaglandin E2 (PGE2) levels (59). Disrupting ACLY activity also led to a significant decrease in PGE2 (60). In addition to acting as a pro-inflammatory mediator itself, PGE2 was also recently shown to be essential for LPS-induced expression of pro-IL-1β (62). Perturbing the activity and/or expression of CIC or ACLY also negatively affects NO and ROS production (58–60). Genetic silencing of ACLY and the use of three different inhibitors all reduce levels of ROS and NO in the human cell line U937. Similarly, knockdown or chemical inhibition of CIC also significantly reduced levels of ROS and NO. Although the mechanism is not yet fully elucidated, authors propose that ACLY activity may play a role in ROS and NO production through indirectly boosting NADPH supplies.

Citrate accumulation in macrophages can also lead to changes in gene expression. Citrate-derived acetyl CoA is critical for histone acetylation, as this process was found to be impaired upon siRNA-induced silencing of ACLY. These epigenetic changes could be of great importance in the context of inflammation; for example, IL-6 expression has been shown to be regulated by histone acetylation in macrophages (63). Non-histone protein acetylation can also impact cytokine expression, as microtubule acetylation was found to modulate IL-10 production (64). Citrate has also been identified as an inhibitor of HIF asparaginyl hydroxylase (FIH), which acts as a negative regulator of HIF-1α activity. Hence, citrate could potentially indirectly regulate HIF-1α targeted genes (65). However, none of the studies linking citrate to acetylation of proteins have yet been carried out in macrophages.

Citrate-derived acetyl CoA can also be converted to malonyl CoA, which acts as a cofactor for a lysine modification dubbed malonylation. This modification changes a positively charged residue into a negative charge (66, 67). This modification, although only recently discovered, has already been implicated in type-2 diabetes (68). Malonylation has not yet been documented in macrophages or other immune cells but could potentially play a role, given the accumulation of citrate observed in M1 macrophages.

Itaconate

Citrate-derived cis-aconitate can be converted to itaconate, one of the most highly induced metabolites in activated macrophages (52, 56, 69). Although itaconate has been gaining more interest in recent years, its antibacterial effects have been recognized since the 1970s when it was shown to inhibit the growth of Pseudomonas indigofera by targeting isocitrate lyase––an important enzyme in the glyoxylate cycle in bacteria (70). More recently, itaconate has been shown to exert bacteriostatic effects on Mycobacterium tuberculosis, S. enterica (71), and Legionella pneumophila (72). There is also evidence of bacteria evolving to combat the action of this immunometabolite, as P. aeruginosa and Yersinia pestis were both found to express three separate enzymes that function in the degradation of itaconate. These three genes were found to be critical for the pathogenicity and survival of these bacteria (73). Itaconate was also implicated in a pro-inflammatory setting in two metabolic screens: one carried out in mice infected with M. tuberculosis (74) and the other in the macrophage-like cell line RAW 264.7 stimulated with LPS (75).

Immune-responsive gene 1, also later known as CAD/ACOD1, was previously known to be induced upon stimulation with LPS (76), but its function was not elucidated until Michelucci et al. demonstrated that it was the enzyme responsible for catalyzing the decarboxylation of cis-aconitate to produce itaconate. As expected, knocking down IRG1 in a macrophage cell line resulted in impaired antibacterial activity, due to a significant drop in itaconate levels (71). In addition to studies showing an increase in IRG1 expression in murine M1 macrophages, it has also been shown to be upregulated in humans during sepsis (77). Although the bactericidal effects have been well characterized, the immunomodulatory function of itaconate is a more recent area of study. Itaconate is generally thought of as being anti-inflammatory and was shown to inhibit the production of several TLR-induced pro-inflammatory cytokines by augmenting the expression of A20, a negative regulator of NF-κB (77). IRG1 was also found to be induced by the activity of heme oxygenase 1 (HO-1), which is expressed in the lungs and associated with LPS tolerance. Induction of HO-1 with carbon monoxide was found to decrease TNF-α levels and inhibition of HO-1 had the opposite effect, providing further evidence for the anti-inflammatory effects of IRG1 (78). IRG1 has also been shown to play a role in implantation, a process generally associated with immune tolerance or immune suppression. The expression of IRG1 was demonstrated to be regulated by the progesterone receptor (79) and leukemia inhibitory factor (LIF) (80), both of which are heavily involved in the implantation process.

Itaconate was found to associate with the mitochondria (81) and was shown to reduce mitochondrial substrate-level phosphorylation, an effect that was abrogated upon siRNA-mediated silencing of IRG1 (82). Itaconate has been proposed to contribute to the second breakpoint in the TCA cycle that occurs in M1 macrophages. Through its ability to inhibit succinate dehydrogenase (SDH), the enzyme that catalyzes the oxidation of succinate to fumarate, overproduction of itaconate leads to an accumulation of succinate (83, 84). This increase in succinate levels was abolished in Irg1−/− macrophages, whereas treatment with exogenous itaconate in the form of dimethyl itaconate (DMI) was found to enhance succinate levels (83). Furthermore, by using exogenous itaconate, as well as using mice lacking IRG1, Lampropoulou et al. confirmed that itaconate acts in an anti-inflammatory manner by inhibiting SDH-mediated oxidation of succinate, impacting on mitochondrial respiration and production of pro-inflammatory cytokines in macrophages in vitro and in vivo (84). However, another study employing radiolabeling suggests that exogenous DMI does not get taken up by the cell nor processed to itaconate intracellularly. Nonetheless, the presence of DMI in the media still leads to an increase in intracellular levels of itaconate so the authors have postulated that the effects may be due to an unidentified receptor. Therefore, any results obtained using DMI as a source of exogenous itaconate must be interpreted with caution.

Succinate

Succinate was identified as an oncometabolite before its importance in macrophage metabolism became clear. In 2005, succinate was found to drive the Warburg effect by activating HIF-1α through the inhibition of cytosolic prolyl hydroxylases (85). However, the role of succinate in inflammatory macrophages did not present itself until Tannahill et al. demonstrated that the accumulation of succinate in LPS-stimulated macrophages induced HIF-1α stabilization and activation which in turn leads to an upregulation of pro-inflammatory IL-1β as a target gene (28). This study established that cytosolic HIF-1 prolyl hydroxylases are inhibited upon the accumulation of succinate in normoxic inflammatory macrophages, and confirmed that the IL-1β gene contains HREs in its promoter. The authors also observed a boost in global LPS-induced succinylation, a protein modification akin to malonylation, although the functional significance of the modification is unclear (28).

Another important discovery regarding succinate was the identification of the succinate receptor GPR91, which was previously considered an orphan G-protein coupled receptor (GPCR). A study conducted by He et al. assigned the TCA cycle intermediates succinate and α-ketoglutarate to the orphan GPCRs GPR91 and GPR99, respectively (86). GPR91, which has since been renamed the succinate receptor (SUCNR1), was found to be expressed in a wide variety of tissues (86). SUCNR1 has since been shown to be expressed on macrophages and to play a role in many inflammatory diseases (87–89). Activated M1 macrophages secrete succinate into the extracellular space while also upregulating expression of SUCNR1. This way succinate signals in an autocrine and paracrine manner to stimulate the release of IL-1β. High levels of succinate were found in synovial fluid taken from RA patients and using a Sucnr1−/− mouse model of arthritis, this succinate feed forward loop was confirmed by impaired macrophage activation as well as reduced levels of IL-1β (87). In contrast, Sucnr1−/− mice were found to exhibit exacerbated allergic contact dermatitis and in this same study the authors also reported that SUCNR1 deficiency improved arthritis in the mouse model (88). The authors proposed that the increased severity of allergic contact dermatitis observed in the Sucnr1−/− mice was due to abnormal mast cell development, which leads to mast cell hyperactivation. Recently, the succinate receptor has been implicated in type-2 diabetes and the associated adipose tissue inflammation (89). Succinate levels were raised in both type-2 diabetic patients and mice fed a high-fat diet compared with healthy controls. Sucnr1−/− mice displayed improved glucose tolerance and had significantly fewer macrophages present in their adipose tissue. In addition, macrophages from the Sucnr1−/− mice exhibited impaired chemotaxis toward apoptotic adipocytes (89). With more research currently ongoing into the effects of succinate and its receptor in inflammation, the therapeutic potential of targeting SUCNR1 for inflammatory diseases may soon be defined.

While most work has focused on citrate, itaconate, and succinate, other TCA cycle intermediates have also been found to play significant roles in macrophages. Arts et al. demonstrated that an accumulation of fumarate in M1 macrophages, which was dependent on glutaminolysis, was of great importance in trained immunity of macrophages. Fumarate alone induced epigenetic changes akin to those observed in response to β-glucan and also augmented pro-inflammatory cytokine production upon restimulation with LPS (90). This was the first piece of evidence that an accumulation of TCA cycle intermediates can alter the macrophage epigenome but more recently α-ketoglutarate has also been shown to play a part in epigenetic reprogramming in macrophages. It was discovered that α-ketoglutarate, again produced via glutaminolysis, is crucial for full M2 activation and drives epigenetic changes in M2-associated genes in a Jumonji Domain Containing Protein 3 (JMJD3)-dependent manner (91). Furthermore, treatment of BMDMs with an inhibitor of glutaminolysis boosted pro-inflammatory cytokine secretion. Ratios of α-ketoglutarate to succinate in an M1 macrophage versus and M2 macrophage differ. There is a larger succinate to α-ketoglutarate ratio in M1 macrophages due to partial blockade of succinate oxidation by SDH. However, in M2 macrophages succinate oxidation proceeds as normal and α-ketoglutarate becomes more important for processes such as epigenetic changes.

As these findings are still recent, more data will no doubt emerge detailing how TCA cycle intermediates and other metabolic changes sculpt the macrophage epigenome.

ELECTRON TRANSPORT CHAIN (ETC) AND OXIDATIVE PHOSPHORYLATION

Overview

As for the TCA cycle, the reactions of the ETC occur in the mitochondria. The mitochondria have an outer permeable membrane and an inner membrane with extensive folds called cristae. Large electron-carrier complexes in the inner membrane of mitochondria reoxidize NADH and FADH2 generated from the TCA cycle, and in the process electrons are passed stepwise to molecular oxygen. During this process protons are taken up from the mitochondrial matrix space and transferred to the intermembrane space. The potential energy of the NADH and FADH2 generated during glycolysis and the TCA cycle is thereby used to drive the synthesis of large amounts of ATP as an electrochemical potential gradient for protons is created across the inner mitochondrial membrane (Figure 1). Flow of protons back into the matrix through ATP synthase drives synthesis of ATP. Four large complexes, except cytochrome c and ubiquinone, contain the electron carriers that make up the electron transfer chain. Complex I is the largest of the complexes and contains NADH dehydrogenase responsible for oxidizing NADH. Complex II is composed of four subunits of SDH, the only enzyme that participates in both the TCA cycle and the ETC. SDH is localized on the inner face of the mitochondrial inner membrane where it oxidizes succinate to fumarate through binding of succinate to SDHA, a reaction that is coupled to the reduction of ubiquinone to ubiquinol. As electrons move down the respiratory chain through complex III and complex IV to O2, H+ ions are transferred to the matrix creating the proton gradient required by the coupled reaction of F0F1 ATP synthase complex (Figure 2).
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FIGURE 2 | Diagram depicting the flow of electrons in anti-inflammatory macrophages (top) versus the reverse electron transport (RET) phenomenon observed in lipopolysaccharide (LPS)-stimulated macrophages (bottom).



ETC and Macrophage Function

While classically activated macrophages are known to produce most of their ATP via glycolysis, alternatively activated macrophages have been shown to utilize OXPHOS. Therefore, M2 macrophages maintain forward electron flow through the ETC and predominantly generate ATP via ATP synthase (52). Treatment of macrophages with IL-4 was shown to upregulate OXPHOS via the transcription factor STAT6 and PPARγ coactivator-1β (PGC-1β). Overexpression of PGC-1β in BMDMs reduced the production of pro-inflammatory cytokines and PGC-1β knockdown impaired traits of alternative activation such as the promotion of fatty-acid oxidation and arginase activity (92). This effect on OXPHOS is not exclusive to IL-4, as IL-25 was also found to promote M2 polarization and elevate macrophage mitochondrial respiratory capacity (93). IL-10 also stimulates OXPHOS, one way in which the anti-inflammatory cytokine opposes M1 polarization (15).

However, in M1 macrophages OXPHOS is abated and the ETC becomes dysregulated (52). In one study, the downregulation of OXPHOS and the concomitant increase in mitochondrial fragmentation in response to pro-inflammatory stimuli was shown to be under the control of a microRNA–mi-R125b (94). Pro-inflammatory macrophages modify the ETC so that its primary function is ROS production, which is critical in the defense against infection. It is well established that phagosomal ROS is vital for M1 macrophages but the importance of mitochondrial ROS (mROS) has only been appreciated more recently. It was demonstrated that several TLR receptors signal through TRAF6 and evolutionarily conserved signaling intermediate in toll pathway (ECSIT) (which associates with complex I of the ETC) to promote mROS production and the recruitment of the mitochondria to the phagosomes. Perturbation of this signaling pathway was shown to impair bacterial killing by macrophages (95). These findings are not restricted to mice as immune cells isolated from patients suffering from TNF receptor-associated periodic syndrome (TRAPS) were found to have elevated mROS (96). In addition to a more direct role in bacterial killing (95), mROS was also demonstrated to contribute to NLRP3 inflammasome activation in macrophages (97). Further evidence for the importance of mROS in macrophages arises from the role that uncoupling protein 2 (UCP2) appears to play. UCP2 is located at the inner mitochondrial membrane and unlike its homolog UCP1, which is expressed mainly in brown adipose tissue (98), UCP2 is highly expressed in macrophages along with other immune cells. UCP2 is believed to mitigate ROS levels in macrophages through uncoupling of OXPHOS. UCP2−/− mice were found to be more resistant to Toxoplasma gondii infection and macrophages from these knockout mice were found to have elevated of ROS compared with wild-type controls (99). As expected, IL-10 was found to exert the opposite effect on mROS compared with LPS and other TLR agonists. Treatment of macrophages with IL-10 promoted the abolition of dysfunctional mitochondria (characterized by elevated levels of ROS and lower mitochondrial membrane potential) through induction of mitophagy (15). The complexes of the ETC except for complex II (SDH) are known to be able to form supercomplexes in the mitochondrial inner membrane, which seems to change how the electrons are processed depending on the carbon source (100). Supercomplex formation is also thought to restrict mROS production (101). Macrophages were shown to disassemble these supercomplexes in response to bacterial detection, a process which was found to be dependent on TLR signaling and NLRP3 activation (102). Although complex II cannot form supercomplexes, it has been shown that phosphorylation of complex II by Fgr kinase is important in this disassembly (103).

In recent years, it has come to light that mROS in pro-inflammatory macrophages may be generated via reverse electron transport (RET) (Figure 2). The first evidence of RET giving rise to mROS was in oxygen sensing (104) and aging in Drosophila melanogaster (105). RET at complex I was also demonstrated to drive mROS production in reperfusion injury due to the accumulation of succinate and the elevated activity of SDH (106). Later RET was found to occur in macrophages when Mills et al. established that the build-up of succinate in LPS-stimulated macrophages and the oxidation of this succinate by SDH resulted in the production of mROS, seemingly from RET at complex I (107) (Figure 2). Definite roles have emerged for complex I and complex II in ROS production in M1 macrophages through studies in which inhibitors of these complexes were used. For example, Kelly et al. used metformin and rotenone to inhibit complex I in LPS-treated BMDMs, which markedly reduced mROS production as well as decreased IL-1β and increased IL-10 (108). However, another study used imiquimod and a similar molecule called CL097 to inhibit complex I and NAD(P)H dehydrogenase, quinone 2 (NQO2) and observed a boost in ROS production and NLRP3 activation (109). Inhibiting complex II (SDH) with dimethyl malonate (DMM) inhibits IL-1β production and raises IL-10 levels both in BMDMs and in vivo. Expression of alternative oxidase (AOX), which provides a different route for excess electrons so that ROS are not formed, prevents the inflammatory phenotype (107).

M1 macrophages also produce NO, which is induced upon HIF-1α activation (110) and contributes to the bactericidal and antitumor capacity of macrophages (111). NO is known to inhibit mitochondrial respiration via complex IV (cytochrome c oxidase) (112, 113), and it may also inhibit complex I through S-nitrosylation of thiol groups on the enzyme (114). This inhibition of mitochondrial OXPHOS has been found to prevent the repolarization of M1 macrophages to an anti-inflammatory M2 phenotype, although the reverse is possible. Inhibition of NO production was shown to significantly improve this repolarization (115). This observation could be clinically relevant as it may be desirable to repolarize M1 macrophages to M2 in the case of inflammatory diseases.

FATTY-ACID SYNTHESIS AND BETA OXIDATION

Overview

The synthesis and degradation of fatty acids occur by two separate processes in different parts of the cell. Fatty-acid synthesis takes place in the cytosol, using citrate from the TCA cycle as a substrate in a series of reactions catalyzed by fatty-acid synthase (FAS). Citrate leaves the mitochondria and the TCA cycle in exchange for malate with the help of the mitochondrial CIC. Cytosolic citrate is then broken down by ACLY into acetyl-CoA and oxaloacetate. While oxaloacetate can be converted back into malate by malate dehydrogenase (MDH) and re-enter the mitochondria, acetyl-CoA on the other hand is converted to malonyl-CoA by acetyl-CoA carboxylase (ACC). Malonyl-CoA can then be polymerized by FAS in a series of repetitive reactions, growing by two carbons with each reaction until it reaches the 16 carbon length of palmitic acid. In addition, acetyl-CoA plays a central role in cholesterol synthesis through the cytosolic mevalonate pathway. Three molecules of acetyl-CoA are condensed to form 3-hydroxy-3-methylglutaryl-coenzyme A (HMG-CoA), which in turn in converted into mevalonate by HMG-CoA reductase, followed by a series of reactions leading to cholesterol.

As beta oxidation or fatty-acid degradation takes place within the mitochondria, the first step involves transport of free cytosolic fatty acids across the mitochondrial membranes. This process starts when fatty acids are converted to acyl-CoA by acyl synthetase, and aided by carnitine palmitoyltransferase I (CPT1) in the outer membrane of the mitochondria, acyl then becomes bound to carnitine. The carnitine–acyl-CPT1 complex enters the mitochondrial matrix aided by acyl carnitine translocase and acyl is finally released with the help of carnitine palmitoyltransferase II (CPT-2), resulting in mitochondrial acyl-CoA. Acyl-CoA is then oxidized in a repetitive cyclic series of reactions with a net yield of each oxidation cycle being one NADH, one FADH2, and one molecule of acetyl-CoA.

Malonyl-CoA generated during fatty-acid synthesis serves as a key regulatory feedback loop for beta oxidation as it inhibits the rate-limiting enzyme CPT1, thereby preventing cytosolic fatty acids from binding carnitine and entering the mitochondria where beta oxidation takes place.

Fatty-Acid Synthesis and Macrophage Function

Overall, fatty-acid synthesis is closely linked to pro-inflammatory effector functions of macrophages. We and others have shown an increase in citrate and fatty acids in LPS-activated macrophages (28, 52). Feingold et al. demonstrated that glucose-derived carbons generated through an increased rate of glycolysis in LPS-activated macrophages were preferentially incorporated into fatty acids and sterols (116). In addition, LPS-activated macrophages, as well as macrophages associated with atherosclerosis, so-called foam cells, display an increased accumulation of triglycerides and cholesterol esters which may contribute to the pathogenesis of chronic inflammatory diseases (117–119). This accumulation is in large due to increased de novo synthesis of fatty acids, coupled to a robust increase in several of the key enzymes involved in glycerol lipid synthesis including glutamic-pyruvic transaminase (GPT3), Lipin 1, and diacylglycerol O-acyl transferase 2 (DGAT2). Paired with the marked increase in fatty-acid synthesis observed in LPS-stimulated macrophages is a marked decrease in fatty-acid oxidation, linked with suppressed expression of CPT1 (116). Differentiation of monocytes is linked with an M-CSF-stimulated upregulation of genes required for fatty-acid synthesis, and a switch in major lipid synthesis class from cholesterol in monocytes to phosphatidylcholine in macrophages. This induction of fatty-acid synthesis is critical for monocyte differentiation and phagocytic activity of macrophages. A newly identified protein named FAMIN was found to associate with FAS on peroxisomes and regulate de novo lipogenesis. Interestingly, FAMIN was identified through single-nucleotide polymorphisms (SNPs) associated with inflammatory diseases and was found to be essential for the production of pro-inflammatory cytokines and ROS, as well inflammasome activation in LPS-stimulated macrophages and in a murine model of sepsis (120).

Beta Oxidation and Macrophage Function

In a similar manner to fatty-acid synthesis being coupled to pro-inflammatory macrophages, beta oxidation is synonymous with anti-inflammatory macrophages. Lipolysis liberates free fatty acids, which are taken up by the macrophage by fatty-acid transporters such as CD36, thereby fueling mitochondrial OXPHOS. In IL-4-stimulated macrophages, this metabolic switch is largely mediated through STAT6 and PGC1β (92). Alternatively activated anti-inflammatory M2 macrophages display increased expression of CPT-1, CD36, and medium-chain acyl coenzyme A dehydrogenase (MCAD) (92). M2 polarization depends on lysosomal acid lipase (LAL)-mediated lipolysis as demonstrated by a blocked protective M2 response during parasitic helminth infection (121).

Malonyl-CoA from the TCA regulates fatty-acid oxidation by binding to CPT1, thereby making this the rate-limiting step in beta oxidation. Inflammatory macrophages of adipose tissue contribute to obesity-induced insulin resistance triggered by fatty acids and a range of other stimuli including ROS and pro-inflammatory cytokines. Promoting increased fatty-acid oxidation by over expressing CPT-1 in human adipose tissue macrophages promoted fatty-acid oxidation causing reduced inflammatory responses, as well as improved insulin sensitivity of adipocytes, reduced endoplasmic reticulum stress and less ROS damage in macrophages (122).

Taken together, this indicates that boosting fatty-acid oxidation in inflammatory macrophages would have beneficial anti-inflammatory effects. However, recent studies suggest that the assumption that fatty-acid oxidation is purely anti-inflammatory may be an over simplification. NLRP3 is an important component of one of the large multiprotein inflammasomes. Assembly of the NLRP3 inflammasome occurs in response to a range of different stimuli including viruses, components of bacteria as well as bacterial toxins, liposomes, and cholesterol crystals (123–128). Interestingly, NLRP3 is also activated by palmitate, which through oxidation via CPT1, fuels mitochondrial respiration, subsequent production of ROS, and activation of NLRP3 (129–131). Hence, in addition to LPS-activated macrophages requiring fatty-acid synthesis and FAS for adequate activation of NLRP3, oxidation of palmitate is also required for mitochondrial ROS activation of NLRP3. In addition, NLRP3 activation can be inhibited by modulating the activity of NADPH oxidase 4 (NOX4) (129). NOX4 regulates CPT1A activity and fatty-acid oxidation, and inhibition of NOX4 leads to suppressed NLRP3 activity and reduced secretion of IL-1β and IL-18 in vitro as well as in vivo (132).

Furthermore, as expected, macrophages generated from mice lacking CPT2 displayed impaired fatty-acid oxidation. Surprisingly, however, this did not affect their response to IL-4 polarization (133), implying that fatty-acid oxidation is not required for differentiation of M2 macrophages and that the role for fatty-acid oxidation here is more complex than originally proposed.

AMINO-ACID METABOLISM

Overview

The metabolism of amino acids plays an important role in many cellular processes where free amino acids are used as building blocks for not only protein synthesis but also for de novo synthesis of branched chain fatty acids, as in the case of valine and leucine, while glutamine and aspartate are used for purine and pyrimidine synthesis. Furthermore, cellular as well as dietary amino-acid catabolism can be used to support ATP production or as a source of citrate for fatty-acid synthesis. An initial step of transamination, resulting in α-ketoacids, allows for the carbon skeleton of the amino acid to enter the TCA cycle at one of multiple points such as α-ketoglutarate, succinyl-CoA, fumarate, oxaloacetate, pyruvate, or acetyl-CoA, thereby providing fuel in times of superfluous cellular amino acids.

Amino-Acid Metabolism and Macrophage Function

Cells, including macrophages, of higher vertebrates can synthesize 11 of the 20 amino acids. Dietary intake and protein salvage pathways are the only source of the remaining nine essential amino acids. Three of the essential amino acids, leucine, valine, and isoleucine, are the so-called branched-chain amino acids (BCAAs) with diverse roles outside of nutrition, such as regulation of protein degradation and synthesis in skeletal muscle, as well as regulation of synthesis of neurotransmitters such as serotonin in the brain, thereby affecting behavior. BCAAs also facilitate glucose uptake by the liver and skeletal muscles as well as enhance glycogen synthesis.

The first evidence that amino-acid metabolism can regulate macrophage effector function came with the discovery that macrophages block tumor growth through the consumption of arginine leading to the production of NO (134–138). Since then we have learned that availability and metabolism of several other amino acids such as glutamine and tryptophan also regulate macrophage immune function. The serine/threonine kinase mTOR forms two complexes, mTORC1 and mTORC2, and has been shown to be an important regulator in both innate and adaptive immune cells (139). mTOR plays a key role in macrophages, providing a link between amino-acid availability, coupling this to growth, proliferation, and protein synthesis. Branched-chain ketoacids (BCKAs), a product of BCAA catabolism, has been shown to directly regulate macrophage function by reducing the phagocytic ability of TAMs (140). Further evidence for a role for BCAA comes from data demonstrating that BCAT1, the enzyme responsible for the first step in BCAA catabolism, regulates the metabolic reprogramming in human macrophages. Inhibition of BCAT1 results in decreased glycolysis, oxygen consumption, IRG1 expression, as well as itaconate levels (141). In the interest of space, we will here briefly discuss the role of arginine in macrophage function [amino-acid metabolism in immunity has been reviewed in Ref. (142, 143)].

Arginine

L-arginine has several key roles in macrophage function. During inflammation, macrophages are responsible for the majority of ROS and nitrogen species produced including NO. This NO production in macrophages, in response to LPS and IFN-γ as well as ILs such as IL-13, requires extracellular L-arginine which enters the cells through specific transmembrane transporters (144–152). Arginine uptake is regulated by pro-inflammatory signals such as IL-1β (149). Once inside the cell, apart from being a precursor in protein synthesis, arginine also acts as a substrate for multiple enzymes including inducible nitric-oxide synthase (iNOS) and arginase, resulting in the production of NO and citrulline, respectively. Both of these metabolic pathways are utilized in macrophages with great opposing effects on immune function, with M1 macrophages utilizing arginine through iNOS resulting in pro-inflammatory NO, and M2 macrophages fluxing arginine via arginase resulting in citrulline and a tolerant phenotype associated with wound healing (153). Furthermore, arginase expression in macrophages is linked to limiting inflammatory effector T cell function, as well as correlating with disease severity in visceral leishmaniasis and HIV infection (154, 155). Arginine supplies required for efficient NO output can be restricted by arginase activity, though macrophages can circumvent this by converting L-citrulline to L-arginine, thereby restoring intracellular availability of arginine. However, L-arginine generated in this manner is less effective as a substrate for arginase-derived L-ornithine production of the urea cycle compared with L-arginine originating from the extracellular milieu (156). Arginine metabolism in myeloid cells has been reviewed in depth by Rodriquez et al. (157).

CONCLUDING REMARKS

The ever-growing literature on immunometabolism demonstrates new roles for metabolic pathways as well as specific pathway intermediates in the metabolic reprogramming of macrophages, leading to profound changes in immune effector functions (Figure 3). In order to simplify and provide an overview of our current understanding of immunometabolism in macrophages, we have here described each pathway as a separate entity; however, in reality these processes are intimately linked. In addition, using a simplified interpretation of macrophage activation gives us a general view of metabolism in inflammatory versus anti-inflammatory macrophages, while reality proves more complex with a spectrum of macrophage subsets occurring in disease. Many questions are still outstanding; however, by its very nature immunometabolism has already firmly established itself as a field, which will provide us with future therapeutic targets for the treatment of immune disorders.
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FIGURE 3 | Summary of changes in metabolic pathways occurring in a pro- versus anti-inflammatory macrophage.
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Metabolism, including catabolism and anabolism, is a basic cellular process necessary for cell survival. T lymphocytes have a distinct metabolism that can determine both fate and function. T-cell activation depends on glycolysis to obtain materials and energy for proliferation and effector function. Importantly, T cells utilize different metabolic processes under different conditions and diseases. Allogeneic hematopoietic cell transplantation (allo-HCT) is a classic immunotherapy for hematological malignancies; however, the development of graft-versus-host disease (GVHD) is a major factor limiting the success of allo-HCT. T cells in the donor graft drive GVHD by mounting a robust immunological attack against recipient normal tissues. Hence, understanding T-cell metabolism after allo-HCT would provide potential metabolic targets for the control of GVHD and primary tumor relapse. The purpose of the current review is to highlight the key metabolic pathways involved in alloantigen-activated T cells and to discuss how manipulating these pathways can serve as potential new therapeutic strategies to induce immune tolerance after allo-transplantation. We will also summarize the recent progress in regulating T-cell metabolism in bone marrow transplantation by targeting novel metabolic regulators or immune checkpoint molecules.
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INTRODUCTION

Allogeneic bone marrow transplantation [BMT; allogeneic hematopoietic stem-cell transplantation (allo-HCT)] is a curative option to treat hematological malignancies. However, graft-versus-host disease (GVHD) limits the success of allo-HCT (1). GVHD pathogenesis is characterized by a robust immunological attack by donor T cells against normal tissues of transplanted recipients (2). As donor T cells are the driving force in GVHD, suppressing T-cell responses is a standard therapeutic approach for the treatment of GVHD. However, these broadly immunosuppressive drugs, including corticosteroids and inhibitors of calcineurin or mammalian target of rapamycin (mTOR), leave patients highly susceptible to infections and induce remission in <50% of patients. The mortality rate of patients with steroid-refractory aGVHD is close to 90% (3). Hence, understanding T-cell pathobiology is critical to the development of effective therapies to prevent GVHD. Cell metabolism impacts the fate and function of T cells (4). Targeting T-cell metabolism is a viable therapeutic strategy in other immunological disorders, including systemic lupus erythematosus, rheumatoid arthritis, and experimental autoimmune encephalomyelitis (5–7). A growing body of evidence from multiple studies suggests T-cell metabolism is a promising target for controlling GVHD. Recently, our group and others attempted to characterize the metabolic profile of donor T cells following allo-HCT, yet a consensus on the data has not been reached (2, 8, 9). In this review, we will detail the recent findings in the evolving field of immuno-metabolism with a focus on T-cell metabolism in the context of allo-HCT and discuss how this knowledge can help us reevaluate our current understanding of immune activation and suppression after allo-HCT, and promising immunotherapeutic strategies to archive long-term transplantation tolerance in transplanted recipients aiming to prevent allograft rejection and GVHD.

OVERVIEW OF T-CELL METABOLISM

Glycolysis and oxidative phosphorylation (OXPHOS) are fundamental cellular processes in generating energy, or adenosine triphosphate (ATP) (10, 11). Naïve T cells rely primarily on OXPHOS to meet their energy demands (12). Upon antigen recognition, naïve T cells clonally expand into T effector cells (Teffs). Upon antigen clearance, most of these effector T cells die, but a subset of long-lived memory T cells (Tm) persist with an enhanced mitochondrial capacity relying on fatty acid oxidation (FAO) to fuel OXPHOS (13). OXPHOS can generate up to 36 molecules of ATP. The transition from resting naïve T-cells into activated Teffs requires substantial metabolic reprogramming (12, 13). A Teff’s metabolic profile is characterized by a shift to aerobic glycolysis as a main energy source (12, 14). Aerobic glycolysis involves the mitochondrion-independent metabolism of glucose into pyruvate and provides only two molecules of ATP per glucose (15). While glycolysis is less efficient than OXPHOS at yielding an abundance of ATP per molecule of glucose, aerobic glycolysis supplies metabolic intermediates for cell growth and proliferation as well as induces the pentose phosphate pathway (PPP), which produces nucleotides and amino acids that subsequently generate reducing power in the form of NADH to maintain cellular redox balance (NAD+/NADH) (15). Teffs also use glutamine as a carbon source to fuel the tricarboxylic acid (TCA) cycle via α-ketoglutarate (α-KG) through the process of glutaminolysis (16, 17).

METABOLISM AND CD4+T CELL DIFFERENTIATION

Depending on the nature of antigen and cytokine signal, CD4+ T cells differentiate into Th1, Th2, Th9, Th17, T follicular helper cells (Tfh), Tr-1, or Treg. While Th1, Th2, and Th17 are pathogenic, Tr-1 and Treg are suppressive in acute GVHD (18–20). Metabolism plays a critical role in CD4+ T-cell differentiation (12). While Th1, Th2, and Th17 lineages preferentially use glycolysis to meet energetic demand though activation of PI3K/Akt/mTOR pathway, CD4+ Tregs use mitochondrial-dependent FAO (4). Therefore, enhanced FAO via inhibiting mTOR leads to increased Treg generation (21). Hypoxia-inducible factor 1 is the key regulator of anabolic metabolism in Th17 cells (22). Meanwhile, Tfh, a pathogenic T-cell subset in chronic GVHD, depend on glycolysis and lipogenesis to meet energy demands required for differentiation (23). The metabolic profiles of Th9 and Tr1 remain unclear.

METABOLISM OF ALLOGENEIC T CELLS

Glucose Metabolism

Using MHC-mismatched or haploidentical murine models of BMT, we uncovered that upon alloantigen activation, donor T cells increase both glycolysis and OXPHOS to obtain energetic materials necessary for activation and proliferation (2, 9). Albeit, they preferentially rely on glycolysis to maintain their capacity to induce GVHD (2, 9, 24). While OXPHOS of donor T cells isolated from syngeneic (no GVHD) and allogeneic (GVHD) recipients were similar, the glycolytic activity of donor T cells was significantly higher in allogeneic than syngeneic recipients, indicating an escalation of T-cell glucose metabolism correlated with GVHD development (2) (Figure 1). Furthermore, T cells isolated from livers of allogeneic recipients exhibited higher glycolytic activity compared to those of syngeneic recipients 14 days after allo-HCT, implying an enduring glycolytic response by allogeneic T cells in GVHD target organs. While in vitro activated T cells upregulate and maintain expression of Glut1 for sufficient glucose uptake (17), allo-activated T cells also increase Glut 3 to fulfill their extremely high demand for glucose (2). In addition, alloantigen-activated T cells upregulate both hexokinase 1 (HK1) and HK2 to facilitate induction of glycolysis (2). To maintain sufficient glycolytic activity, allogeneic CD4+ T cells activate mTOR and increase differentiation into Th1 and Th17 (2, 25) while decreasing Treg generation (24). Inhibition of glycolysis by genetic depletion or pharmacological blockade of mTORC1 (2, 26) or glycolytic checkpoints, including glut-1 (24), HK-2, PFKB3 (2), or PKM2 (unpublished study), reduces alloreactive T-cell generation and subsequently ameliorates GVHD severity. Alternatively, enhancing FAO to inhibit mTOR using PI3K/AKT or AMPK inhibitors (27, 28) effectively prevents GVHD development.
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FIGURE 1 | (A) Naïve/resting T cells are dependent on oxidative phosphorylation with fatty acid oxidation (FAO) as a major material resource. Upon activation by self-antigens under homeostatic state, naïve/resting T cells reprogram their metabolic phenotype to become partially activated T cells (29), which possess glycolytic metabolic phenotype. Due to lack of specific TCR stimulation, a large proportion of non-alloreactive T cells gradually die. However, specific self-epitopes of T cells can become memory T cells (Tm) which depend upon FAO for their metabolism. (B) Upon activation by alloantigen in transplant recipients, naïve/resting T cells proliferate and their memory differentiate to activate T cells both alloreactive and non-alloreactive. Alloreactive T cells and their differentiated memory cells are capable of causing target organ damage. Alloreactive T cells have much higher glycolytic activity compared to non-alloreactive counterpart. Both alloreactive and non-alloreactive T cells can die or differentiate into Tms accordingly. Glucose retention and glycolytic activity decide survival and alloreactivity of alloreactive T cells to induce graft-versus-host disease (GVHD) after allogeneic hematopoietic cell transplantation.



OXPHOS and Oxidative Stress in Allogeneic T Cells

Allogeneic T cells in lymphoid or target organs of recipients significantly increase OXPHOS compared to resting T cells after allo-HCT (2, 9). Since OXPHOS activity was comparable in allogeneic and syngeneic T cells (2), increased OXPHOS may not be a direct mechanism by which pathogenic T cells are generated. However, due to increased non-mitochondrial oxygen consumption rate (OCR), allogeneic T cells had higher levels of oxidative stress yet lower levels of antioxidants (2, 9). As reactive oxygen species (ROS) are required for T-cell activation (30), this indicates chronic allo-activation of donor T cells after transplant. Increased ROS generation in allogeneic T cells may be the result of a hyperpolarized mitochondrial membrane potential (ΔΨm), subsequently making alloreactive CD4+ and CD8+T cells highly susceptible to small-molecule inhibitors of mitochondrial F1F0 adenosine triphosphate synthase in haploidentical BMT model (9, 31).

The Pentose Phosphate Pathway

In murine models of GVHD, alloantigen-activated T cells have increased PPP activity (2, 31). Intracellular glucose metabolized by HK forms glucose 6-phospate (G-6P), which then enters the PPP to generate ribose-5 phosphate (R-5P); the carbon donor during nucleotide biogenesis (32). The conversion of G-6P to R-5P is regulated by glucose-6-phosphate dehydrogenase in the oxidative arm of the PPP (33), which is significantly increased in allogeneic T cells (2, 31). The oxidative arm of the PPP is crucial for the formation of NADPH, which plays a critical role in reductive biosynthesis of antioxidant molecules, such as GSH (34). GSH promotes T-cell expansion by driving glycolysis and glutaminolysis, and supporting mTORC1 and c-Myc signaling in inflammation (35). Due to chronic stimulation by alloantigens, nucleotide biosynthesis is sustained to support anabolic growth of T cells during allogeneic responses; leading to a deficit in purine and pyrimidine catabolism (2) and exhaustion of GS and GSH (9).

Glutamine Metabolism

Glutamine uptake and metabolism are crucial for normal T-cell function (36). Donor T cells require the rapid synthesis of macromolecules for their growth, proliferation, and for energy after allo-HCT (11). Glutamine converted to glutamate can support the progression of the TCA cycle, ultimately leading to production of α-KG, a citrate precursor. To generate new lipids, citrate is secreted into the cytosol and metabolized to form acetyl-CoA, the backbone for lipid synthesis (34). In addition to the PPP, glutaminolysis can provide NADPH to support lipid and nucleotide biosynthesis as well as maintenance of GSH (37). In vitro-activated T cells utilize the transcription factor Myc to incorporate glutamine into metabolic pathways (17). Allogeneic T cells increase glutamine uptake by upregulating glutamine transport channels, such as glutamine-fructose-6-phosphate transaminase, phosphoribosyl pyrophosphate amidotransferase, and glutaminase 2 post allo-HCT (2). While the level of glutamine was increased in allogeneic T cells, the level of glutamate was lower. Moreover, the levels of aspartate and ornithine, products of glutamate conversion to α-KG by ornithine aminotransferase and glutamate oxaloacetate transaminase, respectively, were increased in allogenic T cells after allo-HCT (2, 31). These data suggest that alloantigen-activated T cells further increase glutaminolysis to replenish intermediate metabolites of the TCA cycle that are depleted in proliferating T cells after allo-HCT. Studies using radioactive tracers indicate that alloreactive CD4+ and CD8+ T cells preferentially use glutamine to provide substrates for ribose synthesis (31).

Fatty Acid Metabolism

Alloantigen-activated T cells accumulate various types of FAs and lysophospholipids after allo-HCT (2). In addition to glucose and glutamine, lipids are an effective energy source as well as biosynthetic intermediates (38). FAs can be generated through three different pathways: environmental uptake, synthesis, or hydrolysis of membrane or lipid droplets (39). FAs are classified according to (a) to their backbone lengths (short-, medium-, long-, and very long-chain), (b) saturation, i.e., the number of double bonds (unsaturated, mono-, poly-unsaturated), and (c) position of the double bonds (37). During activation, in vitro activated T cells augment fatty acid synthase (FAS) while decreasing FAO, thus enhancing the accumulation of FA metabolites needed for the membrane (17). The effect of lipids on T-cell function seems to be mediated by a complex network dependent on the type of lipids (40).

Fatty Acid Synthesis

FAs have an important role in Teff function and differentiation. Acetyl-CoA carboxylases 1 (ACC1), ACC2, and FAS are recognized as key rate-limiting enzymes in this process (41). Inhibition of FAS limits development of Th1, Th2, and Th17 subsets (42, 43). Blockade of the enzyme ACC1 enhances the formation of Tregs during Th17 differentiation (43). In vitro, induction of FAS after TCR stimulation is regulated via the mTORC1–SREBP pathway (14, 44). Moreover, Myc is essential for activation of glucose-metabolizing genes and also for FA synthesis, linking glycolysis to de novo FAS (45). Recent studies showed that FAS is required for maintaining glycolytic activity in allogeneic T cells (46). Disruption of FAS at ACC1 effectively ameliorates GVHD development (46, 47). This study emphasizes the relationship between glycolysis and FAS in allogeneic T cells.

Fatty Acid Oxidation

Fatty acid oxidation is a multistep energetic process by which FAs are broken down in the mitochondria via sequential removal of 2-carbon units at the β-carbon position of a fatty acyl-CoA molecule (39, 48). A given long-chain acyl-CoA that enters the FAO yields one molecule of acetyl-CoA from each cycle of FAO. This acetyl-CoA can be directly shuttled into TCA cycle. The NADH and FADH2 produced during FAO and the TCA cycle are then available to be used. While saturated short long-chain FA (SCFAs) and medium chain FA are almost exclusively oxidized in the mitochondria, long-chain FA and very long-chain fatty acids (>14 carbons) can also be oxidized in peroxisomes (49). Previous studies have indicated that alloreactive T cells increase FAO, and that targeting FAO could arrest GVHD in haploidentical allo-HCT (8, 9). Although they reported substantial increases in FA transport and intracellular acylcarnitines, suggesting changes in FA metabolism, it was not determined if FAO was directly responsible for the increase in OXPHOS (31, 34). Also, no improvement in survival of recipients treated with FAO inhibitors was shown. By contrast, our recent study showed intracellular carnitine-derived metabolites were diminished in alloantigen-activated T cells after MHC-mismatched or haploidentical allo-HCT (2). Allogeneic T cells dramatically decreased mitochondrial-dependent FAO and pyruvate oxidation through the TCA cycle. Therefore, it is possible that FAO is downregulated in allogeneic T cells after allo-HCT. These inconsistent observations likely result from the different controls used in these two studies. While studies from Ferrara’s group compared bioenergetic parameters of allogeneic T cells to naïve/resting T cells (9), we used those isolated from syngeneic recipients as controls (2); intended to account for homeostatic proliferation of T cells under an inflammatory environment (29). In addition, we observed both Glut1 and Glut3 expression could serve as indicators of glycolytic activity (9), as alloreactive T cells increase Glut3 to an even larger extent than Glut1 in allogeneic recipients (2). Taken together, with study from by Rathmell’s group (24), we speculate that FAO might not be the major material resource fueling the TCA cycle and OXPHOS in alloreactive T cells.

Sphingolipids (SLs) in Allogeneic T-Cell Metabolism

Sphingolipids represent a major class of lipids important for cell membrane formation (50). S1P is emerging as a key regulator of proliferation, inflammation, vasculogenesis, and resistance to apoptotic cell death (51). Recently, a report demonstrated that S1P1 regulates T cell metabolism through activation of mTOR-Akt, which suppressed Treg function (52). Blockade of the S-1P receptor effectively prevents GVHD by modulating the migration of allogeneic T cells. Ceramide plays a central role in the metabolism of SL (53, 54). Ceramide can be generated via de novo synthesis or by degradation of complex SLs, especially sphingomyelin (51). The key rate-limiting step in the biosynthesis of ceramide is the attachment of various acyl-CoA side chains to a sphingoid base by ceramide synthases (CerS) (55). The CerS show substrate preferences for specific chain lengths of fatty acyl CoAs. Briefly, CerS1 shows significant preference for C18-FA CoA, CerS4 for C18-/C20-FA CoA, CerS5 and CerS6 for C16- FA CoA, CerS2 for C22/C24- FA CoA, and CerS3 for ultra-long-chain FA CoA (51, 56). Recent work from our lab showed that CerS6 regulates SL metabolism in alloantigen-activated CD4+ and CD8+ T cells and required for alloreactive T cells to induce GVHD (57).

THE ROLE OF PD-1 AND CHECK POINT BLOCKADE ON ALLOGENEIC T CELL METABOLISM

The coinhibitory receptor programmed death 1 (PD-1; CD279) has key roles in modulating T-cell responses in both normal and antitumor immunity (58). PD-1 binds to PD-L1 (B7-H1; CD274), which is expressed by macrophages, DCs and non-hematopoietic cells, and PD-L2 (B7-DC; CD273), which is primarily expressed by monocytes and inflammatory macrophages in GVHD target organs (59, 60). Donor T cells significantly upregulate PD-1 expression, which can increase in response to FAO, superoxide, hyperpolarized mitochondrial membrane potential, and ROS formation which subsequently induces T-cell death following allo-HCT. In the absence of PD-1/PD-L1 ligation, donor T cells displayed higher glycolytic activity and OCR. Hence, PD-L1/PD-1 ligation, versus that of PD-L2/PD-1, plays a predominant role in downregulating GVHD (59).

MICROBIOTA REGULATES T CELL METABOLISM

The composition, or diversity, of intestinal microbiota shapes the innate and adaptive immune responses (61). The onset of GVHD is associated with a progressive reduction in microbiota diversity, with an increase in Lactobacillales and Blautia and a decrease in Clostridiales species (62–64). The microbiota metabolome, which consists of products generated by host metabolism, microbial metabolism, and mammalian–microbial co-metabolism in the intestines, influences the development of GVHD (65, 66). SCFA-bacterial metabolites, derived from carbohydrate fermentation and include acetate, propionate, isobutyrate, and butyrate, increase histone H3 acetylation in the locus of Foxp3; thereby increasing the numbers of Tregs directly, yet also indirectly through increasing the production of TGFβ in the intestinal epithelium (67). The effect of SCFAs on T cells is also related to mTOR activation (68). SCFAs induce the expression of receptor GPR15, which is responsible for the recruitment of Tregs to the large intestine (69–71). Restoration of butyrate, which is diminished in intestinal epithelial cells (IECs) after allo-HCT, improved IEC junctional integrity, decreased apoptosis, and mitigated GVHD (66). Aryl hydrocarbon receptor (AhR) is a cellular metabolic sensor (72). AhR ligands are derived from intestinal microbiota metabolism. AhR ligand, indole-3-aldehyde, produced by Lactobacilli through tryptophan breakdown (73), modulates the development of GVHD through inducing Tregs and Tr1 cells (74).

TARGETING T-CELL METABOLISM TO SEPARATE GVHD AND THE GRAFT-VERSUS-TUMOR EFFECT

Given that tumors and alloreactive T cells share a glycolytic phenotype, pharmacological glycolysis inhibition could prevent both GVHD and tumor relapse, a primary complication after allo-HCT. Inhibition of glucose-metabolizing enzymes could reduce allogeneic T activation and function (2, 17) and, further, lower levels of glycolysis would support the generation of long-lived CD8 Tm (3) which are required for maintaining the graft-versus-tumor (GVT) effect. Moreover, in vivo activated CD4+T cells are more dependent on glycolysis than CD8+T cells (75), which are critically important for maintaining GVT activity in allo-HCT. Increasing evidence indicates that CD8+ T cells with lower rates of glycolytic activity have better antitumor efficacy in eradicating established tumor in adoptive T cell transfer (ACT) models (76). Blocking glucose metabolism at HK2 by 2-deoxyglucose improves antitumor efficacy of ACT therapy (40). The aforementioned evidence suggests a valid possibility of targeting glycolysis to treat GVHD while preserving the GVT effect after allo-HCT.

IMPACT OF CURRENT IMMUNOSUPPRESSIVE DRUGS ON T-CELL METABOLISM IN ALLO-HCT

Corticosteroids inhibit glycolysis and endogenous respiration in donor lymphocytes and impair GVL activity (77). Inhibiting mTOR with rapamycin decreases glycolysis and enhances FAO in donor T cells; this is expected to reduce alloreactive T cells and enhance Treg function (27). However, attempts to conceptually translate this into patients have proven difficult. This challenge may be because rapamycin can promote CD8 memory T-cell responses by enhancing FAO and hence be detrimental in establishing tolerance (78). Alternatively, inhibition of calcineurin with cyclosporine diminishes glycolytic activity of donor T cells by decreasing glycolytic enzymes and the expression of glut1/3 (79); which support Treg expansion and GVHD attenuation (80).

CONCLUDING REMARKS

Current immunosuppressive regimens, including steroids and calcineurin inhibitors, help to prevent allograft rejection and GVHD. Consequently, patients are vulnerable to complications, such as opportunistic infections and tumor relapse. Therefore, bioenergetic signatures of immune cells at different stages of tolerance induction after transplant could serve as a promising clinical therapeutic strategy. Metabolism inhibitors, in concert with cancer immunotherapies, highlight an avenue by which to achieve better antitumor efficacy and functional tolerance to allografts. Hence, distinguishing metabolic signatures between allogeneic T cells and tumor cells is critical to truly fulfilling this goal.
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Thymic-derived naturally occurring regulatory T cells (tTreg) are crucial for maintaining peripheral immune homeostasis. They play a crucial role in preventing autoimmunity and maintaining organ transplant without requiring immunosuppression. Cellular metabolism has recently emerged as an important regulator of adaptive immune cell balance between Treg and effector T cells. While the metabolic requirements of conventional T cells are increasingly understood, the role of Treg cellular metabolism is less clear. The continuous exposure of metabolites and nutrients to the human liver via the portal blood flow influences the lineage fitness, function, proliferation, migration, and survival of Treg cells. As cellular metabolism has an impact on its function, it is crucial to understand the metabolic pathways wiring in regulatory T cells. Currently, there are ongoing early phase clinical trials with polyclonal and antigen-specific good manufacturing practice (GMP) Treg therapy to treat autoimmune diseases and organ transplantation. Thus, enhancing immunometabolic pathways of Treg by translational approach with existing or new drugs would utilize Treg cells to their full potential for effective cellular therapy.
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REGULATORY T CELLS AND PERIPHERAL SELF-TOLERANCE

Regulatory T (Treg) cells are a subset of CD4+ T cells that maintain peripheral immune homeostasis by suppressing a range of untoward immune responses thus maintaining the balance between immune activation and tolerance (1). Sakaguchi and colleagues first reported Treg cells in 1995 via adoptive transfer studies, which demonstrated the subset of CD4+ T cells expressing the interleukin-2 (IL-2) receptor alpha chain, CD25, preventing autoimmune diseases (2) (Figure 1). Around 5–10% of CD4+ T cells are CD25+, they are able to maintain peripheral immunologic self-tolerance by suppressing self-reactive lymphocytes (1, 2). Subsequently, Seddiki (3) and Liu (4) reported that low level expression of the IL-7 receptor, CD127, inversely correlated with FoxP3 expression and Treg cell’s suppressive function due to the repressor function of FoxP3. FoxP3 is a master transcription factor and regulator of Treg phenotype and function (5). Mutations in the FoxP3 gene cause defective development of CD4+CD25+ Treg cells, leading to IPEX syndrome (immunodysregulation, polyendocrinopathy, enteropathy, X-linked genetic trait) (6). Lymphoproliferation and multiorgan autoimmunity in scurfy mutant mice is caused by the absence of FoxP3 (7). FoxP3 is regulated by conserved non-coding DNA sequences (CNS) 1–3. CNS2 is required for FoxP3 expression in the dividing Treg cell and CNS3 controls de novo Foxp3 expression and thymic Treg-cell differentiation (8). Therefore, Treg cells are currently defined as CD4+CD25highCD127low/−FoxP3+ cells.
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FIGURE 1 | Regulatory T cells in tissue and blood compartments. The human liver is a hypoxic environment as the majority of blood flow is from the portal venous system. This leads to hypoxic induced factor 1-α (HIF-1α) activation, which subsequently enhances FoxP3 expression along with Th17 differentiation. Hypoxia leads to anaerobic glycolysis and extracellular lactic acid accumulation. Short-chain fatty acids (SCFAs) bind to the receptor GPCR43; long-chain fatty acids (LCFAs) bind to CD36, glutamine binds to ASCT2, and arginine binds to CAT2. Glucose transporter-1 (Glut-1) is poorly expressed on Treg cells compared with effector T cells. Liver Treg cells are mainly of an effector memory phenotype (RA−CCR7−). There is only minimal level of IL-2 present in the human liver compared with the blood, which restrict hepatic Treg function. Blood Treg-cell subsets are composed of effector memory (RA−CCR7−), central memory (RA−CCR7+), and naive (RA+CCR7+) phenotype. HIF-1α, Hypoxia-inducible factor 1α; HIF-1β, Hypoxia-inducible factor-1β; AhR, aryl hydrocarbon receptor; FA, Fatty acids; ARNT, Aryl Hydrocarbon Receptor Nuclear Translocator; mTOR, mammalian target of rapamycin; SCFA, short chain fatty acid; LCFA, long chain fatty acid; ASCT2, Alanine, serine, cysteine-preferring transporter 2; CAT, Cationic amino acid transporter; GPCR, G protein–coupled receptor.



Treg cells are essential for maintaining peripheral tolerance by controlling autoreactive T cells, which escape negative selection in the thymus (9). They can be broadly divided into two types; thymic-derived Treg (tTreg) cells and peripheral Treg (pTreg) cells (10). Strong T cell receptor (TCR) signaling with CD28 co-stimulation, just below the threshold for negative selection, promotes tTreg lineage commitment in the thymus (11). pTreg cells are generated in the periphery from populations of mature T cells under certain antigenic stimulating conditions; persistent weak TCR stimulation along with IL-2, transforming growth factor-β (TGF-β) or retinoic acid (RA) (12, 13). The DNA in tTregs is demethylated in the Treg-specific demethylated region (TSDR) in the FoxP3 enhancer, whereas the TSDR of pTregs is only partially demethylated (14). Although both tTreg and pTreg are difficult to distinguish phenotypically, both are thought to play an essential role in immune regulation (15), with tTreg cells controlling reactivity toward self-antigens and pTreg cells controlling responses to antigen exposure in the periphery. Treg cells require IL-2 to maintain their function and survival. Because Treg cells do not make IL-2, they are dependent on IL-2 derived from other T cells (16). Treg cells are highly sensitive to IL-2, due to their constitutively high expression of CD25 and amplified intracellular signal transduction downstream of the IL-2 receptor, phosphorylation of STAT5 to upregualte essential Treg functional gene such as CD25, FoxP3, and cytotoxic T lymphocyte-associated antigen 4 (CTLA-4) (17). Treg cells can therefore compete with conventional T cells for IL-2 as a mechanism to prevent unwanted immune responses (17).

Treg conduct their suppressive function via multiple mechanisms throughout different compartments of the body. Treg are therefore also equipped with various functional markers. In the context of liver disease, they constitutively express CTLA-4 (16, 18, 19), ectonucleoside triphosphate diphosphohydrolase 1, CD39 (16, 20), and the intracellular immunosuppressive cytokine, IL-10 (16, 21).

Cytotoxic T lymphocyte-associated antigen 4 is a target gene of FoxP3 (22), and activation of Treg results in upregulation of CTLA-4; its deficiency in mice leads to fatal lymphoproliferation and multiorgan lymphocyte infiltration (23, 24). CTLA-4 binds the ligands CD80 and CD86 on antigen-presenting cells (APCs) such as dendritic cells (DCs). Its mechanism has been reported as removal of these ligands from APC cell surface by trans-endocytosis, which subsequently prevents the effective activation of naïve CD4+ T cells by APCs (25). CTLA-4-CD80/CD86 binding leads to upregulation of indoleamine 2,3-dioxygenase (IDO), which catabolizes tryptophan (Trp) into immunosuppressive kynurenines (26). CD39 on both human and murine Treg exert their function via generation of adenosine by the breakdown of adenosine triphosphate (ATP) and other extracellular nucleotides, which then bind to adenosine 2A receptors expressed on effector T cells causing a rise in intracellular cyclic adenosine monophosphate, thus inhibiting proliferation of effector T cells (27).

INTRAHEPATIC MICROENVIRONMENT

The phenotype and function of Treg cells in circulatory and intrahepatic compartments is different as the intrahepatic microenvironment is hypoxic and enriched with cytokines and metabolic products (1) (Figure 1). Intrahepatic Treg cells respond to (i) engagement of the TCR with MHC Class II on APCs, (ii) the binding of CD28/CTLA-4 on cells with CD80/86 on APCs, and (iii) the influence of cytokines from APC for their activation, survival, and differentiation (28, 29). We reported that the intrahepatic microenvironment is highly enriched with the pro-inflammatory cytokines IL-1β, IL-6, and IL-12 (16) from hepatic DCs but lacks the crucial Treg cell survival cytokine; IL-2 (19). With the recent advances in research into the metabolism of individual immune cell including T cells, it is now realized that differentiation, survival, and function of Treg cells depends not only on TCR, co-stimulatory and cytokine signals but also on other signals in the environment, specifically the local milieu of oxygen, metabolites, and catabolites (30).

METABOLIC INFLUENCE ON PLASTICITY, FUNCTION, SURVIVAL, AND MIGRATION OF Treg CELLS

The human liver is uniquely situated to receive a blood supply from the portal venous system, which is enriched with metabolites and nutrients. Human liver has a dual blood supply, deriving 70–80% of its blood, rich in nutrients, from the portal vein and the other 20–30%, rich in oxygen, from the hepatic artery (31). Thus, Treg and T effector cells reside in the hepatic microenvironment with continuous exposure to metabolic signals (Figure 2). Resting T cells require little energy generation or expenditure; however, upon activation, their energy needs increase substantially, and they utilize glucose, amino acids, and fatty acids (FAs) to meet this demand. Metabolic effects on Treg cells could either be via direct binding of metabolites to Treg or via changes in cytokines profiles in DCs, which take up and process these metabolites.
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FIGURE 2 | Gut–liver axis and metabolites flux toward the liver. Intrahepatic T cell (including Treg cells) lineage fitness, function, survival, and proliferation are influenced by signals from the antigen presenting dendritic cells (DCs) and cytokines. The T cell receptor (TCR) binding to the foreign antigen–MHC II complex and co-stimulation provided by CD80 and CD86 binding to the T cells CD28/CTLA-4 induces T cell activation or inhibition of its function. Cytokines secreted by the DCs determine the differentiation pathway of the activated CD4 T cell to different Th1/Th2/Th17 lineages or Treg-cell survival with contact-dependent mechanism with DCs CD80/86. IL-2 is secreted in the liver by activated T effector cells, and this is required for Treg-cell survival and suppressive function. Dietary SCFAs (acetate, propionic acid, and butyrate) and MCFAs arrive to the liver via the portal vein, but LCFAs are absorbed via intestinal lymphatics and drain back into the systemic circulation via the thoracic duct. The amino acids, Glu and Arg, and glucose are also absorbed via the portal venous system towards the liver. There is always a certain degree of gut leakiness and bacterial product such as lipopolysaccharide reaches to the liver, and they rapidly undergo phagocytosis by hepatic sinusoidal Kupffer cells, which function as a sinusoidal firewall of the liver (32). The liver is enriched with fat-soluble vitamins such as vitamins A and D. DCs express immunosuppressive enzyme indoleamine 2,3-dioxygenase (IDO), which transform Trp into kynurenine, which is then metabolized into other catabolites through the action of enzymes within the kynurenine pathway (26, 33, 34). Trp-derived catabolites can mediate the tolerogenic effects of IDO by inducing apoptosis of activated but not resting T cells (35). Folic acid binds to folic acid receptor (FR4) on the Treg cell and Niacin (vitamin B3) interacts with GPCR109 on DCs. Glu, glutamine; Trp, tryptophan; Arg, arginine; SCFA, short-chain fatty acid; MCFA, median chain fatty acid; LCFA, long-chain fatty acid.



Glucose

Glucose is a critical fuel for Treg cell ATP generation, cell activation, and function. Glucose transporter-1 (Glut-1) levels are low in Treg cells compared with effector cells because FoxP3 limits Glut-1 expression through inhibition of Akt (36). Treg cells exhibit low to modest glycolysis compared with effector T cells along with elevated mTOR activity (37–39). Kishore and colleagues recently demonstrated that enzyme glucokinase (GCK)-dependent glycolysis regulates Treg-cell migration as GCK promotes cytoskeletal rearrangements by associating with actin. Treg cells lacking this pathway were functionally suppressive but failed to migrate to skin allografts and inhibit rejection (40).

Fatty Acids

The colonic microbiota metabolizes complex carbohydrates and undigested dietary fibers to oligosaccharides and monosaccharaides, which are then fermented to short-chain fatty acids (SCFAs); acetate, propionate, and butyrate (41). Free FAs can diffuse across the plasma membrane into the cytosol. FAs are categorized into groups based on the length of their aliphatic chain. SCFAs have 2–6 carbons; medium chain fatty acids (MCFAs) have 7–12 carbons; and long-chain fatty acids (LCFAs) have more than 12 carbons. SCFAs and MCFAs are absorbed directly into the blood via intestinal capillaries and travel through the portal vein. However, LCFAs are absorbed into the intestinal villi and reassembled again into triglycerides. The triglycerides are coated with cholesterol and protein (protein coat), forming chylomicron, which is carried via the lymphatics to drain into the systemic circulation (Figure 2). MCFAs and LCFAs are considered one of the most abundant components of the “Western diet” (42). The concentration of SCFAs is highest in the proximal colon where fermentation mostly occurs.

Short-Chain Fatty Acids

Short-chain fatty acids exert metabolic regulation by signaling through metabolite- sensing G-protein-coupled receptors (GPCRs). GPCR43, or free fatty acid receptor 2, binds to SFCAs (43) (Figure 1). Immune cells such as Treg cells and DCs express GPR43, which bind SCFAs and promote their differentiation and function to maintain intestinal homeostasis (43). Regulation of colonic and pTreg-cell numbers also relies upon the expression of GPR103, a receptor for Niacin (vitamin B3), which is expressed on DCs, which promote Treg-cell differentiation (44, 45) (Figure 2). The SCFA, butyrate has been shown to inhibit histone deacetylase (HDAC) thereby enhancing histone acetylation in the FoxP3 promoter region to promote stable FoxP3 expression (45). Butyrate also promotes the extra-thymic induction of Treg cells via the intronic enhancer conserved non-coding sequence 1 (46).

GPCR84 recognizes MCFAs. LCFAs are transported across the membrane by fatty acid translocase (or CD36) (47) or GPCR40 (free FA receptor-1) (48) (Figure 1). The effect of LCFAs was studied recently by Haghikia and colleagues in EAE reporting that the addition of lauric acid (C12), to a culture of CD4+ T cells, not only increases the differentiation of Th1 and Th17 cells but also leads to a reduction in Treg cells (49).

Data on immunometabolism on tissue resident T cells are limited. Recent data from Pan and colleagues described that mouse CD8 tissue resident memory cells generated by viral infection of the skin differentially express high levels of molecules that mediate lipid such as fatty acid-binding proteins 4 and 5. They then continued to link this finding with human psoriatic skin suggesting the important role of FAs and their oxidative metabolism for tissue resident cells to mediate protective immunity (50).

Investigating the role of SCFAs on human T cells is in its early stage. Peripheral blood mononuclear cells of healthy donors exposed to SCFAs, especially butyrate, reduced IL-6 levels and hence increased the differentiation of Treg cells over Th17 cells (51). Indeed, this is supported by the recent data from Schmidt et al. suggesting that exposure to butyrate along with TGF-β1 enhanced Foxp3 induction in human T cells to a greater extent than TGF-β1 alone (52).

Amino Acids

Amino acids and peptides are generated in the gut via the hydrolysis of endogenous and alimentary proteins by extracellular proteases and peptidases derived from the pancreatic and other digestive enzymes and commensal bacteria residing in the gut. Amino acids can serve as sources for metabolites that enter into the metabolic tricarboxylic acid (TCA) cycle. In the context of T cell biology, arginine (Arg), glutamine (Glu), and Trp are critical for efficient T cell function and proliferative responses.

Arg and Treg-Cell Proliferation

Metabolic activity is intimately linked to T cell function. Arg is transported to the cells by cationic transporters CAT1–4 (53) (Figure 1). BAZ1B, PSIP1, and Translin are also potential Arg sensors that promote T cell survival (54). Intracellular Arg is metabolized by arginase 1 and nitric-oxide synthase 2. The human liver contains myeloid-derived suppressor cells, which consume and deplete extracellular Arg (55). Arg-depleted environments impair T cell proliferation.

Glu and Treg Survival, Proliferation

The amino acids leucine and Glu enter into T cells via their transporter LAT1 (CD98 for leucine and ASCT2 for Glu) (Figure 1). Glu-deprived activated CD4 T cells differentiate into Treg cells rather than Th1 cells even in the presence of cytokines that would normally favor Th1 cell differentiation (56). Treg cells do not require LAT1 or ASCT2 for their differentiation in vitro (57). Treg-cell differentiation is favored during Glu deprivation (56) via mTOR signaling (58). Both leucine and Glu are positive regulators of CD4 T cell differentiation into Th1 and Th17 cells because absence of LAT1 expression impairs the differentiation of these lineages (59), and elevated Glu levels favor Th1 and Th17 cell differentiation (57). Glu-derived metabolite α-ketoglutarate promotes Th1 differentiation through enhancing mTORC1 signaling (56).

Trp and Treg-Cell Function

Dietary aryl hydrocarbon receptor (AhR) ligands absorbed via the gut have been shown to be involved in Th17 generation (60, 61). Trp, an essential amino acid derived from ingested proteins, is one of the AhR ligands. On the other hand, IDO in DCs catabolizes Trp, resulting in localized Trp depletion. Trp-derived kyurenins are a crucial mechanism of Treg-cell suppression (62) (Figure 2). Thus, different metabolites at different stages have their own roles in T cell lineage differentiation.

Vitamins and Treg Function

Treg-cell biology depends on vitamins A, D, B3 (Niacin), and B9. Fat-soluble vitamins, vitamin A, D, E, and K, are enriched in the human liver (Figure 2). Vitamin A, RA, has an important role in Treg-cell development and function in the gut via CD103 DCs in the mesenteric lymph nodes (63). RA can also generate gut homing Treg cells (64). Vitamin B3, nicotinic acid, signals through GPCR109a and leads to expression of retinal dehydrogenases in colonic DCs, which in turn induces Treg-cell differentiation thus vitamin B3 promotes colonic Treg-cell generation (65). It is likely that these DC subsets may be present in the inflamed human liver via the portal vein (Figure 2). 1,25(OH)2 vitamin D3 inhibits T effector cell proliferation, induces Foxp3 expression, and enhances the suppressive activity of Treg cells (66). Folic acid, derived from vitamin B9, is required for DNA synthesis and repair. Human Treg cells express high level of folate receptor-4 (FR4) (67) and inhibit Treg-cell apoptosis (68) (Figure 2).

T Cell Migration and Metabolism

The majority of liver resident immune cells, including Treg cells, are normally observed within the hepatic portal tract and septum (interface hepatitis) and parenchyma (lobular hepatitis) depending on the local area of inflammatory response (69). We reported previously that the CXCR3–CXCL10 pathway is crucial for recruitment of blood Treg cells to the inflamed liver via the hepatic sinusoids (70) and the CCR6–CCL20 axis plays an essential role in the positioning of lymphocytes around the bile ducts (71). We have also shown that the survival of intrahepatic lymphocytes depends on VCAM1 expression on the bile ducts and VLA-4 expression on the lymphocytes (72). Once circulatory Treg cells are recruited via the sinusoids, their post-endothelial migration and positioning are influenced by integrin expression on the fibrous stromal framework in the liver and also the chemokines gradient (73). Some intrahepatic Treg cells may drain back to local draining portal lymph nodes, which drain the liver. In addition, the hepatic microenvironment is hypoxic, especially around the central vein region and there is a high level of lactate in the inflamed human liver. T effector cell migration is known to be highly dependent on aerobic glycolysis, and lactate seems to regulate their migration (74). Recent data suggested that glycolysis was instrumental for Treg migration and was initiated by pro-migratory stimuli via a PI3K–mTORC2-mediated pathway culminating in induction of the enzyme GCK. Subsequently, GCK promoted cytoskeletal rearrangements by associating with actin. Treg cells lacking this pathway were functionally suppressive but failed to migrate to skin allografts and inhibit rejection suggesting that GCK-dependent glycolysis regulates Treg-cell migration (40).

EPIGENETIC CONTROL OF T CELL METABOLISM

Epigenetic mechanisms, such as histone modification, DNA methylation of CpG residues, and nucleosome repositioning, alter the accessibility of transcription factors and RNA polymerase to regulatory regions of the genome are important regulators of the immune cells and their metabolism.

Methylation

The stable expression of Foxp3, which is important for Treg cell’s suppressive function, is maintained via the demethylation of the TSDR (75, 76). However, pTreg cells show a lack of Treg-specific DNA hypomethylation, which correlates with Treg cell’s genetic signature (75). Stable Foxp3 requires DNA hypomethylation at FOXP3 CNS2 (76, 77).

Acetylation, HDAC Inhibitor, and Metabolism

Epigenetic modifications influence the chromatin remodeling via acetylation; DNA methylation and histone modifications play a key role in the regulation of metabolic gene expression and cell differentiation, function, and recruitment. Histone acetylation by histone acetyl transferases allows gene expression and histone deacetylation by HDACs, which inhibits gene expression as well as regulating chromatin remodeling and functional transcription factors. Administration of an HDAC inhibitor (HDACi) in vivo increased Foxp3 gene expression, as well as the production and suppressive function of Treg cells. HDAC9 seems to be particularly important in regulating Foxp3-dependent suppression. HDACi therapy in vivo enhanced Treg cell-mediated suppression and decreased the degree of inflammatory bowel disease (78). Thus, pharmacological inhibitors of HDAC have potential therapeutic benefits in autoimmunity. Their action may also be mediated via immunometabolism; for example, HDAC inhibition leads to the induction Treg-cell generation by butyrate (78). HDACis, such as trichostatin A, SAHA, butyrate, and valproic acid, lead to immunomodulation by upregulating Treg-cell programming and suppressing Th1/Th17 programming (79) (Figure 3).
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FIGURE 3 | Regulatory T cells are controlled by epigenetic mechanisms and T cell receptor (TCR) and interleukin-2 (IL-2) pathway. Histone acetylation facilitates FoxP3 gene expression and deacetylation inhibits gene expression. HDACi, such as butyrate, can lead to upregulation of the Treg-cell master regulatory gene, FoxP3, and enhance its function. TCR and IL-2 combined stimulation leads to PI3 kinase activation and subsequent downstream activation of mTOR signaling via Akt. Treg cells require lipogenic metabolism via the mevalonate pathway, which subsequently leads to upregulation of Treg-cell suppressive molecules cytotoxic T lymphocyte-associated antigen 4 (CTLA-4) and ICOS in mTORC1-dependent manner. HDAC, Histone deacetylase inhibitor; PI3K, phosphatidylinositol 3-kinase; Akt, Protein Kinase B; mTOR, mammalian target of rapamycin; GPCR, G protein–coupled receptor.



TRANSLATIONAL IMMUNOMETABOLISM OF REGULATORY T CELLS

Manipulation of metabolism to enhance Treg-cell function in autoimmune diseases is an exciting therapeutic avenue. Dysregulated effector T cell responses and failure of T regulatory cell suppression of these effector cells is a typical feature of autoimmunity. Repurposing of current metabolic drugs and exploring new targets to change immune balance is currently an attractive translational option for clinicians and scientists who aim to apply cell metabolism for patient benefit.

Targeting Carbohydrate Metabolism

Although it is accepted that repression of Akt/mTOR, hypoxic induced factor 1-α (HIF-1α), and aerobic glycolysis is important for the efficient generation of blood Treg cells in vitro, clear evidence how these pathways impact on blood and tissue resident Treg-cell development in vivo is limited. Understanding these pathways, not only in the circulation but also at the tissue level is necessary to enhance Treg-cell metabolism and its subsequent function. Although Glut-1 expression is a critical factor in driving glycolysis in circulatory T effector cells, Treg cells’ function seems to be independently of Glut-1 (80).

HIF-1α Pathway

The hepatic environment in both inflammatory and autoimmune conditions is hypoxic as human liver receive only 25% of oxygen rich blood supply from hepatic artery, and the rest of the blood supply is from portal vein (1). Thus, targeting the transcription factor HIF-1α is a promising strategy as it exerts a crucial role in the balance between Th17 and Treg cells (81). HIF-1α predominantly affects effector T cell metabolism compared with Treg, thus there is a shift in immune cells balance under hypoxic conditions (82). HIF-1α and aryl hydrocarbon receptor (AhR) compete for limited amounts of aryl hydrocarbon receptor nuclear translocator (ARNT) also know as HIF-1β. This competition is the key to the mutual regulation of HIF-1α and AhR (83) (Figure 1). ARNT serves as a common binding partner for AhR as well as HIF-1α. HIF-1α proteins are regulated in an oxygen-dependent manner, whereas ARNT is constitutively expressed, as neither ARNT mRNA nor the protein level is influenced by hypoxia. In the context of transcription factor, HIF-1α induces FoxP3, which leads to Treg-cell abundance, and Treg-intrinsic HIF-1α is required for optimal Treg function (84). HIF-1α-deficient Treg cells fail to control T-cell-mediated colitis (84).

HIF-1α is selectively expressed in Th17 cells, and its induction requires signaling through mTOR, a central regulator of glycolytic metabolism. Therefore, blocking glycolysis inhibited Th17 cell development while it promotes Treg-cell generation (39). Lack of HIF-1α in vivo has been reported to diminish Th17 cell development but enhance Treg-cell differentiation and prevent autoimmune neuroinflammation (39).

Metformin and 2-Deoxy-D-Glucose (2DG)

We reported that human liver infiltrating Treg cells are of an effector memory phenotype (16). However, intrahepatic Treg metabolic phenotype is still unexplored. When resting naive T cells are activated, they differentiate toward an effector T cell lineage due to a shift in the catabolic state of metabolism, which is driven predominantly by the glycolytic–lipogenic pathway through the TCA cycle. This upregulation of aerobic glycolysis, “Warburg effect,” is a feature of activated immune cells including T cells and is dependent on an mTOR–nutrient-sensing pathway with signaling via phosphoinositide 3-kinase (PI3K) and protein kinase B (Akt) (85). In addition, CD4 T cell differentiation into the effector T cell lineage toward Th1 or Th17 cell phenotypes is dependent on glucose and Glu for anabolic metabolism. Recent study demonstrated that CD4 effector T cells from lupus-affected mice showed elevated glycolysis and mitochondrial oxidative metabolism and inhibition of these pathways with mitochondrial metabolism inhibitor metformin and the glucose metabolism inhibitor 2DG reduced IFNγ production (86). Furthermore, blocking glycolysis via 2DG can selectively impair effector T cells thereby by improving Treg-cell function in a mouse model of multiple sclerosis (87). Antidiabetic medication, Metformin not only reduce Th17 cell responses and attenuates disease severity in experimental autoimmune encephalomyelitis (88) but also increase numbers of Treg cells via suppressing the activation of mTOR and its downstream target, HIF-1α (89). Thus, priming the T cells with Metformin may be an attractive option to shift the immune cell balance to the regulatory arm.

Soraphen A

Th17 cells, but not Treg cells, depend on ACC1 (acetyl CoA carboxylase 1), a key enzyme that drives FA synthesis and the underlying glycolytic–lipogenic metabolic pathway for their development. Treatment with the ACC-specific inhibitor Soraphen A or T cell-specific deletion of ACC1 in mice attenuates Th17 cell-mediated autoimmune disease (90). Although Th17 cells use this pathway to produce phospholipids for cellular membranes, Treg cells readily take up exogenous FAs for this purpose. Pharmacologic inhibition or T cell-specific deletion of ACC1 not only blocks de novo FA synthesis but also interferes with the metabolic flux of glucose-derived carbon via glycolysis and the TCA cycle. Thus, the ACC1 pathway could be an attractive option to alter immune cell balance.

Phosphatase and Tensin Homolog (PTEN)

Phosphatase and tensin homolog lipid phosphatase is the main negative regulator of PI3K–Akt signaling and glycolysis in Treg cells. The activity of phosphoinositide-3-kinase (PI3K) is essential for Treg-cell lineage homeostasis and stability. Mechanistically, PTEN maintained Treg-cell stability and metabolic balance between glycolysis and mitochondrial fitness (91). Control of PI3K signaling by PTEN in Treg cells is critical for maintaining their homeostasis, function, and stability (92). PTEN deficiency upregulates activity of the metabolic checkpoint kinase complex mTORC2, and the serine–threonine kinase Akt, and loss of this activity restores functioning of PTEN-deficient Treg cells. Thus, PTEN–mTORC2 axis maintains Treg-cell stability and coordinates Treg cell-mediated control of effector responses (91), and PTEN inhibitor can lead to Treg destabilization (93).

Targeting Lipid Metabolism

Mevalonate and Statins

Cholesterol lowering medications, statins are inhibitors of the enzyme 3-hydroxy-3-methylglutaryl coenzyme A reductase, which catalyzes the formation of mevalonate, the rate-limiting step for cholesterol synthesis. As a result, statins are widely used for cardiovascular disease prevention. Statins can differentiate T cells toward Treg cells instead of Th17 cells via a mechanism dependent on protein granulation (94). In general, Treg cells require lipid and cholesterol metabolism. The mevalonate pathway is particularly important for coordinating Treg proliferation and for upregulating the suppressive molecules CTLA-4 and ICOS to establish functional competency of Treg. Mevalonate can reverse the effects of statins involved in maintaining Treg functional fitness in an mTORC1-dependent manner (37) (Figure 3). Thus, mevalonate pathway could be manipulated to enhance Treg function in autoimmunity.

However, recent work from Hu and colleagues seems to contradict this finding as they suggested that cholesterol biosynthesis and uptake programs are induced during Th17 differentiation, resulting in the accumulation of the cholesterol precursor, desmosterol, which functions as a potent endogenous RORγ agonist (95, 96). Thus, blocking cholesterol synthesis with chemical inhibitors at steps before the formation of active precursors would reduce differentiation to Th17. In addition, Simvastatin has also been shown to improve disease activity and the inflammation factor in patients with multiple sclerosis (97) and SLE (98). As there are conflicting data, more studies are required to dissect the mechanistic immunomodulatory effects of statins on Treg and Th17 cells.

Rapamycin and mTOR

The activation of mTOR, which is the catalytic subunit of the mTORC1 and mTORC2 complexes, delivers signals for the activation and differentiation of effector CD4 T cells, whereas Akt–mTOR axis is a crucial negative regulator of Treg de novo differentiation and expansion (Figure 3). mTORC1 signals through the TCR and the co-receptor CD28, and Treg cells have elevated steady-state mTORC1 activity compared with naive T cells. Signals through the TCR and IL-2 provide major inputs for mTORC1 activation, which in turn programs the suppressive function of Treg (Figure 3). Disruption of mTORC1 through Treg-specific deletion of the essential component raptor results in profound loss of Treg-cell suppressive activity and the development of a fatal early onset inflammatory disorder (37). In addition, Raptor–mTORC1 signaling in Treg cells promotes cholesterol and lipid metabolism, with the mevalonate pathway particularly important for coordinating Treg-cell proliferation and upregulation of the suppressive molecules CTLA-4 and ICOS to establish Treg functional competency (Figure 3). Thus, mTORC1 acts as a “rheostat” in Treg cells to link immunological signals from TCR and IL-2 to lipogenic pathways and functional fitness, and highlights a central role of metabolic programming of Treg suppressive activity in immune homeostasis and tolerance. All these data may lead investigators to reconsider and dissect the current use of rapamycin in good manufacturing practice (GMP) Treg-cell culture media (to prevent effector Th17 cells outgrowth) in Treg-cell therapy setting.

Peroxisome Proliferator-Activated Receptor (PPAR) Agonist—Pioglitazone

Peroxisome proliferator-activated receptors are nuclear receptors that regulate gene transcription. PPARα is highly expressed in liver and skeletal muscle and controls genes involved in fatty-acid oxidation (99). PPARγ is expressed in adipocytes, skeletal muscle, liver, and kidney and regulates expression of the genes that mediate metabolism (100). PPARγ agonists, thiazolidinedione drug pioglitazone, could potentially become an attractive drug candidate for anti-inflammatory therapies.

Targeting Protein Metabolism

Glu and α Ketoglutarate

Glutamine (Glu), a central anabolic nutrient in the TCA cycle, is critical for T cell survival, proliferation, and function. Glu is required for naive CD4 T cell differentiation toward Th1 and Th17 inflammatory T cells. In patients with multiple sclerosis, increased levels of both Glu and glutamate have been reported (101, 102). TCR engagement of naive CD4 T cells has been shown to trigger rapid uptake of Glu, via amino acid transporters. Glu deprivation has been shown to enhance the suppressive activity of Treg cells in an autoimmune colitis model (56). Thus, decline in Glu and α-ketoglutarate, Glu-derived TCA cycle metabolite could enhance Treg cells’ function.

BENEFITS AND SHORTCOMINGS OF CURRENT TECHNOLOGY

Both glycolysis and mitochondrial respiration can be studied using a Seahorse machine for immune cell subsets including peripheral blood CD4 and CD8 T cells. Extracellular acidification rate (ECAR), a measure of lactate production by glycolysis, and mitochondrial oxygen consumption rate of both blood and tissue resident cells are necessary to analyze the metabolism and function of these cells. However, Seahorse technology is still not possible to apply for small frequency cell subset, such as regulatory T cells, to perform ECAR and OCAR experiments without cell expansion. However, expansion of the Treg will change their metabolic phenotype. Similarly, metabolic tracing with fluorescence uptake of glucose, Glu, lactate, or palmitate of Treg requires a significant number of cells. Thus, current available methodology to study tissue derived Treg is limited to Mitotracker and TMRE assays along with electron microscopy. In addition, comparing the metabolic activity of glycolysis and mitochondrial respiration in central memory (CD45RA−CCR7+), naïve (CD45RA+CCR7+), tissue resident (CD45RA+CCR7−), and effector memory (CD45RA−CCR7−) subsets of intrahepatic Treg cells is crucial to understand the metabolism and functional potential of each subset. However, investigators are limited to perform these analyses not by Seahorse technology but only by Mitotracker and TMRE assays along with electron microscopy due to the current requirement of high cell numbers. In addition, studies to assess tissue resident cell metabolism under hypoxic conditions and their migration would require a modified combined technology of hypoxic chambers or migration chambers in combination with Seahorse equipment.

CONCLUSION

T cell metabolism and immunology have recently been merged to form immunometabolism. Intrahepatic Treg cells can control local hepatic immune homeostasis. There is enormous potential to utilize Treg to restore tolerance in the treatment of human autoimmune diseases including autoimmune liver diseases. Modulation of immunometabolism of Treg represents a new avenue to enhance Treg-cell function and maintain a stable lineage. Immunometabolic manipulation may also have an impact on Treg cytoskeletal rearrangement and post-endothelial migration, positioning around hepatocytes and bile ducts and retention as intrahepatic tissue resident Treg. However, to date, there are no data on human liver tissue resident Treg-cell metabolism. In the future, improvement of technology may allow us to study the metabolic profile and associated function Treg. Manipulating the cell culture media to enhance the metabolism of Treg during GMP isolation and expansion and modulating the tissue and circulatory compartments with immunometabolic drugs in autoimmune patients before Treg infusion would enhance the potential of effective and successful Treg-cell therapy.
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Metabolic adaptation to the changing nutrient levels in the cellular microenvironment plays a decisive role in the maintenance of homeostasis. Eukaryotic cells are equipped with nutrient sensors, which sense the fluctuating nutrients levels and accordingly program the cellular machinery to mount an appropriate response. Nutrients including amino acids play a vital role in maintaining cellular homeostasis. Therefore, over the evolution, different species have developed diverse mechanisms to detect amino acids abundance or scarcity. Immune responses have been known to be closely associated with the cellular metabolism especially amino acid sensing pathway, which influences innate as well as adaptive immune-effector functions. Thus, exploring the cross-talk between amino acid sensing mechanisms and immune responses in disease as well as in normal physiological conditions might open up avenues to explore how this association can be exploited to tailor immunological functions toward the design of better therapeutics for controlling metabolic diseases. In this review, we discuss the advances in the knowledge of various amino acid sensing pathways including general control nonderepressible-2 kinase in the control of inflammation and metabolic diseases.
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INTRODUCTION

The association between inflammation and metabolism has been known since 1930s when Kempner and Peschel published their work on the subject and used the term “immunometabolism” for the first time (1, 2). However, growing evidence suggests that the nutrient availability and cellular metabolism plays a central role in physiological processes including cell proliferation, differentiation, and cell death (3). Accordingly, all organisms have developed diverse sensing mechanisms to detect and respond to scarcity and abundance of different nutrients. Unlike unicellular organisms (which sense the availability of nutrients in the environment directly), multicellular organisms consist of various nutrient sensing mechanisms to sense and respond to both extracellular and intracellular nutrient fluctuations (4, 5). Eukaryotic cells detect changes in nutrients levels through sensors that could be a transporter, receptor, signaling proteins or an enzyme. This is also pertinent to the immune cells, as they highly rely on energy supplies for expansion, differentiation, and the synthesis of immune effector molecules required for clearance of the infected or altered cells (3). The close association of immune system with the metabolic pathways involved in the sensing, management of the metabolites plays a crucial role in the maintenance of immune homeostasis, and therefore, dysregulation in the functioning of these pathways results in chronic inflammatory conditions (3). Accumulating evidence suggests that caloric restriction (CR) without malnutrition increases lifespan and protects from age-associated inflammatory diseases, such as diabetes, cardiovascular diseases, cancer, and brain atrophy (6, 7). It has been postulated that regulatory genes, which are fundamental to energy metabolism play a vital role in CR-induced physiological benefits (8). Although CR-associated benefits have often been related to reduced energy intake, growing shreds of evidence implicate dietary amino acid limitations to CR benefits (9). Amino acids are the building blocks of proteins and the predominant macromolecules in the cell. Also, amino acids are vital nutrients for cellular homeostasis, not only as the energy source or constituents of proteins but also as the signaling modules, which is evident from the evolutionarily conserved pathways that play a fundamental role in amino acid sensing (10). Recent studies have unveiled that amino acid restriction alone enhances insulin sensitivity in mice (11). Also, it has been shown that administration of reduced amino acid diet protects mice from DSS induced intestinal inflammation by activating the cellular homeostatic process, such as autophagy (12). Therefore, understanding the mechanisms through which cells sense and mount an appropriate response to the bioavailability of amino acids has been an area of active research. It has been well established that amino acids presence or absence in mammals are sensed by predestined distinct signaling pathway involving mammalian target of rapamycin (mTOR) or general control nonderepressible-2 kinase (GCN2), respectively (13). mTOR acts as one of the primary metabolic switches, which integrate amino acid, growth factor, and energy availability to promote anabolic processes such as protein synthesis, while at the same time it inhibits catabolic functions such as autophagy (14). In contrary, depletion of even single amino is directly sensed by GCN2, which in turn program cellular machinery to promote catabolic processes such as autophagy. Recent studies implicate the centrality of GCN2 in the maintenance of immune homeostasis (15), and the dysfunction underlies several chronic metabolic diseases (12, 16). Here, we present a survey of the current research advances made toward understanding the link between GCN2-mediated amino acid sensing mechanisms and immunological regulation and further discuss the recent findings of their implications in the pathogenesis of acute or chronic inflammatory and metabolic diseases.

AMINO ACID SENSING MECHANISMS

Amino acids are the vital macronutrients that not only serve as the primary building blocks of proteins but also serve as an alternate energy source (17). The process of protein synthesis is one of the most energy-requiring processes in the cell, and therefore, mechanisms to efficiently sense the availability of amino acids and trigger appropriate responses become pertinent for the maintenance of cellular homeostasis (18). Across the species, various mechanisms have been evolved to detect the scarcity or abundance of different extracellular and intracellular amino acids in the microenvironment. Bacterial cells sense amino acid bioavailability through programming its transcriptional control, while eukaryotic cells sense footprints of amino acids scarcity by diverse mechanisms, including accumulated uncharged cognate tRNAs sensing (9). Eukaryotic cells are well equipped with sensors such as mTOR, which gets activated during the amino acid sufficiency and programs various anabolic processes required for the growth (19, 20). In contrast, intracellular depletion of even single essential amino acid (EAA) or non-essential amino acid is directly sensed by the GCN2 via binding of uncharged cognate tRNAs (21). GCN2 and mTOR pathways have evolved together in eukaryotes to serve as a major regulatory switch dictating protein synthesis in response to the fluctuating levels of amino acids (22). mTOR, an evolutionarily conserved serine/threonine kinase initially identified in yeast as TOR (23), is activated in the presence of specific amino acids especially leucine, arginine, and methionine (19, 20) and links amino acids availability with the cell growth, proliferation, and differentiation (24–26). Accumulating evidence suggests that mTOR localizes to lysosomes as a function of amino acids (27). During amino acid sufficiency, vacular H+ATPase (v-ATPase, the first downstream target known so far) triggers the guanine exchange factor activity of Ragulator complex, which results in the nucleotide exchange and activation of RAG GTPase (28). Further, activated RAG GTPase binds and recruits mTORC1 to the lysosomal membrane in close proximity to mTORC1 activator RHEB (27, 29). Together, these stimuli lead to the mTORC1 activation. Activated mTORC1 translocates to the lysosome and phosphorylates 4EBP1, to release the translation initiation factor, eIF4E, which recruits mRNA to the ribosomes to initiate protein synthesis (24, 30) (Figure 1). Also, mTOR has central control over various transcription factors, like NF-κB, STAT3, and HIF1α (31). Conversely, in the absence of amino acids, mTOR is inactivated and diffused in the cytosol (32), which increases the 4EBP1 de-phosphorylation and halts protein translation (20). Albeit the precise amino acid sensor in the cytosol or at the lysosome is unknown, recent cell-based biochemical studies have shown the proteins responsible for Rag GTPases tethering to the lysosomal surfaces (27), and other regulatory proteins functioning upstream of Rag GTPases (28, 33, 34).
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FIGURE 1 | Amino acid sensing and integration of downstream pathways. Schematic representation of the cellular events during amino acid-deficient and amino acid sufficient conditions. General control nonderepressible-2 kinase senses amino acid insufficiency and orchestrate various homeostatic processes via eIF2 phosphorylation followed by downregulation of global protein synthesis and simultaneously also inhibits mammalian target of rapamycin (mTOR) activation. On the other hand, under the condition of amino acid sufficiency, mTORC1 complex translocates to lysosomal surfaces by virtue of Rag GTPase activation and further initiates protein translation by the release of translation initiation factor eIF4E.



Mammalian target of rapamycin integrates various cellular functions including protein synthesis, cell proliferation, autophagy, and metabolism. It gets activated by virtue of signaling events initiated by receptors for particular antigens, cytokines, and growth factors (35). Several studies report that antigen engagement of T-cell receptor (TCR) and CD28 (costimulatory receptor) leads to the activation of phosphatidyl inositol 3 kinase (PI3K) and Akt, which eventually leads to mTOR activation (36, 37). Albeit Akt plays a central regulatory role in signaling pathways implicated in T cell proliferation, metabolism, migration, and activation (38, 39), a study has demonstrated that phosphorylation of S6 downstream of the TCR and CD28 stimulation is not majorly dependent on Akt (40). Furthermore, a recent study by Hamilton et al., established that adaptor protein Carma1 and one of its associated proteins, MALT1 are essential for optimal activation of mTOR in T cells (41). Also, Akt and mTOR pathways play a key role B cell proliferation and differentiation (42).

Recent studies suggest that mTOR gets activated in immune cells through numerous factors including growth factors, cytokines, and TLR ligands association with its cognate receptor. Activation of the receptor leads to the recruitment of PI3k to the receptor complex via various adaptor molecules including the GTPase RAB8A. Further PI3K induced secondary messenger phosphatidylinositol-3,4,5-trisphosphate recruits and activates Akt, which consists of two key effectors such as FOXO1 and TSC2. In unstimulated cells, TSC2 heterodimerizes with TS1 and causes mTOR inactivation. Conversely, stimulation of cells results in TSC2 phosphorylation at threonine 1462 by Akt, which further leads to mTOR activation eventually (43).

On the other hand, general control nonderepressible 2 kinase (GCN2), a serine/threonine kinase, which detects the scarcity of any amino acids and constitutes the evolutionarily conserved amino acid starvation response (AAR) pathway. Under normal physiology, during protein translation, amino acid-loaded tRNAs assemble at ribosome and provide amino acids for the elongation of nascent peptide. During amino acid deficiency, uncharged or unloaded tRNAs accumulate in the cell and initiate signaling pathways to reserve cellular energy and resources by repressing global protein translation, at the same time derepressing the translation of particular mRNAs required for the restoration of cell homeostasis (44). During amino acid deficiency, accumulated tRNAs bind to the GCN2 kinase, which undergoes a conformational change to initiate a downstream pathway. Basically, binding of GCN2 kinase with uncharged tRNAs initiates autophosphorylation (due to the conformational change) and simultaneous phosphorylation of translation initiation factor, eIF2α at serine 51, which results in the attenuation of general protein translation initiation due to decrease in eIF2/tRNAiMet/GTP ternary complex, required for polysome formation and translation (45) (Figure 1). Thus, translationally stalled mRNAs along with initiation factors assemble into stress granules (SGs) through the recruitment of RNA-binding proteins (RBPs), such as TIA-1/TIAR, which in turn determines the fate of mRNAs translatability or decay (46). Simultaneously, translation of specific stress-responsive mRNAs, such as the transcription factors ATF4 and CHOP that influence the genes involved in the amino acid synthesis, homeostasis, and cell survival are upregulated (47).

General control nonderepressible-2 kinase is among the four vital kinases along with PKR, PERK, HRI which form the core of integrated stress response (ISR) pathway (46). While GCN2 is a metabolic sensor, HRI senses heme deprivation within the cell, PERK senses ER stress, and PKR gets activated as a part of the antiviral response of mammalian cell by detecting viral dsRNA, interferons (IFNs), and growth factors (26). All these four kinases upon activation phosphorylate eIF2α, which in turn decreases the global proteome of the cell as an artistry to economize the energy of the cell for the maintenance of cellular homeostasis (48, 49). Earlier studies report a cross-talk between the GCN2 and mTOR signaling pathways in both yeast and mammals (50, 51). Further, through mixed lymphocyte reaction in human CD4+ T cells, Eleftheriadis et al., demonstrated that both these pathways elicit immunosuppression, influence cell proliferation, and differentiation, but through different mechanisms (52). Moreover, in a study by Xiao et al., the authors reported that dietary leucine deprivation enhances the insulin sensitivity in mice (11). Similarly, pharmacological or genetic reduction in mTOR signaling has been shown to increase the lifespan in model mammalian organisms. Consequently, it becomes inevitable to gain the better understanding of the role of amino acid sensing pathways in immunomodulation and how it can be used to design potential therapeutic targets for metabolic diseases.

AMINO ACID SENSING BY GCN2 AND INFLAMMATION

The initiation of inflammation during any infection/injury is characterized by the recruitment of neutrophils and other immune cells at the site of pathogen invasion (53) followed by the release of a storm of cytokines, chemokines, and other immune effector molecules. As the pathogen is cleared, resolution phase of inflammation sets in, that is marked by tissue homeostasis and regeneration (54). All these processes require enormous energy and nutrients especially amino acids.

In recent times, burgeoning information about the amino acid sensing pathways and their link to innate as well as adaptive immunity has emerged (55). Immune cells are known to be auxotrophs for amino acids, and the condition of inflammation or infection influences cellular amino acid requirement for protein synthesis (56). During an immune response, a redistribution of amino acids is observed, with a shift from cellular growth to the synthesis of immunological proteins (57). Lately, it has also become evident that local deprivation of amino acids could modulate immune responses (58). For instance, during pathogen invasion, such as Shigella infection, the bacteria damage the host cell membrane and create an environment of amino acid scarcity, which induces the GCN2 kinase-mediated activation of ISR pathway, and simultaneously reduction in mTOR activity (59). Thus, host senses the amino acid starvation induced by pathogens and triggers protective immune responses. It has also been shown that immune response activated under the conditions of starvation severely affects the survival of insects (60). Further insights into the mechanisms implicated in amino acid sensing driven protective responses identified a crucial role for the amino acid sensor, GCN2 in the metabolic reprogramming in response to cellular stress (61). In Drosophila, ingestion of Pseudomonas entomophila damages the gut and inhibits translation via GCN2 kinase activation and TOR inhibition. The inhibition of protein translation not only leads to the shaping of immune response but also in pathogenesis, by inhibiting repair processes (62). Concomitantly, mice deficient in GCN2 are highly prone to intestinal inflammation, while activation of the GCN2 pathway by reduced amino acid diet dramatically reduced inflammation-associated intestinal pathologies (12). During amino acid insufficiency, uncharged tRNAs accumulate and bind to GCN2 which results in a conformational change in GCN2 and its kinase activation (4). Activated GCN2 phosphorylates translation initiation factor eIF2α which further leads to decrease in ternary complex, such as eIF2/tRNAiMet/GTP, essential for translational initiation (45). Thus, 48S preinitiation complex assembly at 5′ region of capped mRNA is interrupted, which leads to polysome disassembly and SG formation through recruitment of RBPs, such as TIA-1/TIAR (45) (Figure 2). These RBPs specifically bind to adenine- and uridine-rich elements present at 3′ untranslated regions of mRNAs through RNA recognition motif and dictate their stability/degradation (63). In immune cells, RBPs play a central role in the posttranscriptional regulation of immune effector molecules. It has been shown that RBPs, HUR, and TIA-1 act together and inhibit the translation of proinflammatory cytokines such as TNF and IL-1β thereby offer anti-inflammatory effect (63). In addition to SGs formation, amino acid deprivation activates autophagy (a cellular stress response that targets long-lived proteins, damaged cell organelles to lysosomes for degradation and is known to affect inflammation negatively) (64, 65) to maintain cellular homeostasis. In a recent study Ravindran et al. show that mice deficient of GCN2 produced substantially high level of reactive oxygen species (ROS) and subsequently proinflammatory mediator, IL-1β, in response to cellular stress, where they suggest that this effect is due to lack of autophagy in GCN2-deficient mice, whereas reduced amino acid diet fed mice show significantly low level of oxidative stress and inflammatory responses to cellular stress (12). Further mechanistic insights depict that GCN2 induced autophagy interferes with oxidative stress and inflammasome activation thereby controls inflammation (12) (Figure 2). Furthermore, Liu et al., demonstrate that GCN2 kinase signaling significantly affect macrophage cytokine production in response to LPS stimulation of macrophages expressing indolamine 2,3-dioxygenase (IDO), and further suggest that although GCN2 mediates the enhanced IL-6 mRNA expression, its translation is blocked by virtue of eIF2 phosphorylation (61, 66).
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FIGURE 2 | General control nonderepressible-2 kinase (GCN2)-mediated amino acid sensing in the control of inflammation during cellular stress. Amino acid deficiency leads to accumulation of uncharged tRNAs, which are recognized by the nutrient sensor GCN2. Upon its activation, the phospho-GCN2 inhibits the translation initiation ternary complex through the phosphorylation of eIF2α, thus stalls the protein translation. As a result, the RNA-binding proteins are recruited to the translationally stalled mRNAs, forming stress granules that either arrest or decay the stalled mRNAs, and ultimately decreasing the inflammation. At the same time eIF2 phosphorylation leads to translation of specific mRNA, such as ATF4, which translates stress-response genes, GADD34, CHOP, etc. On the other hand, GCN2 pathway induces autophagy which reduces inflammation through inhibition of the reactive oxygen species and inflammasome activation.



GCN2-MEDIATED AMINO ACID SENSING AND T-CELL IMMUNE RESPONSE

T cells constitute the major component of adaptive immunity and are prevalent during inflammation, infection, and autoimmune diseases. αβT cells are classified majorly based on the coreceptor as CD8+ and CD4+ (67). Upon activation of naive or resting T cell by cognate antigen-MHC signals, they undergo rapid expansion, differentiation followed by contraction (68). CD8+ T cells expand and differentiate into effector cytotoxic cells, which help in clearing tumor, virally infected cells (69), while CD4+ cells undergo proliferation and functional specialization, depending upon the cytokine milieu, as Th1, Th2, Th17, or regulatory T cell (Treg) response, each with its effector function (70). T cell population undergoes different stages of development in the thymus to activation, expansion, differentiation, and migration at the site of requirement, driven by synthesis or degradation of multiple new proteins. Therefore, to achieve continuous supply of new proteins they are heavily dependent on nutrient availability, including amino acids, and associated metabolic pathways (71). Although T cell activation in response to antigenic exposure is driven by a multitude of factors ranging from the immune receptor, signaling proteins, cytokines, transcription factors, growing evidence suggests that the dynamic regulation of cellular metabolome controls T cell proliferation, expansion, differentiation, and contraction (71). For instance, mTOR has been shown to integrate multiple cues (cytokines, environmental signals) and governs the outcome of TCR activation or anergy. Recent studies suggest mTOR as a major metabolic switch activated during TCR and CD28 signaling, which triggers the surface expression of glucose, nutrients particularly amino acid transporters (72, 73).

The amino acid uptake in T cells is predominantly controlled by the SLC7 family of transporters (74). The foremost amino acid transporters expressed by T cells include LAT1 (SLC7A5), ASCT2, and GAT1 that play an important role in T cell metabolism and hence the inflammatory responses (75). Also, it has been reported by Sinclair et al. that the leucine transporter, SLC7A5 null T cells are unable to either evoke a robust response to antigen exposure or differentiate into effector cells (76). Moreover, the expression of amino acid transporters is increased upon any antigen exposure and it has been established that the type of amino acid transporter could decide the fate of T cell differentiation into different T cell populations (76). Expression of transporters, LAT1 and ASCT2, and subsequent activation of mTOR pathway tilts the T cell differentiation toward a Th1/Th17-mediated response, which was further confirmed by ASCT2 KO mice that show defective mTORc1 activation and hence, impaired CD4+ T cell responses (77–79).

In a separate investigation, GCN2-mediated pathway involvement in T cells proliferation and differentiation has also been reported, where it has been shown that the GCN2 activation has a negative impact on T cells proliferative capacity and affects the Treg cells differentiation (80). Further, a link has also been reported between indoleamine 2,3-dioxygenase (IDO), a tryptophan catabolizing enzyme, regulated T cell responses and immune tolerance with subsequent activation of GCN2 kinase-mediated ISR pathway (80). A recent study reported that topical exposure of phorbol myristate acetate causes plasmacytoid dendritic cell (pDCs) induction in local draining lymph nodes to express IDO, which confers T cell suppressive activity, thereby favors tumor development after carcinogen exposure. Further mechanistic insights depict that IDO expression in pDCs is dependent on inflammatory signaling including interferon-I and II (IFN-I/II) receptors, IL-1/TLR signaling (81). Although depletion of tryptophan locally is known to create an immunosuppressive environment for tumors, GCN2 activation in T cells has no role to play toward tumor immunity (82). Tryptophan depletion and GCN2 activation associated induction of autophagy has also been observed in case of kidney transplantation, where it is known that IFNγ is the central regulator of rejection upon transplantation. The study by Fougeray et al. demonstrates that IFNγ causes tryptophan depletion and thus, controls the immune response toward transplantation, by activating GCN2 and the downstream autophagy (83). Moreover, as the IDO-dependent tryptophan catabolism mimics the condition of amino acid deficiency (80, 84), it has been reported in inflammatory macrophages that the IDO increases IL-10 expression and simultaneously decreases IL-12 levels via translation inhibition in a GCN2 dependent manner, which has also been confirmed by the absence of immune-tolerance on GCN2 deletion (46). Macrophages expressing IDO reduce tryptophan in microenvironment, and thus, restrict the CD8+ T cell proliferation (65). IDO has also been shown to induce GCN2-dependent immune tolerance to apoptosis antigens. During apoptosis or apoptosis antigen exposure macrophages decrease the proinflammatory cytokine expression posttranscriptionally by inhibiting the IL-12 mRNA association with polysomes while increasing IL-10 transcripts translation (61). Thus, IDO-mediated T cell regulation has been implicated in different inflammatory conditions, but it requires further investigation to elucidate the upstream and downstream pathways involved.

In a separate study, the GCN2 arbitrated T cell response has been associated with antigen presentation and subsequent CD8+ immune response to yellow fever vaccine (YF-17D) (85). Yellow fever vaccine is one of the most potent vaccines ever developed in humans. Despite its efficiency and extensive use, the mechanisms implicated in YF-17D-induced protective immune responses remain poorly defined. In an earlier investigation using systems biology approach, it was highlighted that there is an association between the CD8+ immune response in blood upon YF17D vaccination and the activation of GCN2 (86). Consequently, in the study by Ravindran et al., the authors investigated the role of GCN2 in adaptive immunity upon YF17D vaccination, where they report that the stimulation of dendritic cells (DCs) with YF17D induces SGs formation, and activates autophagy in a GCN2 dependent manner. The study also confirmed that induction of autophagy enhanced antigen cross-presentation in the YF17D vaccinated mice (85).

Th17 immune responses among the varied immune effector functions have been concomitant with autoimmune diseases. The naïve CD4+ T cells upon stimulation with cytokines IL6, IL1β, TGFβ, result in expression of RORγt and STAT3, the transcription factors, which induce IL17a production and elicits the Th17 response. Carlson et al., in their study investigated the role of AAR pathway on the immune response, where it was observed that AAR pathway activator Halofuginone (HF) dampens the Th17 response, influences STAT3 posttranscriptionally and hence, blocks its expression (87) (Figure 3).
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FIGURE 3 | Amino acid sensing and cellular Th17-immune responses. General control nonderepressible-2 kinase (GCN2)-mediated amino acid sensing is also known to dampen the Th17 immune responses by inhibiting the STAT3 transcription factor, essential for Th17 response and simultaneously by hindering the mTORC1 activity, which is known to facilitate Th17 differentiation via S6K2 activation followed by nuclear translocation of RORγ. The GCN2 activation also leads to activation and differentiation of the regulatory T cells.



It becomes evident that the amino acid regulation is crucial during T cell immune responses. Therefore, targeting nutrient sensors and amino acid transporters could be an approach to regulate T cell activation and immune response during diseases and thus, to design translational therapeutics.

REGULATION OF AMINO ACID SIGNALING DURING METABOLIC AND AUTOIMMUNE DISEASES

Growing evidence categorically suggest a close association between the cellular metabolism and immune response, therefore, it becomes imperative to tightly control nutrient sensing mechanisms to maintain cellular homeostasis. The malfunction of nutrient sensing pathways has been linked with different metabolic diseases in recent times, including obesity, diabetes, atherosclerosis, inflammatory bowel diseases (IBDs), autoimmune diseases, and others, which pose a huge burden on global health (3, 88–90).

The prevalence of obesity and its associated metabolic diseases, such as diabetes, increases enormously worldwide (91–93). In addition to metabolic alterations, both obesity and diabetes are associated with inflammation as well, which led to the notion of the term “meta-inflammation” or metabolically triggered inflammation (94). With nutrient signaling pathways being all interconnected and associated with insulin signaling, it has been reported that the levels of branched-chain amino acids (BCAA) affect the nutrient signaling and metabolism (95, 96). mTOR being a central regulator of amino acid and insulin signaling (97, 98), under amino acid abundance, it phosphorylates IRS1 (at serine 307) and inhibits the downstream insulin signaling (99, 100). Whereas the amino acid deprivation can increase insulin sensitivity, where Xiao et al. reported the activation of GCN2 and simultaneous inhibition of mTOR upon leucine deprivation in vivo as well as in vitro, which improved the insulin activity under insulin-resistant conditions typically observed in diabetes (11). Furthermore, a recent study unveiled that increased insulin sensitivity is associated with the rise in serum BCCA and decreased BCAA catabolism concomitantly with enhanced proinflammatory gene expression in adipose tissue (101).

Autoimmune diseases, such as rheumatoid arthritis, multiple sclerosis (MS), psoriasis, have been associated with immune responses, particularly with the Th17-mediated responses. Under normal physiology, cells have their own mechanisms to control immune responses and hence, prevent autoimmunity, by induction of apoptosis or through immune tolerance toward self-antigens. The apoptotic cells initiate an anti-inflammatory response to prevent any further development of autoimmunity. In a study on lupus mice, Ravishankar et al. have reported an increase in immune responses and overall mortality post-GCN2 depletion (61). Systemic Lupus Erythematosus is an autoimmune disease where apoptotic cell components act as the antigens to increase cellular immune responses. The authors demonstrated that the IDO in macrophages influences the cytokine levels in a GCN2-dependent manner. It was observed that the anti-inflammatory IL-10 responses are elevated while the IL-12 levels are reduced (61). The role of GCN2 in T cell response has also been identified with the neuronal chronic inflammatory condition, MS (82). MS is characterized by infiltration of Th1 and Th17 cells in CNS, leading to demyelination. It has been reported that during the recovery phase of the disease, the Tregs migrate to the affected area in the CNS and play an important role in keeping MS and inflammation under check. However, the GCN2-depleted Tregs are unable to migrate to the concerned area (82). In another study by Orsini et al., the authors investigated in the GCN2-KO mice subjected to myelin oligodendrocyte glycoprotein peptide and reported higher inflammation and Th1/Th17 cells in the CNS (102). Psoriasis is an autoimmune inflammatory skin disease, associated with CD4+ T cell responses (103). In a preliminary study on keratinocyte differentiation, Collier et al. have reported the role of GCN2 phosphorylation-mediated translational control in the normal differentiation and formation of the epidermis. It was observed that the absence of GCN2 disturbed this control over differentiation and therefore could be a cause of various skin diseases, including psoriasis (104).

Amino acid sensing pathways also have control over intestinal inflammation, where the study by Ravindran et al. has demonstrated the role of GCN2 pathway in IBDs (12). Since intestine is the constant environment of fluctuations in nutrient levels, the amino acid sensing becomes crucial to maintain the homeostasis. The authors revealed that induction of DSS-mediated colitis in the absence of GCN2 increased inflammation and subsequent production of inflammatory mediators, such as IL-1β and IL-17. GCN2 activation in macrophages and DCs during IBD results in autophagy activation, which is known to decrease the proinflammatory cytokine production (12, 105, 106). Different studies indicate that the amino acid signaling pathways could be exploited for health benefits. Dietary or calorie restriction, since a long time, is known to have a positive influence on health, stress resistance, and longevity, as it is evident from different studies across species from yeast to rodents (107, 108). The study has shown that proteins demonstrate utmost impact upon dietary restriction (109). It has also been established in humans that the low-protein diet is associated with protection from cancer and diabetes (110). In another study, it has been demonstrated in Drosophila that the withdrawal of EAAs contributes more toward the beneficial effect of dietary restriction as compared to the carbohydrates (111, 112). The study by Peng et al. demonstrates dietary tryptophan depletion decreases inflammation and extends protective role in hepatic ischemic injury (14). The evolutionarily conserved GCN2-mediated ISR pathway responds to dietary starvation and is known to modulate immune responses (58). These different studies highlight the health benefits of dietary or amino acid restriction. Concurrently, pharmacological activators like HF can also mimic amino acid starvation, and various studies have reported their immunomodulating anti-inflammatory impact (87). HF is an analog of plant-derived compound febrifugine, which is a known GCN2 activator and has shown to activate amino acid starvation response pathway. It acts by imitating the amino acid proline restriction by competitively binding to and inhibiting the prolyl-tRNA synthetase, leading to accumulation of uncharged prolyl-tRNA and further initiation of AAR pathway (47). In a separate study by Sundrud et al., the authors have also demonstrated in a mouse model of experimental autoimmune encephalomyelitis (EAE) or MS that HF targets precisely the proinflammatory Th17 response by disrupting the STAT3 phosphorylation (113). HF has been tested in different disease conditions, including malaria, cancer, and autoimmune diseases, with a few clinical trials in the field (114). Consequently, more studies with an emphasis on the mechanism of action of HF in amino acid sensing and the downstream responses could help us in designing therapeutics that could be tested in the different conditions discussed earlier.

CONCLUSION

Although the association between nutrient sensing with immune response and the concept of “immunometabolism” is not new, yet there has been a lack of mechanistic understanding, which requires further investigations. Several studies illustrate the importance of amino acid sensing in evoking the innate as well as adaptive effector immune functions. For instance, recent studies have established the link between amino acid starvation sensor GCN2 and its control over inflammation by highlighting the posttranscriptional mechanisms, and autophagy. These studies not only raise some important questions with respect to metabolic control of Th17/Treg ratios and immune response but also point out that it might be interesting to test these hypotheses in the case of obesity as well as during inflammation observed in various diseases including neurological disorders. Therefore, all these reports and preliminary investigations open up avenues for future research in cross-talk between the nutrient sensing and immune responses, which can be extrapolated to clinical trials for inflammatory and metabolic diseases.
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Linking immunometabolic adaptation to T-cell function provides insight for the development of new therapeutic approaches in multiple disease settings. T-cell activation and downstream effector functions of CD4+ and CD8+ T-cells are controlled by the strength of interaction between the T-cell receptor (TCR) and peptides presented by human leukocyte antigens (pHLA). The role of TCR–pHLA interactions in modulating T-cell metabolism is unknown. Here, for the first time, we explore the relative contributions of the main metabolic pathways to functional responses in human CD4+ and CD8+ T-cells. Increased expression of hexokinase II accompanied by higher basal glycolysis is demonstrated in CD4+ T-cells; cytokine production in CD8+ T-cells is more reliant on oxidative phosphorylation. Using antigen-specific CD4+ and CD8+ T-cell clones and altered peptide ligands, we demonstrate that binding affinity tunes the underlying metabolic shift. Overall, this study provides important new insight into how metabolic pathways are controlled during antigen-specific activation of human T-cells.
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INTRODUCTION

T-cells can be sub-divided into two main types by their expression of an accessory glycoprotein co-receptor, either CD4 or CD8, which facilitates their preferential interaction with MHC Class II or Class I molecules (HLA), respectively (1). CD4+ and CD8+ T-cells have divergent yet interacting roles related to immune homeostasis and pathogenesis of both communicable and non-communicable diseases. Effective functioning of CD4+ and CD8+ T-cells is energy demanding. The universal energy carrier adenosine 5′-triphosphate (ATP) in addition to assimilation and generation of biosynthetic precursors are required to initiate and sustain an immune response (2, 3). Immunometabolism describes how immune cells obtain ATP via differing rates of the energy-producing pathways and generate biosynthetic intermediates under quiescence and activation (4, 5). T-cell quiescence is associated with energy utilization via high-yield, slow burning metabolic processes dependent on fueling mitochondria for oxidative phosphorylation (6).

There is a burgeoning literature regarding T-cell metabolism, but with the exception of CD8+ T-cells (7–10), most data on T-cell metabolism are derived from mouse models and direct comparisons of human CD4+ and CD8+ T-cells have not been made. Murine CD4+ and CD8+ T-cells are bioenergetically similar when quiescent and are metabolically reprogrammed to a highly glycolytic metabolic state upon activation with CD8+ T-cells the more bioenergetic (11). Constitutive glycolytic metabolism results in long-lived effector T-cells in viral specific murine CD8+ T-cells (12). Activation is also accompanied by increased expression of GLUT1 and glycolysis pathway enzymes in both murine CD4+ and CD8+ T-cells (11, 13, 14). Surface levels of GLUT1 have been shown to identify human CD4+ and CD8+ T-cell with distinct characteristics. GLUT1Hi T-cells produced elevated levels of IFNγ and had increased effector function (15). Naïve T-cell activation is linked to asymmetric division and the effector T-cell and memory T-cell that arise upon interaction with an antigen-presenting cell have metabolic differences. The effector T-cell is largely glycolytic, whereas the memory T-cell relies on oxidative metabolism governed by transcription factor c-myc (16). Post-infection, murine CD8+ memory T-cells retain a high spare respiratory capacity should re-infection occur (17). Increased glucose metabolism upon T-cell activation is critical for the rapid engagement of cellular proliferation, achieved via the generation of biosynthetic intermediate serine and downstream nucleotide production (2). Manipulating this pathway offers the potential to modulate regulatory T-cell differentiation and function (18, 19).

T-cell receptor (TCR) ligation to a peptide presenting HLA molecule (pHLA) is critical to the effective activation of T-cells (20, 21). The binding affinity between the TCR and core region of the peptide coupled with the half-life of peptide-TCR interaction collectively govern the downstream effector function (22, 23). The TCR-pHLA binding affinity confers underlying signaling cascades leading to an increased demand for the extracellular glucose needed to produce biosynthetic intermediates for proliferation in addition to cellular ATP (24, 25). Synthesis of metabolites, such as polyamines, cholesterol via fatty acids synthase, and pentose phosphate intermediates, has been shown to enhance T-cell activation (26, 27). To initiate and sustain this demand, hematopoietic cells generally exhibit a “Warburg-like” switch to glycolysis (28). The reliance of human CD8+ T-cells on glycolysis when stimulated with natural ligands (Epstein–Barr Viral peptides) has been reported (7); how TCR-pHLA binding affinity might control the corresponding metabolic response in human T-cells is unknown. Murine CD8+ T-cells show TCR binding affinity-dependent induction of IRF4 and downstream metabolic control (29).

This is the first study to investigate the metabolic tuning that occurs in human T-cells upon activation via the TCR and includes consideration of the role of TCR-pHLA binding affinities. Stimulation with native peptide provides a more physiologically relevant mechanism of T-cell activation compared to anti-CD3/anti-CD28. Furthermore, cytokine production by both CD4+ and CD8+ T-cells is shown to depend on glycolysis with differential mitochondrial dependence between these T-cell subsets.

MATERIALS AND METHODS

Human CD4+ and CD8+ T-Cell Isolation

Human peripheral blood was collected between 0830 hours and 1000 hours from healthy, non-fasted individuals into heparinised Vacuettes™ (Greiner Bio-one, Frickenhausen, Germany) and processed within 10 min of collection. All samples were collected with informed written consent and ethical approval was obtained from Wales Research Ethics Committee 6 (13/WA/0190).

Mononuclear cells (MNCs) were isolated by layering whole blood (1:1) onto Histopaque (Sigma-Aldrich, Poole, UK) prior to centrifugation at 805g for 20 min at room temperature. MNCs were removed and washed with RPMI 1640 (Life Technologies, Paisley, UK) twice by centrifugation at 515g. The MNC pellet was resuspended in media specific for the downstream assay and cell density determined using the Countess® automated cell counter (Life Technologies).

CD4+ or CD8+ T-cells were isolated via a negative selection process using magnetic microbeads as described by the manufacturer (autoMACS; Miltenyi Biotec, Cologne, Germany). Purity of individual populations was monitored using flow cytometry and was typically >90%. For non-matched T-cell experiments, the mean ± SD donor age for CD4+ T-cell preparations was 39.2 ± 14.68 years (n = 12; 7 females and 5 males) and for CD8+ T-cells was 35.1 ± 13.21 years (n = 16; 7 females and 9 males).

T-Cells

T-cell clones, DCD10, and ILA1 were created (30, 31) and passaged as previously described (32). Briefly, clones were expanded with irradiated (3,100 Gy) PBMCs from three donors in R10 [RPMI 1640 supplemented with 10% FBS, 100 U/ml penicillin, 100 µg/ml streptomycin, 1× MEM non-essential amino acid, 1 mM sodium pyruvate, 10 mM HEPES buffer (Life Technology)] with 20 IU/ml of IL-2 (Aldesluekin, Proleukin, Prometheus, San Diego, CA, USA) and 1 µg/ml of phytohaemaglutinin (Alere, Cheshire, UK). Additionally, ILA1 was cultured with 25 ng/ml of IL-15 (PeproTech, Rocky Hill, NJ, USA) and IL-2 increased to 200 IU/ml 7 days post expansion. For this purpose of this study, clones were used spanning 3–4 passages. Prior to performing assays, clones were washed from culture media and rested in R5 (as for R10 with 5% FBS) for 24 h. Peptides (Peptide Protein Research Limited, Fareham, UK) were synthesized to greater than 95% purity, stored as 20 mM stocks at −80°C in DMSO and working aliquots made to 1 mM with R0 (as for R10 but with no FBS) and stored at −20°C or 4°C.

Metabolic Analysis

Metabolic analysis was carried out using an Extracellular Flux Analyzer XFe24 (Seahorse Bioscience). Briefly, 0.25 × 106 cells were seeded onto a Cell-Tak (Corning)-coated microplate allowing the adhesion of T-cells. Mitochondrial stress and glycolytic parameters were measured via oxygen consumption rate (OCR) (pmoles/min) and extracellular acidification rate (ECAR) (mpH/min), respectively, with use of real-time injections. For mitochondrial stress, cells were resuspended in XF assay media supplemented with 5.5 mM glucose and 1 mM pyruvate and injections oligomycin (0.75 µM), carbonyl cyanide-4-(trifluoromethoxy)phenylhydrazone (FCCP; 1 µM) and rotenone and antimycin (both 1 µM) were used. For glycolysis, cells were resuspended in XF assay media with use of injections glucose (11.1 mM), oligomycin (0.75 µM) and 2-deoxy-D-glucose (100 mM). Respiratory parameters were calculated as previously described (33). All chemicals were purchased from Sigma unless stated otherwise. Calculations for individual metabolic parameters can be found as described previously (33) or per manufacturer’s instructions (Seahorse Bioscience).

Activation

To monitor the glycolytic switch upon activation, CD4+ and CD8+ T-cells were resuspended in serum-free XF Assay media supplemented with 11.1 mM glucose and 2 mM L-glutamine (Sigma). ECAR and OCR were measured simultaneously throughout the experiment, i.e., 1 h before activation and 4 h after. T-cells were activated via the multi-injection port with anti-CD3 (0.2 µg/ml; HIT3a, BioLegend) and CD28 (20 µg/ml; CD28.2, BioLegend). A final injection of 2-DG (100 mM) was used to immediately arrest glycolysis. Isotype controls, mIgG2a κ (0.2 µg/ml; MOPC-173, BioLegend) and mIgG1 κ (20 µg/ml; MOPC-21; BioLegend) were used. The OCR/ECAR ratio was calculated by dividing the eight corresponding OCR and ECAR measurements pre- (dotted boxes) or post- (dashed boxes) antibody injection. Fold ECAR change was calculated by dividing the single point post antibody injection by the single point pre antibody injection. Peptide stimulation relied on the cross presentation of specific peptides by corresponding T-cell clones.

Inhibition

Baseline ECAR of CD4+ and CD8+ T-cells was determined for roughly 1 h prior to injection of GLUT1/4 inhibitor ritonavir (20 µM; Sigma). A 40-min period of incubation with the inhibitor occurred prior to injection of αCD3/28 as above. Corresponding ECAR was monitored for 4 h after αCD3/28 injection. A final injection of 2-DG (100 mM) arrested glycolysis. Fold ECAR change was calculated by dividing the 13 measurements post antibody injection (dashed box) by the 13 measurements pre antibody injection (dotted box).

Flow Cytometry

Purity of CD4+, or CD8+ T-cells was monitored using flow cytometry. Briefly, 2.5 × 105 cells were left unstained or incubated with anti-CD4+ AlexaFluor®647 (mIgG2b, clone OKT4, eBioscience) or anti-CD8+ PE (mIgG1, clone HIT8a, eBioscience) using standard techniques. Cells were acquired (FACSAria I, BD Biosciences) and downstream analysis was with FlowJo version 1.3 (Tree Star, OR, USA). To assess mitochondrial content, MNCs were stained with the mitochondrial probe MitoTracker Green (Life Technologies). MNCs (5 × 105 cells) were incubated with 20 nM MitoTracker Green for 30 min at 37°C then surface labeled with lineage markers as above before acquisition and analysis. T-cell activation was monitored by expression of CD69 (mIgG1, FN50, BioLegend), flow cytometry plots are representative of live cells with dead cell exclusion performed via DRAQ7 (1 µM; Biostatus, UK).

Effect of Respiratory Inhibitors on Cytokine Output

CD4+ and CD8+ T-cells were cultured at 0.5 × 106 cells/500 μl of phenol red free RPMI (Sigma) + 2 mM GlutaMAX (ThermoFisher). T-cells were cultured with 2-deoxy-D-glucose (25 mM) or oligomycin (1 µM) at 37°C in 5% CO2-in-air for 24 h. All chemicals were purchased from Sigma. To prevent impaired T-cell activation, after 3 h 5% fetal bovine serum (FBS, HyClone, ThermoFisher Scientific) was added. Cells were analyzed via flow cytometry for cell death (DRAQ7) and activation (CD69); the supernatant was removed and stored at −20°C for downstream cytokine analysis. IFNγ and IL-2 were analyzed using ELISA as per manufacturer’s instructions (DuoSets; R&D Systems).

Immunoblot

CD4+ and CD8+ T-cell lysate proteins were quantified using the DC Assay (Bio-Rad, Hemel Hempstead, UK) and separated (10 mg per lane) using 10% (vol/vol) SDS-polyacrylamide gel electrophoresis, with molecular weight markers in parallel lanes (Bio-Rad). After electrophoresis, proteins were transferred to a polyvinylidene difluoride membrane (Bio-Rad); non-specific binding was blocked using 5% (wt/vol) bovine serum albumin (BSA; Sigma) in Tris-buffered saline (Sigma) for 1 h at room temperature. Membranes were probed with rabbit monoclonal antibodies targeting glucose transporter 1 (GLUT1; ab115730; Abcam), hexokinase I (HKI; 2024), hexokinase II (HKII; 2867), phosphofructokinase (PFKP; 8164), glyceraldehyde-3-phosphate dehydrogenase (GAPDH; 5174), pyruvate kinase (PKM2; 4053) lactate dehydrogenase (LDH; 3582), total S6 ribosomal protein (2217), and phospho-S6 ribosomal protein (Ser235-236; 4858). Protein loading was evaluated and normalized using mouse monoclonal antibody targeting β-actin expression (3700). All antibodies were purchased from Cell Signaling unless otherwise stated (Danvers, MA, USA). Primary antibodies were used at 1:1,000 dilutions in Tris-buffered saline, 0.1% Tween 20 (pH 7.6; Sigma) overnight at 4°C. Membranes were washed and incubated in either anti-rabbit or anti-mouse horseradish peroxidase-conjugated secondary antibody (Cell Signaling) in 5% (wt/vol) BSA in Tris-buffered saline for 1.5 h, and then washed. Steady-state levels of immunoreactive proteins were visualized using enhanced chemiluminescence (Western C, Bio-Rad), and densitometry on non-saturated immunoblots was measured using ImageJ software (FIJI). Full immunoblots are shown in supplementary material.

Data Analysis

Statistical analysis was performed using GraphPad Prism version 6 (USA). Data are represented as the mean + SEM. A non-paired t-test was used for the different metabolic data, densitometry immunoblots, and metabolic inhibition comparisons. One-way ANOVA was used to compare 24 h activated T-cells samples and altered peptide ligand (APL) ECAR and OCR fold change. Statistical analysis was performed on the technical repeats when considering the clone data. Significant values were taken as *p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001.

RESULTS

CD4+ T-Cells Have a Greater Glycolytic Potential than CD8+ T-Cells

To investigate the glycolytic potential of human T-cells, we undertook bioenergetics analysis of total, non-matched CD4+ versus CD8+ T cells. ECAR was measured and showed that all glucose starved T-cells responded to glucose injection with increased ECAR but failed to show a further increase after injection of the ATP synthase inhibitor, oligomycin (Figure 1A). There was no significant difference in the non-glycolytic acidification between CD4+ and CD8+ T-cells (Figure S1A in Supplementary Material). Most notably, CD4+ T-cells exhibited significantly higher levels of basal glycolysis compared to CD8+ T-cells (Figure 1B). Oxidative phosphorylation profiles of CD4+ and CD8+ T-cells were also determined using extracellular flux analysis for oxygen consumption rate (OCR; Figure 1C). CD4+ and CD8+ T-cells did not differ in rates of basal, maximal or ATP-linked respiration, spare respiratory capacity (Figures 1D–G) or non-mitochondrial respiration and proton leak (Figures S1B,C in Supplementary Material). The combined changes in OCR (basal respiration) and ECAR (basal glycolysis) give CD4+ T-cells a significantly lower OCR/ECAR ratio than CD8+ T-cells (Figure 1H). Analysis of mitochondrial content using flow cytometry with the mitochondrial stain MitoTracker Green, revealed that donor-matched CD4+ T-cells have a significantly higher mitochondrial content than CD8+ T-cells (Figures 1I,J) in agreement with findings in murine models (11).
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FIGURE 1 | CD4+ T-cells are more glycolytic than CD8+ T-cells. (A) Glycolysis by CD4+ and CD8+ T-cells isolated from non-matched donors was measured using extracellular acidification rate (ECAR) with injections glucose (11.1 mM), oligomycin (0.75 µM), and 2-DG (100 mM); including parameter (B) basal glycolysis calculated by subtracting the three averaged measurements after glucose injection from the non-glycolytic acidification. (C) Oxidative phosphorylation profiles of CD4+ and CD8+ T-cells measured by the oxygen consumption rate (OCR) with injections oligomycin (0.75 µM), FCCP (1 µM) and antimycin A/rotenone (both 1 µM); including OXPHOS parameters (D) basal respiration, (E) ATP-linked respiration, (F) maximal respiration and (G) spare respiratory capacity. (H) OCR/ECAR ratio of CD4+ and CD8+ T-cells (pmoles/mpH) as determined via the division of basal respiration and basal glycolysis parameters. Mitochondrial content of CD4+ and CD8+ T-cells was assessed by flow cytometry with MitoTracker Green and (I) a representative example is shown and (J) summary data for n = 6. Data are from five (A–H) non-matched donors, and six (J) matched independent experiments. Data expressed as mean ± SEM; *p ≤ 0.05, ***p ≤ 0.001.



CD4+ T-Cells Express High Levels of Hexokinase Isoforms

To investigate the underlying cause for increased glycolytic metabolism by quiescent CD4+ T-cells, key transporters and enzymes within the glycolysis pathway were analyzed (Figure 2A): GLUT1 as the predominant glucose transporter in human and murine CD4+ T-cells (13); hexokinase (HK) I and II that catalyze the transfer of phosphate from ATP to glucose thereby consuming one molecule of ATP and ‘trapping” glucose in the cell (34); phosphofructokinase (PFKP) which catalyzes a rate-limiting reaction that consumes a second ATP molecule; GAPDH which is critical to the production of two ATP molecules and two nicotinamide adenine dinucleotide molecules (NADH + H+) (35); pyruvate kinase (PKM2) that catalyzes the final rate-limiting step of glycolysis to produce two ATP molecules per glucose; and lactate dehydrogenase (LDH) that converts pyruvate into lactate yielding the protons measured as ECAR.
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FIGURE 2 | Elevated expression of key glycolytic enzymes enhances basal glycolysis of CD4+ T-cells. (A) Protein immunoblot and respective densitometry showing (B) GLUT1, (C) hexokinase I (HK), (D) hexokinase II, (E) phosphofructokinase (PFKP), (F) glyceraldehyde-3-phosphate dehydrogenase (GAPDH), (G) pyruvate kinase (PKM2), and (H) lactate dehydrogenase (LDH) expression levels between basal CD4+ and CD8+ T-cells. Full scan blots are shown in Figure S9 in Supplementary Material. Data are from four independent experiments. Data expressed as mean + SEM; *p ≤ 0.05, **p ≤ 0.01.



Immunoblotting of CD4+ and CD8+ T-cells from non-matched donors revealed that GLUT1 levels were consistent between CD4+ and CD8+ T-cells (Figure 2B). A double band observed in one of the CD4+ T-cell donors could be due to altered glycosylation status of the GLUT1 protein as observed in other human glucose transporters (36, 37). HKII (Figure 2D), PKM2 (Figure 2G), and LDH (Figure 2H) were all increased in CD4+ T-cells and likely underpin the increased glycolytic capacity of this population compared to CD8+ T-cells. There were no differences in HKI (Figure 2C), PFKP (Figure 2E), or GAPDH (Figure 2F). However, we cannot rule out differential kinetics of any of these glycolytic enzymes between the two T-cell populations and this should be considered in future experiments.

CD4+ and CD8+ T-Cells Increase Glycolytic Flux upon Stimulation

Having established that human CD4+ T-cells are more glycolytic than CD8+ T-cells during quiescence, we then investigated the metabolic plasticity of both subsets in response to stimulation. Donor-matched CD4+ and CD8+ T-cells were activated with anti-human CD3 and anti-human CD28 antibodies and both ECAR and OCR monitored for a period of 30 cycles using extracellular flux analysis (4.13 h; Figures 3A,B).
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FIGURE 3 | Upon stimulation, both CD4+ and CD8+ T-cells switch to glycolytic metabolism. (A) Extracellular acidification rate (ECAR) and (B) oxygen consumption rate (OCR) of donor-matched CD4+ and CD8+ T-cells upon stimulation with antibodies, anti-CD3 (0.2 µg/ml), and anti-CD28 (20 µg/ml). 2-deoxy-D-glucose (100 mM) was added at the end of the experiment to immediately arrest glycolysis. (C) OCR/ECAR ratio pre- and post- activation calculated by dividing OCR by ECAR (dotted box; pre, dashed box; post). (D) ECAR fold change of early and late glycolytic changes comparing CD4+ and CD8+ T-cells. ECAR of (E) CD4+ T-cells and (F) CD8+ T-cells ± ritonavir (20 µM) prior to injection of activating antibodies as above with a final injection of 2-DG (100 mM). C, control; R, ritonavir. (G) Fold change calculated via division of the dotted boxes of CD4+ and CD8+ T-cells ± ritonavir. Data are from four donor-matched (A–D) or five donor-matched independent experiments (E–G). Graphed points represent averaged data from the four/five independent experiments. Data expressed as mean + SEM; *p ≤ 0.05, **p ≤ 0.01, ns, not significant.



Immediately upon injection of anti-CD3/CD28, both CD4+ and CD8+ T-cells increase ECAR indicating heightened glycolysis (Figure 3A). This was accompanied by a slight increase in OCR (Figure 3B). Isotype controls had no effect on either glycolysis or oxygen consumption (Figures S2A,B in Supplementary Material). Elevated ECAR levels were maintained by CD4+ and CD8+ T-cells for the duration of the experiment. Calculation of the OCR/ECAR ratio revealed a significant immediate increase in glycolytic flux in both CD4+ and CD8+ T-cells upon activation (Figure 3C). The early engagement of glycolysis, represented as a fold ECAR change, was homologous in CD4+ and CD8+ T-cells (Figure 3D). There was a temporal decline in glycolysis by CD8+ T-cells, whereas this response was sustained in CD4+ T-cells (Figure 3D). To determine the role of glucose transporters in the activation-dependent glycolytic switch, ritonavir, an inhibitor of both GLUT1 and GLUT4 (38), was used. Ritonavir significantly dampened activation-induced glycolysis in both CD4+ and CD8+ T-cells (Figures 3E–G).

The potential contribution of key enzymes to an activation-dependent metabolic switch was then determined by comparing expression at 24 h with or without exposure to anti-CD3/CD28 (Figures S3A–G in Supplementary Material). Activation did not affect levels of HKI in donor-matched CD4+ or CD8+ T-cells (Figure S3B in Supplementary Material), whereas HKII was markedly increased in both CD4+ and CD8+ T-cells (Figure S3C in Supplementary Material). PFKP and GAPDH expression also increased upon activation of both cell types (Figures S3D,E in Supplementary Material). PKM2 levels were increased in CD4+ T-cells upon activation but remained constant in CD8+ T-cells (Figure S3F in Supplementary Material). Levels of LDH were increased in both subsets upon activation with the response by CD8+ T-cells significant (Figure S3G in Supplementary Material). These experiments indicate that the immediate metabolic switch upon activation is probably dependent on glucose transport via GLUT1. Subtle differences in the expression and probable activity of GLUT1 and different glycolytic enzymes contribute to altered kinetics of response by CD4+ versus CD8+ T-cells.

Increased GLUT1 Expression Facilitates CD4+ and CD8+ T-Cell Activation

To further explore the contribution of glucose transporters to enhanced glycolysis upon activation, GLUT1 expression before and after activation was analyzed by immunoblotting (Figure 4A). GLUT1 expression was significantly increased upon activation in donor-matched CD4+ and CD8+ T-cells (Figure 4B). The de novo synthesis of proteins such as cytokines requiring transcription and translation is a key feature of T-cell effector responses. Therefore, we next assessed the levels of downstream mTORC1 target, ribosomal S6, a protein involved in the translation of 5′TOP mRNAs (39, 40) (Figure 4A). There was an increase in phosphorylated ribosomal protein S6 (pS6Ser235/236), with ratio of pS6/S6 significantly different between unactivated and activated T-cell subsets (Figure 4C). A marked increase in translation via increased phosphorylated S6 would support the production of cytokines to mount a successful immune response. This is feasible as a marked decrease in pS6 and mTORC1 activity upon triple therapy strategies reduces murine T-cell effector function thus decreasing allograft rejection (41, 42).
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FIGURE 4 | Activation is associated with increased GLUT1 expression in CD4+ and CD8+ T-cells. (A) Protein immunoblot representative of one matched donor, and respective densitometry of all donors showing, (B) GLUT1, (C) ribosomal proteins; phospho-S6 and total S6 expression levels between unstimulated (−) and activated(+) (anti-CD3; 2 µg/ml and anti-CD28; 20 µg/ml) CD4+ and CD8+ T-cells for 24 h. Full scan blots are shown in Figure S10 in Supplementary Material. Data are from five independent experiments with donor-matched CD4+ and CD8+ T-cells (A–C). Data expressed as mean + SEM; *p ≤ 0.05, ***p ≤ 0.001.



CD8+ T-Cells Are Dependent on Mitochondrial Metabolism for Cytokine Production

Currently, little is known about the metabolic pathways utilized by human CD4+ and CD8+ T-cells and whether they differ upon effector function. In mice, NK cells require both glycolysis and oxidative phosphorylation for IFNγ production (43). Understanding the metabolic pathways that contribute to downstream cytokine production might offer potential therapeutic targets. Therefore, the role of glycolysis and oxidative phosphorylation were considered by activating cells with anti-CD3/CD28 in the presence of the metabolic inhibitors: 2-DG which inhibits glycolysis, and oligomycin which inhibits oxidative phosphorylation. Cell death was monitored using DRAQ7 by flow cytometry with neither inhibitor having an effect on non-matched CD4+ or CD8+ T-cell viability (Figure 5A). Activation was monitored through CD69 expression for both subsets, whereby inhibition of glycolysis but not oxidative phosphorylation was associated with reduced expression of CD69 indicating decreased activation of both CD4+ and CD8+ T-cells if glycolysis is abrogated (Figure 5B). Inhibition of oxidative phosphorylation, however, only reduced CD69 expression in CD8+ T-cells, indicating a greater contribution of mitochondrial-dependent mechanisms to activation of these cells (Figure 5B).


[image: image1]

FIGURE 5 | CD8+ T-cells are dependent on their mitochondria for cytokine production. (A) Viability was determined by DRAQ7 (1 µM) flow cytometry of CD4+ and CD8+ T-cells stimulated with anti-CD3 (2 µg/ml) and anti-CD28 (20 µg/ml) for 24 h in the presence of 2-deoxy-D-glucose (2-DG; 25 mM), or oligomycin (1 µM). Viability expressed as a percentage of the 24 h activated control (B) Percentage CD69 of CD4+ and CD8+ T-cells (DRAQ7-negative) relative to control. The effects of metabolic inhibitors 2-DG and oligomycin were considered on percentage cytokine production of (C) IFNγ and (D) IL-2 comparison of CD4+ and CD8+ T-cells. Data are representative of three to five independent experiments. Data expressed as mean + SEM; *p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001.



In agreement with other studies, we have shown that limiting glycolysis with 2-DG inhibited production of IFNγ and IL-2 in CD4+ and CD8+ T-cells (Figures 5C,D) (7). IFNγ and IL-2 were not detectable in the unstimulated samples (data not shown). The contribution of oxidative phosphorylation to the expression of CD69 and the production of both IFNγ and IL-2 production was significantly greater in CD8+ than CD4+ T-cells. To our knowledge, this is the first time that different metabolic requirements of human CD4+ and CD8+ T-cells have been demonstrated.

We also found that this difference in metabolic requirement was evident for wider cytokine production. The production of IL-13, IL-17, and IL-10 by CD4+ T-cells (Figures S4A–D in Supplementary Material) was reduced significantly after incubation with 2-DG; the decrease in IL-4 was not significant. Only the Th2 cytokines, IL-4 and IL-13, and to a lesser extent IL-10, were decreased by inhibition of oxidative phosphorylation. For CD8+ T-cells, granzyme B and MIP-1β, like IL-2 and IFNγ, were reduced upon treatment with either 2-DG or oligomycin, confirming a greater contribution of mitochondrial metabolism to CD8+ T-cell cytokine and granzyme B production (Figures S5A,B in Supplementary Material). Similar to our findings, murine CD8+ T-cells are more resistant than CD4+ T-cells to knockout of GLUT1 (11). These data further support differential metabolic kinetics of both T-cell subsets that could be important in nutrient competitive and restricted environments.

TCR Peptide HLA Induced T-Cell Activation Stimulates Greater Glycolytic Flux Compared to Non-Natural CD3/CD28 Stimulation

Most studies of T-cell metabolism use anti-CD3/CD28 stimulation to activate T-cells rather than natural ligands although there are a few notable exceptions (7, 29). To address these shortcomings here, for the first time, antigen-specific human T-cell clones were used to investigate T-cell metabolism after stimulation directly through the antigen-specific TCR-pHLA interaction. Two T-cell clones were used: DCD10, a HLA-DRB*0101 restricted, influenza hemagglutinin (HA306–318: PKYVKQNTLKLAT) specific CD4+ T-cell clone; and ILA1, a HLA-A*0201-restricted, tumor-associated antigen human telomerase reverse transcriptase (hTERT540–548: ILAKFLHWL) specific CD8+ T-cell clone. Extracellular flux analysis relied on the presentation of peptide within T-cell populations, whereby the peptide initially binds to the HLA complex. Initial experiments were performed to optimize peptide concentrations for both clones (Figures S6A–D in Supplementary Material). We confirmed the expression of HLA-DR and MHC class I of DCD10 by flow cytometry (Figure S7A in Supplementary Material). In addition the ability of DCD10 to cross-present peptide was monitored via ELISA, whereby overnight cultures with native peptide PKY induced production of IFNγ and MIP-1β in comparison to negative peptide (5T4; Figure S7B in Supplementary Material). The response of the CD4+ DCD10 clone to the PKYVKQNTLKLAT peptide (PKY) was monitored by extracellular flux analysis in comparison with activating antibodies, anti-CD3, and anti-CD28. Both PKY and anti-CD3/anti-CD28 induced an immediate increase in ECAR (albeit to a lesser extent in anti-CD3/anti-CD28 stimulated cells), with 2-DG injection confirming the role of glycolysis (Figure 6A). Stimulation of DCD10 to its natural ligand PKY induced a significantly greater ECAR fold change in comparison to anti-CD3/anti-CD28 (Figure 6B). The corresponding OCR revealed a substantial increase in oxygen consumption upon injection of PKY, less so with anti-CD3/anti-CD28 (Figure 6C). PKY induced a twofold increase in oxygen consumption upon peptide stimulation, whereas anti-CD3/anti-CD28 induced roughly a 1.5-fold change in oxygen consumption (Figure 6D). Dual increases in both glycolysis and oxidative phosphorylation (represented as increased ECAR and OCR) via use of PKY proved that the use of antigen specificity is a viable option for extracellular flux analysis. We also altered the DCD10 native peptide (PKY) at residue number 11 from threonine to arginine and determined the metabolic response (Figure S8 in Supplementary Material). Here, we found that the residue alteration at position 11 had no effect on peptide recognition for the DCD10 clone using extracellular flux analysis, with ECAR and OCR remaining unchanged (Figure S8A–E in Supplementary Material).
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FIGURE 6 | Metabolic response of CD4+ DCD10 and CD8+ ILA T-cell clones to native peptides. Metabolic analysis of CD4+ T-cell clone, DCD10 in response to native Flu1 HA306–318, peptide, with sequence; PKYVKQNTLKLAT (PKY). (A) Comparative extracellular acidification rate (ECAR) stimulation of DCD10 CD4+ T-cell clone with PKY (10 µM) and anti-CD3 (0.2 µg/ml) and anti-CD28 (20 µg/ml). Final injection of 2-deoxy-D-glucose (100 mM). (B) Fold ECAR change calculated with use of single measurement prior to peptide injection and single measurement after peptide injection. (C) Corresponding oxygen consumption rate (OCR) and (D) OCR fold change after stimulation with PKY or anti-CD3 anti-CD28. (E) Metabolic analysis via ECAR of CD8+ T-cell clone, ILA1 with ubiquitous tumor-associated antigen human telomerase reverse transcriptase (hTERT540–548) peptide ILA1 (ILAKFLHWL; 10 µM) with final injection of 2-DG (100 mM). (F) ECAR fold change as calculated previously. (G) Corresponding OCR and (H) OCR fold change after stimulation with ILA1 or anti-CD3 anti-CD28. Data are representative of four to twelve technical repeats comprising of two to three independent experiments. Data expressed as mean + SEM; *p ≤ 0.05.



We also compared the ILAKFLHWL index peptide and its metabolic effect on T-cell clone, ILA1. Following index peptide injection, ILA1 also exhibited significantly enhanced glycolysis (Figure 6E), in comparison to anti-CD3/anti-CD28 stimulation. This observation was reflected in the ECAR fold change (Figure 6F). The oxygen consumption was also monitored throughout the experiment (Figure 6G), which revealed a significant 1.5-fold increase after ILA1 peptide interaction, whereas there was no notable OCR increase in anti-CD3/anti-CD28-treated ILA1 clones (Figure 6H). Collectively, these data show that naturally recognized peptides produce a different metabolic signature compared to anti-CD3/anti-CD28 stimulation.

TCR Binding Affinity Governs Differential Glycolytic Thresholds in Antigen-Specific T-Cells

In order to investigate whether TCR affinity could tune T-cell metabolism, we used a panel of previously defined APLs that are recognized by the ILA1 TCR with a range of binding affinities (Figure 7A) (20). This is the first time T-cell metabolism has been investigated through natural ligands with altered affinity.
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FIGURE 7 | Peptide binding affinity affects underlying metabolic changes in ILA1 CD8+ T-cell clones. (A) Sequence details and binding affinities of native index peptide ILAKFLHWL of ubiquitous tumor-associated antigen human telomerase reverse transcriptase (hTERT540–548) with peptide variants ILGKFLHWL (3G), ILAKFLHTL (8T) and ILAKFLHEL (8E). Negative control peptide ELAGIGILTV (ELA). (B) Extracellular acidification rate (ECAR) analysis of ILA1 CD8+ T-cell clones stimulated with native index peptide, 3G, 8E, 8T and negative control ELA (all 10 µM). Final injection of 2-DG (100 mM). (C) Fold change of index peptide, 3G, 8T, 8E, and ELA. Fold ECAR change calculated with use of single measurement prior to peptide injection and single measurement after peptide injection. (D) Oxygen consumption rate (OCR) analysis of ILA1 stimulated with index peptide, 3G, 8E, 8T, and negative control ELA (all 10 µM) including (E) fold OCR change as calculated above. Data are representative of 6–10 technical repeats comprised of three independent experiments. Data expressed as mean + SEM; *p ≤ 0.05, ***p ≤ 0.001.



The hierarchy of ECAR fold change corresponded to the affinity of the ILA1 TCR for each APL, with the strongest affinity ligand (3G) generating the highest ECAR, and the lowest affinity ligand (8E) generating no ECAR increase (Figures 7B,C). This peptide stimulation initiated an increase in ECAR followed by a gradual decrease presumably as glucose in the original seeding media was utilized.

Analysis of OCR revealed that the rate of oxygen consumption was also dependent on the affinity of TCR–pHLA interaction (Figure 7D). This was reflected in the OCR fold change where index peptide and 8T APL had similar OCR fold changes and 3G APL had the largest OCR fold change (Figure 7E). Thus, we demonstrate, for the first time that TCR binding affinity governs the metabolic response to antigen, likely a critical step in determining T-cell effector functions.

DISCUSSION

Elucidating metabolic differences of leukocyte subsets and their changes over the life course of a cell is critical to our understanding of both basic immunology and perturbations with disease. Initially, the bioenergetics profile of quiescent, glucose starved CD4+ and CD8+ T-cells were compared to show that upon exposure to glucose T-cells exhibit no glycolytic reserve, although this was in a finite glucose scenario. While both populations were quickly at maximum glycolysis the CD4+ subset had significantly higher basal levels of glycolysis, which could be attributed to elevated glycolytic enzymes, specifically hexokinase isozyme II. These enzymes are important early in glycolysis for phosphorylating glucose to trap it inside the cell (34). Quiescent CD4+ T-cells also had higher oxygen consumption. Significantly higher levels of mitochondria, measured using MitoTracker, in CD4+ than CD8+ T-cells in all likelihood support this which is comparable to what has been reported previously in mice (11). Within the CD8+ T-cell population there was a MitoTrackerHi and a MitoTrackerLo subpopulation that could reflect mitochondrial biogenesis within the CD8+ T-cell population (44).

Like most other hematopoietic cell populations studied to date, human CD4+ and CD8+ T-cells undergo a “Warburg-like” switch to increased glycolytic metabolism upon activation; while accompanied by an increase in oxygen consumption, overall the balance shifts to favor glycolysis immediately upon cell stimulation. This would support ATP and biosynthetic intermediate production to fuel effector functions and we confirm a role for glucose consumption in cytokine production by both CD4+ and CD8+ T-cells. There were, however, some notable differences in the two T cell populations. CD8+ T-cellsexhibited a gradual decrease in glycolysis post-activation and showed greater dependency on mitochondrial metabolism for cytokine production. This gradual decrease in glycolysis by CD8+ T-cells only could reflect metabolites being directed to the mitochondria to support cytokine production and other effector functions. Differential expression of various glycolysis enzymes supports these differences in CD4+ and CD8+ T-cells and could allow CD4+ T-cells to maintain an elevated level of glycolysis. Here, we did not consider whether an alternative fuel switch, such as glutamine utilization as reported in murine CD4+ and CD8+ T-cells, occurs (11, 45). These differential effects of metabolic inhibition on cytokine production could provide targets for the control of inflammatory disease.

Immediate glycolytic switching was also shown using human CD4+ and CD8+ T-cell clones when activated with either the non-specific stimulus anti-CD3/CD28 or in an antigen-specific manner. ECAR and OCR were increased with natural peptide stimulation in comparison to anti-CD3/CD28. Further to this, we studied the ILA1 TCR, which binds with a range of affinities to altered peptides in order to determine whether TCR binding affinity could tune T-cell metabolism. These experiments demonstrated a clear relationship between TCR affinity and metabolic response, with the strongest ILA1 TCR affinity interaction for the 3G peptide inducing the greatest glycolytic change and the weakest, 8E, inducing the smallest glycolytic change. These findings were also consistent when oxygen consumption was investigated. This observation supports previous studies where strength of interaction between TCR and specific pHLA controls murine T-cell responses (46). Fine-tuning the ability of the HLA/peptide to promote post-TCR metabolic changes has implications for therapeutic manipulation of T-cells in cancer and for vaccination (47, 48).

The clinical importance and therapeutic potential of immunometabolism is emerging with modulation of glycolysis and mitochondrial respiration used increasingly to alter cell and disease phenotypes. This includes systemic lupus erythematosus where dual treatment of 2-DG and metformin normalizes CD4+ T-cell metabolism, and cancer where microRNA is being used to target glycolysis (49–51). There has also been considerable attention to the use of metformin alongside 2-DG and 6-diazo-5-oxo-L-norleucine (inhibitor of glutaminolysis) in a triple therapy strategy to prolong allograft survival by suppressing autologous T-cell rejection (42). Collectively, our findings illustrate differences in the metabolic activity of CD4+ and CD8+ T-cells and that TCR-pHLA affinity governs the underlying glycolytic switch and thus T-cell activation status. These findings aid our understanding of metabolically linked T-cell activation thresholds and could potentially improve vaccination strategies via the understanding of metabolic profiles during immune cell activation.
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Cellular metabolism has been known for its role in bioenergetics. In recent years, much light has been shed on the reprogrammable cellular metabolism underlying many vital cellular processes, such as cell activation, proliferation, and differentiation. Metabolic reprogramming in immune and endothelial cells (ECs) is being studied extensively. These cell compartments are implicated in inflammation and pathogenesis of many diseases but their similarities in metabolic reprogramming have not been analyzed in detail. One of the most notable metabolic reprogramming is the Warburg-like effect, famously described as one of the hallmarks of cancer cells. Immune cells and ECs can display this phenotype that is characterized by a metabolic switch favoring glycolysis over oxidative phosphorylation (OXPHOS) in aerobic conditions. Though energy-inefficient, aerobic glycolysis confers many benefits to the respiring cells ranging from higher rate of adenosine triphosphate production to maintaining redox homeostasis. Chemical and biological regulators either promote or perturb this effect. In this review, nitric oxide, hypoxia-inducible factor, and adenosine monophosphate-activated protein kinase have been discussed for their common involvement in metabolic reprogramming of both systems. From in vitro and animal studies, various discrepancies exist regarding the effects of those regulators on metabolic switch. However, it is generally accepted that glycolysis favors inflammatory reactions while OXPHOS favors anti-inflammatory processes. The reasons for such observation are currently subject of intense studies and not completely understood. Finally, metabolic reprogramming in immune cells and ECs does not limit to the physiological state in health but can also be observed in pathological states, such as atherosclerosis and cancer. These new insights provide us with a better understanding of the similarities in metabolic reprogramming across a number of cell types, which could pave the way for future research and possible metabolic-based therapeutics.
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INTRODUCTION

Cellular metabolism has been sidelined for many years and it was only seen as the series of sequential pathways involved in converting fuel sources, such as glucose, fatty acids, ketones, and amino acids to generate packets of cellular energy in the form of adenosine triphosphate (ATP). At its infancy, scientists found it difficult to convince the scientific community that cellular metabolism and its by-products might have wider implications on inflammation and disease pathogenesis (1). In 1997, Shim et al. conducted a study using representational difference analysis and found that lactate dehydrogenase (LDH)-A induction by the oncogene c-myc leads to overproduction of lactate (2). This finding provides a molecular explanation to the metabolism of tumor cells characterized by glucose overutilization and lactate overproduction in normal oxygen conditions, also known as the Warburg effect. This reprogramming of cellular energetics in cancer cells is described as one of the ten hallmarks of cancer by Douglas Hanahan and Robert A. Weinberg in 2011 (3). With regard to lactate, it was recently found that the high levels of lactate present in the inflammatory microenvironment reduce the motility of T cells, hence serving an active retention mechanism and lead to the induction of T helper (TH)17 responses, which suggests that lactate is not merely a by-product of cellular metabolism, but it has a role in determining specific immune cell responses (4). There is an increasing awareness that many fundamental cellular processes, such as cell differentiation and proliferation have their distinct but reprogrammable metabolic requirements, which many experts would coin as the “renaissance of cellular metabolism.”

At the heart of these exciting findings, there is a growing interest in explaining well-established disease pathogenesis in the light of metabolic reprogramming. Inflammation is a tissue response to insult by host defense mechanisms. Although the inflammation is the bodily response to rid invading pathogens and promote healing of injured tissues, often unresolved chronic inflammation or dysregulated autoimmunity can be the core of many disease processes. In inflammation, endothelial cells (ECs) are responsible for controlling immune cell trafficking. Cells of the immune system are recruited to the site of injury via dilated tissue vasculature. With the lower shear stress in dilated vessels, immune cells accumulate at the margins of the lumen in proximity to the endothelium. The immune cells roll along and adhere firmly on the endothelium before migrating across the vessel in a process known as diapedesis. There is a major interplay between immune cells and ECs to orchestrate these complex series of events. Extensive studies on the metabolic reprogramming in both cells types are underway but little or no comparisons between these closely related systems exist in the current literature. Hence, this review will analyze and compare the similarities in metabolic reprogramming of endothelial and immune cells in both health and disease state and further discuss about possible therapeutic targets.

METABOLIC CHARACTERISTICS OF MACROPHAGES, T CELLS, AND ECs

Macrophage Metabolism

Macrophages have been traditionally described by two differentiation pathways, which lead to the classical (M1) and the alternative (M2) phenotype (5). M1 and M2 phenotypes, however, are now known to belong to a spectrum of possible differentiation pathways alongside with numerous activation states with characteristic phenotypes. Recently, plaque-specific macrophages, such as M4, Mhem, and Mox, have been identified in atherosclerosis lesions (6–9). M2 macrophages can further be classified into M2a, M2b, M2c, and M2d subtypes (6, 10, 11). Xue et al. stimulated human macrophages with 28 different activation stimuli and analysis of the data has shown a spectrum of macrophage activation states which does not conform to the classical bipolar M1/M2 axis (12). Despite the existence of a myriad of macrophage subsets, the M1/M2 paradigm is still extensively used in the literature and is a useful framework for the purpose of our discussion pertaining to macrophage metabolism and function.

In general, M1 macrophages are pro-inflammatory and they are functionally important for clearance of pathogens. M1 macrophage metabolism is characterized by high glycolysis and relatively low oxidative phosphorylation (OXPHOS), high inducible nitric oxide synthase (iNOS) activity, and nitric oxide (NO) production (13). The tricarboxylic acid (TCA) cycle of M1 macrophages is discontinuous and it has two break-points at isocitrate dehydrogenase and succinate dehydrogenase (SDH) (14). This observation provides explanation for the upstream accumulation of citrate and succinate, both of which influence the polarity of macrophages. Succinate acts as a pro-inflammatory signaling molecule by stabilizing hypoxia-inducible factor (HIF), a transcription factor which upregulates the biosynthetic capacity of cells (15). Citrate is also a known pro-inflammatory signal. Citrate is involved in fatty acid and phospholipid biosynthesis that promotes the production of inflammatory prostaglandins (16). In the cytosol, the metabolism of citrate by ATP-citrate lyase generates nicotinamide adenine dinucleotide phosphate (NADPH) which is a required substrate for the synthesis of NO (17). Unlike naïve cell types, macrophages are terminally differentiated and they do not require energy for proliferation (18). Instead ATPs are used to sustain energy-demanding cellular activities, such as phagocytosis and secretory functions (18).

M2 macrophages, on the other hand, are involved in regenerative roles, such as tissue remodeling, repair, and healing. M2 macrophage metabolism is characterized by OXPHOS, fatty acid oxidation (FAO), and upregulated arginase 1 activity (13). Unlike M1 macrophages, the mitochondrial complexes in M2 macrophages are not occupied by NO and reactive oxygen species (ROS) and, hence, OXPHOS is sufficient to sustain the metabolic demand. M2 macrophages also express PFKFB1, an isoform of 6-phosphofructo-2-kinase capable of metabolizing the glycolytic activator fructose-2,6-bisphosphate (19). As opposed to the upregulated pentose phosphate pathway (PPP) in M1 macrophage, PPP is suppressed in M2 macrophage by the expression of carbohydrate kinase-like protein (20). L-arginine metabolism via arginase produces ornithine, which is important for the synthesis of proline, a component of tissue collagen (21). Consequently, arginase activity might be driving the reparative function of M2 macrophages in tissue remodeling. Lastly, the predilection for OXPHOS and FAO in M2 macrophage is also driven by high adenosine monophosphate-activated protein kinase (AMPK) activity (22).

T Cell Metabolism

The role of T cells in the adaptive immune system is vast and they function by secreting lymphokines to induce immunomodulatory actions (CD4+) or by promoting cytotoxicity (CD8+). CD4+ T cells bind to major histocompatibility complex (MHC) class II ligands on antigen-presenting cells, while the counterpart, CD8+ T cells, bind to MHC class I ligands. There are several subtypes of CD4+ T cell differentiation, including TH1, TH2, TH17, TH9, regulatory T (Treg) cell, follicular helper T cell, type 1 T regulatory cell, and memory T cells (23–25).

Naïve T cells rely on FAO and OXPHOS for their energy production (26, 27). Upon encountering antigen-presenting cells, naïve T cells undergo activation and subsequently clonal expansion and differentiation. During this period, profound metabolic changes occur. Activated T cells upregulate aerobic glycolysis and the glycolytic branch reaction, PPP (28, 29). This is attained via glucose transporter (GLUT) 1 translocation to cell periphery and upregulation of glycolytic enzymes (28, 30). Glutamine metabolism is also enhanced which supplies products for the TCA cycle as well as promoting polyamine synthesis (29, 31).

Distinct metabolic pathways are required for differentiation of activated T cells. The T effector subsets, TH1, TH2, and TH17, are known to prefer glycolysis even in aerobic conditions (32, 33). Treg cells, on the other hand, mainly prefer FAO for energy generation and replicate at moderate levels as opposed to the profound amplification in cell proliferation seen in T effector cells (18, 33, 34). Metabolism of memory T cells is largely similar to that in naïve T cells, aside from the increased mitochondrial mass that is a preemptive measure to prepare for mitochondrial energy generation upon secondary antigen exposure (35).

EC Metabolism

Endothelial cells can be classified into three different subtypes based on their morphology and role in angiogenesis: the highly branched tip cells are primarily migratory and navigate the direction of the vessel sprout; the stalk cells have less branches but are highly proliferative and elongate the sprout during extension; and lastly, phalanx cells, commonly recognized by their cobblestone appearance, are quiescent and line the mature blood vessels (36). In maturity, majority of the blood vessels are relatively quiescent but they retain the capacity to respond to angiopoietin in physiological and pathological states to generate new blood vessels from existing vasculature, in a process known as angiogenesis (37). This sequential and highly coordinated process can be accomplished by either sprouting or non-sprouting angiogenesis (37, 38).

Owing to the low mitochondrial content, ECs rely almost exclusively on glycolysis for energy generation (39). On vascular endothelial growth factor (VEGF) stimulation, the rate of glycolysis is doubled and GLUT 1 expression is upregulated to meet the metabolic demand of cell migration during angiogenesis (40, 41). PFKFB3, a different isoform to PFKFB1 expressed in M2 macrophages, is also involved in the metabolic regulation of ECs. PFKFB3 stimulates glycolysis by synthesizing large quantity of fructose-2,6-bisphosphate, which is a potent glycolytic stimulator (39). Glycolysis is shown to modulate the phenotypic expression of ECs. Increased activity of PFKFB3 could override genetically predestined stalk cells into metabolically active tip cells to further enhance ECs sprouting (39). Conversely, extracellular environment such as laminar shear stress exerted by blood flow lowers PFKFB3 activities and the associated metabolic changes that resultantly sustain cellular quiescence (42). Apart from angiogenesis, ECs are involved in a wide range of vascular homeostatic functions such as vasodilation and the anti-proliferating effect on vascular smooth muscle cells through the action of NO generated by endothelial nitric oxide synthase (eNOS) (43). As in the case with M2 macrophages, AMPK in ECs senses glucose deprivation and promotes the inhibition of acetyl-coenzyme A carboxylase (ACC), resulting in increased FAO (44). Schoors et al. investigated FAO in ECs and found it essential for ECs proliferation during vessel sprouting, unlike glycolysis that regulates both proliferation and migration (45). The targeted control of FAO on ECs proliferation could potentially be a therapeutic option for pathological angiogenesis (Figure 1).
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FIGURE 1 | A summary of the main bioenergetic pathways in each of the cell types discussed. It should be noted that glycolysis is the preferred bioenergetic pathway in classical pro-inflammatory cells and endothelial cells.



METABOLIC REPROGRAMMING IN THE IMMUNE CELLS AND ECs

Cells derive energy from catabolism of the three major biomass sources: glucose, fatty acids, and amino acids mainly through glycolysis and OXPHOS. In theory, a molecule of glucose can yield up to approximately 38 molecules of ATP of which, 2 from glycolysis, 2 from the TCA cycle, and 34 from OXPHOS. Based on the number of moles of ATP produced per mole of glucose, OXPHOS would be the ideal and most efficient bioenergetic pathway. However, glycolysis is the preferred one in cells with high metabolic demands as it confers many benefits. The demand for an expensive amount of energy from metabolically active processes can be met by aerobic glycolysis, which is a faster bioenergetic pathway as compared to OXPHOS, granted that there is a steady stream of glucose supply (46). The metabolic intermediates of glycolysis can also be shunted to branch reactions and synthetic pathways to generate macromolecules and maintain redox homeostasis needed for cell proliferation, migration, and maintaining physiological functions (17, 41, 47). M1-activated macrophages rely on glycolysis for ATP production, while the mitochondrial machinery has been shunted to ROS production necessary for bactericidal activity (48). The enhanced glycolytic branch reaction PPP also augments the production of NADPH required for the production of ROS (49). In CD4+ T cells, it was shown that OXPHOS and aerobic glycolysis can interchangeably be used to sustain cell proliferation and survival, but only aerobic glycolysis can adequately lead to the attainment of full effector function (26, 31). ECs invariably utilize glycolysis as the main bioenergetic process and several advantages of aerobic glycolysis have been suggested. Despite the proximity to readily available oxygen sources, glycolysis reduces the need for oxygen and this allows maximum oxygen concentration carried in the blood to tissues perfused by the blood vessels (18). In neovascularization, ECs proliferate in order to perfuse hypoxic tissues. Low oxygen level in hypoxic environment limits the effectiveness of OXPHOS in generating ATP and, hence, glycolysis is preferred (18). Reaction–diffusion models show that the decrease in partial pressure of oxygen is less than the decrease in glucose concentration over distance (18, 50). This suggests that ECs can still undergo anaerobic glycolysis as tip cells get further away from blood vessels. In this review, NO, HIF, and AMPK will be discussed in more detail owing to their common involvement in the regulation of the Warburg-like effect and other forms of bioenergetics seen in all three cell types. Other potent metabolic regulators, such as mTOR, are not within the scope of this review as there is limited literature of its effect on ECs (18, 41). The main similarities and differences in the metabolic pathways of macrophages, T cells, and ECs are summarized in Table 1.

TABLE 1 | The similarities and differences in metabolic reprogramming mediated by nitric oxide (NO), hypoxia-inducible factor (HIF), and adenosine monophosphate-activated protein kinase (AMPK) in macrophages, T lymphocytes and endothelial cells (ECs).
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Nitric Oxide

Synergistic stimulation of macrophages by lipopolysaccharide (LPS) and interferon (IFN) has been shown to increase the expression of iNOS and NO production and resulting in a preferential switch to glycolysis (17, 51, 52). One of the possible mechanisms is via the nitrosylating effect of NO on iron-sulfur proteins of the electron transport chain complex leading to inhibition of cell respiration (75, 76). iNOS-deficient dendritic cells are unresponsive to LPS stimulation but pharmacological reintroduction of exogenous NO results in a metabolic switch from OXPHOS to aerobic glycolysis (75). Several studies have shown that NO can permeate cell membranes to exert its effect on cellular metabolism. Recent studies have shown that low plasma membrane cholesterol and functional connexin-based channels facilitate the transport of NO across cellular membranes (77, 78). These observations suggest that NO generated by ECs could exert its effect on immune cells in a paracrine fashion. In terms of cellular production of NO, the substrate L-arginine can be shunted into two metabolic processes, either the iNOS or the arginase pathway. iNOS metabolizes L-arginine to produce NO and citrulline while arginase, on the other hand, controls the ornithine cycle by catalyzing the formation of ornithine and urea. Both enzymes compete for the same common substrate and, hence, NO production and its effect on metabolism are controlled by the expression of these enzymes. Colegio et al. found that lactate generated from aerobic glycolysis could induce the expression of arginase 1 and M2-like phenotype in tumor-associated macrophages (TAMs) via the HIF pathway (79). This finding has implications for cancer cell survival and is further discussed in a later section.

A study on murine thymus shows that the nitrosylating effect of NO is also seen in other enzymes regulating the activity of glycolysis, the TCA cycle, and fatty acid metabolism (80). NO has a toxic effect on T cells, consistent with a role as self-limiting pathway in TH1 cell-mediated responses in vivo via IFN-γ (56, 81). In an experimental study on autoimmune disorder, IFN-γ exerted a protective effect via activation of iNOS and production of NO (82). NO in turn triggered T cell apoptosis, thus providing some degree of explanation to the self-limiting effector response of TH1 cells (55). Addition of L-arginine to CD4+ T cells was shown to induce several metabolic changes, including increased gluconeogenesis, decreased GLUTs and glycolytic enzymes, and a metabolic switch to OXPHOS (53). A possible explanation is the upregulation of the serine biosynthetic pathway which fuels the TCA cycle and subsequently OXPHOS and results in a “reverse” Warburg-like effect (53, 54). T cells have also been shown to display a twofold decrease in glycolytic rate when iNOS is knocked-out (83). Alongside the apparent anti-inflammatory effect of NO on T cells, it was shown that NO induces proliferation of functional Treg cell population (56). The metabolic mechanism behind the increased proliferation of Treg cells by NO is not well understood but it may represent a key regulation point of host immune function.

Nitric oxide is arguably the most important synthetic product of ECs as it has a role in modulating vasodilation and inflammation. eNOS is functionally similar to iNOS and it metabolizes L-arginine to citrulline and NO. Aside from its local effect on vascular smooth muscle cells, NO is also an autocrine signaling molecule and exhibits effects on ECs metabolism. In the angiogenic state, the metabolic demand of ECs is greatly increased and this is met by increasing the rate of glycolysis (39–41). Using an NO-donor, it was shown that glyceraldehyde-3-phosphate dehydrogenase (GAPDH), a glycolytic enzyme in bovine aortic ECs is inhibited in a dose-dependent manner but the effect is reversed to near base-line upon removal of the NO-donor, which implies that GAPDH is a target for NO-mediated oxidative stress (59). The same group of researchers conducted another study and found that NO stimulates glycolysis and reversibly impairs mitochondrial reserve capacity (57). This set of data opposes the earlier finding on NO-mediated inhibition of GAPDH, leading to the conclusion that inhibition of this enzyme is not a sensitive biological effect of NO (57). Other studies have also been in support of the action of NO in promoting glycolysis in ECs. Paik et al. treated human umbilical vein ECs with sodium nitroprusside and diethylenetriamine, both of which are NO donors and found that 18F-fluorodeoxyglucose uptake was increased alongside with GLUT 1 expression and hexokinase activity (58). These changes are surrogate markers of increased glycolytic flux in ECs. Despite not many studies support a role for NO-mediated effects via rewiring of EC metabolism, NO produced from eNOS is theoretically capable of interacting with the immune system and, hence, it represents a topic of interest for further investigation.

Hypoxia-Inducible Factor

In vitro and in vivo studies show that glycolytic flux is upregulated by both M1 activation and hypoxic condition (60). Cellular adaptation to hypoxia is mediated by the transcription factor HIF (84). It is made of two subunits, HIF-1β and HIF-1α of which the latter is degraded by oxygen-dependent mechanisms (84). HIF-1α expression is induced by TH1 cytokine stimulation and is known to promote the metabolic switch from OXPHOS to glycolysis by regulating the activity of GLUT 1 and several enzymes in the glycolytic pathway (61). HIF-1α also increases LDH and reduces pyruvate dehydrogenase activity, collectively shunting the production of acetyl-CoA for the TCA cycle to the production of lactate inducing the Warburg-like effect in macrophages (62, 63). Interestingly, Takeda et al. found that in TH1 cytokine-induced M1 macrophages, HIF-1α induces the expression of iNOS but not arginase, while the converse is true for HIF-2α in M2 macrophages (85).

Wang et al. found that glycolysis, glutamine metabolism, and FAO were not affected by short-term (24 h) deletion of HIF-1α but mild glycolysis impairment was shown after 72 h with moderate downregulation of LDH-A and hexokinase-2 gene expression (29). Despite the data suggesting a limited role of HIF-1α in promoting the reprogramming of T cell metabolism, HIF-1α-deficient CD4+ T cells cultured in TH17-stimulating conditions show lower expression of genes encoding for GLUTs, LDH-A, and other glycolytic enzymes (64). Interestingly, HIF has also been shown to regulate the TH17/Treg balance by favoring TH17 differentiation and suppressing Treg population (65). This is also apparent in TH17-mediated autoimmune disease as in vivo studies showed that mice with HIF-1α-knock out T cells were resistant to experimental autoimmune encephalitis (65). It is known that TH17 cells favor glycolysis, while Treg cells rely on OXPHOS and FAO for energy generation. This experiment provides indirect evidence for a possible link between HIF and the Warburg-like effect seen in T cells.

Similar metabolic adaptation to hypoxia is also seen in ECs. An experiment on bovine aorta and human umbilical ECs shows that, in hypoxic conditions, ECs increase glucose uptake and lactate generation, both of which are surrogates for glycolysis activity (66). The team then inhibited OXPHOS under aerobic conditions and an upregulation of GLUTs in ECs was observed over several hours. The authors suggest that the lag period is observed as a result of a series of events involving mRNA transcription and protein translation of the GLUTs (66). Oswald et al. studied the effect of hypoxia on the metabolism of ECs from three different sources, namely umbilical, dermal, and aortic. The expression of HIF and VEGF mRNA as markers of experimental hypoxia was measured and they found that hypoxia is associated with increased uptake of 18F-fluorodeoxyglucose by ECs from all tissue sources (67). The authors concluded that the low oxygen tension stabilizes HIF-1α that is involved in the upregulation of GLUT-1 expression (67).

Adenosine Monophosphate-Activated Protein Kinase

Adenosine monophosphate-activated protein kinase is known as the metabolite-sensing kinase and is activated in conditions of low energy and oxygen reserve (17, 86). The breakdown product of ATP, adenosine monophosphate (AMP), and adenosine diphosphate (ADP) bind to AMPK making it more susceptible to activation by upstream kinases (17, 87). AMPK has been shown to play a role in regulating mitochondrial bioenergetic reactions. One proposed pathway is by directly upregulating mitochondrial biogenesis through the induction of its transcriptional coactivator, proliferator-activated receptor-γ-coactivator-1 that induces mitochondrial biogenesis and respiration (88, 89). AMPK also induces the activity of SDH in the TCA cycle that fuels OXPHOS (90). Another notable function of AMPK is the modulation of mTOR as one of its downstream targets. mTOR acts as an intracellular sensor to metabolic cues and directs the rate of cell growth and proliferation (91). Depletion of ATP activates AMPK that in turns inhibits mTOR and subsequent protein synthesis in order to conserve energy (92). Aside from that, AMPK also has a role in upregulating FAO by inhibiting ACC, a rate-limiting enzyme for the carboxylation reaction of acetyl-CoA to malonyl-CoA (93). However, the study outcomes on the importance of AMPK in FAO have not been always congruent. Recent evidence shows that skeletal muscles with AMPK kinase-dead mutant display ACC phosphorylation, reduction in malonyl-CoA, and FAO rate similar to those in controls (94). Nonetheless, these data are not retrieved from studies on immune cells or ECs but rather conducted in skeletal muscles for their abundance in mitochondria content.

Stimulation by M2 stimuli, such as IL-10 and TGF-β rapidly activates AMPK (70). Inhibition of AMPK by genetic deletion of its subunits leads to a heightened inflammatory response and reduction in FAO, a key bioenergetic pathway in M2 macrophages (68, 69). These observations are in concordance with the role of AMPK in opposing the polarization of M1-activated macrophages (70). In one occasion, AMPK has been shown to increase glycolysis in monocytes during hypoxia by activating the glycolytic stimulator, PFKFB3 (71). O’Neill and Hardie proposed that this observation could be explained as an ATP-generating function of AMPK by activated macrophages during hypoxia (22). Another interesting theory from Luo et al. based on their work on tumor cells describes that AMPK induces glycolysis and FAO in acute stress, whereas chronic AMPK stimulation dampens glycolysis via inhibition of mTOR and its action on p53 tumor suppressor protein, albeit the evidence for the latter is limited (95). The relevance of this dual effect of AMPK on the metabolism of macrophages requires further investigation.

Although TH1, TH2, and TH17 subtypes of activated CD4+ T cells adopt glycolysis as their main form of energy generation, Treg cells, on the other hand, rely mainly on fatty acid metabolism (18, 33, 34). Metformin, a known inducer of AMPK, was shown to increase the number of Treg cells in murine studies (33). To find out the direct role of AMPK on Treg cells metabolism, genetic methods were employed and it was shown that knock out of the AMPKα1 subunit increases GLUT-1 expression and hexokinase activity (72). This resulted is a threefold increase in basal glycolytic rate observed in T-cells supporting the role of AMPK in hindering the switch to aerobic glycolysis (72). However, the cells did not display any polarization toward pro-inflammatory subtypes despite an increase in glycolysis (72). Mayer et al. found that T cells in AMPK-deficient mice displayed increased rate of cell death and reduced aerobic glycolysis as compared to wild-type T cells when mitochondrial respiration is artificially inhibited, which suggests the role of AMPK as a response mechanism to metabolic stress (96). T cell activation and cytokine production, on the other hand, remain intact in AMPK-deficient mice (96). Blagih et al. conducted another study by subjecting T cells to glucose-scarce environment, which inhibited glycolysis. They found that AMPK is essential for glutamine-dependent OXPHOS when glucose supply is limited, providing further evidence for the role of AMPK in T cell response during metabolic stress (73). Functionally, although AMPK-deficient T cells display full proliferative capacity when glucose supply is not a limiting factor, the same scenario is not true when glucose supply is low (73). In vivo experiments show that the T cell population was relatively smaller in AMPK-deficient mice as compared to wild-type controls (73). There was no difference observed in viral load but there was a reduction in bacterial clearance in the AMPK-deficient group (73). Taken together, these observations show that despite the AMPK-induced metabolic reprogramming seen in T cells, AMPK might not display an overt in vitro effect on T cell function, such as activation and differentiation. However, AMPK could be essential for T cell function in metabolic stress and in vivo environment where the cellular micromilieu is more variable.

Although the name suggests otherwise, AMP has not been shown to be responsible for the activation of AMPK in ECs. Alternative stimuli, such as the increase in ADP/ATP ratio, tumor suppressor gene product LKB1, shear stress exposure, and Ca2+-elevating agonists, such as bradykinin and thrombin, have been proposed (87, 97–99). Similar to the observations seen in M1 macrophages and Treg cells, AMPK activation was shown to reduce glucose uptake and glycolysis in ECs (74). ECs are known to generate up to 85% of their total ATP through glycolysis (39). Therefore, endothelial mitochondria have been proposed to serve other functions other than solely being the energy powerhouse of the ECs. The expression of mitochondrial antioxidant enzymes induced by AMPK has shown to confer protective benefit to ECs against oxidative stress (100). Apart from its effect on glucose metabolism, AMPK activation has been shown to increase FAO in human umbilical vein ECs (74). Specifically, palmitate oxidation is heightened from the activation of AMPK by bradykinin, suggesting that AMPK activation may mitigate lipotoxicity secondary to fatty acid accumulation in the initial stages of atherosclerosis (98) (Figure 2).
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FIGURE 2 | [1] Glycolysis, [2] tricarboxylic acid (TCA) cycle and oxidative phosphorylation, [3] fatty acid oxidation, [4] pentose phosphate pathway, [5] ornithine cycle, and [6] glutamine metabolism. This figure shows the main metabolic pathways in relation with nitric oxide (NO), hypoxia-inducible factor (HIF), and adenosine monophosphate-activated protein kinase (AMPK). NO is produced by NOS with L-arginine as the substrate while succinate, the intermediate of the TCA cycle stabilizes and activates HIF. Adenosine triphosphates (ATPs) are hydrolyzed to adenosine diphosphate (ADP), while some are converted to adenosine monophosphate (AMP) via adenylyl cyclase. The increase in AMP/ADP:ATP ratio as well as other extracellular metabolic stressors activate AMPK. The effect of these mediators on metabolic reprogramming is listed in Table 1. PFKFB3 converts fructose-6-phosphate to fructose-2,6-bisphosphate, which in turn activates phosphofructokinase-1 and promotes the rate of glycolysis. Citrate metabolism produces acetyl-CoA, which is converted to malonyl-CoAs for fatty acid synthesis. Arachidonic acid and its derived inflammatory prostaglandins are produced from the same pathway. Arginase regulates the ornithine cycle, which is involved in the production of polyamines, a prominent feature of metabolism in M2 macrophages.



CELLULAR METABOLISM IN INFLAMMATION

Atherosclerosis from a Perspective of Cellular Metabolism

Despite being largely seen as a lifestyle disease, a large part of atherosclerosis stems from inflammation. The earliest evidence of atherosclerosis in a human’s lifetime is fatty streaks, which are inflammatory lesions found in blood vessels, even in those of infants and young children. As described earlier, NO has several homeostatic functions in the circulatory system, including modulating vasodilation, inhibiting platelet aggregation, and smooth muscle proliferation, all of which if dysfunctional will result in atherosclerosis. In ECs, an imbalance of antiatherogenic NO versus its counterpart, the proatherogenic ROS such as superoxides, is often described in early atherosclerosis (101–103). eNOS uncoupling also occurs when L-arginine supply is limited, generating ROS instead of NO (104). On the other hand, administration of L-arginine over 13 weeks has also been shown to regress atherosclerotic lesions in rabbits with hypercholesterolemia, suggesting reversibility in atherosclerosis progression through the restoration of NO action (105). In a study, plasma level of L-arginine, asymmetric dimethylarginine (ADMA), and symmetrical dimethylarginine in 49 patients with hypercholesterolemia were compared with the controls and it was found that increased ADMA associates with impaired vasodilation and reduction in urinary nitrate (106). These effects were shown to be reversible upon L-arginine administration in a double-blinded, randomized, placebo-controlled cross over study and the researchers concluded that ADMA can serve as a novel risk factor for cardiovascular disease (106). It is postulated that ADMA is a competitive inhibitor of NOS, which at high levels results in reduction of NO synthesis (107). This competitive inhibition could then be overcome by increasing the plasma level of L-arginine.

The inflammatory process of atherosclerosis is dependent on the balance of pro-inflammatory and anti-inflammatory cells (108, 109). In early atherogenesis, TH1 cytokines, such as IFN-γ, and lipoprotein, activate M1 macrophages that liberate more pro-inflammatory cytokines (110). M2 macrophages, on the other hand, were shown to counteract inflammation and promote healing (21). Regulation of this balance could be a potential therapeutic option for atherosclerosis. Some regulators such as peroxisome proliferator-activated receptor gamma coactivators 1β were shown to induce OXPHOS and FAO in macrophage population and to enhance the maturation of anti-inflammatory M2 macrophages (110). Induction of M2 macrophages can also be achieved via AMPK activation (111). Accumulation of M2 macrophages in vivo was found to decreases the size of atherosclerotic plaques in mice with hypercholesterolemia (111).

Although most T effector responses aggravate atherosclerosis, Treg cells activity was shown to reduce the size of lesions and extent of inflammation (112, 113). In a murine study, injection of anti-CD3 antibody was shown to induce the Treg cell population and promote regression of atherosclerotic lesions. This beneficial effect was abolished soon after injection of anti-CD25 antibody that depleted Treg cells (114). Macrophages with increased expression of enzymes involved in the synthesis of retinoic acid, such as aldehyde dehydrogenase 1A2 and retinal dehydrogenase were shown to increase Treg cell population (111). This is in tandem with the role of retinoic acid in supporting differentiation of Treg cells from naïve T cells (115).

Patients with cardiovascular risks are classically treated with statins, a drug that inhibits HMG-CoA reductase, a rate-controlling enzyme of the mevalonate pathway that leads to the production of cholesterol. HMG-CoA reductase inhibition via statins, however, causes reduced immunosuppressive activity by Treg cells, an effect that could limit the therapeutic effect of statins (116, 117). Restoration of Treg cell function can be achieved through administration of mevalonate, the product of 3-hydroxy-3-methylglutaryl-CoA reductase enzymatic reaction (116, 117). The role of mevalonate as an adjunctive treatment for lipid-lowering statin regimen is also an interesting topic for clinical research. These discoveries are exciting as they open new ways of treating this extensively studied condition, which has plagued the humanity since the beginning of modernization.

The Survival Mechanisms of Cancer Cells

In neoplasm, growing tumors proliferate at an exceedingly fast rate, rendering the micromilieu deprived of glucose and amino acids essential for T cell function (118–120). This is in concordance with the importance of metabolic pathways in controlling cellular functions. T cells assume an effector status by upregulating glycolytic and anabolic activities through increased glucose uptake, glutamine oxidation, and oxygen consumption (27). The glucose-scarce micromilieu perturbs these energy-expensive processes and sends CD4+ T cells into dormancy known as the anergy state and, subsequently, T cell dysfunction (119–121). CD4+ T cells that have undergone metabolic inhibition and anergy fail to proliferate even upon re-challenging with costimulation, which is the signal required for T cells to achieve full effector status and maximal expression of cytokines (121). Furthermore, lactate accumulation secondary to tumor glycolysis from the Warburg effect leads to acidosis in the microenvironment (122). High levels of lactate have been shown to inhibit T cell motility and glycolysis via distinct transporters exhibited by CD4+ and CD8+ T cells (4). This inhibition coupled with HIF-induced upregulation of programmed cell death-ligand 1 grants tumor cells immunity against cytotoxic effect of T cells (119, 120, 123). In terms of NO, T cell cytotoxicity can be hindered as a result of peroxynitrite formation from the rapid interaction of ROS and NO generated by tumor iNOS from L-arginine metabolism (118).

To contribute to the existing complexity, M2 TAMs are also implicated in tumor cell survival. As mentioned before, M2 TAMs have heightened arginase activity that converts L-arginine to ornithine and urea, further depleting the limited local source of L-arginine. Ornithine induces the polarization of more M2 TAMs and, hence, this leads to the development of a vicious circle (124). The competition for L-arginine hampers the ability of M1 TAMs to generate NO that has antitumor properties (124). The scarcity of L-arginine also has a knock-on effect on T cell function as they also depend on L-arginine for NO and protein synthesis, both of which are required for T cell activation. In short, tumor cells have developed a distinctive reprogrammed metabolism that provides survival advantage by fast-tracking energy production and anabolic processes while in the process also creates the perfect microenvironment to hinder the metabolism and antitumor function of immune cells.

Tumor ECs, on the other hand, have overexpression of GLUTs, which is indicative of rapid glucose uptake and glycolytic activity (40, 41). Perivascular NO gradient has been shown in vitro to facilitate blood vessel normalization and maturation (125). As seen in the competition with immune cells for metabolic substrate, increased uptake of L-arginine by cancer cells reduces NO generated by eNOS. This results in the formation of abnormal vessels in terms of organization, structure, and function, proving a challenge for delivering antitumor drugs to the perfused cancer cells (125). Recently, upregulation of PFKFB3, a key regulator of ECs glycolysis, was shown to lead to the development of immature and dysfunctional vasculature in tumor angiogenesis (39, 41, 126). Further to that, inhibition of the enzyme results in normalization of blood vessels and, hence, it could be a potential therapeutic target as an adjunctive treatment for effective delivery of modern cytotoxic agents to tumor cells (39, 41, 126). At the same time, heightened glycolysis in tumor cells is PFKFB3-dependent and inhibition of the same enzymes was shown to reduce glucose uptake and proliferation of human hematopoietic and adenomatous cancer cell lines (127).

The clinical implication of cell metabolism in oncology is vast. Since the year 2000, lactate accumulations have been reported by several teams as prognostic predictors of poor outcome in patients with solid malignant tumors (128). Several glycolytic inhibitors have also been shown to be effective therapeutic adjuncts against cancers in hypoxic environment and those with mitochondrial defects that are resistant to conventional chemoradiotherapies (129). Although the theoretical advantage of glycolysis inhibitors is to devoid tumor cells of ATP by inhibiting their main mode of bioenergetics, it is postulated that cancer cells with intact mitochondria could still generate ATP through OXPHOS. The other advantage of inhibiting glycolysis is to normalize the acidic tumor micromilieu and the subsequent reestablishment of tumor-suppressing immune function. Arginine metabolism has also attained great interest in cancer therapeutics and, interestingly, both upregulation and inhibition of arginase action can lead to tumor-suppressing activities. Tumor growth displayed dose-dependent suppression on administration of arginase inhibitor and the effect is not seen in mice with dysfunctional adaptive immune system, suggesting that the antitumor activity of arginase inhibitor is immune mediated (130). On the other hand, supplementation of recombinant human arginase was shown to induce cell apoptosis in non-small cell lung cancers through mitochondrial-derived ROS production (131). However, arginase supplementation reduces L-arginine required for the T-cell proliferation and cell–cycle progression from the accumulation of myeloid-derived suppressor cells (MDSC), suggesting a need for co-targeting MDSC accumulation in arginase inhibitor cancer treatments (132). At the moment, the knowledge of cellular metabolism is pushing the boundaries of modern oncology but the in vivo effect of metabolic reprogramming remains ambiguous in certain conditions.

PERSPECTIVE AND CONCLUSION

The impact of metabolism on cell function is an area with great future prospect for research. For example, NO has been shown to selectively induce differentiation of naïve CD+ 4 T cells into TH1 phenotype (56). Although both TH1 and TH2 cells utilize aerobic glycolysis as their main source of bioenergetics, the reasons for NO to selectively induce TH1 differentiation are not completely understood (33). It is exciting and equally challenging to find out methods to translate our knowledge on metabolic reprogramming into therapeutics of human diseases. Seeing the fact that bioenergetic mechanisms are ubiquitous in all cell lines, often the big question in therapeutics may be the systemic side effects of metabolic-based treatments as a result of unintended involvement of bystander cells. To illustrate, a partial and reversible reduction of glycolysis can be achieved through PFKFB3 blockade with an intention to reduce proliferation, migration, and sprouting of ECs (133). Potentially, the enzyme blockade could sufficiently reduce pathological progression of atherosclerosis while sparing healthy vasculature from permanent glycolytic dysfunction. Furthermore, pathogenesis of some well-described diseases could be seen from a different light with new understanding in metabolic reprogramming. Recently, novel research on endothelial dysfunction in rheumatoid arthritis is underway (134). ROS is found to be directly implicated in synovitis associated with rheumatoid arthritis (135). Patients with rheumatoid arthritis also have raised plasma ADMA, a known cause of NO-mediated endothelial dysfunction (136). These new findings could lead to the development of treatment adjuncts to couple with the current regimen largely based on immunosuppressants such as methotrexate. These examples are milestones we have achieved in a relatively short span of time, a testimony of the tremendous potential in the field of cellular metabolism. Cellular functions are highly dependent on the metabolic requirement; understanding the metabolic pathways will inform us with novel approaches to exploit these functions in the light of therapeutic and translational opportunities.
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On a whoe, the metabolic changes induced by these metabolic signals are similar between the immune and endothelal systems. However, NO suppresses glycolysis in T cells,
while AMPK upreguiates glycolysis in monocytes, both of which do not conform to the general framework.





OPS/images/fimmu-08-01516/logo.jpg
Ghesk for

i@





OPS/images/fimmu-08-01719/logo.jpg
Ghesk for

i@





OPS/images/fimmu-08-01889/logo.jpg
Ghesk for

i@





OPS/images/fimmu-09-00176/logo.jpg
Ghesk for

i@





OPS/images/fimmu-09-00270/fimmu-09-00270-g003.jpg
’ Up-regulated

< PPP

< Glycolysis

< Oxidative Stress
Pathways
(mROS)

< FAS

< Arginine > NO

) Down-regulated

o TCA
CRRETCIIRET

o FAO

41 Up-regulated

Py

<+
<+
%

Glycolysis
TCA
ETC

Mitochondrial
Biogenesis

FAO

Arginine >
Ornithine

& Down-regulated

o FAS






OPS/images/fimmu-09-00270/logo.jpg
Ghesk for

i@





OPS/images/fimmu-09-00270/fimmu-09-00270-g002.jpg
Moo

[3-3
e

(Proinflmmtory, LS sctivaied M1 mcrophage) Matix






OPS/images/fimmu-09-00352/logo.jpg
Ghesk for

i@





OPS/images/fimmu-09-00270/fimmu-09-00270-g001.jpg
Y, —» DNARNA

Cum.nmur

Fatty Acid Synthesis

4xATR 20 NADH
Glusahione reduction

M2






OPS/images/fimmu-09-01055/logo.jpg
Ghesk for

i@





OPS/images/fimmu-09-01465/logo.jpg
Ghesk for

i@





OPS/images/fimmu-09-02678/crossmark.jpg
©

2

i

|





OPS/images/fimmu-08-00837/logo.jpg
Ghesk for

i@





OPS/images/fimmu-09-01055/fimmu-09-01055-t001.jpg
Molecule  Class Obesity  Malnutrition Secreted by Immune function Reference
Leptin Adipocytokine  Increased  Decreased Adipocytes Pleiotropic hormone with many targets and many functionsin ~ (28)
immune cells
Induces Th1 and Th17 polarization
Adiponectin - Adipocytokine  Decreased  Confliting Adipocytes Polarization of monocytes and macrophages toward M2 ©9)
reports—may be phenotype
‘context-dependent Suppresses NK cell, eosinophi, neutrophi, y8 T cell, and
denditc cel activation and inflammatory cytokine production
Resistin  Adipocylokine Increased  No clear correlation;  Adipocytes, Stimulates the production of TNF-a and IL-12 in macrophages (30
more investigation  macrophages
needed
Vifatin  Adipocylokine Increased  No clear correlation;  Adipocytes Stimulates the production of TNF-a, IL-1, and IL-6 (80,31)
more investigation
needed
TNF-a Cytokine Increased  Mixed resuts, may  Adipocytes Neutrophil chemotaxis. @15,
depend on context 32-34)
IL-1p Cytokine Increased  Mixed results, may  Non-adipocyte cellsin ~ Stimulates macrophage activty (35,36)
depend on context _adipose tissue
L6 Cytokine Increased  Decreased Adipocytes, Recruitment of macrophages; polarization toward pro- (15.37)
macrophages inflammatory classically activated macrophages
-8 Cytokine Increased  Decreased Adipocytes, Induces neutrophil chemotaxis (38-40)
macrophages
IL-10 Cytokine Mixed—  Increased Treg cells, iNKT cells,  Broad anti-inflammatory function (41-43)
may be DCs, adipocytes,
context- macrophages
dependent
IL-33 Cytokine Decreased  Increased DCs, macrophages,  Maintains adipose tissue-resident Treg cellfunction, promotes (44, 45)
epithelial cells Th2 response, promotes alteratively activated macrophage
polarization
IL-1RA Cytokine Increased  Unknown Macrophages, Inhibits IL-1a and IL-1p activity (46-48)
epithelial cells
MCP-1 Chemokine Increased  Increased Macrophages, Macrophage recruitment (39, 49)
adipocytes
MIF Chemokine  Increased  Decreased Adipocytes, Inhibits macrophage migration (50)
lymphocytes
MP-la_ Chemokine Increased Unknown Adipocytes Enhances macrophage migration 1)
MP-1f  Chemokine Increased Unknown Adipocytes. Enhances macrophage migration )
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