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Editorial on the Research Topic

Paradigm shifts and innovations in cellular neuroscience

In recent years, significant advances in the field of Cellular Neurosciences have
contributed to translating basic science into ways to ameliorate diseases affecting the
nervous system that carry high economic and social burdens such as neurodevelopmental
and neurodegenerative disorders. This has been made possible by emerging technologies
such as machine learning and artificial intelligence, humanized mouse and human iPSC
models, imaging innovations, brain-computer interfaces, non-invasive brain stimulation,
gene editing, identification of biomarkers for drug discovery, etc.

The aim of this Research Topic is to understand the paradigm shifts that have shaped
and continue to shape Cellular Neuroscience. This Research Topic includes six Reviews,
one Opinion, and four Research Articles.

Reviews

According to the seminal work at the neuromuscular junction by Del Castillo and Katz
(1954), transmitter release occurs in packets of relatively constant size (quanta), which
are equal to the content of a single vesicle fused to the presynaptic membrane. Fusion is
favored by a complex network of mutually interacting proteins including synaptotagmin.
Fesce reports how, with the advent of optogenetics, it has been possible to demonstrate
that transmitter release can occur also through the transient opening of a pore between the
vesicle and the plasma membrane, without the need for the vesicle to completely fuse with
the latter (Harata et al., 2006), as already suggested by Bruno Ceccarelli, who called this
event “kiss and run.”

Long lasting, activity-dependent changes in synaptic strength such as those occurring
in Long Term Potentation (LTP) are thought to be the cellular correlates of learning and
memory (Bliss and Lomo, 1973). Here, Hansel and Yuste suggest that activity-dependent
increases in neuronal excitability can recruit neurons into ensembles and maintain them
active. They propose a permissive gate model by which the enhanced excitability facilitates
ensemble integration by converting subthreshold into supra-threshold connections and
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by promoting the propagation of dendritic potentials toward the
soma, thus allowing to enhance the EPSP/spike coupling. This
cellular plasticity mechanism can take place in the absence of LTP
and thus leaves the synaptic weight distribution unchanged.

Learning and memory processes are associated with
morphological modifications of dendritic spines (Bourne and
Harris, 2007) which are recognized as the loci of synaptic plasticity
expression. Wu et al. highlight recent findings on the functional
role of synaptopodin, an actin-associated protein found in a subset
of dendritic spines of telencephalic neurons, in various forms
of Hebbian synaptic plasticity where it plays a central role in
regulating postsynaptic calcium dynamics.

Of particular interest are synaptic plasticity processes occurring
in the primary visual cortex (V1), which, as demonstrated by
anatomical and molecular studies, develop over multiple time
windows, from the first trimester to aging (Siu and Murphy,
2018). Murphy and Monteiro provide an overview of human
primary visual cortex development, highlighting the molecular
mechanisms regulating the expression of glutamatergic and
GABAergic receptors involved in V1 Excitatory/Inhibitory balance
and experience-dependent plasticity, including the late shift of
GluN2A/GluN2B balance, consequent to the loss of GluN2B
subunits in adulthood (Siu et al., 2017).

Emerging technologies such as human induced pluripotent
stem cell (hiPSCs) are poised to play a crucial role in
identifying the cellular and molecular mechanisms underlying
genetic neuropathologies such as neurodegenerative diseases and
epilepsy. Toward a precision/personalized medicine, Farahani et al.
highlights how hiPSCs derived from somatic cells can produce
various neuronal cell types in which non-neuronal immune cell
types like microglia can be incorporated to develop new therapeutic
tools to prevent and treat these disorders. The use of machine
learning/artificial intelligence and quantitative neuroimaging
representations would enhance precision by integrating hiPSC-
neuronal models with patients’ biophysical data (Vo et al., 2024).

Molecular analysis of hiPSC from pediatric patients affected
by Focal Cortical Dysplasia Type II and Tuberous Sclerosis has
facilitated the identification of several dysregulated genes involved
in neuronal migration and differentiation which are responsible
for cortical malformations and drug-resistant forms of epilepsy
(Afshar Saber and Sahin, 2020; Lu et al., 2024). The review by
Zhang et al. focuses on balloon/giant cells (BC/GC), commonly
found in these malformations, which are unable to generate action
potentials, with special emphasis to their electrophysiological and
morphological glial-like properties similar to astrocytes. BC/GC
express a range of glial markers, such as GFAP, vimentin, and nestin,
indicating a heterogeneous population of cells with mixed neuronal
and glial characteristics.

Opinion

In different brain areas, distinct synaptic input converging onto
Pyramidal neurons (Pn) show a macroscale distribution across
large dendritic compartments. In this Opinion paper, Cupolillo
et al. discuss how spatially distributed excitatory and inhibitory
signals converge and integrate onto Pn to shape the neuronal
output. The authors provide experimental and computational

evidence that these events closely rely on the ability of neurons
to generate different forms of local dendritic spikes. The impact
of clustering and cooperative plasticity among glutamatergic
synapses and the specific spatial organization of GABAergic
inputs on dendritic branches are key determinants for shaping
dendritic excitability.

Research articles

Transient elevations of intracellular calcium by voltage-gated
calcium channels (VGCCs) activated by back-propagating action
potentials play a crucial role in dendritic integration (Stuart and
Sakmann, 1994). Using ultrafast membrane potential recordings
and calcium imaging techniques, Blömer et al., investigated the
kinetics of back-propagating action potentials and associated
calcium currents in apical dendrites of layer 5 neocortical
pyramidal neurons. In addition, using a realistic NEURON
model, they clearly demonstrate that large conductance calcium-
dependent potassium channels (BK) are rapidly and selectively
activated by N type of VGCCs. Activation of these channels at the
dendritic level leads to reduced neuronal excitability.

Early sharp waves (eSPWs) are the earliest network
activity observed in the developing rodent hippocampus. In
neonates, eSPWs lack high frequency oscillations, called ripples,
characteristic of adult SPWs (Leinekugel et al., 2002). Using silicon
probes electrodes to record neuronal activity in deep and superficial
layers of neonatal medial entorhinal cortex (MEC), Shipkov et al.
found that eSPWs are primarily driven by layer 2/3 inputs of the
MEC, triggered, via sensory feedback, by myoclonic movements.
These findings contrast previous results from adult animals,
showing that SPWs originating from the hippocampus spread to
the entorhinal cortex, thus contributing to memory consolidation.

Recent studies highlighted the physiological role of the
ventromedial nucleus of hypothalamus (VMH) in controlling
energy and glucose homeostasis (Choi et al., 2013). Using
a previously generated BAC transgenic line expressing Cre
recombinase under cholecystokinin (CCK) promoter and
pharmacological tools, Eftychidis et al. investigated the role of
CCK containing neurons, highly expressed in VMH, in regulating
food intake, body weight and glucose homeostasis. They found that
silencing CCK neurons with DREADDS, or removing them with
diphtheria toxin, resulted in increased feeding behavior. Therefore,
this approach unveiled new potential targets for obesity treatment.

Finally, Girasole et al. used a nanomotion sensor to monitor, at
micro and nanoscale level, the interaction-dependent movements
between two clusters of neuroblastoma cells, one of which
was growing on a neuro-mechanical oscillator suspended a few
hundreds of microns from a Petri dish containing the other. The
study reports that cell movements in one compartment are able to
influence the other one, located hundreds of microns away. These
bidirectional interactions occur via acoustic fields produced by
vibrations of neuroblastoma cells movements, which, in this way,
play a crucial role in cell/cell communication processes.

We thank all those who have contributed to the realization
of this Research Topic. We hope that this work will stimulate
further studies on new advances in the rapidly growing field of
Cellular Neuroscience.

Frontiers inCellularNeuroscience 02 frontiersin.org6

https://doi.org/10.3389/fncel.2025.1644329
https://doi.org/10.3389/fncel.2024.1482844
https://doi.org/10.3389/fncel.2024.1427515
https://doi.org/10.3389/fncel.2024.1478572
https://doi.org/10.3389/fncel.2024.1486315
https://doi.org/10.3389/fncel.2024.1513602
https://doi.org/10.3389/fncel.2024.1353895
https://doi.org/10.3389/fncel.2024.1403073
https://doi.org/10.3389/fncel.2024.1483368
https://doi.org/10.3389/fnsys.2025.1484769
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org


Cherubini et al. 10.3389/fncel.2025.1644329

Author contributions

EC: Writing – original draft. AM: Writing – review & editing.
ED’A: Writing – review & editing. DH: Writing – review &
editing. M-ÈT: Writing – review & editing. CH: Writing – review
& editing.

Funding

The author(s) declare that financial support was received for the
research and/or publication of this article. This work was supported
by the Fondo Ordinario Enti (FOE, DM571/2022) to EC; by the
National Institutes of Health grants R01DC019827, R01DC013770,
and R01DC015234 to AM; by #NEXTGENERATIONEU
(NGEU) and Ministry of University and Research (MUR),
National Recovery and Resilience Plan (NRRP), project MNESYS
(PE0000006)—A Multiscale integrated approach to the study of
the nervous system in health and disease (DN. 155311.10.2022)
to ED’A; by the German Research Foundation [grants 389030878,
405358801/428817542 (within FOR2879), 449437943 (within
TRR332, project C06), and 514990328] to DH; by the Canada
Research Chair program to M-ÈT; and by NIH grant NS062771
to CH.

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

The author(s) declared that they were an editorial board
member of Frontiers, at the time of submission. This had no impact
on the peer review process and the final decision.

Generative AI statement

The author(s) declare that no Gen AI was used in the creation
of this manuscript.

Publisher’s note

All claims expressed in this article are solely those of the
authors and do not necessarily represent those of their affiliated
organizations, or those of the publisher, the editors and the
reviewers. Any product that may be evaluated in this article, or
claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

References

Afshar Saber, W., and Sahin, M. (2020). Recent advances in human stem
cell-based modeling of tuberous sclerosis complex. Mol. Autism 11, 16–24.
doi: 10.1186/s13229-020-0320-2

Bliss, T. V., and Lomo, T. (1973). Long-lasting potentiation of synaptic transmission
in the dentate area of the anaesthetized rabbit following stimulation of the perforant
path. J. Physiol. 232, 331–356. doi: 10.1113/jphysiol.1973.sp010273

Bourne, J., and Harris, K. M. (2007). Do thin spines learn to be mushroom
spines that remember? Curr. Opin. Neurobiol. 17, 381–386. doi: 10.1016/j.conb.2007.
04.009

Choi, Y. H., Fujikawa, T., Lee, J., Reuter, A., and Kim, K. W. (2013). Revisiting
the ventral medial nucleus of the hypothalamus: the roles of SF-1 neurons in energy
homeostasis. Front Neurosci. 7:71. doi: 10.3389/fnins.2013.00071

Del Castillo, J., and Katz, B. (1954). Quantal components of the end-plate potential.
J. Physiol. 124, 560–573. doi: 10.1113/jphysiol.1954.sp005129

Harata, N. C., Choi, S., Pyle, J. L., Aravanis, A. M., and Tsien, R. W.
(2006). Frequency-dependent kinetics and prevalence of kiss-and-run and reuse at
hippocampal synapses studied with novel quenching methods. Neuron 49, 243–256.
doi: 10.1016/j.neuron.2005.12.018

Leinekugel, X., Khazipov, R., Cannon, R., Hirase, H., Ben-Ari, Y., and Buzsáki, G.
(2002). Correlated bursts of activity in the neonatal hippocampus in vivo. Science 296,
2049–2052. doi: 10.1126/science.1071111

Lu, R., Xu, Y., Li, H., Xiong, M., Zhou, W., Feng, W., et al. (2024).
Identifying the pathogenicity of a novel NPRL3 missense mutation using personalized
cortical organoid model of focal cortical dysplasia. J. Mol. Neurosci. 75:3.
doi: 10.1007/s12031-024-02304-5

Siu, C. R., Beshara, S. P., Jones, D. G., and Murphy, K. M. (2017). Development
of glutamatergic proteins in human visual cortex across the lifespan. J. Neurosci. 37,
6031–6042. doi: 10.1523/JNEUROSCI.2304-16.2017

Siu, C. R., and Murphy, K. M. (2018). The development of human visual cortex and
clinical implications. Eye Brain. 10, 25–36. doi: 10.2147/EB.S130893

Stuart, G. J., and Sakmann, B. (1994). Active propagation of somatic
action potentials into neocortical pyramidal cell dendrites. Nature 367, 69–72.
doi: 10.1038/367069a0

Vo, Q. D., Saito, Y., Ida, T., Nakamura, K., and Yuasa, S. (2024). The use of artificial
intelligence in induced pluripotent stem cell-based technology over 10-year period: a
systematic scoping review. PLoS ONE 19:e0302537. doi: 10.1371/journal.pone.0302537

Frontiers inCellularNeuroscience 03 frontiersin.org7

https://doi.org/10.3389/fncel.2025.1644329
https://doi.org/10.1186/s13229-020-0320-2
https://doi.org/10.1113/jphysiol.1973.sp010273
https://doi.org/10.1016/j.conb.2007.04.009
https://doi.org/10.3389/fnins.2013.00071
https://doi.org/10.1113/jphysiol.1954.sp005129
https://doi.org/10.1016/j.neuron.2005.12.018
https://doi.org/10.1126/science.1071111
https://doi.org/10.1007/s12031-024-02304-5
https://doi.org/10.1523/JNEUROSCI.2304-16.2017
https://doi.org/10.2147/EB.S130893
https://doi.org/10.1038/367069a0
https://doi.org/10.1371/journal.pone.0302537
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org


fncel-18-1353895 February 10, 2024 Time: 18:16 # 1

TYPE Original Research
PUBLISHED 14 February 2024
DOI 10.3389/fncel.2024.1353895

OPEN ACCESS

EDITED BY

Enrico Cherubini,
European Brain Research Institute, Italy

REVIEWED BY

Kunal Shah,
The University of Texas MD Anderson Cancer
Center, United States
Emilio Carbone,
University of Turin, Italy

*CORRESPONDENCE

Marco Canepari
marco.canepari@univ-grenoble-alpes.fr

RECEIVED 11 December 2023
ACCEPTED 24 January 2024
PUBLISHED 14 February 2024

CITATION

Blömer LA, Giacalone E, Abbas F, Filipis L,
Tegolo D, Migliore M and Canepari M (2024)
Kinetics and functional consequences of BK
channels activation by N-type Ca2+

channels in the dendrite of mouse
neocortical layer-5 pyramidal neurons.
Front. Cell. Neurosci. 18:1353895.
doi: 10.3389/fncel.2024.1353895

COPYRIGHT

© 2024 Blömer, Giacalone, Abbas, Filipis,
Tegolo, Migliore and Canepari. This is an
open-access article distributed under the
terms of the Creative Commons Attribution
License (CC BY). The use, distribution or
reproduction in other forums is permitted,
provided the original author(s) and the
copyright owner(s) are credited and that the
original publication in this journal is cited, in
accordance with accepted academic
practice. No use, distribution or reproduction
is permitted which does not comply with
these terms.

Kinetics and functional
consequences of BK channels
activation by N-type Ca2+

channels in the dendrite of
mouse neocortical layer-5
pyramidal neurons
Laila Ananda Blömer1,2, Elisabetta Giacalone3,4, Fatima Abbas1,2,
Luiza Filipis1,2, Domenico Tegolo4, Michele Migliore3 and
Marco Canepari1,2,5*
1LIPhy, CNRS, Université Grenoble Alpes, Grenoble, France, 2Laboratories of Excellence, Ion Channel
Science and Therapeutics, Valbonne, France, 3Institute of Biophysics, National Research Council,
Palermo, Italy, 4Dipartimento Matematica e Informatica, Universitá degli Studi di Palermo, Palermo,
Italy, 5Institut National de la Santé et Recherche Médicale, Paris, France

The back-propagation of an action potential (AP) from the axon/soma to the

dendrites plays a central role in dendritic integration. This process involves

an intricate orchestration of various ion channels, but a comprehensive

understanding of the contribution of each channel type remains elusive. In

this study, we leverage ultrafast membrane potential recordings (Vm) and Ca2+

imaging techniques to shed light on the involvement of N-type voltage-

gated Ca2+ channels (VGCCs) in layer-5 neocortical pyramidal neurons’ apical

dendrites. We found a selective interaction between N-type VGCCs and large-

conductance Ca2+-activated K+ channels (BK CAKCs). Remarkably, we observe

that BK CAKCs are activated within a mere 500 µs after the AP peak, preceding

the peak of the Ca2+ current triggered by the AP. Consequently, when N-type

VGCCs are inhibited, the early broadening of the AP shape amplifies the activity

of other VGCCs, leading to an augmented total Ca2+ influx. A NEURON model,

constructed to replicate and support these experimental results, reveals the

critical coupling between N-type and BK channels. This study not only redefines

the conventional role of N-type VGCCs as primarily involved in presynaptic

neurotransmitter release but also establishes their distinct and essential function

as activators of BK CAKCs in neuronal dendrites. Furthermore, our results

provide original functional validation of a physical interaction between Ca2+

and K+ channels, elucidated through ultrafast kinetic reconstruction. This insight

enhances our understanding of the intricate mechanisms governing neuronal

signaling and may have far-reaching implications in the field.

KEYWORDS

N-type voltage-activated Ca2+ channel, BK Ca2+-activated K+ channel, dendrite, action
potential, neocortical layer-5 pyramidal neuron, neuron modelling
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1 Introduction

In neocortical pyramidal neurons, action potentials (APs)
actively propagate back into the dendritic tree (Stuart and
Sakmann, 1994; Stuart et al., 1997), where they elicit transient
elevations of intracellular Ca2+ concentration (Markram et al.,
1995; Schiller et al., 1995). Analyses performed in dissociated
pyramidal neurons (Stewart and Foehring, 2000) and in Layer-
5 (L5) pyramidal neurons from brain slices (Markram et al.,
1995; Almog and Korngreen, 2009) have shown that all high-
voltage activated (HVA) VGCCs, namely L-type (Cav1), P/Q-type
(Cav2.1), N-type (Cav2.2) and R-type (Cav2.3), contribute to the
AP-mediated dendritic Ca2+ transient, but low-voltage activated
(LVA) VGCCs (T-type, Cav3) may also contribute (Talley et al.,
1999). Following the Ca2+ transient, Ca2+-binding proteins can
be activated by indistinct cytosolic Ca2+ elevation (Ghosh and
Greenberg, 1995), and in this case these proteins are equally
activated by Ca2+ ions from any contributing source. Alternatively,
the proteins are selectively activated by a physically-coupled Ca2+

source. In this case, the protein experiences a larger Ca2+ elevation
in a nanodomain adjacent to the Ca2+ source. This type of multi-
protein structure is characterized in the synaptic cleft (Gandini and
Zamponi, 2022).

Voltage-gated Ca2+ channels (VGCCs) in pyramidal neuron
dendrites can target Ca2+-activated K+ channels (CAKCs), in
particular SK and BK CAKCs (Sah and Davies, 2000). Both
channels can be coupled with a Ca2+ source (Vierra and Trimmer,
2022), but it was suggested that BK CAKCs must localize closer
to the Ca2+ source to ensure reliable Ca2+-dependent activation
because they have lower affinity for Ca2+ (Fakler and Adelman,
2008; Shah et al., 2022). In cell-attached patches from isolated CA1
hippocampal pyramidal neurons it was shown that L-type VGCCs
activate exclusively SK CAKCs whereas N-type VGCCs activate BK
CAKCs (Marrion and Tavalin, 1998). In contrast, whole-cell patch-
clamp recordings from freshly dissociated neocortical pyramidal
neurons showed that BK CAKCs are activated both by L-type and
N-type VGCCs (Sun et al., 2003), consistently with the findings
that both L-type VGCCs (Grunnet and Kaufmann, 2004) and
N-type VGCCs (Loane et al., 2007) molecularly co-assemble with
BK CAKCs. From the functional side, both CAKCs participate in
shaping the AP, but with different kinetics (Sah and Davies, 2000)
as also reproduced by computer modeling (Almog and Korngreen,
2014). Specifically, SK CAKCs regulate the AP waveform during the
medium and late phase of the AP re-polarization with a variability
that depends on the different Ca2+ source and neuronal types
(Bond et al., 2004; Villalobos et al., 2004; Pedarzani and Stocker,
2008). Interestingly, dendritic excitability is impacted by SK CAKC
activation in unpredictable manner (Bock et al., 2019). In contrast,
BK CAKCs, which are functionally expressed in the dendrites L5
neocortical pyramidal neurons (Kang et al., 1996; Benhassine and
Berger, 2005) regulate the AP in the early phase of re-polarization
(Sun et al., 2003) when the membrane potential (Vm) is depolarized,
consistently with the voltage dependence of the channel (Vergara
et al., 1998; Cui, 2010).

The close interaction between the Ca2+ source and the BK
CAKC implies the activation of the K+ channel at sub-millisecond
time scale (Berkefeld et al., 2006). In the present study, performed
in L5 pyramidal neurons of the somatosensory cortex, we used

ultrafast optical measurements of Vm (Popovic et al., 2015) and
Ca2+ currents (Jaafari et al., 2014) to investigate in parallel the
kinetics of the dendritic back-propagating AP (bAP) and that of the
associated Ca2+ current. We found that BK CAKCs are selectively
activated by N-type VGCCs. Yet, whereas the peak of the Ca2+

current is delayed by >500 µs with respect to the bAP peak,
consistently with the kinetics of activation and deactivation of
VGCCs in the order of 1 ms (Kay and Wong, 1987), the activation
of BK CAKCs occurs in the first 500 µs, providing a negative
feedback to the cytosolic Ca2+ elevation (Shah et al., 2022). We
built a realistic NEURON model showing that experimental results
could be reproduced by the only when N-type VGCCs and BK
CAKCs were physically interacting.

2 Materials and methods

2.1 Brain slices preparation and
maintenance

All experiments were performed in the “Laboratory of
Interdisciplinary Physics” and mice manipulations previous to
euthanasia were done in accordance with European Directives
2010/63/UE on the care, welfare and treatment of animals.
Specifically, procedures were reviewed by the ethics committee
affiliated to the animal facility of the university (D3842110001).
Mice (C57BL/6j, 21-35 postnatal days old) purchased from
Janvier Labs (Le Genest-Saint-Isle, France) were anesthetised by
isofluorane inhalation and decapitated to extract the entire brain.
Neocortical slices (350 µm thick) were prepared as described in
recent previous reports (Filipis and Canepari, 2021; Montnach
et al., 2022; Filipis et al., 2023), using a Leica VT1200 vibratome
(Wetzlar, Germany). The extracellular solution contained (in mM):
125 NaCl, 26 NaHCO3, 1 MgSO4, 3 KCl, 1 NaH2PO4, 2 CaCl2
and 20 glucose, bubbled with 95% O2 and 5% CO2. Slices were
incubated at 37◦C for 45 min and maintained at room temperature
before being transferred to the recording chamber where the
temperature was maintained at 32−34◦C.

2.2 Electrophysiology and imaging

Slices with L5 pyramidal neurons in the somato-sensory
cortex having the initial part of the apical dendrite parallel
to the surface were used for the experiments. Patch-clamp
(whole-cell) recordings were made using a Multiclamp 700A
(Molecular Devices, Sannyvale, CA) with a basic intracellular
solution containing (in mM): 125 KMeSO4, 5 KCl, 8 MgSO4,
5 Na2-ATP, 0.3 Tris-GTP, 12 Tris-Phosphocreatine, 20 HEPES,
adjusted to pH 7.35 with KOH. To this basic solution, one or more
indicators were added according to the type of optical recording.
In Vm imaging experiments without concomitant Ca2+ recordings,
cell membranes were loaded with the voltage-sensitive dye D-2-
ANEPEQ (JPW1114, 0.2 mg/mL, Thermo Fisher Scientific) for
30 min using a first patch clamp recording and then re-patched
a second time with dye free solution. In Vm imaging experiments
with concomitant Ca2+ recordings, the intracellular solution in the
second patch contained a Ca2+ indicator at the concentration of
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2 mM which was either Cal-520FF (AAT Bioquest, Sunnyvale, CA,
USA, see Blömer et al., 2021) in 2 cells or Fura2FF (Santa Cruz
Biotechnology) in 6 cells. The choice of using, in some experiments,
a UV-excitable indicator is motivated by the need to obtain, in the
majority of cells, both Vm and Ca2+ signals with a combination of
spectrally non-overlapping indicators (Vogt et al., 2011a). Finally,
in exclusive Ca2+ imaging experiments, the Ca2+ indicator added
to the intracellular solution at the concentration of 2 mM was
either Oregon Green BAPTA-5N (Thermo Fisher Scientific) or
the most sensitive low-affinity dye Cal-520FF. Ca2+ recordings
started 30 min after achieving the whole cell configuration, a time
necessary for full dye equilibration in the initial 200 µm segment
of the apical dendrite. Somatic APs were elicited by short current
pulses of 1.5−2.5 nA through the patch pipette in current clamp
mode. Electrical somatic Vm transients were acquired at 20 kHz and
the bridge associated with the current pulse was corrected offline
by using the recorded injected current. Finally, the measured Vm
was corrected for −11 mV junction potential. Experiments were
performed using an imaging system described in several previous
reports (Jaafari et al., 2014; Jaafari and Canepari, 2016; Ait Ouares
et al., 2019; Ait Ouares and Canepari, 2020). This system is based on
an Olympus BX51 microscope equipped with a 60X/1.0 NA Nikon
objective where whole-field fluorescence illumination is provided
either with an OPTOLED system (Cairn Research, Faversham, UK)
or with an LDI-7 laser (89 North, Williston, VT). Fluorescence
emission was demagnified by 0.5X and acquired with a NeuroCCD
camera (Redshirt Imaging, Decatur, GA). Signals were sampled
at 20 kHz (for 8 ms) with a resolution of 4X26 pixels except in
Vm imaging calibration experiments where signals were sampled
at 5 kHz with a resolution of 26X26 pixels (for 160 ms). In
Vm imaging recordings, JPW1114 fluorescence was excited using
the 528 nm line of an LDI-7 laser (89 North, Williston, VT)
and the emitted fluorescence was long-pass filtered at >610 nm
before being acquired. In Ca2+ imaging recordings, OG5N or Cal-
520FF were excited by the 470 nm line of the OPTOLED and the
emitted fluorescence was band-pass filtered at 530 ± 21 nm before
being acquired. Finally, in Ca2+ imaging recordings with Fura2FF,
fluorescence was excited by the 385 nm line of the OPTOLED and
the emitted fluorescence was band-pass filtered at 510 ± 41 nm
before being acquired.

2.3 Pharmacology of Ca2+ and K+

channels

Channels blockers used in this study were either peptides
(animal toxins), purchased from Smartox Biotechnology (Saint
Egrève, France), or smaller organic molecules. Peptides,
dissolved in water and used at the final concentration of
1 µM, were: ω-agatoxin-IVA (P/Q-type VGCC blocker), ω-
conotoxin-GVIA (N-type VGCC blocker), snx-482 (R-type
VGCC blocker), apamin (SK CAKC blocker) and iberiotoxin
(BK CAKC blocker). The blockade of L-type VGCCs was
achieved using 4-(2,1,3-Benzoxadiazol-4-yl)-1,4-dihydro-2,6-
dimethyl-3,5-pyridinecarboxylic acid methyl 1-methylethyl
ester (isradipine, purchased from HelloBio, Bristol, UK) that
was diluted in external solution at 20 µM concentration.
To obtain an alternative blockade of N-type VGCCs we

used N-[[4-(1,1-Dimethylethyl)phenyl]methyl]-N-methyl-L-
leucyl-N-(1,1-dimethylethyl)-O-(phenylmethyl)-L-tyrosinamide
(pd173212, purchased from TOCRIS, Bristol, UK) that was used
at the final concentration of 5 µM. Finally, to block T-type
VGCCs, we used a cocktail of two drugs (from TOCRIS) at
the final concentrations of 30 and 5 µM, respectively: 3,5-
dichloro-N-[[(1α,5α,6-exo,6α)-3-(3,3-dimethylbutyl)-3-azabicyclo
[3.1.0]hex-6-yl]methyl]-benzamide-hydrochloride (ml218) and
(1S,2S)-2-[2-[[3-(1H-Benzimidazol-2-yl)propyl]methylamino]eth
yl]-6-fluoro-1,2,3,4-tetrahydro-1-(1-methylethyl)-2-naphthalenyl-
cyclopropanecarboxylate-dihydrochloride (nnc550396). In all
experiments, the blocker(s) was (were) locally delivered by gentle
pressure application near the optical recording area using a pipette
of 2−4 µm of diameter. The application lasted 2−4 min before
recording in order to assure the stable blockade of the channel(s).

2.4 Data analysis and quantification

All data were from averages of 6−9 trials with identical
somatic response in Ca2+ recordings, and of 4 trials with identical
somatic response in Vm recordings. Raw data were converted in
MATLAB format and analysed using custom-made code written
in MATLAB. As a first step, fluorescence values including an AP
were corrected for photo-bleaching using multi-exponential fits
of fluorescence values in single trials without an AP. Then, the
fractional change of fluorescence from the first image (1F/F0) was
calculated over the mean fluorescence in regions of 20−40 µm
located at ∼100 µm from the soma. It is important to state that all
the conclusions reported in this study were based on comparisons
of signals under control conditions and signals after the blockade
of one or more channels, for which a calibration of the size
of the signals was not necessary. Nevertheless, to build realistic
NEURON models, the Vm (1F/F0) associated with the bAP was
converted into mV considering an attenuation of the somatic AP
size, which was 4% on average. This value was obtained in a set
of experiments in which the Vm (1F/F0) associated with the bAP
was calibrated in mV using a previously reported method (Vogt
et al., 2011b). As shown in the example of Figure 1A, the Vm
1F/F0 signal associated with an AP was measured in the apical
dendrite at ∼100 µm from the soma. Then, in the presence of
1 µM tetrodotoxin to block APs and 50 µM cyclothiazide to
inhibit AMPA receptors desensitization, L-glutamate was locally
photo-released from 1 mM 4-Methoxy-7-nitroindolinyl-caged-L-
glutamate (MNI-glutamate, TOCRIS) using an OPTOLED pulse of
1 ms at 365 nM wavelength. As this procedure brings the dendritic
Vm to the reversal potential of ionotropic glutamate receptors (i.e.,
to 0 mV), the associated Vm 1F/F0 signal was used to calibrate
the Vm 1F/F0 signal associated with the bAP. This assessment was
repeated in N = 8 cells obtaining a consistent result (Figure 1A).
For the quantification of Ca2+ signals, the dendritic Ca2+ 1F/F0
signal associated with the bAP, normalized to its asymptotic value,
was initially fitted with a 4-sigmoid function Y(t):

Y(t)
4∏
j1

1
1+e−ϕj·(t−θj)

where t is time and ϕj and θj are the parameters to be
determined by the fit. The time derivative of Y(t) was then used

Frontiers in Cellular Neuroscience 03 frontiersin.org10

https://doi.org/10.3389/fncel.2024.1353895
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/


fncel-18-1353895 February 10, 2024 Time: 18:16 # 4

Blömer et al. 10.3389/fncel.2024.1353895

FIGURE 1

Calibration of dendritic AP and statistical assessment of the AP
widening following pharmacological manipulation. (A) Top-left,
reconstruction of L5 pyramidal neuron with dendritic compartment
at ∼100 µm distance from the soma outlined by a cylinder (orange).
Top-right, Vm optical signal associated with an AP in the region on
the left, calibrated using a depolarization to 0 mV obtained by
uncaging L-glutamate (see Materials and Methods), showing a slight
attenuation of the dendritic bAP with respect to the somatic AP
(black trace). Bottom, AP peak in the soma and in the dendrite at
∼100 µm distance from the soma measured in N = 8 cells. (B) Top,
to simulate an experimental widening two sets of normally
distributed random values with 5 mV standard deviation are added
to a somatic AP recorded at 20 kHz, once in control conditions
(black traces) and once in the presence of the channel blocker (red
traces); the normal distributions are centered at 0 mV except for the
10 points (500 µs) following the AP peak in the red trace for which
the distribution is centered at +15 mV; the gray trace on the right
shows the difference between the red and black trace; the analysis
is performed over the 20 points (1 ms) preceding the current
injection (noise) and the 10 points following the AP peak (signal).
Bottom, following the procedure illustrated above applied to N = 8
cells to obtain 160 points for the noise and 80 points for the signal,
histograms of noise (black columns), of the signal (green columns)
and of the noise+signal (240 points, gray columns); to qualitatively
visualize the consistency with normality, normal distributions with
mean and standard deviation calculated from noise and from the
noise+signal are superimposed to the respective histograms (red
traces); the p values of the two Lilliefors tests are indicated.

as measurement of the Ca2+ current (ICa). The maxima of Y(t) and
of its derivative were used to quantify the fractional change of the
signals produced by the channel blockers.

2.5 Statistics

To assess the consistency of the experimental results obtained
in groups of cells, three statistical tests were performed and in all
tests we considered 0.01 as the threshold for significance.

1. To assess the effect of a channel blocker on the Ca2+ and
ICa signals in the same group of experiments, the parametric paired
t-test was performed on the signals maxima under two different
conditions. In each cell, the maxima were measured in control
conditions and in the presence of one or several channel blockers.

2. To assess the effect of a channel blocker on the Ca2+ and
ICa signals in two different groups of experiments, the Wilcoxon

rank non-parametric test was performed on the fractional changes
of signals maxima under two different conditions in the two
groups of cells.

3. Finally, to establish the effect of a channel blocker on the
shape of the dendritic AP, we assessed the widening of the AP over
the photon noise of the recording using the following statistical
analysis. Assuming that the photon noise is normally distributed,
the distribution of the difference between the noise samples in the
presence of the channel blocker and in control condition is also
normal with standard deviation equal to

√
2 times the standard

deviation of the noise. Thus the hypothesis to test was whether or
not the addition of the sample differences at given intervals after the
AP peak produces a distribution that deviates from normality. The
rationale of the analysis is illustrated in the simulations reported in
Figure 1B. In the example reported on the top of the panel, two
sets of normally distributed values with 5 mV standard deviation
(∼15 mV peak-to-peak noise) were added to a somatic AP recorded
at 20 kHz. This was done once to simulate the control conditions
and once to simulate the presence of the channel blocker. The
normal distributions were centered at 0 mV except for the 500 µs
following the AP peak in the red trace for which the distribution
was centered at + 15 mV in order to mimic the widening.
The distribution of the difference between the noise samples in
the presence of the channel blocker and in control condition
are also normal with standard deviation equal to

√
2 times the

standard deviation of the original signals. The distribution of the
difference between the noise + signal samples, however, deviates
from normality since the two original distributions are centered at
two different values. Thus, we repeated the simulations in N = 8
cells and we illustrate the histograms of the difference in the noise,
in the signal and in the noise + signal (Figure 1B). To visualize
the normal behavior of the noise difference and the deviation
from normality of the noise + signal difference, we superimpose
to the histograms the two normal distributions with mean and
standard deviation calculated from the points. The test to obtain
a quantitative assessment of the normal behavior is, in principle
the Kolmogorov-Smirnov test. In practice, since in the experiments
the noise varies from one cell to another, we opted for the stronger
Lilliefors test, which is a generalization of the Kolmogorov-Smirnov
test for unknown normal distributions (Lilliefors, 1967). The p
values of this test for the above simulations are reported in
Figure 1B. In the experiments, to establish the kinetics of the
widening, the test was repeated over three distinct time intervals
during the falling phase of the AP, namely the first 500 µs following
the AP peak, the next 500 µs and the next 1.5 ms.

2.6 Computational modelling

All simulations were carried out using the NEURON
simulation environment (v.8.2.0). Model and simulation files will
be available in the ModelDB section of the Senselab database.1

We used a 3D reconstructed morphology of a mouse L5
pyramidal neuron (morphology NMO_36595, Buchanan et al.,
2012) downloaded from NeuroMorpho.org database (Ascoli et al.,
2007), with uniform passive properties (Cm = 1 mF/cm2,

1 https://modeldb.science/2015410
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Rm = 30 kohm/cm2, Ra = 160 ohm·cm) where we attached the
axon morphology used in Filipis et al. (2023). Temperature was
set at 33◦C. The NEURON model, built based on the original
model reported by Hallermann et al. (2012) was previously
employed in our previous studies (Filipis and Canepari, 2021,
Filipis et al., 2023). It was adapted to reproduce the somatic AP and
dendritic bAP recordings used as a reference in this work. Active
properties included two Na+ currents, the Nav1.2 and Nav1.6
channels, five types of K+ currents (a delayed rectifier conductance,
A-type K+ conductance, Kv7 conductance, SK Ca2+-dependent
K+ conductance and BK SK Ca2+-dependent K+ conductance),
a non-specific Ih current, Ca2+ conductance modelling including
T-type, L-type, R-type, N-type and P/Q-type Ca2+ currents, and a
simple Ca2+-extrusion mechanism with a 20 ms time constant, to
reproduce the measured Ca2+ transient decay. For T-type VGCCs,
we used the model from Migliore et al. (2008). For R-type VGCCs,
we used the model from Mandge and Manchanda (2018). For
N-type, P/Q-type, and L-type VGCCs, we used the same model
from Wimmer et al. (2010). For BK channel in dendrites, we
modified the model in Filipis et al. (2023) to match experimental
data on the bAP. In particular, we shifted the voltage dependent
activation kinetic by + 10 mV and used a time constant with
a sigmoidal form. All other channels were taken from Filipis
et al. (2023). Relative spatial distributions of channel dendritic
densities were in accordance with Migliore and Shepherd (2002)
and Ramaswamy and Markram (2015); Nav1.2 expression was∼50-
fold lower compared to the axon initial segment (Kole et al., 2008);
an inward current generated by HCN cation channels was also
inserted with a density increasing exponentially to 50-fold in the
distal apical dendrite compared to the soma (Harnett et al., 2015).
To determine the absolute channel densities of the model, we
initially used the calibrated voltage imaging recording in Figure 1A
to reflect the action potential experimental traces in both the soma
and the dendrite. Specifically, we first modified the Na+ channels
to match the somatic AP and we then modified Ca2+ and K+

channels to match the dendritic bAP. After that, we refined the
dendritic channel density for each individual type of VGCC and
set a coupling between particular VGCCs and the BK CAKC. To
mimic this coupling, we distinguished the components of Ca2+

influx from each individual VGCC and we introduced an affinity
of the CAKC for a specific component multiplied a factor α > 0
(α = 0 means no coupling). In agreement with a study in neocortical
pyramidal neurons (Sun et al., 2003), we established the coupling
both for L-type and N-type VGCCs, using values of α = 3 and α = 10
to mimic “weak” and “strong” coupling, respectively. Finally, the
pharmacological blockade of each channel in the experiments was
mimicked by removing 90% of the channel density from the model.

3 Results

3.1 The dendritic Ca2+ influx associated
with the bAP is mediated by diverse
VGCCs

This study started with the investigation of the VGCCs that
mediate the Ca2+ influx associated with the bAP in the apical
dendrite at ∼100 µm from the soma using the same approach

already utilised in CA1 hippocampal pyramidal neuron (Jaafari
and Canepari, 2016). In the present experiments, L5 pyramidal
neurons were loaded with 2 mM of a low-affinity Ca2+ indicator,
either OG5N or the more sensitive Cal-520FF (Blömer et al., 2021),
and Ca2+ transients (1F/F0 signals) were measured at 20 kHz
by averaging fluorescence from dendritic segments of 20−40 µM
length at ∼100 µm from the soma. To investigate the contribution
of the diverse VGCCs, we locally delivered one or several channel
blockers using a pipette positioned near the recording region,
as already done in other studies (Ait Ouares et al., 2019; Filipis
et al., 2023). Specifically, we blocked L-type VGCCs with 20 µM
isradipine, P/Q-type VGCCs with 1 µM ω-agatoxin-IVA, N-type
VGCCs with 1 µM ω-conotoxin-GVIA, R-type VGCCs with 1 µM
of SNX482, and T-type VGCCs with 5 µM ML218 and 30 µM
NNC550396. Figure 2A shows a Ca2+ transient associated with
a bAP that was strongly attenuated by the cocktail of all VGCC
blockers. Figure 2A also shows the analysis of the Ca2+ transient
consisting in fitting the signal with a 4-sigmoid function and to
calculate the time-derivative of the fit to extrapolate the kinetics of
the Ca2+ current (ICa). As shown in the inset of Figure 2A, the
cocktail of all VGCC blockers reduced the peak of the signal by
∼80 % in 5 cells tested. We then applied this analysis on the Ca2+

transient recorded first in control solution and then after locally
blocking each individual VGCC. The five representative examples
reported in Figure 2B show that the blockade of L-type, P/Q-type,
R-type and T-type VGCCs decreased, at different extent, the size
of both 1F/F0 and ICa signals, but surprisingly the blockade of
N-type VGCCs increased the size of both 1F/F0 and ICa signals.
The test was repeated in 7−10 different cells for each channel
blocker and the effect of the inhibitor was quantified by measuring
the maximum of the 1F/F0 and ICa signals (Figure 2C). Except
for the blockade of N-type VGCCs, the individual blockade of each
VGCC type produced on average a decrease of both 1F/F0 and ICa
signals, an effect that was more important for L-type and T-type
VGCCs. In the case of N-type VGCCs, the blockade increased both
1F/F0 and ICa signals in 8/11 cells tested. The unexpected result of
locally delivering 1 µM ω-conotoxin-GVIA could be explained by
the coupling of the N-type VGCC with a mechanism that boosts
the Ca2+ influx associated with the bAP, or with the toxin binding
to a different target. To discriminate between these two hypotheses,
we repeated the analysis of the Ca2+ transient of Figure 2 by
blocking the N-type VGCC with another selective inhibitor, namely
pd173212 (Hu et al., 1999). As shown in the two representative
examples of Figures 3A, B, local delivery of either 5 µM pd173212
or 1 µM ω-conotoxin-GVIA increased the size of both 1F/F0
and ICa signals in a qualitatively similar manner. Altogether, the
1F/F0 signal increased in 7 cells tested after delivery of pd173212,
and the ICa signal increased in 4/7 cells tested after delivery of
pd173212 (Figure 3C). We concluded that the blockade N-type
VGCCs boosts the Ca2+ influx associated with the bAP.

3.2 N-type VGCCs are coupled with BK
CAKCs

The boosting of the Ca2+ influx observed in Figures 2, 3 can
be due to an enhancement of the depolarisation produced by the
loss of Ca2+ influx via N-type VGCCs. It was shown in freshly
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FIGURE 2

Analysis of the diverse VGCCs mediating the Ca2+ transient
associated with the bAP. (A) Left Vm somatic recording (top) and
Ca2+ transient (bottom) in control solution and after blocking all
VGCCs. Right, procedure of analysis of the raw Ca2+ transient (top
trace) with a 4-sigmoid fit (middle trace) and the calculation of the
time-derivative (ICa, bottom trace). In the inset, fractional change
with respect to control of the ICa maxima after blocking VGCCs
(N = 5, 0.18 ± 0.03). (B) Five representative examples of Ca2+

transients with 4-sigmoid fit (1F/F0, top traces) and time derivative
(ICa, bottom traces) in control solution and after local delivery of
either 20 µM of the L-type VGCC inhibitor isradipine, 1 µM of the
P/Q-type VGCC inhibitor ω-agatoxin-IVA, 1 µM of the N-type VGCC
inhibitor ω-conotoxin-GVIA, 1 µM of the R-type VGCC inhibitor
snx-482 or 5 and 30 µM, respectively, of the T-type VGCC inhibitors
ml218 and nnc550396. The arrow indicates the unexpected
boosting of the Ca2+ transient produced by ω-conotoxin-GVIA.
(C) Single values and fractional change with respect to control of
the maxima of the 1F/F0 and ICa signals for the blockade of L-type
VGCCs (N = 7, 1F/F0: 0.74 ± 0.22, ICa: 0.72 ± 0.15); for the blockade
of P/Q-type VGCCs (N = 8, 1F/F0: 0.87 ± 0.08, ICa: 0.85 ± 0.12); for
the blockade of N-type VGCCs (N = 11, 1F/F0: 1.27 ± 0.27, ICa:
1.15 ± 0.22); for the blockade of R-type VGCCs (N = 7, 1F/F0:
0.91 ± 0.11, ICa: 0.90 ± 0.13); for the blockade of T-type VGCCs
(N = 7, 1F/F0: 0.65 ± 0.13, ICa: 0.66 ± 0.19). “*” indicates that
p < 0.01 in paired t-test performed on the signal maxima in control
solution and after delivery of the channel blockers.

dissociated neocortical pyramidal neurons of the mouse that BK
CAKCs are activated by N-type VGCCs (Sun et al., 2003). Thus,
we repeated the analysis of the Ca2+ transient of Figures 2, 3
by blocking in sequence first BK CAKCs with local delivery of

FIGURE 3

Analysis of the blockade of N-type VGCCs using pd173212.
(A) Representative example of Ca2+ transient with 4-sigmoid fit
(1F/F0, top traces) and time derivative (ICa, bottom traces) in
control solution and after local delivery of 5 µM of the N-type
VGCC inhibitor pd173212. (B) Another representative example of
Ca2+ transient with 4-sigmoid fit (1F/F0, top traces) and time
derivative (ICa, bottom traces) in control solution and after local
delivery of 1 µM of the N-type VGCC inhibitor ω-conotoxin-GVIA.
(C) Left, single values and fractional change with respect to control
of the maxima of the 1F/F0 and ICa signals for the blockade of
N-type VGCCs with pd173212 (N = 7, 1F/F0: 1.29 ± 0.25, ICa:
1.20 ± 0.24). The single values and fractional change with respect
to control of the maxima for the blockade of N-type VGCCs with
ω-conotoxin-GVIA are reported on the right for comparison.

1 µM iberiotoxin and then BK CAKCs and N-type VGCCs together
with local delivery of 1 µM iberiotoxin and 1 µM ω-conotoxin-
GVIA. In the representative example of Figure 4A, the blockade of
BK CAKCs increased both 1F/F0 and ICa signals, but the further
blockade of N-type VGCCs decreased both 1F/F0 and ICa signals.
Since L-type VGCCs also couple with BK CAKCs in many systems
(Marcantoni et al., 2010; Vandael et al., 2010), we also performed
experiments in which we blocked in sequence first BK CAKCs
only and then BK CAKCs and L-type VGCCs together with local
delivery of 1 µM iberiotoxin and 20 µM isradipine. As in the
previous example, in the example of Figure 4B the blockade of
BK CAKCs increased both 1F/F0 and ICa signals and the further
blockade of L-type VGCCs decreased both 1F/F0 and ICa signals.
These results was consistently obtained in N = 9 cells tested with
blockade of N-type VGCCs and in N = 7 cells with blockade
of L-type VGCCs. As shown in Figure 4C, the blockade of BK
CAKCs boosted the Ca2+ transient similarly to the blockade of
N-type VGCCs. In contrast, the blockades of N-type or of L-type
VGCCs in the presence of iberiotoxin reduced the Ca2+ transient.
To evaluate the difference between the results of blocking N-type
or L-type VGCCs, either in control conditions or after blocking
BK CAKS, we performed a Wilcoxon rank non-parametric test on
the groups of cells where a blocker was applied under different
conditions, using p < 0.01 as discriminator to establish whether
two groups were different. As show in Table 1, the effects on both
1F/F0 and ICa signals were similar when comparing the groups
of cells where ω-conotoxin-GVIA, pd173212 or iberiotoxin were
applied in control solutions, or when the effects of iberiotoxin were
compared with the ensemble of cells where N-type VGCCs were
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FIGURE 4

Analysis of the blockade of N-type VGCCs or L-type VGCCs after blocking BK CAKCs. (A) Example of Ca2+ transient with 4-sigmoid fit (1F/F0, top
traces) and time derivative (ICa, bottom traces) in control solution, after local delivery of 1 µM of the BK CAKCs inhibitor iberiotoxin and after further
delivery of 1 µM of the N-type VGCC inhibitor ω-conotoxin-GVIA. (B) Example of Ca2+ transient with 4-sigmoid fit (1F/F0, top traces) and time
derivative (ICa, bottom traces) in control solution, after local delivery of 1 µM of the BK CAKCs inhibitor iberiotoxin and after further delivery of 20 µM
of the L-type VGCC inhibitor isradipine. (C) Single values and fractional change of the maxima of the 1F/F0 and ICa signals for the following
experiments (left to right): blockade of N-type VGCCs (either with ω-conotoxin-GVIA or with pd173212) with respect to control solution (N = 18,
1F/F0: 1.27 ± 0.26, ICa: 1.17 ± 0.22); blockade of BK CAKCs with respect to control solution (N = 16, 1F/F0: 1.21 ± 0.14, ICa: 1.07 ± 0.07); blockade of
N-type VGCCs and BK CAKCs with respect to the blockade of BK CAKCs only (N = 9, 1F/F0: 0.79 ± 0.11, ICa: 0.78 ± 0.14); blockade of L-type VGCCs
with respect to control solution (N = 7, 1F/F0: 0.74 ± 0.22, ICa: 0.72 ± 0.15); blockade of L-type VGCCs and BK CAKCs with respect to the blockade
of BK CAKCs only (N = 7, 1F/F0: 0.71 ± 0.10, ICa: 0.71 ± 0.10); “*” indicates that p < 0.01 in paired t-test performed on the signal maxima.

TABLE 1 Wilcoxon rank non-parametric test performed on the effects on Ca2+ transients produced by blocking N-type VGCCs, L-type
VGCCs and BK CAKCs.

p 1 F/F0 p ICa

ω-conotoxin-GVIA/control pd173212/control 0.8601 0.7914

ω-conotoxin-GVIA/control iberiotoxin/control 0.9998 0.2875

ω -conotoxin-GVIA/control ω -conotoxin-GVIA/iberiotoxin 4.74·10−4 0.0024

pd173212/control iberiotoxin/control 0.8371 0.7577

pd173212/control ω -conotoxin-GVIA/iberiotoxin 1.75·10−4 0.0012

(ω-conotoxin-GVIA&pd173212)/control iberiotoxin/control 0.9385 0.3681

(ω -conotoxin-GVIA&pd173212)/control ω -conotoxin-GVIA/iberiotoxin 6.71·10−5 4.26·10−4

isradipine/control isradipine/iberiotoxin 0.6875 0.9375

The considered groups are: delivery of 1 µM ω-conotoxin-GVIA in control conditions (N = 11 cells); delivery of 5 µM pd173212 in control conditions (N = 7 cells); delivery of either 1 µM
ω-conotoxin-GVIA or 5 µM pd173212 in control conditions (N = 18 cells); delivery of 1 µM iberiotoxin in control conditions (N = 9 cells); delivery of 1 µM ω-conotoxin-GVIA in the
presence of 1 µM iberiotoxin (N = 9 cells); delivery of 20 µM isradipine in control conditions (N = 7 cells); delivery of 20 µM isradipine in the presence of 1 µM iberiotoxin (N = 7 cells). In
each line, the two groups compared are reported in the left columns and the p values for the 1F/F0 and ICa signals are reported on the right columns. Tests where p was < 0.01 are reported in
bold characters.

blocked in control solution. In contrast, the effects on both 1F/F0

and ICa signals were different when comparing the cells where ω-
conotoxin-GVIA was applied in the presence of iberiotoxin with
the groups of cells where ω-conotoxin-GVIA or pd173212 were
applied in control solution, or when the comparison was done with
the ensemble of cells where N-type VGCCs were blocked in control
solution. Finally, the effects on both 1F/F0 and ICa signals were
similar when comparing the groups of cells where isradipine was
applied in control solutions or in the presence of iberiotoxin. Since
the blockade of BK CAKCs prevents the boosting of the Ca2+ influx

when blocking N-type VGCCs, we concluded that this effect was
due to the functional coupling of the two channels.

3.3 The peak of the Ca2+ current is
delayed with respect of the bAP peak by
>500 µs

Before further analyzing the interaction between N-type
VGCCs and BK CAKCs, we compared the kinetics of the dendritic
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FIGURE 5

Kinetics of the Ca2+ current (ICa) relative to the bAP. (A) Left,
somatic (black) and dendritic (∼100 µm from the soma, red) AP and
concomitant measurement Ca2+ transient with 4-sigmoid fit (using
Cal-520FF). Right, dendritic AP superimposed to the ICa (time
derivative of the fit) indicating a delay of 0.65 ms between the two
signals. (B) Delay of the ICa peak with respect to the AP peak in
N = 8 cells tested using combined Vm and Ca2+ imaging.

ICa with that of the eliciting bAP at ∼100 µm from the soma. In a
previous study, we showed that in L5 pyramidal neurons the peak
of the ICa occurs before the AP peak in the distal part of the axon
initial segment whereas it is delayed in the proximal part (Filipis
et al., 2023). In another study, using ultrafast combined Vm and
Ca2+ imaging, we showed that the ICa was further delayed with
respect to the AP peak in the proximal part of the apical dendrite
of CA1 hippocampal pyramidal neurons (Jaafari and Canepari,
2016). Thus, we performed the same analysis in the proximal
part of the apical dendrite in L5 pyramidal neurons using, as
Ca2+ indicator, either Cal-520FF or Fura2FF (see Materials and
Methods). A representative example of this type of measurement
is reported in Figure 5A. In this particular example, the peak of
the ICa corresponding to the maximal slope of the dendritic Ca2+

transient is delayed by 650 µs (13 samples) with respect to the
dendritic AP. Consistently with the result of this experiment, a
delay ranging from 500 to 800 µs was observed in N = 8 cells
(Figure 5B). From the kinetics of the Ca2+ transient we concluded
that VGCCs start opening during the rising phase of the AP,
but they remain open during the entire falling phase of the AP
increasing the cytosolic Ca2+ concentration over this period. As a
consequence, if the activation of a Ca2+-binding protein is linear
with the cytosolic Ca2+, the maximal effect of this activation must
be observed at least 500 µs after the AP peak.

3.4 The effect of blocking N-type VGCCs
or BK CAKCs occurs in the first 500 µs
after the AP peak

If the inhibition of a K+ channel occurs during an AP, then
this inhibition is expected to change the shape of the AP. Thus,
using ultrafast Vm imaging (Popovic et al., 2015), as shown in the
examples reported in Figure 6, we investigated the kinetics of the

FIGURE 6

Examples of the effects of the diverse VGCC and CAKC blockades
on the bAP shape. (A) Optical Vm transient from an apical dendrite
region (∼100 µm from the soma) in a representative L5 pyramidal
neuron in control conditions (black trace) and after blocking L-type
VGCCs with 20 µM isradipine (red trace). (B) Representative
experiment as in A, but by blocking P/Q-type VGCCs with 1 µM
ω-agatoxin-IVA. (C) Representative experiment as in A, but by
blocking N-type VGCCs with 1 µM ω-conotoxin-GVIA.
(D) Representative experiment as in A, but by blocking R-type
VGCCs with 1 µM snx-482. (E) Representative experiment as in A,
but by blocking T-type VGCCs with 5 µM ml218 and 30 µM
nnc5503961. (F) Representative experiment as in A, but by blocking
SK CAKCs with 1 µM apamin. (G) Representative experiment as in A,
but by blocking BK CAKCs with 1 µM iberiotoxin. In each cell the red
bar shows the timing of the AP peak and the blue segment the
expected range for the peak of the ICa (500–800 µs after the AP
peak).

dendritic bAP after blocking L-type VGCCs (panel A), P/Q-type
VGCCs (panel B), N-type VGCCs (panel C), R-type VGCCs (panel
D), and T-type VGCCs (panel E). In addition, we investigated
the kinetics of the dendritic bAP after blocking the two major
types of CAKCs, namely the SK channel using 1 µM apamin
(panel F) and the BK channel (panel G). Consistently with the
observation that the blockade of P/Q-type and R-type VGCCs
caused, on average, the smallest decrease in the ICa (Figure 2C),
in the two representative cells of Figures 6B, D the blockade of
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these two channels did not change the AP shape. Surprisingly,
in the representative cell of Figure 6E, the blockade of T-type
VGCCs decreased the amplitude of the bAP, suggesting an effect
on dendritic excitability. We don’t have an explanation for this
effect that can be in principle potentially attributed to the drugs
acting on a different target other than T-type VGCC, but this
result suggests that the AP weakening may contribute to the
relatively large inhibition of the ICa reported in Figure 2C. In all
other representative cells, the blockade of the channels caused a
visually detectable widening of the AP shape. In the case of N-type
VGCCs (Figure 6C) and of BK CAKS (Figure 6G), a widening
seemed occurring during the first 500 µs following the AP peak,
therefore during the phase of increasing of VGCC activation. In
contrast, in the case of L-type VGCCs (Figure 6A) and of SK CAKS
(Figure 6F), the widening seemed occurring mostly >500 µs after
the AP peak, therefore during or after the expected peak of the
ICa. The early widening reported in the example of Figure 6C was
also observed in the example of Figure 7A. In this exceptional
case, where the peak-to-peak noise was <10 mV, the widening
could be visually detected by plotting the difference between the
samples after blocking N-type VGCCs and the samples in control
conditions. Hence, whereas the 20 differences corresponding to the
noise collected before the somatic current injection were either
positive or negative values, the 20 differences corresponding to
the signal collected after the AP were mostly positive. In the
vast majority of tested cells, however, the peak-to-peak noise was
>10 mV. Thus, we performed the experiment of the examples of
Figure 6 in 8−10 cells for each channel blockade and performed
a statistical analysis on the ensemble of the cells tested. Figure 7B
shows the averaged Vm signal of N = 10 cells where the individual
traces were aligned with the AP peak. The analysis performed on
the 200 sample differences corresponding to the noise indicate
that their distribution is consistent with a normal behaviour,
according to the large p value obtained by the Lilliefors test. In
contrast, the 100 sample differences corresponding to the first
500 µs after the AP peak and to the following 500 µs do not
follow a normal distribution. Finally, the hypothesis of deviation
from the normal behaviour in the following 1.5 ms could not
be rejected. The same analysis was repeated for the blockade of
L-type VGCCs (Figure 7C), of P/Q-type VGCCs (Figure 7D),
of R-type VGCCs (Figure 7E), of T-type VGCCs (Figure 7F), of
SK CAKCs (Figure 7G) and of BK CAKCs (Figure 7H) and the
p values obtained by the Lilliefors test are reported in Table 2.
A significant deviation from normality in the samples collected in
the first 500 µm after the AP peak was discerned in the case of
blockade of BK CAKCs. Interestingly, in 4/8 cells tested for the
blockade of P/Q-type VGCCs, an early widening of the AP was
also observed, leading to a low value of p also in this case. Finally,
the significant deviation from normality observed in the case of
blockage of T-type VGCCs was due to the consistent reduction
of the amplitude of the AP. In contrast to these cases, significant
deviations from normality in the samples collected beyond 500 µm
after the AP peak were discerned in the case of blockade of L-type
VGCCs and in the case of blockade of SK CAKCs. These behaviours
were due to the widening of the AP shape during or after the
expected occurrence of the ICa peak. In the case of these two
blockades, the time-course of the AP change is consistent with an
activation of K+ channels by cytosolic Ca2+, but the hypothesis that
these channels are also selectively activated by the specific Ca2+

source cannot be excluded since the delayed widening can be due to
a slower kinetics of the K+ channels. Yet, in the case of the blockade
of N-type VGCCs or of the blockade of BK CAKCs, the results
indicate that the activation of K+ channels is not linear with the
cytosolic Ca2+, preceding the peak of the ICa. The fact that the AP
widening occurs when only a fraction of inflowing Ca2+ via N-type
VGCCs is detected indicates that BK channels are activated before
the Ca2+-dye binding reaction equilibrates. This result suggests a
physical interaction between the N-type VGCC and the BK CAKC
at nanoscopic domain. Thus, we further explored this hypothesis
using biophysical modelling in the NEURON environment.

3.5 The coupling between N-type VGCCs
and BK CAKCs is confirmed by a
NEURON model

In order to reproduce the kinetics of the AP and of the ICa, we
built a realistic NEURON model, and considered an apical dendrite
at∼100 µm from the soma, corresponding to the zone explored in
the experiments. The model included all types of VGCCs tested,
BK CAKCs and SK CAKCs. The coupling between a specific Ca2+

channel and the K+ channel was modelled by introducing an
activation factor (α) of the BK channel by the Ca2+ influx from
that particular channel. This coupling was imposed both to L-type
and N-type VGCCs, in agreement to what reported in the literature
(Sun et al., 2003). We found that, to replicate the ensemble of
experimental results, the coupling needed to be strong for N-type
VGCCs (α = 10) and weak for N-type VGCCs (α = 3). Figure 8A
shows the dendritic AP, which reproduces the experimental AP
obtained in one cell, superimposed to the Ca2+ transient and of
the ICa. Consistently with experimental observations, the model
showed a delay of ∼0.8 ms between the peak of the AP and the
peak of the ICa. Next, to mimic the pharmacological blockade of
channels, from the model corresponding to the control condition
we removed either 90% of N-type VGCCs, 90% of BK CAKCs
or 90% of both channels (Figure 8B). The model reproduced
the experimental widening of the AP preceding the peak of
the ICa and the increase in the Ca2+ signals with all simulated
pharmacological blockades. In addition, consistently with the
results of the experiments reported in Figure 4, the blockade
of both channels decreases the Ca2+ signals with respect to the
simulation where only BK CAKSs are blocked. To assess whether
the selective coupling between N-type VGCCs and BK CAKAs was
necessary to reproduce the experimental results, we suppressed
the coupling between N-type VGCCs and BK CAKCs. In this
modified model, the early widening of the AP disappears and the
Ca2+ signal and current decrease when N-type VGCCs are blocked
(Figure 8C). This result supports the experimental suggestion that
a strong coupling between N-type VGCCs and BK CAKAs may be
in effect in these neurons.

4 Discussion

In this report we provide strong experimental evidence that BK
CAKCs are selectively activated by N-type VGCCs in the apical
dendrite of L5 pyramidal neurons. This activation is rapid and is
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FIGURE 7

Analysis of the effect of the diverse VGCCs and CAKs on the bAP shape. (A) Top, optical Vm transient from an apical dendrite region (∼100 µm from
the soma) in a representative L5 pyramidal neuron in control conditions (black trace) and after blocking N-type VGCCs (red trace); arrows at
different gray tones indicate the time windows corresponding to the noise (1 ms before current injection), signal “1” (first 500 µs after the AP peak),
“2” (following 500 µs) and “3” (following 1.5 ms). Bottom, sample difference of the signals after the channel blockade and in control conditions in the
four time windows. (B) Averaged signals aligned to the AP peak from N = 10 cells in control conditions (black trace) and after blocking N-type VGCCs
(red trace) and histograms of the sample differences in the illustrated four time windows; normal distributions with mean and standard deviations
calculated from the points are reported (red plots) for comparison with the histograms. (C) Same as in B, but in 8 cells where L-type VGCCs were
blocked. (D) Same as in B, but in 8 cells where P/Q-type VGCCs were blocked. (E) Same as in B, but in 8 cells where R-type VGCCs were blocked.
(F) Same as in B, but in 8 cells where T-type VGCCs were blocked. (G) Same as in B, but in 8 cells where SK CAKs were blocked. (H) Same as in B, but
in 9 cells where BK CAKs were blocked. In panels B-H “*” indicates that the distribution deviates from normality (p < 0.01, Lilliefors test).
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TABLE 2 Lilliefors test to assess whether a set of values is consistent with a normal distribution performed on sample differences in Vm imaging
experiments after blocking a channel (with the name of the blocker indicated) and in control conditions.

N cells p noise p 1 p 2 p 3

ω-conotoxin-GVIA (N-type VGCCs) 10 0.82 8.3·10−4 0.0082 0.29

isradipine (L-type VGCCs) 8 0.16 0.13 0.5·10−5 2.5·10−5

ω-agatoxin-IVA (P/Q-type VGCCs) 8 0.17 0.015 0.21 0.022

snx-482 (R-type VGCCs) 8 0.49 0.57 0.48 0.56

ml218 + nnc550396 (T-type VGCCs) 8 0.69 0.1·10−5 0.0017 0.012

apamin (SK CAKCs) 8 0.17 0.44 0.0042 1.3·10−4

iberiotoxin (BK CAKCs) 9 0.19 7.1·10−4 0.0011 0.18

The five columns report, for each channel tested, the total number of cells (N) and the values of p (p) for the noise (number of samples 20·N), for the signal 1 (first 500 µs after the AP peak,
number of samples 10·N), for the signal 2 (following 500 µs after the AP peak, number of samples 10·N), for the signal 3 (following 1.5 ms after the AP peak, number of samples 30·N). Tests
where p was < 0.01 are reported in bold characters and indicate a significant change of the AP shape caused by the blockade of the channel.

not linear with the increase of intracellular Ca2+ concentration
associated with the transient activation of VGCCs. Thus, the
blockade of N-type VGCCs widens the AP peak prolonging
Ca2+ entry through the other VGCCs and boosting the increase
of intracellular Ca2+ concentration associated with the AP. In
contrast, the widening of the AP shape produced by inhibiting
either L-type VGCCs or SK CAKCs occurs later in the AP falling
phase, suggesting that SK channels might be uniformly activated
by cytosolic Ca2+ from, possibly from low-threshold L channels
(Vandael et al., 2012). The results reported here also indicate that
our imaging approach can indirectly reveal functional protein-
protein interactions that can be foreseen using structural imaging
techniques such as Förster resonance energy transfer imaging (Masi
et al., 2010). Indeed, in the case of VGCC nanodomains (Gandini
and Zamponi, 2022), the close interaction with the Ca2+ target
enables sub-millisecond activation of the target, as has been shown
in synaptic terminals (Volynski and Krishnakumar, 2018). Here,
we show that the combined analysis of cytosolic Ca2+ and of AP
kinetics at 50 µs temporal resolution can reveal VGCC-CAKC
interactions at functional level in larger structures such as neuronal
dendrites.

4.1 Functional consequences of the
selective coupling between BK and a
specific calcium source

Overall, BK channels are known to perform multiple functions
in neurons (Ancatén-González et al., 2023). Compared with
other CAKCs, BK channels exhibit lower affinity to Ca2+ and
require concomitant depolarisation (Berkefeld et al., 2010). These
two biophysical properties suggest that these channels must
be physically close to a specific Ca2+ source and that they
can activate at a sub-millisecond time scale when the cell is
depolarised (Berkefeld et al., 2006). It is known that BK CAKCs
form macromolecular complexes with L-type, P/Q-type and
N-type VGCCs and, when the two proteins were co-expressed in
heterologous systems, it was found that the kinetics of activation
of BK CAKCs depended on the coupled VGCCs (Berkefeld and
Fakler, 2008). In presynaptic terminals, BK channel activity regulate
synaptic transmission (Raffaelli et al., 2004) and can modulate both
the amplitude and duration of depolarization-evoked Ca2+ entry

as a result of the rapid repolarization and deactivation of P/Q-
type and N-type VGCCs (Fakler and Adelman, 2008). In turn,
reduced Ca2+ influx limits vesicle fusion at active zones, leading
to decreased neurotransmitter release (Kyle and Braun, 2014). In
the postsynaptic areas of L5 pyramidal neurons, BK channels are
expressed not only in the dendritic bulk, but also in synaptic spines,
and activation of BK CAKCs in small-head spines by Ca2+ influx
through glutamate receptors reduces the size of synaptic potentials
(Tazerart et al., 2022). Thus, both in synaptic terminals and spines,
the selective activation of BK channels by a specific partner leads
to a negative feedback of the triggering signal, which is the AP
in the case of synaptic terminal and the synaptic potential in the
case of spines. This negative feedback translates into a reduction
of either neurotransmitter release or of neuronal excitability once
the synaptic potential has reached the soma and the axon initial
segment. Thus, in both cases, the functional consequences of
BK CAKC activation can be tied to the underlying K+ current
that decreases the amplitude and/or the size of the triggering
depolarizing event. In the apical dendrite of L5 pyramidal neurons,
we found that BK CAKCs activation by N-type VGCCs anticipates
the peak of the current mediated by VGCCs, providing a negative
feedback to the other Ca2+ channels. The AP shaping produced by
BK CAKCs is qualitatively similar to what we observed in the axon
initial segment of L5 pyramidal neurons, where these channels are
activated by the Ca2+ permeable voltage-gated Na+ channel Nav1.2
(Filipis et al., 2023). Compared to synaptic terminals and spines,
however, the role of the regulation of the AP shape in these wider
regions, produced by the K+ current, is less straightforward.

4.2 Putative functional consequences of
BK membrane conductance increase

Ion channels do not only mediate ionic currents that change the
Vm, but they can also regulate the spread of Vm transient from a site
to another by locally changing the membrane conductance, i.e., by
“shunting” the transmission of the signal when the channels open
(Blomfield, 1974). Whereas shunting inhibition is traditionally
associated with localised increases of membrane conductance, the
AP represents a very brief increment of membrane conductance
that propagates along dendritic branches. Our realistic model
shows that BK CAKCs represent a significant fraction of this
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FIGURE 8

Effects of coupling between BK CAKCs and N-type VGCCs in a
biophysically accurate model. (A) Left, the morphology of the L5
pyramidal neuron used in all simulations; the apical dendrite used to
compare model and experiments is indicated in red. Right, dendritic
AP evoked by a somatic current injection (red trace); time course of
the associated Ca2+ transient and current (blue traces); the delay
between the peaks of the AP and the ICa is indicated by the double
arrow. (B) dendritic AP under control conditions (red trace) and the
kinetics of the associated Ca2+ transient and current (blue traces);
gray traces on the left are after removing 90% of N-type VGCCs;
gray traces in the middle and right are after removing 90% of
BK-type CAKCs; green traces on the right are after removing 90% of
N-type VGCCs and BK-type CAKCs. Dotted lines indicate the timing
of the ICa peak. Note the agreement with experimental recordings.
(C) Same as in panel B, but from simulations in a model with no
coupling between N-type VGCCs and BK CAKCs. Note that traces
are not consistent with experimental results.

membrane conductance transient that is timely-locked to the AP.
Thus, it is possible that the BK conductance transient can effectively
contribute to the firing modulation produced by incoming synaptic
inputs which are briefly shunted by the back-propagating AP.
As for the case of localised BK channel activation in synaptic
terminals and spines, the functional consequence of the spread BK
channel activation is a reduction of neuronal excitability, in this
case occurring at the level of dendritic integration.

4.3 Potential relevance in neurological
disorders

The N-type VGCC, which is expressed in neurons
predominantly at presynaptic terminals, is associated with

several neurological conditions such as anxiety, addiction, and
pain in correlation with its endogenous regulator nociceptin
opioid peptide receptor (Caminski et al., 2022). In contrast,
dysfunction of BK CAKCs encoded by the KCNMA1 gene,
which are widely expressed in many tissues, is associated with
complex combinations of disorders, including seizures, movement
disorders, developmental delay and intellectual disability (Bailey
et al., 2019). For instance, a KCNMA1 knock-out mouse exhibits
motor impairments and suffers from learning difficulties (Typlt
et al., 2013), whereas paroxysmal non-kinesigenic dyskinesia is
observed in patients with gain-of-function channelopathies of BK
channels (Miller et al., 2021). Notably, BK channel dysfunction
is also reported in other genetic diseases such as the fragile X
syndrome (Deng and Klyachko, 2016), suggesting that BK CAKCs
can be a potential general target for therapeutic intervention
(Griguoli et al., 2016). In the case of the signal described in the
present report, the specific coupling of BK CAKCs to N-type
VGCCs in the apical dendrite might be determined by alternative
splicing of the channel or through auxiliary subunits. It is known
that BK CAKCs are regulated by extensive alternative splicing as
well as multiple auxiliary subunits, giving BK CAKCs both cell
and tissue-specific properties (Kyle and Braun, 2014; Latorre et al.,
2017), even within the L5 pyramidal neuron population (Guan
et al., 2015). In recent years, various β and γ auxiliary subunits of
BK channels have been identified which can modulate activation
and inactivation dependencies (Gonzalez-Perez and Lingle, 2019),
but the specific co-expression can in principle also drive the
choice of the Ca2+ channel partner in sub-cellular compartments.
We have previously reported that in the axon initial segment,
BK CAKCs interact with Nav1.2 channels, but this interaction
seems independent of auxiliary subunits as was indicated by
heterologous expression of these channels in HEK293 cells (Filipis
et al., 2023). In contrast, the BK CAKCs could be guided by
auxiliary subunits to form selective nanodomains with N-type
VGCCs in the dendrites of L5 pyramidal neuron. This hypothesis
requiring extensive investigation might be potentially important
to investigate the specific function of BK CAKC characterised in
this report.
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Synchronous excitation in the 
superficial and deep layers of the 
medial entorhinal cortex 
precedes early sharp waves in the 
neonatal rat hippocampus
Dmitrii Shipkov 1, Azat Nasretdinov 1, Roustem Khazipov 1,2* and 
Guzel Valeeva 1

1 Laboratory of Neurobiology, Institute of Fundamental Medicine and Biology, Kazan Federal 
University, Kazan, Russia, 2 INMED - INSERM, Aix-Marseille University, Marseille, France

Early Sharp Waves (eSPWs) are the earliest pattern of network activity in the 
developing hippocampus of neonatal rodents. eSPWs were originally considered 
to be an immature prototype of adult SPWs, which are spontaneous top-down 
hippocampal events that are self-generated in the hippocampal circuitry. 
However, recent studies have shifted this paradigm to a bottom-up model of 
eSPW genesis, in which eSPWs are primarily driven by the inputs from the layers 
2/3 of the medial entorhinal cortex (MEC). A hallmark of the adult SPWs is the 
relay of information from the CA1 hippocampus to target structures, including 
deep layers of the EC. Whether and how deep layers of the MEC are activated 
during eSPWs in the neonates remains elusive. In this study, we  investigated 
activity in layer 5 of the MEC of neonatal rat pups during eSPWs using silicone 
probe recordings from the MEC and CA1 hippocampus. We found that neurons 
in deep and superficial layers of the MEC fire synchronously during MEC sharp 
potentials, and that neuronal firing in both superficial and deep layers of the 
MEC precedes the activation of CA1 neurons during eSPWs. Thus, the sequence 
of activation of CA1 hippocampal neurons and deep EC neurons during sharp 
waves reverses during development, from a lead of deep EC neurons during 
eSPWs in neonates to a lead of CA1 neurons during adult SPWs. These findings 
suggest another important difference in the generative mechanisms and 
possible functional roles of eSPWs compared to adult SPWs.

KEYWORDS

entorhinal cortex, hippocampus, sharp wave, neonatal rat, local field potentials, 
multiple unit activity, current-source density

1 Introduction

Early Sharp Waves (eSPWs) are the earliest network activity pattern in the developing 
hippocampus of neonatal rodents (Leinekugel et al., 2002; Karlsson et al., 2006; Mohns et al., 
2007; Marguet et  al., 2015; Unichenko et  al., 2015; Valeeva et  al., 2019a,b; Murata and 
Colonnese, 2020; Graf et al., 2021; Cossart and Khazipov, 2022; Pochinok et al., 2024). The 
originally proposed paradigm implies that eSPWs are an immature prototype of adult SPWs, 
except that eSPWs lack the high frequency oscillations (ripples, Rs) that are characteristic of 
adult SPWs and appear after P10 (Leinekugel et al., 2002; Buhl and Buzsaki, 2005; Pochinok 

OPEN ACCESS

EDITED BY

Enrico Cherubini,  
European Brain Research Institute, Italy

REVIEWED BY

Ernesto Griego,  
Albert Einstein College of Medicine, 
United States
Heiko J. Luhmann,  
Johannes Gutenberg University Mainz, 
Germany

*CORRESPONDENCE

Roustem Khazipov  
 roustem.khazipov@inserm.fr

RECEIVED 18 March 2024
ACCEPTED 15 April 2024
PUBLISHED 26 April 2024

CITATION

Shipkov D, Nasretdinov A, Khazipov R and 
Valeeva G (2024) Synchronous excitation in 
the superficial and deep layers of the medial 
entorhinal cortex precedes early sharp waves 
in the neonatal rat hippocampus.
Front. Cell. Neurosci. 18:1403073.
doi: 10.3389/fncel.2024.1403073

COPYRIGHT

© 2024 Shipkov, Nasretdinov, Khazipov and 
Valeeva. This is an open-access article 
distributed under the terms of the Creative 
Commons Attribution License (CC BY). The 
use, distribution or reproduction in other 
forums is permitted, provided the original 
author(s) and the copyright owner(s) are 
credited and that the original publication in 
this journal is cited, in accordance with 
accepted academic practice. No use, 
distribution or reproduction is permitted 
which does not comply with these terms.

TYPE  Brief Research Report
PUBLISHED  26 April 2024
DOI  10.3389/fncel.2024.1403073

23

https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fncel.2024.1403073﻿&domain=pdf&date_stamp=2024-04-26
https://www.frontiersin.org/articles/10.3389/fncel.2024.1403073/full
https://www.frontiersin.org/articles/10.3389/fncel.2024.1403073/full
https://www.frontiersin.org/articles/10.3389/fncel.2024.1403073/full
https://www.frontiersin.org/articles/10.3389/fncel.2024.1403073/full
https://www.frontiersin.org/articles/10.3389/fncel.2024.1403073/full
mailto:roustem.khazipov@inserm.fr
https://doi.org/10.3389/fncel.2024.1403073
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/cellular-neuroscience#editorial-board
https://www.frontiersin.org/journals/cellular-neuroscience#editorial-board
https://doi.org/10.3389/fncel.2024.1403073


Shipkov et al.� 10.3389/fncel.2024.1403073

Frontiers in Cellular Neuroscience 02 frontiersin.org

et  al., 2024), and that eSPWs are reliably triggered by myoclonic 
movements, presumably via sensory feedback from movements 
(Karlsson et al., 2006; Mohns and Blumberg, 2010; Valeeva et al., 
2019a,b). In addition, eSPWs, but not adult SPW-Rs, are triggered by 
somatosensory stimulation (Brankack and Buzsaki, 1986; Bellistri 
et al., 2013; Gainutdinov et al., 2023). However, recent studies have 
shifted this paradigm, suggesting that eSPW network mechanisms 
differ from adult SPW-Rs. In fact, adult SPW-Rs are endogenous, self-
generated events in the hippocampal circuitry and are considered to 
be top-down events that transfer information to target brain regions 
and support the consolidation of memories acquired during 
exploration (Buzsaki, 2015). In contrast, eSPWs are generated in a 
bottom-up fashion in the entorhinal-hippocampal circuit and are 
primarily driven by inputs from layers 2/3 of the medial entorhinal 
cortex (MEC) (Valeeva et al., 2019a,b). Synchronized firing of neurons 
in the superficial layers of the MEC is associated with so-called sharp 
potentials (MEC-SPs), which precede hippocampal eSPWs and are 
triggered by physiological myoclonic movements (Valeeva et  al., 
2019a,b). Thus, the entorhinal-hippocampal MEC-SP – eSPW 
complexes are embedded within the large-scale network activated 
during twitches and startles, and which likely involves sensory 
feedback from myoclonic movements conveyed from somatosensory 
cortex to MEC and further to hippocampus (Karlsson et al., 2006; 
Mohns and Blumberg, 2010; Valeeva et al., 2019a,b; Gainutdinov et al., 
2023). It has been suggested that entorhinal-hippocampal MEC-SP 
– eSPW complexes underlie the sequential, activity-dependent 
maturation of connections between the MEC and the hippocampus 
and within the hippocampal circuitry (Donato et al., 2017; Valeeva 
et al., 2019a,b; Cossart and Khazipov, 2022).

A hallmark of adult SPW-ripples is the relay of information from 
the CA1 hippocampus to target structures, including L5 of the MEC, 
with further transfer of transiently stored hippocampal information 
to long-term engrams in neocortical networks (Buzsaki, 1986; Siapas 
and Wilson, 1998; Girardeau et  al., 2009; Nakashiba et  al., 2009; 
Buzsaki, 2015; Squire et al., 2015). During SPW-Rs, MEC L5 neurons 
are activated following CA1 pyramidal cells by direct monosynaptic 
CA1 to L5 inputs or via intermediate activation of subicular neurons 
(Chrobak and Buzsaki, 1994, 1996; Isomura et al., 2006; Roth et al., 
2016; Rozov et al., 2020). Whether and how deep layers of MEC are 
activated during eSPWs in the neonates, and whether CA1 inputs to 
MEC drive L5 neurons similarly to adult SPW-Rs, remains elusive. 
The latter scenario is supported by studies using intact limbic 
structures preparation from neonatal rats in vitro, in which kainate-
induced hippocampal seizures propagated to the EC suggesting the 
existence of functional connections from the hippocampus to the EC 
as early as P4 (Khalilov et al., 1999). On the other hand, hippocampal 
CA3-generated giant depolarizing potentials (GDPs) (Ben-Ari et al., 
1989), which have been considered as an in vitro counterpart of 
eSPWs (Leinekugel et al., 2002; Ben Ari et al., 2007; Griguoli and 
Cherubini, 2017), do not propagate to the EC (Khalilov et al., 1999; 
Namiki et al., 2013). Furthermore, the presence of spontaneous waves 
of activity involving both superficial and deep EC layers in neonatal 
mouse brain slices suggests the existence of intracortical mechanisms 
for horizontal and vertical synchronization in the developing EC 
network (Sheroziya et al., 2009; Namiki et al., 2013; Unichenko et al., 
2015). Here, we  investigated how activity in deep EC layers is 
organized in relation to MEC-SPs and hippocampal eSPWs in vivo. 
We  found that neurons in deep and superficial MEC layers fire 

synchronously during MEC-SPs, and that neuronal firing in both 
superficial and deep EC layers precedes the activation of CA1 neurons 
during eSPWs. Thus, the sequence of activation of hippocampal CA1 
neurons and deep EC neurons during sharp waves reverses during 
development, from a lead of deep EC neurons during eSPWs in 
neonates to a lead of CA1 neurons during adult SPWs. Our findings 
suggest another important difference between eSPWs and adult SPWs, 
supporting the paradigm shift in views of the function of the 
developing entorhinal-hippocampal network.

2 Materials and methods

2.1 Ethical approval

The animal experiments were carried out in compliance with the 
ARRIVE guidelines. Animal care and procedures were in accordance 
with EU Directive 2010/63/EU for animal experiments, and all 
animal-use protocols were approved by the French National Institute 
of Health and Medical Research (APAFIS #16992-2020070612319346 
v2) and the Local Ethical Committee of Kazan Federal University 
(#24/22.09.2020).

2.2 Animal preparation

Wistar rats of both sexes from postnatal days (P) 4–7 were used. 
Preparation of the animals for head-restrained recordings was 
performed under isoflurane (1.5–2.5%) anesthesia. The skull of the 
animal was cleaned of skin and periosteum using Hemostab Al 
solution (Omega Dent, Russia), dried and covered with a thin layer of 
cyanacrylamide glue and self-curing acrylic denture repair material 
(Meliodent RR, Kulzer, GmbH, Germany), leaving the surface of left 
parietal bone open. A metal ring was fixed to the skull by dental 
acrylic material and via ball-joint to a magnetic stand. The wound was 
treated with bupivacaine (5%). The animal was then wrapped in a 
cotton and warmed at a thermal pad (37°C, Warner Instr., 
United States) and left for an hour to recover from anesthesia. None 
of the animals showed any signs of discomfort or pain (as evidenced 
by the absence of prolonged and excessive movements) during the 
recordings. Extracellular recordings of local field potentials (LFP) and 
multiple unit activity (MUA) were performed along the CA1—dentate 
gyrus axis of the dorsal hippocampus and the dorsal part of MEC in 
the left hemisphere (Figure 1) using 16-channel linear silicon probes 
with 50 μm separation distance between the electrodes (NeuroNexus, 
United States). Of note, eSPWs are expressed and highly synchronized 
along the longitudinal axis of the hippocampus and bilaterally in 
neonatal rat pups (Valeeva et al., 2019a,b, 2020). Silicon probes were 
placed using stereotaxic coordinates provided by an atlas of the 
postnatal rat brain (Khazipov et  al., 2015). For hippocampal 
recordings, electrodes were placed at—2.1 mm posterior and 1.35 mm 
lateral from bregma at depth of 2,300–2,600 μm; the lateral-medial 
angle from the horizontal plane 75°. For MEC recordings, electrodes 
were placed as in (Quilichini et al., 2010), at 1.6 mm anterior and 
3.7 mm lateral from lambda at depth 3,000–3,600 μm; the anterior–
posterior angle from the horizontal plane 45°. In a subset of animals, 
electrodes were placed into MEC along the MEC layers as in Valeeva 
et al. (2019a,b) at the medial-lateral angle from the horizontal plane 
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75° (Supplementary Figure S3). For the histological reconstruction of 
electrode tracks, electrodes were coated with ethanol-dissolved DiI 
(Sigma-Aldrich, United States). A сhlorided silver wire, placed in the 

neocortex, served as a ground electrode. Signals from extracellular 
recordings were amplified and filtered (10,000X; 0.15 Hz–9 kHz) using 
Digital Lynx SX amplifier (Neuralynx, United  States), digitized at 

FIGURE 1

Activity bursts in MEC L3 and L5 associated with sharp potentials precede early hippocampal sharp waves in the neonatal rat. (A) Recording sites of 
multielectrode arrays overlaid on a cresyl violet stained sagittal MEC slice (top panel) and coronal hippocampal slice (bottom panel) in a P6 rat pup. 
(B) Simultaneous LFP recordings in MEC L5 and L3 (recording sites # 3 and # 8 on top panel A), and hippocampal CA1 pyramidal cell layer (pcl) and 
stratum lacunosum-moleculare (sl-m) (recording sites # 21 and # 28 on bottom panel A). Multiple unit activity (MUA) is represented by vertical red 
bars. Hippocampal early sharp waves (eSPWs) are indicated by green triangles, sharp potentials in MEC (MEC-SPs) are indicated by blue circles. (C) An 
example of MEC L3/L5 burst and eSPW complex from panel (B) (highlighted in a gray box) on expanded time scale. (D) eSPW-triggered raster plots 
(left) and PETHs (right) for MUA in MEC L5 and L3, and in CA1 pcl. (E) MUA cross-correlograms in MEC L5 vs. MEC L3 (left), MEC L5 vs. CA1 (middle) and 
MEC L3 vs. CA1 (right) during peri-eSPW epochs (n =  102 eSPWs).
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16–32 kHz. From one to 2 h of spontaneous activity were recorded 
from each animal.

2.3 Histology

After recordings the animals were deeply anaesthetized with 
isoflurane (5%), the brains were removed and left for fixation in 4% 
paraformaldehyde for 2 days at room temperature. Then the brains 
were rinsed in PBS and mounted in agar blocks. Brains were cut into 
100 μm-thick slices using Vibratome (Thermo Fisher Scientific, MA, 
United States) in two steps. First, coronal slices were cut in rostral-
caudal direction to obtain full DiI track of the hippocampal probe. 
Then the two hemispheres in remaining block were separated, and 
sagittal slices were prepared from the left hemisphere to reveal the 
DiI track of the MEC probe. The location of the silicone probe in 
hippocampus and enthorhinal cortex was assessed through 
identification of the DiI track in serial 100-μm-thick sagittal sections 
(Supplementary Figures S1, S2). Then DiI tracks were overlaid on the 
microphotographs of brain slices after cresyl violet staining. In 
hippocampal recordings, electrode location was verified by the 
highest MUA rate in CA1 stratum pyramidale. In MEC recordings, 
electrode location was adjusted according to MEC-SP LFP reversal 
around L4.

2.4 Data analysis

Raw data were preprocessed using custom-written functions in 
MATLAB (MathWorks, United States). Hippocampal eSPWs were 
detected from down-sampled (1,000 Hz), bandpass filtered 
(3–100 Hz, Chebyshev type 2 Filter) LFPs. All troughs greater than 
2–4 SD from the least active 100 s long epoch through the entire 
record were first detected from the channel located in the stratum 
lacunosum–moleculare (sl-m) and their peak negativity was taken as 
time = 0 for further analysis. Independently, LFP peaks exceeding 1–3 
SD were similarly detected from the CA1 pyramidal cell layer (pcl). 
Negative sl-m events with a half-width ≤ 65 ms co-occurring with 
positive pcl peaks in the within ±50 ms time window were considered 
as eSPWs. To discard movement artifacts, LFP segments from −0.5 s 
to 1 s around the eSPW peak negativity for each channel were visually 
inspected. MEC sharp potentials (MEC-SPs) were detected from the 
channel displaying maximal negativity within a time window from 
−0.5 s to 0.5 s around the eSPW similarly to the procedure of eSPWs 
detection described above. Current-source density (CSD) analysis 
across MEC depth was performed on averaged MEC-SPs according 
to a differential scheme for second derivative and smoothed with a 
triangular kernel of length 4 (Freeman and Nicholson, 1975).

For multiple unit activity (MUA) analysis, raw LFP recordings 
were band-pass filtered in the range of 250–4,000 Hz (Daubechies 
wavelet filter). Action potentials were detected as negative peaks 
below 4 SD of the least active 100 s long epoch over the entire 
recording. Peri-event time histograms (PETHs) were calculated for 
MUA in 1 ms bins relative to the eSPW times followed by smoothing 
with the 50 ms window sliding average filter. MUA cross-correlograms 
were calculated in 1 ms bins for peri-eSPW epochs of [−50 + 100] ms 
relative to the eSPW times followed by smoothing with the 30 ms 
window sliding average filter.

2.5 Statistical analysis

Statistical analysis was performed using the MATLAB Statistics 
toolbox. Group comparisons were performed using the two-sided 
Wilcoxon rank sum and Wilcoxon signed rank tests. Unless otherwise 
noted, group data are presented as median (Q1–Q3).

3 Results

In the present study, we  explored the dynamics of neuronal 
network activity across layers of the MEC in association with 
hippocampal eSPWs in neonatal rats. For this purpose, we performed 
simultaneous recordings of LFPs and multiple unit activity (MUA) 
from the dorsal CA1 hippocampus and MEC in non-anaesthetized, 
head-restrained postnatal day [P] 4–7 rats. The location of the recording 
sites was determined during post-hoc analysis of the DiI electrode traces 
in coronal slices for hippocampal recordings and sagittal slices for MEC 
recordings with silicone probes inserted across the MEC layers (n = 18 
rats) (Figure 1A; Supplementary Figures S1, S2) or parallel to the MEC 
layers (n = 10 rats; Supplementary Figure S3). Consistent with previous 
studies, activity in the MEC and hippocampus was characterized by 
discontinuous temporal organization and complexes of intermittent 
eSPWs in the hippocampus occurring at a frequency of 1.4 (0.9–1.8) 
per minute (n = 18 rats), preceded by bursts of MEC activity often 
associated with large amplitude sharp potentials (MEC-SPs) 
(Leinekugel et  al., 2002; Karlsson et  al., 2006; Mohns et  al., 2007; 
Marguet et al., 2015; Unichenko et al., 2015; Valeeva et al., 2019a,b; 
Murata and Colonnese, 2020; Graf et al., 2021; Pochinok et al., 2024). 
Example recordings from L3 and L5 of MEC and CA1 hippocampus 
(pcl and sl-m) are shown in Figures 1B,C. eSPWs were characterized by 
negativity below the CA1 pyramidal cell layer and polarity reversal at 
the pcl, whereas MEC-SPs were associated with a negative sharp 
potential in superficial MEC layers 2 and 3 and polarity reversal at the 
level of L4 (see also below) (Figure 1C). We then examined how the 
activity of neurons in MEC and CA1 was modulated in relation to 
hippocampal eSPWs (Figures  1C–E). Raster plots and peri-event 
histograms of MUA in L3 and L5 of MEC and CA1 pcl aligned by eSPW 
peaks revealed a strong increase in MUA and co-activation of neurons 
in deep and superficial MEC layers, preceding the activation of CA1 
neurons (Figure 1D). This was further confirmed by cross-correlation 
analysis of MUA in MEC L3 and L5 and in CA1 (Figure 1E).

We further analyzed neuronal activity in MEC L3 and L5 and CA1 
hippocampus during eSPWs at the population level in a group of 17 
P5-7 rats (Figure 2). Action potential firing in MEC L3 and L5, and in 
CA1 pcl increased during eSPWs (n = 17 rats; p < 0.001; Figures 2A,B; 
Supplementary Table S1). However, the peak activation of neurons in 
the hippocampus was significantly delayed compared to MEC, both in 
L3 and L5 (n = 17 rats; p < 0.001; Figure 2C; Supplementary Table S2). 
Notably, although the peak of MUA relatively to eSPWs in L5 had a 
tendency to precede that in L3, this difference was not significant, 
however. A ~ 20 ms delay in activation of units in the CA1 hippocampus 
from MEC units in L3 and L5 was also evident from cross-correlation 
analysis of all units detected in a time window of −50 to +100 ms 
relative to eSPWs (Figures 2D,F; Supplementary Tables S3, S4). Group 
data analysis of paired comparisons of MUA cross-correlation peaks 
revealed a significant precedence of MEC units (both in L3 and L5) 
relative to CA1 units (n = 17 rats; p < 0.05), and a short (by ~6 ms) but 
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significant delay in activation of neurons in L3 from L5 (n = 17 rats; 
p < 0.001; Figures 2E,F; Supplementary Table S4).

Next, we analyzed the LFP depth profile of MEC-SPs in 18 P5-7 
animals with probe insertion across the MEC layers (Figure  3A). 
Consistent with previous studies in vivo (Valeeva et al., 2019a,b) and 
in vitro (Sheroziya et al., 2009; Namiki et al., 2013; Unichenko et al., 
2015), MEC-SPs were characterized by negative LFP deflection in the 
superficial MEC layers (Figure 3B). In deep layers, MEC-SPs changed 
polarity to positive, with the reversal occurring around agranular L4. 
Similar LFP shapes of MEC-SPs with negativity in superficial layers 
and positivity in deep layers were also found at different cortical 
depths during “vertical” probe insertion along the MEC layers 
(Supplementary Figure S3), suggesting that this distinct LFP depth 
profile of MEC-SPs with polarity reversal around L4 may be useful for 

estimating electrode position in the MEC during recordings in 
neonatal rats. The CSD analysis of MEC-SPs revealed from two to 
three sinks distributed in layers 1, 2, and 3 (Figures  3B,C; 
Supplementary Table S5). The most superficial Sink 1 (Figures 3D,E; 
Supplementary Tables S5, S6) was usually located around L1/L2 
border and had the largest amplitude (n = 18; p < 0.001; Figure 3F; 
Supplementary Table S7). The Sink 2 and Sink 3 were found within the 
superficial (close to L2) half of L3 and did not differ in amplitude from 
each other (Figures 3D–F; Supplementary Tables S5–S7). Thereby, the 
layerwise distribution of current sinks, reflecting areas of synaptic 
activation during MEC-SPs, matched the location of main external 
inputs to MEC (Witter et al., 2017). In addition, the most prominent 
Sink 1 was observed in MEC layers 1 and 2, containing the dendritic 
tufts of MEC neurons from all deeper layers (Canto et al., 2008).

FIGURE 2

Multiple unit activity in MEC L3 and L5 and CA1 hippocampus in relation to early hippocampal sharp waves. (A,B) Average PETHs (mean  ±  SEM) of MUA 
in CA1 pcl (A) and MEC L3 and L5 (B) aligned to eSPW times and expressed as MUA frequency normalized to the baseline. (C) Horizontal boxplots of 
group data (center line, median; edges, Q1/Q3; whiskers, non-outlier extremes) for the time of peak firing of multiple units relatively to eSPWs (two-
sided Wilcoxon rank sum test). ***p value < 0.001. (D,E) Average MUA cross-correlograms in MEC L3 and L5 vs. CA1 pcl (D), and MEC L5 vs. MEC L3 
(E) Shaded lines, SEM. (F) Boxplots of group data (center line, median; edges, Q1/Q3; whiskers, non-outlier extremes) for the time of cross-correlation 
peak of multiple units in MEC L3 and L5 vs. CA1 (top) and MEC L5 vs. MEC L3 (bottom) (two-sided Wilcoxon rank sum test). (A–F) Pooled data from 
1,196 eSPWs recorded from n  =  17 P5-7 rats. *p value < 0.05; ***p value < 0.001; n.s., non-significant.
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4 Discussion

The main findings of the present study are that in neonatal rats, 
deep and superficial МEC neurons are co-activated during MEC-SPs, 

and that neuronal firing in both superficial and deep MEC layers 
precedes the activation of CA1 neurons during eSPWs. Thus, the 
sequence of activation of hippocampal CA1 neurons and deep MEC 
neurons during sharp waves changes during development from 

FIGURE 3

CSD profile of the MEC sharp potentials. (A) Recording sites of the multielectrode array overlaid on a cresyl violet stained sagittal MEC sections from a 
P5 rat. (B) Average local field potential (black traces) overlaid on the color-coded CSD map of the MEC-SP. (C) CSD profile at the peak of the MEC-SP 
shown on panel (B). Note Sinks 1, 2, and 3 of the MEC-SPs in the superficial layers and a main source near L4. (D,E) Group data on the depth of the 
MEC-SP Sinks 1 (black circles), 2 (gray circles), and 3 (open circles) in relation to L3/L4 border (bottom dashed line) in absolute values (D) and 
normalized to the distance between L3/4 and L2/3 borders (E). Right, group medians with Q1 and Q3. Pooled data were obtained from n  =  18 P5–7 
rats. On (D) and (E), L2/L3 and L3/L4 borders are marked by black dashed lines, and L1/L2 border - by solid gray lines (F) Group data on the amplitude 
of current sinks associated with MEC-SPs. ***p value < 0.001; n.s., non-significant.
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leadership of deep MEC neurons during eSPWs in neonates to 
leadership of CA1 neurons during SPW-Rs in adults. These results are 
consistent with the hypothesis that the network mechanisms 
underlying neonatal eSPWs are distinct from the mechanisms of adult 
SPWs generation, and support a paradigm shift from viewing of 
neonatal eSPWs as the prototype of adult SPW-Rs.

MEC-SP events, which precede hippocampal eSPWs and are 
triggered by myoclonic movements, have previously been described 
in the superficial layers of the MEC in neonatal rats (Valeeva et al., 
2019a,b). In the present study, we  investigated the spatiotemporal 
organization of MEC-SPs across cortical layers, including a description 
of their LFP and current-source density depth profiles and neuronal 
firing. We found that MEC-SPs are electronegative in superficial layers 
and positive in deep layers with a reversal around L4, and that their 
main sinks are distributed along the depth of superficial layers. The 
origin of the synaptic inputs that generate these sinks and drive MEC 
firing remains hypothetical for now. In adults, SPW-Rs cause 
activation of neurons in deep layers of the MEC either through direct 
connections from CA1 pyramidal cells or via the subiculum, whereas 
the activity of neurons in superficial MEC layers is weakly modulated 
by SPWs (Chrobak and Buzsaki, 1994, 1996). In contrast, during 
neonatal eSPWs, CA1 neurons are activated with a delay from neurons 
in MEC, and therefore the role of CA1-MEC connections in the 
generation of MEC-SPs is limited, at least in the initial part of MEC 
discharges. This raises the question of what are the generative network 
mechanisms of MEC-SPs? Because MEC-SPs are reliably triggered by 
myoclonic movements, this may involve sensory feedback conveyed 
from S1 cortex to the MEC. Indeed, myoclonic movements reliably 
trigger, via sensory feedback, thalamo-cortical oscillatory bursts of 
activity in the S1 cortex of newborn rodents (Khazipov et al., 2004; An 
et al., 2014; Akhmetshina et al., 2016; Dooley et al., 2020). Since there 
is no direct input from S1 to the MEC, a further transmission of 
sensory feedback from S1 to the MEC should involve some relay areas 
(Witter et al., 2017). These relay stations may include the perirhinal 
cortex (Burwell and Amaral, 1998), the retrosplenial cortex (Sugar and 
Witter, 2016), and the postrhinal cortex (Lagartos-Donate et al., 2022); 
noteworthy, the latter two areas already establish functional inputs to 
MEC during the first postnatal week. Alternatively, the link between 
MEC-SPs and spontaneous myoclonic movements may be supported 
by a non-canonical reticulo-limbic circuit via the septum, which is 
activated during startles (Zhang et  al., 2018), consistent with a 
triggering role of the septum in the generation of cortical waves in 
cultured coronal slices in vitro during the first postnatal week 
(Conhaim et al., 2011). Generation of MEC-SPs may also involve local 
MEC connections including recurrent and deep to superficial synapses 
(Quilichini et al., 2010; Zhang et al., 2014; Witter et al., 2017; Rozov 
et  al., 2020). Moreover, these local connections are important as 
evidenced by the presence of spontaneous activity, very similar to 
MEC-SPs in vivo, in the isolated entorhinal-hippocampal slices in 
vitro, and their persistence after surgical severing of connections with 
the hippocampus (Sheroziya et  al., 2009; Namiki et  al., 2013; 
Unichenko et  al., 2015). These observations also suggest that the 
generation of MEC-SPs primarily involves local circuitry, whereas 
sensory feedback from movements plays only a triggering role in 
coupling MEC-SPs (and eSPWs) to movements. This is further 
supported by the persistence of MEC-driven eSPWs in the 
hippocampus of immobilized neonatal rats under general anesthesia 
(Leinekugel et al., 2002; Gainutdinov et al., 2023). While previous 

studies emphasized the pivotal role of spontaneously bursting L3 
neurons in the generation of MEC-SPs in neonatal rodent MEC slices 
in vitro (Sheroziya et al., 2009; Namiki et al., 2013; Unichenko et al., 
2015), here we observed that L5 neurons fire before L3 neurons during 
MEC-SPs in vivo. These observations are consistent with the highest 
excitability of L5 neurons, their high propensity for spontaneous 
firing, and with the leading role of deep layers in self-generated 
cortical activity such as the UP-states of slow cortical oscillations 
(Sanchez-Vives and Mccormick, 2000; Isomura et al., 2006; Sakata and 
Harris, 2009; Reyes-Puerta et al., 2015; Senzai et al., 2019). Of note, 
despite of the limited involvement of CA1 and subicular inputs in 
initiation of MEC-SPs, these connections are in place during the first 
postnatal week (Khalilov et al., 1999; Canto et al., 2019), and their 
activation during eSPWs may contribute to the late phase of 
population burst in MEC.

Our main finding is that neurons in deep and superficial MEC 
layers are activated synchronously during MEC-SPs, and that neuronal 
firing in both superficial and deep MEC layers precedes the activation 
of CA1 neurons during eSPWs. This is remarkably different from the 
spatiotemporal dynamics in the entorhinal-hippocampal system 
during SPW-Rs in the adult brain. Indeed, during adult SPW-Rs, deep 
MEC neurons are activated following CA1 pyramidal cells by direct 
monosynaptic inputs from CA1 pyramidal cells or via intermediate 
activation of subicular neurons, whereas neurons in superficial MEC 
layers are weakly modulated by SPW-Rs (Chrobak and Buzsaki, 1994, 
1996; Isomura et al., 2006; Roth et al., 2016; Rozov et al., 2020). Thus, 
the sequence of activation of hippocampal CA1 neurons and deep 
MEC neurons during sharp waves changes during development from 
a lead of deep MEC neurons during eSPWs in neonates to a lead of 
CA1 neurons during adult SPW-Rs. This provides further evidence for 
a difference in the generative mechanisms of eSPWs versus adult 
SPW-Rs, despite a similarity in the electrophysiological traits of these 
two distinct activity patterns, and supports the transition in 
understanding from eSPWs as immature prototypes of adult SPWs to 
a bottom-up model of eSPW genesis, driven primarily by inputs from 
the entorhinal cortex, marking a significant paradigm shift in 
entorhinal-hippocampal circuitry dynamics during development. 
Initially, eSPWs were viewed as nascent forms of SPWs, suggesting 
that eSPWs emerged spontaneously within the hippocampal circuitry 
and represented early manifestations of the network dynamics 
observed in adult hippocampal function. However, recent studies and 
present work challenge this traditional view, proposing a bottom-up 
model wherein eSPWs are predominantly initiated by inputs 
originating from the entorhinal cortex. In this revised framework, 
eSPWs are seen as arising from the orchestrated interplay between the 
entorhinal cortex and hippocampal circuitry, with inputs from the 
former triggering and shaping the dynamics of the latter. This 
perspective emphasizes the significance of sensory inputs, particularly 
somatosensory feedback from myoclonic movements, in driving 
hippocampal network activity during development to support the 
activity-dependent formation of the entorhinal-hippocampal network. 
Our study also suggests that during eSPWs, there is a limited relay of 
information from the CA1 hippocampus to the deep layers of the 
MEC during eSPWs, in contrast to adult SPW-Rs. Adult SPW-Rs are 
known to support the transfer of transiently stored hippocampal 
information to long-term engrams in neocortical networks, 
contributing to memory consolidation (Buzsaki, 1986; Siapas and 
Wilson, 1998; Girardeau et al., 2009; Nakashiba et al., 2009; Buzsaki, 
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2015; Squire et al., 2015). This limited communication between CA1 
and the deep MEC in newborns may contribute to delayed 
development of the hippocampal-dependent memory and infantile 
amnesia (Baram et al., 2019). Our study also raises questions for future 
research on the developmental stage at which the change in the 
temporal dynamics of neuronal activation in CA1 and EC occurs, and 
on the potential mechanisms and functional implications of the 
developmental change in the sequence of CA1 and EC activation 
during sharp waves, which, according to recent studies, may involve 
the development of inhibitory circuitry (Dard et al., 2022; Pochinok 
et al., 2024).
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Synaptic connectivity defines groups of neurons that engage in correlated

activity during specific functional tasks. These co-active groups of neurons form

ensembles, the operational units involved in, for example, sensory perception,

motor coordination and memory (then called an engram). Traditionally,

ensemble formation has been thought to occur via strengthening of synaptic

connections via long-term potentiation (LTP) as a plasticity mechanism. This

synaptic theory of memory arises from the learning rules formulated by Hebb

and is consistent with many experimental observations. Here, we propose,

as an alternative, that the intrinsic excitability of neurons and its plasticity

constitute a second, non-synaptic mechanism that could be important for

the initial formation of ensembles. Indeed, enhanced neural excitability is

widely observed in multiple brain areas subsequent to behavioral learning. In

cortical structures and the amygdala, excitability changes are often reported as

transient, even though they can last tens of minutes to a few days. Perhaps it

is for this reason that they have been traditionally considered as modulatory,

merely supporting ensemble formation by facilitating LTP induction, without

further involvement in memory function (memory allocation hypothesis). We

here suggest−based on two lines of evidence—that beyond modulating LTP

allocation, enhanced excitability plays a more fundamental role in learning.

First, enhanced excitability constitutes a signature of active ensembles and,

due to it, subthreshold synaptic connections become suprathreshold in the

absence of synaptic plasticity (iceberg model). Second, enhanced excitability

promotes the propagation of dendritic potentials toward the soma and

allows for enhanced coupling of EPSP amplitude (LTP) to the spike output

(and thus ensemble participation). This permissive gate model describes

a need for permanently increased excitability, which seems at odds with

its traditional consideration as a short-lived mechanism. We propose that

longer modifications in excitability are made possible by a low threshold

for intrinsic plasticity induction, suggesting that excitability might be on/off-

modulated at short intervals. Consistent with this, in cerebellar Purkinje cells,

excitability lasts days to weeks, which shows that in some circuits the

duration of the phenomenon is not a limiting factor in the first place. In

our model, synaptic plasticity defines the information content received by

neurons through the connectivity network that they are embedded in. However,
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the plasticity of cell-autonomous excitability could dynamically regulate the

ensemble participation of individual neurons as well as the overall activity state

of an ensemble.

KEYWORDS

engram, ensemble, excitability, intrinsic plasticity, learning, memory, memory
allocation, synaptic plasticity

Introduction

Synaptic long-term potentiation (LTP; Bliss and Lømo, 1973)
translates experiences via its activity-dependence into enhanced
synaptic efficacy. LTP may also be accompanied by the emergence
of new dendritic spines (Engert and Bonhoeffer, 1999; Yuste and
Bonhoeffer, 2001) and spine growth (Holtmaat and Svoboda, 2009)
making it the ideal plasticity mechanism to establish and update
synaptic connectivity in an experience-dependent manner in neural
ensembles. The ultimate proof for a causal relationship between
synaptic plasticity and memory was provided in 2014, when
Malinow et al. optogenetically induced long-term depression (LTD)
and LTP to inactivate and reactivate, respectively, a fear memory
that was previously established using a fear-conditioning paradigm
in the amygdala (Nabavi et al., 2014). In fear-conditioning, a tone
is often used as the neutral conditioned stimulus (CS), which is
paired with an electric footshock as the unconditioned stimulus
(US). Nabavi et al. replaced the tone presentation with optical
stimulation (channelrhodopsin 2; ChR2) of axons in an auditory
relay nucleus that projects to the amygdala. Application of LTD-
and LTP- inducing stimuli (tested separately in vivo), respectively,
was sufficient to disconnect/connect the CS pathway to the fear
memory engram in the amygdala. This is a critical finding due to
the immediate optical control of synaptic weight and its impact on
behavioral learning.

However, conditioning experiments have revealed a second
parameter that changes with learning and might be causally
related to engram formation as well. Ex vivo recordings from CA1
hippocampal pyramidal neurons following eyeblink conditioning
revealed that the intrinsic membrane excitability was enhanced
in neurons from conditioned, but not pseudoconditioned or
naïve rabbits (Disterhoft et al., 1986). Similar findings were
made previously following associative learning in the mollusk
Hermissenda (Alkon, 1984) and subsequently following eyeblink
conditioning in cerebellar Purkinje cells (Schreurs et al., 1998).
In line with these and other findings, it has been suggested
that there could be a “Memory from the dynamics of intrinsic
membrane currents” (Marder et al., 1996), an idea that was
followed up by several investigators soon after (Hansel et al.,
2001; Daoudal and Debanne, 2003; Frick et al., 2004). How have
these ideas been implemented into modern theories of memory?
Surprisingly, intrinsic plasticity plays a relatively minor role in
current learning models. In the memory allocation hypothesis,
the learning model with closest focus on cellular mechanisms
of engram formation and recall, neurons are allocated to an
engram that show high excitability at the time of learning,
facilitating subsequent integration via LTP (Rogerson et al., 2014;

Yiu et al., 2014; Josselyn and Frankland, 2018; Josselyn and
Tonegawa, 2020). Perhaps the disregard for a deeper involvement
of intrinsic plasticity stems from the observation that excitability
changes are often short-lived. A memory engram related to fear-
conditioning in the dentate gyrus was characterized by a state
of enhanced neuronal excitability, but this effect faded within
two hours (Pignatelli et al., 2019). In prior ex vivo recordings
from CA3 hippocampal pyramidal neurons following eyeblink
conditioning in rabbits, enhanced excitability was observed for
longer periods of time, but began to decline three days after learning
(the conditioned behavior, in contrast, lasted for the full 180 days
of recordings; Thompson et al., 1996). These findings seem to
suggest that enhanced excitability cannot play a more permanent
role in engram physiology, for example in memory recall. Here, we
argue that despite of its transient nature enhanced excitability via
intrinsic plasticity is necessary and, in some scenarios sufficient, for
the formation and reactivation of ensembles in general, including
ensembles that serve as memory engrams.

Enhanced excitability in cortical
ensembles: the iceberg model

As mentioned, neuronal ensembles (often referred to as
assemblies) are coactive groups of neurons that have been shown
to mediate perception and behavior (Buzsaki, 2010; Yuste et al.,
2024). In mouse primary visual cortex, ensembles are formed
by a small group (∼10%) of imaged neurons, which become
coactive in a significant manner, within a small temporal window
(Cossart et al., 2003: Miller et al., 2014; Carrillo-Reid et al., 2015).
Neurons can participate in several ensembles, demonstrating that
ensembles can form a multineuronal code (Miller et al., 2014).
Indeed, ensembles are formed by both neurons that are specifically
co-activated (onsembles) as well as neurons that are specifically
silenced (offsemble), further indicating that they generate an
emergent code (Pérez-Ortega et al., 2024). Offsemble neurons have
shorter calcium decay kinetics than onsemble cells, suggesting
that their activity is curtailed by GABAergic inhibition. Different
classes of interneurons may dynamically control dendritic and
somatic compartments of target pyramidal neurons. Interneuron
activity itself may be controlled by synaptic and intrinsic plasticity
mechanisms. Individual ensembles are activated by visual stimuli,
both moving gratings and naturalistic videos. Activity in similar
groups of neurons can be observed in the absence of external
stimuli (ongoing activity), as if these circuits were internal
building blocks of cortical activity that can be allocated to become
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FIGURE 1

Ensemble formation leads to increased excitability. (A) Experimental design. Image of brain slice from mouse in primary visual cortex with
ST-ChroMe opsin expression in pyramidal neurons. Scale bar: 200 µm. (B) Illustration of in-vitro paired recording for evaluating monosynaptic
connectivity between neurons. (C) Perforated patch-clamp recording of presynaptic action potentials elicited by current injections (500 ms),
followed by identification of a monosynaptic connection, generating postsynaptic potentials time-locked to presynaptic spikes. (D) Intrinsic
parameters were tested, such as firing rate, input resistance, and firing threshold with the changes in membrane voltage in response to current steps.
(E) Perforated current-clamp recording under optogenetic stimulation protocol: 1 to 30 min of 10 Hz train, 5 ms light pulses for 4 s followed by 10 s
of rest. (F) Representative paired whole-cell recording of synaptically connected neurons. Top: current-clamp recording of presynaptic action
potentials in response to 10 current injections (2 ms each; 20 Hz). Bottom: voltage-clamp recording of evoked EPSC before (black) and after (blue)
30 min of optogenetic stimulation. Each trace is average of 30 successive responses evoked by presynaptic current injection. (G) Representative
paired recording of evoked EPSCs (perforated patch–clamp). Top: current-clamp recording of presynaptic action potentials induced by positive
current steps of the I–V curve (20–120 pA). Bottom: voltage-clamp recording of evoked EPSCs before and after optogenetic stimulation and after
20 min of rest post-stimulation. Thick line is average of successive responses to the first presynaptic action potentials, for every current step of the
I–V curve. (H) Increase in spontaneous activity after optogenetic stimulation. Representative perforated patch-clamp recording of a neuron in
current-clamp before (black) and after (blue) optogenetic stimulation protocol. Bottom: Section in the top trace shows spontaneous EPSPs
amplitude > 0.3 mV identified before (black) and after (blue) optogenetic stimulation protocol in a one-minute recording. Arrows show tentative
EPSPs that were not detected by the threshold (0.3 mV). (I) Frequency histogram of EPSPs amplitudes shows that after optogenetic stimulation, the
number and amplitude of spontaneous synaptic events increased. (Modified with permission from Alejandre-García et al., 2022).

engrams. This interpretation is supported by the observation
that these ongoing ensembles have statistically the same neuronal
components as the ones activated by visual stimuli (Miller et al.,
2014). In addition, some cortical ensembles persist for up to
46 days, albeit with a substantial rotation of individual neuronal
participants anchored by a group of more persistent core neurons
(Perez-Ortega et al., 2021). The general feature of (relative)
permanency is consistent with the possibility that ensembles serve

as repositories of perceptual and memory states. In agreement
with this, the optogenetic reactivation of ensembles can recall
previous visual stimuli, and lead to a behavioral outcome (Carrillo-
Reid et al., 2019; Marshel et al., 2019). Thus, ensembles are not
an epiphenomenon of cortical activity but are causally linked to
perceptual states (Carrillo-Reid et al., 2017).

Interestingly, cortical ensembles can also be created de novo:
optogenetic co-activation of neurons leads to their joint ongoing
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co-activation, forming a new ensemble which can last for days
(Carrillo-Reid et al., 2016). This result can explain the concordance
between visually evoked and ongoing ensembles: one can posit
that sensory stimulation can imprint ensembles into the cortex
and these ensembles can then be recalled internally, manifesting
themselves later in the ongoing activity. Consistent with this,
stimulus-evoked ensembles are recalled during sleep (Lines and
Yuste, 2023). This result can also explain the concordance between
ensembles and engrams, whereby engrams could represent the
recalling of previously imprinted ensembles. Importantly, the
optogenetics imprinting of ensembles by coactive activation of
neurons initially strongly suggested that ensembles were generated
by Hebbian synaptic plasticity, whereby neurons that fire together
strengthen their synaptic connectivity.

To better understand the mechanisms that lead to the
formation of ensembles, we co-activated optogenetically
and electrically layer 2/3 pyramidal neurons in brain slices,
replicating in vitro the optogenetic protocol to generate ensembles
in vivo (Carrillo-Reid et al., 2016; Alejandre-García et al., 2022;
Figures 1A–E). Using whole-cell and perforated patch-clamp pair
recordings we found, to our surprise, that, after optogenetic or
electrical stimulation, there were only minor changes in synaptic
plasticity (Figures 1F–H). In fact, instead of synaptic potentiation,
co-activated neurons actually showed an initial depression,
followed by a small rebound potentiation after a recovery period.
There was also no evidence that new connections formed after
optogenetic stimulation in previously unconnected neurons
(Alejandre-García et al., 2022). Thus, synaptic plasticity could not
explain the emergence of neuronal ensembles in this protocol. But,
unexpectedly, optogenetic and electrical stimulation induced major
increases in amplitude and frequency of spontaneous EPSPs, even
after single-cell stimulation (Figures 1I, J). Consistent with this, we
observed strong and persistent increases in neuronal excitability
after stimulation, along with increases in membrane resistance and
reduction in spike threshold (Alejandre-García et al., 2022). Similar
increases in ongoing activity had also been noticed after ensemble
imprinting in vivo (Carrillo-Reid et al., 2016). We concluded that
intrinsic excitability, rather than Hebbian plasticity, mediates the
establishment of neuronal ensembles.

To explain how neuronal ensembles are generated, we propose
an “iceberg” model, by which the increased neuronal excitability
that results from repeated input stimulation makes subthreshold
connections become suprathreshold, enhancing the postsynaptic
effect of already existing synapses, and generating a neuronal
ensemble (Figure 2; Alejandre-García et al., 2022). This increase
in synaptic efficacy is in fact strictly consistent with the original
Hebbian postulate, which relates to the effect that a synapse has on
the postsynaptic cell (Hebb, 1949), but did not necessarily imply
increase in synaptic transmission or strength.

Permanent role for enhanced
excitability despite transient nature:
role for an on/off modulation

Let us assume for a moment that enhanced neuronal excitability
is essential for ensemble function (in a later paragraph, we will
present evidence to support this claim). Would not the transient

FIGURE 2

Iceberg model of ensemble formation. (A) Emergence of ensembles
after increases in neuronal excitability, illustration circuit response
before (left) and after (right) ensemble generation. Color
corresponds to membrane potential response to a synaptic input:
white is resting membrane potentials, gray are subthreshold
responses, and red are suprathreshold ones, with firing of action
potentials. Stimulated neurons become more excitable, so the same
inputs induce some of them to fire (red cells), while other cells have
increased subthreshold responses (gray cells). The model explains
how an ensemble is formed but does not assume any changes in
numbers or strength of local synapses. (B) Left: Iceberg emergence:
An iceberg keeps underwater. Right: But if its density decreases, the
iceberg emerges above water. Density is an intrinsic property of the
iceberg and, by changing it, the iceberg changes its response to the
same environment. Likewise, for a neuronal ensemble, membrane
resistance and firing threshold are intrinsic neuronal properties that
can be modified, and they enhance its response to the same
excitatory input intensity, resulting in an increased depolarization
and generation of action potentials (Modified with permission from
Alejandre-García et al., 2022).

nature of excitability potentiation make such essential contribution
impossible? To begin with, it should be noted that intrinsic
plasticity is not in all brain structures and neuron types short-lived.
In cerebellar Purkinje cells, enhanced excitability was observed one
month after eyeblink conditioning (Schreurs et al., 1998). This
finding suggests that there could be more cell types, in which
intrinsic plasticity is long-lasting. It further suggests the possibility
that the underlying mechanism is the same or similar in different
cell types, with the potential for a long effect duration, but that in
some and not others specific activity patterns curtail duration. The
second, perhaps more general, point is that enhanced excitability
does not need to last permanently to play a permanent role in
ensemble function as long as it can be readily recruited under
the right conditions (on/off modulation). This criterion is fulfilled
when a (transient) excitability increase results from attention-
related signaling. Indeed, as illustrated in Figure 3, intrinsic
plasticity is evoked in cortical pyramidal neurons upon activation
of muscarinic acetylcholine receptors (mAChRs).

Intrinsic plasticity in L5 pyramidal neurons (Sourdet et al.,
2003), L2/3 pyramidal neurons (Gill and Hansel, 2020) and
cerebellar Purkinje cells (Belmeguenai et al., 2010) depends on the
downregulation of small-conductance calcium-dependent SK-type
K+ channels. In L5 pyramidal neurons, this downregulation was
driven by activation of type 5 metabotropic glutamate receptors
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FIGURE 3

Cholinergic modulation promotes intrinsic plasticity in L2/3 pyramidal neurons of mouse primary somatosensory cortex (S1). (A) Example recording
of a neuron that received somatic depolarization (10 Hz; 5 min) while the muscarinic agonist oxotremorine-1 (oxo-m; 7 µM) is applied to the bath
during these in vitro recordings. (B) Time graph showing changes in spiking relative to baseline; the three conditions shown are oxo-m
bath-application alone, somatic depolarization alone, and both stimuli combined. (C) Cholinergic modulation shifts the neuronal threshold
potential. Relationship between the functional change (number of evoked spikes; nspk) and the membrane potential change (VR = resting potential;
VT = threshold potential; VTR = difference between the two potentials). Blue dots: electric stimulation alone; green dots: cholinergic modulation
alone; red dots: paired stimulation. There is a significant negative association between the changes in spike number and threshold-to-rest distance
changes, but not with changes in the threshold or resting potential changes. (D) Distribution of S1 recordings from the three experimental groups
according to category membership, based on δ VTR, to either ‘negative threshold shift’ or ‘non-negative threshold shift’ categories. Only paired
electric and cholinergic activation causes a significant negative threshold shift. (A,B) are taken from Gill and Hansel (2020), eNeuro 7. (C,D) are taken
from Pham and Hansel (2023), J. Physiol. 601.15.

(mGluR5; Sourdet et al., 2003), while in L2/3 pyramidal neurons,
it was achieved by activation of mAChRs (Gill and Hansel, 2020;
Figure 3). Both are Gαq-coupled metabotropic receptors. For M1
mAChRs, it has indeed been demonstrated that their activation
inhibits SK-type K+ channels (Buchanan et al., 2010; Giessel and
Sabatini, 2010). These findings show that cholinergic signaling may
promote enhanced excitability via the inhibition of SK channels.

The observation that intrinsic plasticity may be triggered by
cholinergic signaling is important for our claim that there is no
strict need for permanency in ensemble plasticity (as long as the
participating neurons are synaptically connected). We postulate
two requirements for a non-permanent mechanism that instead
rests on the availability to readily re-activate the ensemble and
thus be on/off-modulated (Figure 4). First, ensemble re-activation
needs to be triggered by a ‘meaningful’ signal; that is to say that a
cellular mechanism should link ensemble re-activation to a context
that can be expected to recruit and engage ensembles. Cholinergic
signaling fulfills this requirement as it occurs in the context of
attention (Everitt and Robbins, 1997). Second, a mechanism for
ensemble re-activation would need to be readily available and fast
without affecting synaptic connectivity. This is the case for intrinsic
plasticity, which−at least in the hippocampus−has been shown to
have a lower induction threshold than synaptic plasticity (Lopez-
Rojas et al., 2016). These considerations show that−once a second
plasticity mechanism comes into play−there is no need for one
mechanism whose long-duration (permanency) would guarantee
longevity of memory itself. Instead, one plasticity mechanism
(synaptic) would establish connectivity and ensemble identity but
does not need to be further modulated upon re-activation, while
the other (intrinsic) enhances excitability and ensures ensemble
function as long as required. On/off modulation as described in
Figure 4 furthermore guarantees that flexibility in the activation

FIGURE 4

Ensemble availability for recall via permanent (top) and
non-permanent (bottom) on/off modulation. A synaptically
connected ensemble does not require a permanent plasticity
mechanism to enhance the probability for recall as long as the
ensemble can be readily reactivated (red arrows). This activation
involves synaptic drive, but not synaptic plasticity.

of various−potentially competing−ensembles is not jeopardized.
In addition, intrinsic plasticity can be depressed in an activity-
dependent manner (e.g., Paz et al., 2009) and this bidirectionality
prevents saturation.

Role of enhanced excitability in
ensemble formation and function

The memory allocation hypothesis describes a transient role
for intrinsic plasticity in the formation of memory engrams. In
this conceptual framework, enhanced excitability promotes LTP
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induction and thus contributes to engram formation by stabilizing
synaptic connectivity. This scenario fits to the participation of SK
channels reported in the studies described above. It has indeed been
shown in hippocampal recordings that SK channel downregulation
boosts calcium signaling and enhances the probability for LTP
induction (Ngo-Anh et al., 2005).

What then are lasting roles of (SK-mediated) enhanced
excitability? First, SK channels regulate dendritic plateau potentials,
in particular their duration, and therefore adjust the integration
of local synaptic potentials (Cai et al., 2004). Second, intrinsic
plasticity may adjust the somatic spike threshold, and at least in
L2/3 pyramidal neurons of the mouse S1 cortex, this effect is
obtained by cholinergic co-activation (Pham and Hansel, 2023).
In L2/3 pyramidal neurons of the rat barrel cortex, the resting
potential sits 15–40 mV below the spike threshold, resulting in a
low evoked spike rate of 0.031 spikes per whisker stimulus (Brecht
et al., 2003). It is thus conceivable that threshold plasticity in
individual neurons adjusts the spike threshold, resulting in circuit-
specific response probabilities and spike patterns. A consequence
of threshold plasticity further is that it alters how input patterns are
processed. A high spike threshold is optimal for the discrimination
of distinct patterns, while a reduced threshold is more easily
reached when a subset of (driver) synapses are active and thus
enables recognition of previously learned patterns, even when
inputs are incompletely presented (Pham and Hansel, 2023). Here,
too, threshold adjustment equals a shift in the optimal coding
strategy and may represent an example where plasticity is meant
to last at least until another event necessitates a change in strategy.

While these are lasting functions / consequences of enhanced
excitability and its plasticity, they do not describe an essential
contribution to memory engram formation. Such an essential
contribution is described in the permissive gate hypothesis.
Simultaneous patch-clamp recordings from the distal dendrite,
proximal dendrite and the soma of L2/3 pyramidal neurons
have shown that the amplitude of distally recorded excitatory
postsynaptic potentials (EPSPs) is poorly correlated with more
proximal EPSP amplitudes and somatic spike output (Larkum et al.,
2001; Figure 5). During propagation toward the soma, the dendritic
potential is exposed to conductances that may amplify or attenuate
these potentials. The density and functional availability of SK-
type K+ conductances, for example, could regulate EPSP forward
propagation and thus EPSP-spike coupling. Intrinsic plasticity may
regulate the surface expression of SK channels (Ren et al., 2006)
and / or their calcium sensitivity (Allen et al., 2007). It is therefore
conceivable that SK channel plasticity constitutes a permissive gate
for EPSP propagation.

What is the experimental evidence that supports the hypothesis
that intrinsic (SK channel-mediated) plasticity gates EPSP-spike
coupling and that without it LTP cannot efficiently control
postsynaptic responsiveness? Recordings from cerebellar Purkinje
cells have provided evidence for both claims. In somato-dendritic
patch-clamp recordings from Purkinje cells in vitro, it was observed
that either triggering intrinsic plasticity or bath-application of the
SK channel antagonist apamin (10 nM) would enhance excitability
and turn EPSP amplitude into a better predictor of spike output
(Ohtsuki and Hansel, 2018). This finding is consistent with the
first claim that SK channel plasticity modulates dendritic EPSP
propagation.

To examine whether intrinsic plasticity is essential as an enabler
(permissive gate) for LTP in learning, one of us and his team
tested the involvement of LTP and intrinsic plasticity, respectively,
in receptive field plasticity of Purkinje cells in awake mice (Lin
et al., 2024). Two-photon recordings of GCaMP6f-encoded calcium
signals were used to measure the amplitude of Purkinje cell
responses to parallel fiber stimulation, or tactile activation of
the ipsilateral forelimb. Repeated stimulation of a parallel fiber
bundle caused a potentiation of the dendritic calcium response
(Figure 6). This dendritic signal and a simultaneously recorded
calcium signal in the axon initial segment (AIS) are positively
correlated (not shown). When the PF tetanization is applied in mice
that lack SK2 channels (L7-SK2 KO), no potentiation is observed
(Figure 6). When it is applied in CaMKII-TT305/6VA mice (this
mutation blocks the inhibitory autophosphorylation of CaMKII;
Elgersma et al., 2002), the potentiation is reduced but a significant
component remains (Figure 6). In L7-SK2 KO mice, Purkinje cell
intrinsic plasticity is absent, but LTP is intact (Grasselli et al.,
2020). In contrast, in CaMKII-TT305/6VA mice, parallel fiber LTP
is impaired, but intrinsic plasticity is intact (Belmeguenai et al.,
2010; Piochon et al., 2016a). These mouse lines therefore enable
an isolated impairment of LTP and intrinsic plasticity, respectively.
The results of this two-photon study using awake mice suggest
that both processes are needed to complete proper plasticity, but
that in the absence of LTP some potentiation is still available.
This is likely the result of applying a permissive gate to synapses
at their given synaptic strength. Repetitive activation of tactile
stimuli to a forelimb similarly potentiates dendritic responses with
comparable outcomes in the two lines of genetically modified mice
(Lin et al., 2024). When a PF bundle is tetanized and responses
to tactile stimuli are tested before and after tetanization, response
amplitudes are enhanced, and responses are even observed in cells
that did not respond before tetanization. This finding shows that
this type of plasticity indeed updates the receptive field of individual
Purkinje cells, showing that here the interaction of synaptic and
non-synaptic plasticity occurs in the context of receptive field
memory in the intact animal.

Summary and outlook

We here suggest that ensembles−including memory
engrams−can be activated without significant synaptic plasticity
(Figure 7). Instead, activity-dependent increases in neuronal
excitability can recruit neurons into ensembles and maintain
them active. There are many potential mechanisms, including
cholinergic transmission, that modulate intrinsic excitability,
and they are found to be quite robust and even long lasting. It
is possible that this intrinsic plasticity may first occur in core
neurons that anchor a wider net of participants. In this case,
the core neurons could synaptically drive other participant
neurons without engaging synaptic plasticity, equivalent to
their own initial activation by synaptic drive, but in the strict
absence of synaptic plasticity. Regardless of whether or not
the intrinsic upregulation of excitability is restricted to a few
core neurons or not, the underlying cellular mechanism that
enables this intrinsic drive is the opening of a permissive gate
that in individual neurons enhances the EPSP−spike output
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FIGURE 5

Forward propagation of dendritic EPSPs. (A) Pyramidal neuron filled with Lucifer Yellow. An EPSP at a distal location (1) may undergo LTP (arrow), but
the dendritic potential may nevertheless experience attenuation during propagation along the proximal dendrite (2) towards the soma (3). The
probability for spike firing (red) depends on the dendrite-soma coupling strength. (B) L5 pyramidal cell recordings show that proximal zones control
forward propagation of dendritic potentials. (B) is adapted from Larkum et al. (2001), J. Physiol. 533.

FIGURE 6

Intrinsic plasticity is an essential component of receptive field plasticity in cerebellar Purkinje cells. (A) Two-photon recordings from awake,
head-fixed mice. AAV vectors were injected into Crus I of cerebellar cortex to express Cre-dependent GCaMP6f specifically in Purkinje cells. (B,C) A
microelectrode was applied to stimulate a bundle of parallel fibers in Crus I. The bottom panel of (C) shows a representative field of view showing
calcium responses in a row of Purkinje cells. In this dorsal view, each Purkinje cell is identified by a dendritic ‘stripe’ aligned in the rostrocaudal
direction. The activated parallel fiber bundle is oriented perpendicularly to these dendrites. Scale bar: 100 µm. (D) Left: Normalized averaged
calcium traces of different mouse genotypes for all trials before parallel fiber tetanization (pre; 20min), as well as during the first 20min after
tetanization (early) and the subsequent 20 min (late). For tetanization, 1Hz stimulation is applied for 5min to the parallel fiber bundle. From top to
bottom: WT control; WT tetanus; L7-SK2 KO tetanus; CaMKII TT305/6VA tetanus. Right: Normalized amplitude plotted over time. All data are shown
as mean ± SEM. *p < 0.05; **p < 0.01, ***p < 0.001. The figure is adapted from Lin et al. (2024).

coupling (permissive gate theory). A permissive gate function
may be executed by a variety of voltage- or calcium-activated
ion channels, not just SK channels. Indeed, we stress that the SK
channel work cited is but an example of what is likely to be a
complex channel ecosystem that regulates neuronal excitability.
Our observation that SK2 channel modulation assumes this
role in both L2/3 pyramidal neurons as well as Purkinje cells

underlines the role of these channels in spike burst control, but
it does not exclude the participation of other channel types.
In addition, permissive gate control may link functions to
ensemble integration, such as reinforcement signaling (Schiess
et al., 2016). The experiments described here therefore highlight
only a subset of scenarios that are potentially physiologically
relevant.
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FIGURE 7

Interplay of synaptic and intrinsic mechanisms in ensemble formation. (A) At an immature state, a network is incompletely connected. (B) A mature
network results from experience-dependent synapse formation and pruning during development, but also at later stages in life. Synaptic
connectivity defines meaningful groups of neurons reflecting statistically relevant input relationships (e.g., in shared receptive fields). (C) When a
mature network exists that is fully synaptically connected and encodes defined input, context-dependent activation of an ensemble based on this
underlying network is possible by activity-driven enhancement of intrinsic excitability that may be transient or lasting, depending on the type of
neuron and the activation conditions. This excitability enhancement requires synaptic drive but does not involve synaptic plasticity. Synaptic
plasticity remains an active learning mechanism that is recruited to stabilize synapses with new information content and to adjust their input weights.

It is important to note that the view on ensemble activation
presented here (illustrated by the iceberg model) is compatible
with synaptic plasticity playing a role in circuit formation and
modifications (Figure 7). The iceberg model assumes the prior
existence of a synaptic connectivity matrix, perhaps via competitive
synaptic plasticity processes and also it is consistent with the
idea that synaptic weights can be adjusted in an experience-
dependent manner throughout lifetime. The synaptic plasticity
machinery for these processes is available from early postnatal
development onwards and the molecular pathways involved in
LTD and LTP remain similar across these developmental stages
(Piochon et al., 2016b). When we emphasize the importance
of intrinsic plasticity in ensemble and engram function, we do
not suggest that synaptic plasticity is not important. Synaptic
plasticity mechanisms may be the main mechanism that neurons
use to detect and learn associative input relationships and establish
neural circuits based on connectivity principles informed by such
associative structures (Hansel, 2024). The synchronous activation
of excitatory inputs, due to firing of an ensemble, could generate a
“synaptoensemble”, as a group of coactive inputs that could bring
postsynaptic neurons to threshold (Buzsaki, 2010). Furthermore,
postsynaptic mechanisms may also contribute to gate control,
particularly when changes in dendritic integration over short time
periods are considered. An example are somato-dendritic gradients
of chloride that change with ongoing synaptic activity and can
alter the efficacy of dendritic propagation (Currin et al., 2020;
see also Doyon et al., 2014; Weilinger et al., 2022). Given the
specific positioning of GABAergic interneuronal input on dendritic
shafts (Kwon et al., 2018), a role for this mechanism in ensemble
integration needs to be further explored. However, in contrast to
any synaptic mechanism, intrinsic plasticity is in principle not
associative, but cell autonomous, and it is activity-dependent and
reflects the activation history of a neuron. In this way, intrinsic
excitability and its plasticity may act as a constant driver for drifts in
neural ensemble composition and activity (Delamore et al., 2023).
This view also explains why the neuronal composition of ensembles
is not stable, because it keeps changing with the passing of time,
since the constant barrage of neuronal activity, through intrinsic
excitability, changes the circuit.

A key prediction of the model presented here is that neuronal
ensembles whose activity is meaningful for brain and organismal
function are signified by synaptic connectivity and enhanced
excitability. Being connected is a basic requirement; it is the
enhanced excitability that signifies the importance and primacy of
the signal that is conveyed. Experimental and computational future
work will be required to further test the model, in particular in
cortical structures. This work on plasticity mechanisms needs to go
hand-in-hand with attempts to better understand the nature and
signaling consequences of ensembles themselves.
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Old innovations and shifted
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Once upon a time the statistics of quantal release were fashionable: “n” available

vesicles (fusion sites), each with probability “p” of releasing a quantum. The

story was not so simple, a nice paradigm to be abandoned. Biophysicists,

experimenting with “black films,” explained the astonishing rapidity of spike-

induced release: calcium can trigger the fusion of lipidic vesicles with a

lipid bilayer, by masking the negative charges of the membranes. The idea

passed away, buried by the discovery of NSF, SNAPs, SNARE proteins and

synaptotagmin, Munc, RIM, complexin. Electrophysiology used to be a field for

few adepts. Then came patch clamp, and multielectrode arrays and everybody

became electrophysiologists. Now, optogenetics have blossomed, and the

whole field has changed again. Nice surprise for me, when Alvarez de Toledo

demonstrated that release of transmitters could occur through the transient

opening of a pore between the vesicle and the plasma-membrane, no collapse

of the vesicle in the membrane needed: my mentor Bruno Ceccarelli had

cherished this idea (“kiss and run”) and tried to prove it for 20 years. The most

impressive developments have probably regarded IT, computers and all their

applications; machine learning, AI, and the truly spectacular innovations in brain

imaging, especially functional ones, have transformed cognitive neurosciences

into a new extraordinarily prolific field, and certainly let us imagine that we may

finally understand what is going on in our brains. Cellular neuroscience, on the

other hand, though the large public has been much less aware of the incredible

amount of information the scientific community has acquired on the cellular

aspects of neuronal function, may indeed help us to eventually understand the

mechanistic detail of how the brain work. But this is no more in the past, this is

the future.

KEYWORDS

neurotransmitter release, electrophysiology, patch clamp, freeze-fracture, noise
analysis, fluorescent dyes, kiss and run

1 Introduction

The field of Cellular Neuroscience has experienced an intense evolution for many years
now, and novel approaches and techniques emerge every month. Having retired last year,
the idea of “Paradigm Shifts and Innovations in Cellular Neuroscience” provoked me to
look back to the old innovations I witnessed and the paradigm that shifted during my
scientific career.
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2 Vesicle fusion and the “fusion
machine”

During my stage at the Rockefeller University in New York
I joined a great group of biophysicists, headed by Alex Mauro.
They had been working for quite some time on the biophysics
of biological membranes (Mauro and Finkelstein, 1958) and
generating artificial membrane models (the so-called “black films”).
They observed that phospholipid vesicles could be induced
to fuse with such films by raising calcium concentration, so
that their content would be released on the other side of the
membrane (Zimmerberg et al., 1980) and components of the vesicle
membrane would be incorporated into the planar membrane
itself (Cohen et al., 1980). It had long been known that release
of neurotransmitter evoked by the presynaptic action potential
depends on the presence of calcium ions (Fatt and Katz, 1952); also,
the seminal work of Del Castillo and Katz (1954) had clarified that
transmitter release occurs in “packets” of relatively constant size
(“quanta”); when the fine structure of the neuromuscular junction
was revealed by electron microscopy, the idea had come about that
the fusion of a synaptic vesicle could be the structural equivalent of
the recording of a “quantal” event at the postsynaptic membrane.
Thus, the action of calcium in favoring phospholipid vesicle fusion
with planar membranes was taken to suggest that calcium ions
favor phospholipid membrane fusions, possibly by shielding the
fixed – predominantly negative – charges of the phospholipids.

For several years, a silent debate went on between biochemists
and physicists, about synaptic vesicle fusion: neurotransmitter
release occurs in less than a ms after the action potential invades
the nerve terminal, so biophysicists would not even consider the
possibility that complex biochemical events be interposed between
the nerve terminal depolarization and the fusion of vesicles;
the instantaneous masking action by calcium ions on the fixed
charges of the facing membranes seemed more likely. On the other
hand, biochemists were isolating proteins specifically expressed at
synapses and presumably involved in quantal release of transmitter
(e.g., Südhof and Jahn, 1991); also, biochemical processes clearly
influenced quantal release, and clostridial toxins (tetanus and
botulinum) were known to impair neuromuscular transmission,
through an unclear mechanism (see, e.g., Burgen et al., 1949;
Brooks, 1954; Harris and Miledi, 1971) that clearly impaired a step
between calcium entry and transmitter release (Dreyer and Schmitt,
1983; Bevan and Wendon, 1984).

The whole story was clarified by Rothman’s studies on vesicular
traffic in the cell (Rothman, 1994; Söllner et al., 1994), disorganized
by N-ethylmaleimide. This substance interferes with an ATPase,
referred to as N-ethylmaleimide sensitive factor (NSF), which
is needed for the specific exo-endocytosis of vesicles at the
membranes they are supposed to fuse with. Such recognition relies
on complementary proteins that are expressed in intracellular
vesicle membranes and in target membranes: these proteins bind
cytoplasmic interactors of NSF (Soluble NSF-Attachment Protein,
SNAPs), so they are called SNAP receptors, respectively vesicular
(v-SNARE) and target (t-SNARE). The interaction between the
tails of v- and t-SNARE proteins acts like a zip that pushes the
two membranes against each other, generating a high free-energy
conformation that strongly favors the fusion of the two membranes.
At synapses, such fusion is prevented by a “brake” protein –

presumably synaptotagmin – until a simple conformational change
of the latter, produced by the interaction with calcium ions,
allows the strongly thermodynamically favored fusion to occur,
explosively (Figure 1).

In the meanwhile, Cesare Montecucco and his coworkers were
studying clostridial toxins (Montecucco and Schiavo, 1993) and
observed a curious property of theirs: they acted as zinc proteases;
it turned out that tetanus toxin and botulinum toxins B and D
acted on VAMP-synaptobrevin, an integral membrane protein of
synaptic vesicles, which Rothman had independently identified as
a synaptic v-SNARE; on the other hand, botulinum toxins A and
E cleaved SNAP-25, and toxin C cleaved syntaxin, having both
proteins been identified by Rothman as presynaptic membrane
t-SNAREs (Montecucco and Schiavo, 1995).

This new paradigm finally reconciled the two opposed views: a
complex preliminary biochemical process is actually needed for the
“fusion machine” to mature around the v- and t-SNARE complex,
involving other proteins, among which the N-type calcium channel;
once the complete multiprotein apparatus is formed, however, the
fusion and the subsequent synchronous release of neurotransmitter
occurs instantly in response to the depolarization of the nerve
terminal, thanks to a high free-energy conformation produced by
the strong interaction between complementary proteins that push
the vesicle and plasmatic membrane against each other.

The idea that the synaptic vesicle protein synaptotagmin (Syt1)
could be the one triggering fusion in a calcium-dependent way
was put forward quite early (Perin et al., 1990), because of its
capability to interact with phospholipids in a Ca2+-dependent way,
although – or properly because – it has low affinity for Ca2+ (the
local concentration of the ion in the microdomain close to the
active rises high, when Ca2+ enters through the N-type channels
opened by the action potential, and the conformational changes
must occur quite quickly, presumably in less than 100 µs). Still,
it took some 20 years to Nobel laureate Südhof and his group,
and other laboratories involved in this research, to put the puzzle
together and clarify the quite complex machinery involved in the
process. Synaptotagmin was confirmed to be the key molecule,
through its interaction with membrane phospholipids, especially
for the synchronous secretion mediated by the action potential.
However, more and more proteins were gradually shown to be
involved. For example, proper conformation of syntaxin, through
interaction with Munc18-1and Munc13, was shown to be needed
to prime the docked vesicles for fusion; complexin was shown
to be involved in the “clamping” action of Syt-1 on the SNARE
complex; the G-protein Rab3 was shown to guide the vesicle to the
active zone by interacting with RIM proteins, which also recruit
Ca2+-channels to the active zone, mediate synaptic plasticity and
activate Munc13 proteins. In summary, a quite complex network of
mutually interacting proteins (Südhof, 2012), something decidedly
different from a simple electrostatic interaction between calcium
ions and the negative charges of membrane phospholipids. . .

3 Quantal release and the “binomial”
paradigm

Entering the field of Cellular Neuroscience as an
electrophysiology scholar, I was fascinated by the work of
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FIGURE 1

The theories of synaptic vesicle fusion. (A) The “biophysical” hypothesis, Ca2++ masking the negative charges of the membrane phospholipids,
would account for the speed (<1 ms) but not for specificity and biochemical regulation. (B) The “biochemical” hypothesis would account for
specificity and regulations but would take too long after the entry of Ca2+. (C) The SNARE model accounts for specificity, regulation, and the
explosive speed, due to the high free-energy intermediate generated by the “fusion machine.”

Sir Bernard Katz and his colleagues on quantal release of
neurotransmitter. At that time, our lab, directed by Bruno
Ceccarelli, was mostly committed to correlating electron
microscopy data with electrophysiological recordings, with
the purpose of verifying what was referred to as “the vesicle
hypothesis of quantal release” of neurotransmitters.

Personally, I was intrigued by the idea, quite fashionable
then, that the quantal content of the end-plate potential (EPP) in
successive trials could be described by binomial statistics, where
the binomial parameters n and p would refer to, respectively, the
number of available vesicles (or fusion sites) and the probability
for the vesicles to fuse with the presynaptic membrane and release
the neurotransmitter they contained. This interpretation of the
binomial statistics of evoked quantal release became very popular
after several processes of facilitation (a fast and a slow component of
facilitation, augmentation, and post-tetanic potentiation; Magleby,
1979) and depression of quantal release were described in paired-
pulse experiments, by comparing the sizes of the responses to two
stimuli given in rapid sequence, or by examining the time course
with which a synapse would return to the basal secretory activity
following repetitive stimulation. Everything seemed consistent with
the idea that stimulation increased the probability for vesicles
to fuse (increasing p due to residual calcium ions and/or to
phosphorylation of various substrates) but this effect could be
counteracted by depletion of the available vesicles (decreased n,
which may predominate on facilitation for intense quantal release).

However, some curious phenomena were apparent during
repetitive stimulation: (i) in reduced calcium concentration (a
situation that depresses quantal release) the EPP size would
increase during the train, but binomial analysis would indicate

an increase in n rather than release probability p; (ii) in normal
calcium concentration, conversely, both n and p – not only n –
would decrease during a high-frequency (50 Hz) train; (iii) the rate
of occurrence of spontaneous events (miniaturized EPP, mEPP)
between successive stimuli declined less than the quantal content of
the EPPs (mEPP rate of occurrence even increased initially, at high
stimulation frequency), suggesting that mechanisms regulating
synchronous release (EPP size) and asynchronous release (mEPP
rate) were somewhat different; (iv) finally, the n-p model would
predict a strong correlation between successive responses in a
train of stimuli: an EPP stochastically higher than the average
should produce a momentary decrease in the number of synaptic
vesicles (or sites) ready for release, n, and be followed by one
or more responses lower than the average; but such a result was
never reported. Did nobody think of this? more likely, negative
results never get published, and several researchers probably wasted
some time – as I did myself – in trying and detecting such
kind of correlations. So, the variability of evoked quantal release
did essentially follow binomial statistics, but the paradigm “n
corresponds to the number of available vesicles (or fusion sites),
while p represents the probability of release associated to each
available vesicle (fusion site)” did not seem tenable.

Something interesting occurred when a neuromuscular
preparation was subjected to “random-interval” repetitive
stimulation: during a train of stimuli at 15 Hz average frequency
(randomly variable intervals with average duration 67 ms),
in 0.4 mM Ca2+ (20% of the normal Ringer’s concentration),
average EPP size increased with a bi-exponential time-course
(time-constants: 75 and 175 s). As expected from the results of
paired-pulses experiments, the size of each EPP was significantly
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FIGURE 2

Differential effects of tetanus and botulinum toxins: damage to the v-SNARE may mostly impair the normally instantaneous and deterministic fusion
upon Ca2+ entry (upper part); the stochastic aspect may concern the formation of the fusion machine, strongly hampered by damaging the
t-SNARES, and equally impairing both spontaneous and evoked release (lower part).

influenced by the duration of the preceding interval (but not by
the size of the previous EPP): facilitation reached a maximum for
15 ms intervals (∼40% above the momentary average), waned by
for 50 ms intervals, and EPP sizes fell to ∼40% below average for
200 ms intervals (Fesce, 1999). This indicated that during repetitive
activation each impulse was able to produce a brief silencing
(few ms) followed by momentary and transient – but relevant –
increase in synaptic efficiency. A similar brief silencing, followed by
transient activation, was observed in mEPP occurrences after each
evoked response. These observations suggest that whatever can be
released is released by the arrival of the action potential to the nerve
terminal, in a deterministic rather than stochastic way, and that
the stochastic aspects must be related to some steps that precede
the evoked response, i.e., some steps involved in the formation of
the “fusion machine” through the interaction among vesicular and
target SNAREs, Munc proteins, synaptotagmin and complexin, in
close proximity with the calcium channels. The specific action of
clostridial toxins on the various synaptic SNAREs supports this
view and may lead to revise the interpretation of the binomial
statistics: botulinum toxin A (BoTx A), which cleaves syntaxin
and SNAP25, produces a strong decrease in both spontaneous and
evoked release, but the latter remains synchronous; conversely,
tetanus toxin (TeTx), that cleaves synaptobrevin, produces a milder
inhibition but totally desynchronizes evoked release, transforming
it into bursts of mEPPs (Figure 2). Thus, it is likely that decimating
the structures on the presynaptic membrane that can host a vesicle
for fusion (BoTx A) does not interfere with the capability of the few
remaining ones to produce synchronous, deterministic fusions;
vice versa, damaging the vesicle capability to dock (TeTx) would
make the fusion upon arrival of the action potential and Ca2+

entry a stochastic asynchronous event.

One may wonder what are the significance and the
physiological role, if any, of the spontaneous occurrence of
miniature events (minis). They could have a trophic role on the
synapse, as suggested by the degeneration of the endplate (the
postsynaptic membrane of the neuromuscular junction) when a
muscle is denervated. However, such a role is presumably played
by the continuous molecular leakage of neurotransmitter that does
occur at synapses, aside from the spontaneous quantal release
through synaptic vesicles that produces electrophysiologically
recordable minis. Since the rate of occurrence of minis is strictly
related to membrane depolarization (and Ca2+ entry, presumably)
spontaneous release may be a remnant, in spike-dependant
synapses, of the mechanism of quantal release at ribbon synapses,
which do not produce synchronous release but rather modulate
the frequency of miniature events. On the other hand, interfering
with the proteins involved in the complex organization of the
fusion machine produces differential effects on spontaneous and
evoked release (e.g., Südhof, 2012), as it was also mentioned above
for the effects of the various clostridial toxins. This suggest that
the synapse may be able to regulate the intensity of spontaneous
quantal release, the ratio between basal and evoked release, and
thus the dynamic range of synaptic transmission. Such an effect
may be relevant at central synapses where the quantal content of
the postsynaptic potential is very low (corresponding to few minis)
and even single minis, typically occurring at higher rate just after a
synchronous release, may have some functional (electrical) effect.

A collateral aspect is that images of vesicle fusion on the
presynaptic membrane are observed when the frequency
of randomly occurring minis is artificially increased at the
frog neuromuscular junctions: while fusions produced by
electrical stimulation (synchronous release) or hypertonic
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FIGURE 3

The freeze-fracture technique. (A) Diagrams that display how the plane of fracture tends to run in a frozen tissue; in particular, they illustrate the way
a frog neuromuscular junction appears in thin section electron microscopy or after freeze-fracture. (B) Thin-section electron micrograph of a small
portion of a frog neuromuscular junction. (C) freeze-fracture replica of a similar preparation, which illustrates the correspondence between the
appearances of the same structures in the two kinds of electron micrographs.

solution (asynchronous release) occur at the active zone, in
response to increasing depolarising concentrations of extracellular
potassium they occur randomly dispersed on the membrane
(Ceccarelli et al., 1988).

4 Lost in noise, or extracting
information from noise?

Far back, Sir Katz and Miledi (1972) observed that the noise
produced by acetylcholine (ACh) at the frog neuromuscular
junction could be treated statistically by applying Campbell’s
theorem (Rice, 1944), to extract the elementary event produced by
the activation of a receptor molecule by ACh binding and estimate
how many such events would contribute to the generation of a
miniature end-plate potential (mEPP; about 5,000).

This approach was applied to several physiological questions
and became a standard approach in estimating the conductance and
kinetics of ion channels, before single channels recording through
the patch clamp technique became standard practice (see, e.g.,
Conti and Wanke, 1975).

During my stay at the Rockefeller, we developed, together
with Paul Hurlbut, John Segal and Bruno Ceccarelli, a procedure
to apply a similar principle to recordings of quantal release at
the neuromuscular junction, through an extension of Campbell
theorem to higher semi-invariants (Segal et al., 1985). This way
we obtained an estimate of the amplitude and rate of occurrence
of mEPP during the asynchronous, high frequency quantal release
produced by black widow spider venom (Fesce et al., 1986a); under
this condition quantal release would often occur in bursts, so that
specific theoretical and analytical approaches had to be developed
to treat noise nonstationarity, to resolve the synaptic noise into

its elementary components (Fesce et al., 1986b; Fesce, 1990; see
also Heinemann and Conti, 1992). It seemed that the approach
could be profitably applied to many other experimental questions
and situations but, apart from a few studies in which it was used
to measure junctional activity at the cyto-neural junction in the
frog posterior semicircular canal (Rossi et al., 1994), the apparently
promising procedure did not yield noteworthy fruits.

5 The freezing era: freeze-fracture
and quick-freezing

When I started my career a novel and intriguing morphological
technique had recently been introduced, referred to as freeze-
fracture or freeze-etching (Park, 1972). The procedure took
advantage of the different mechanical properties of frozen aqueous
vs. lipidic components of biological tissues. Breaking with a razor
blade a frozen preparation, the fracture plane tended to split
membrane bilayers, thus following and exposing the surface of
cells; these would be diagonally sprayed with platinum, so that a
replica was created that appeared like a landscape covered by snow
(Figure 3).

In our laboratory, this procedure turned out particularly
useful in displaying the presynaptic membrane that became
marked by dimples, indicating the fusion of synaptic vesicles,
if the neuromuscular preparation was fixed while intense
neurotransmitter release was being elicited. However, we would
have liked to be able to capture the images of vesicle fusion in real
time, and that was not possible using chemical fixation techniques.

This was made possible by taking advantage of the so-called
rapid-freezing (quick-freezing) technique, based on slamming a
preparation on a copper block held at extremely low temperatures
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with liquid helium. This approach was shown to preserve the
cellular ultrastructure of a biological preparation to a depth of at
least 10 µm from the impact surface. John Heuser developed a
machine to deliver an electrical stimulus to the nerve during the
descent of a neuromuscular preparation, mounted on a plunger,
toward the copper block held at ∼4◦K, so that the preparation
was fixed at variable intervals (in the ms range) after the stimulus.
Freeze fracture studies using this approach (Heuser et al., 1979)
and thin sections obtained with the freeze-substitution procedure
(Van Harreveld et al., 1965) on similarly treated preparations
(Torri-Tarelli et al., 1985) were instrumental in demonstrating the
temporal coincidence between synaptic vesicle fusion and spike
induced neurotransmitter release.

This was another curious experience, because a lot of effort
had gone in developing the instrument and the procedures and
in making the experiments and analyzing the results, but once the
coincidence of the electrophysiological and morphological events
had been observed, little use remained for the machinery and the
technique. As it had been the case for noise analysis of synaptic
recordings, the innovation had become almost simultaneously
promising and obsolete.

6 Here come the dyes: functional
imaging using fluorescent probes

During the last 40 years innumerable functional dyes were
developed and taught us a lot about physiological processes. The
initial revolution were the calcium dyes, fluorescent compounds
that would change their excitation or emission spectrum when
bound to calcium ions. Quin2 came about in the eighties and
was rapidly put to work in studying the relations between
cytoplasmic Ca2+ and neurotransmitter release (Meldolesi et al.,
1984). However, quin2 had quite low affinity for calcium, and
the high concentrations needed would therefore buffer and blunt
calcium transients. Higher affinity dyes were soon developed, such
as fura-2 and indo-1 (Jackson et al., 1987). Systems to take the ratio
between the fluorescence at two excitation (fura-2) or emission (for
indo-1) wavelengths were developed to be able to measure calcium
concentrations independently of the amount of dye loaded into
the cells. Here, the story paralleled what was happening in many
other fields: initially, several laboratories would develop mechanical
devices to rapidly swap optical filters to alternate images taken with
two excitation or emission wavelengths (e.g., Malgaroli et al., 1990);
however this would not allow computing more than 1-2 ratios per
second. Then came the monochromators, and tuneable-wavelength
lasers, electronics relieving the mechanics of most of the work.

Calcium sensitive probes and proteins came as a revolution in
the field of cell biology and neurobiology, especially thanks to the
work of Tsien (1998), who engineered several mutants of the green
fluorescent protein (GFP), from the jellyfish Aequorea victoria, so
that it could be used as a calcium, redox, or pH sensor, or as a
reporter for expression of specific proteins; this application flanked
the firefly luciferase reporter gene, which has been widely applied in
both transient and stable transfection protocols in eukaryotic cells
to measure transcriptional regulation of DNA elements (Brasier
and Ron, 1992). Specific mutations of the GFP protein also made

it possible to change the emission spectrum, to obtain a turquoise
form and a yellow one (YFP).

The idea that a fluorescent substance can change its light
sensitivity, or emission, based on the local environment did actually
give rise to innumerable applications: from sensors of each specific
ion species, or of pH, to voltage sensitive dyes, lipophilic substances
that migrate to cell membranes and change their fluorescence
properties depending on membrane potential; or to studies of
interactions, based on the capability of a substance to quench the
fluorescence of another, or on the principle of FRET (Fluorescence
Resonance Energy Transfer), where a fluorophore, which normally
emits light at a certain wavelength, is quenched by, and excites,
another fluorophore that will emit at a different wavelength, when
the two are close enough (the mentioned turquoise and YFP can
perform this trick).

7 Patch -clamp and its aftermaths

The procedure invented by Neher and Sakmann (1976), which
earned them the Nobel prize for Medicine in 1991, was a true
revolution in the field of neurobiology. Through the patch-
clamp technique it became possible to obtain electrophysiological
recordings without producing damage in the plasma-membrane,
even in small neurons that would not tolerate the penetration of
an electrode; more importantly, single channel recording in cell-
attached or excised membrane patches made it possible to monitor
the conformational modifications of a single protein in real time,
for the first time. This essentially remained the sole technique
capable of this for about three decades, until high-speed atomic
force microscopy became practically usable to this purpose (Ando
et al., 2007; Umeda et al., 2023).

The patch-clamp technique in its various forms – whole-
cell, cell-attached, inside-out, outside-out recording – made it
possible to gather an incredible amount of experimental evidence
on voltage-gated as well as ligand gated channels, their gating
kinetics, their conductance and their pharmacology. The properties
of channels and transporters could be easily studied this way, at
the single molecule level, by having them expressed in Xenopus
laevis oocytes, a particularly versatile system, relatively poor in
endogenous electrophysiologically active membrane proteins, and
in the meantime an efficient expression system, which therefore
also made it possible to perform mutations in channels and
transporters, to clarify the contribution of specific residues to the
binding, gating and conductance properties of the molecule of
interest (Ivorra et al., 2022).

In addition to the unprecedented possibility to monitor and
get to understand molecular dynamics, patch clamp technique
opened a whole new field of study in cellular biology, thanks to
the ingenuity of Erwin Neher, who realized that having a low-
resistance access to the inside of a cell made it possible to determine
the resistive and capacitive properties of the cell membrane, and
consequently to measure its surface area (Neher and Marty, 1982).
This way, secretory phenomena could be studied in quantitative
terms, in real time.

Something more came out of this. In Alvarez de Toledo
et al. (1993) were able, while visualizing the fusion of histamine
containing granules, to measure the capacitance (and membrane
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surface) changes and simultaneously determine quantitatively the
release of histamine through amperometry (measuring the redox
current), in real time, with time resolution in the ms range.
This way, they were able to demonstrate that release from a
granule can occur even without it collapsing into the plasma
membrane, through a reversible fusion of the granule and cellular
membranes, and a transient opening of a pore between the
vesicle lumen and the extracellular space. This first demonstration
was obtained using beige mouse mast-cells, which possess giant
granules, but other researchers reproduced similar studies in
other cells (e.g., chromaffin cells) with smaller granules. Neher
(1993) proposed an extrapolation of these data, obtained with
granules of variable sizes, to synaptic vesicles, and concluded that
a synaptic vesicle should be able to release most of its content
through a transient, sub-millisecond, opening to the synaptic
cleft. My mentor, Bruno Ceccarelli, who prematurely died in
1988, would have been very excited by these data, because he
had heralded the possibility of quantal neurotransmitter release
through a transient, reversible fusion of the synaptic vesicle – a
process that we named “kiss-and-run” release (Fesce et al., 1994) –
since his first reports of the capacity of synaptic vesicle to recycle
(Ceccarelli et al., 1972, 1973).

In general, patch-clamp had profoundly changed the field of
electrophysiology. It used to be the world of strange people who
worked in the dark, their head hidden in Faraday chambers,
in perennial fight against 50-Hz (or 60-Hz) noise, masking and
grounding everything, afraid that people would come in the
room and touch something or simply talk too loudly, so that
the electrode would imperceptibly move and lose the impalement
or destroy the cell. Now, it seemed that everybody could do
electrophysiology, with this new technique. And gradually came
the most sophisticated piezo-controlled micromanipulators and
visualization improvement, so that machines would do all the
work, positioning, repositioning, contacting the membrane, and
you only had to apply the appropriate suction to establish the
“giga-seal” or perforate the cell membrane. Electrophysiology
was gradually losing its aura of magic and mystery, when a
new revolution came, the multielectrode arrays (MEA) mounted
in the floor of modified Petri dishes. It was now possible
to simultaneously record the activity of many neurons (or
cardiomyocytes) in culture, or in a brain slice, and anybody could
do it, on a simple table, in the middle of a crowded room. But if
electrophysiology had become much less demanding, it certainly
was even more fruitful.

More recently, the discovery in bacteria, and transfection
in the cell of interest, of photosensitive channels, and more
in general proteins that could change conformation in
response to light (“photosensitive switches”), has generated
the revolution of “optogenetics,” with the possibility to
activate – or shut off – cellular processes at will and with
precise timing, through a laser beam (Armbruster et al., 2024).
Photosensitive channels, in particular, can be transfected
in specific neurons. This has added a new dimension to
electrophysiological studies, making it possible to investigate
the effect of the activation of specific neurons or circuits –
also in vivo – and their involvement in particular information
processing steps.

8 . . . and IT, computers, networks, AI

Possibly the most astonishing innovation that accompanied
all my research life was the impressive, continuous evolution of
computers. One used to need scissors and scotch tape to modify
a manuscript, actual “cutting” and “pasting,” not simply clicking
a couple of keys; and retyping, and typing again. I loved my
cupboard-sized up-to-date PDP computer, though it used to take
2 min to perform a 4096-points fast (!) Fourier transform, and
we, the “scientists,” had the privilege of being able to communicate
with each-other, overseas, taking advantage of the ARPANET,
the precursor of internet and the world-wide web. Then, every
year there would be a new processor, a new storage system (can
you imagine the 512 kB 8-inch floppy diskettes, now that you
have a 1-TB 1/2-inch usb key in your pocket?), a new operating
system (which however keeps taking 2 min to turn on, and
crashes or decides it wants to update in the middle of your
lecture or presentation). So, a geometrical increase in speed,
performance, data capacity. But the most fascinating evolution
in the field is possibly the idea of dynamic programming, i.e.,
writing software capable to modify itself – in a guided manner or
even blindly – to manage to exactly produce the wanted result,
or correctly classify or predict. This – changing processing mode
based on previous activity, as our neurons do – is the principle of
machine learning, which is making computers even more proficient
than human beings in investigating, collecting data, classifying,
interpreting and predicting.

It is obvious that there are differences between the way a
machine learns and the way we do, and we think, although artificial
intelligence (AI) systems such as ChatGPT let us think that the
machine capable of passing the “Touring test” (tricking a human
into thinking that it is also human) has eventually come.

In the future of AI, two quite different paths can be seen.
On the one hand, AI systems still miss a sufficiently sophisticated
emulation of human emotions, and somebody is trying to fill
this gap, essentially pursuing a proof of principle, like alchemists
in search for philosopher’s stone; and this may raise quite hard
questions about rights, diversity, dignity and justice, if we manage
to build the “human” machine, capable of suffering. On the other
hand, the capacity to handle huge sets of data and apply impeccable
logic makes computers quite superior to humans, who can only
analyze no more than 7–9 items at a time in their reciprocal
relations, and who disagree on most interpretations and decisions –
even the merely technical and scientific ones. But this is because
all human interpretations and decisions arise from a process of
continuous re-evaluation of the available data under different
perspectives. The brain takes into consideration a limited number
of aspects at a time and the relevance of each aspect changes at any
moment, as a function of the other factors that are being considered
and the emotional state that the evaluation process is producing at
every moment; thus, our interpretations and decisions are tentative,
based on likelihood, amendable. In a mathematical world artificial
intelligence would certainly be much better than the human one,
but the world we live in – though it certainly seems to obey the laws
of physics – is full of the variability, unexpectedness, uncertainty
and surprise that biology has accustomed us to, and doubting, not
being so certain, may in the end be something good.

Still, machine learning and AI, on one side, and the spectacular
developments in brain imaging, especially functional imaging,
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have transformed cognitive neurosciences into a whole new
extraordinarily prolific field and certainly have changed our
perspective on the possibility of understanding how the brain
works. Cellular neuroscience, on the other side, though the large
public has been much less aware of the incredible amount of
information the scientific community has acquired on the cellular
aspects of neuronal function and neural circuit activity, may
indeed help us to eventually understand the mechanistic detail of
how the brain work.

But this is no more in the past, this is the future.
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The human primary visual cortex (V1) development is pivotal to understanding

cortical maturation and neuroplasticity. Theories on V1 development range from

early maturation models, which emphasize the early peak of synapses in infancy,

to those suggesting an extended developmental timeline where key plasticity

mechanisms continue to mature well into adulthood. Classic histological

approaches have supported early development, while recent molecular studies

highlight prolonged or multiple windows of plasticity, indicating that V1 remains

susceptible to experience-dependent modifications beyond childhood. This

review consolidates findings from both anatomical and molecular studies,

tracing the development of V1 from prenatal stages through aging. The evidence

reveals that human V1 develops across multiple timescales, with some aspects

maturing early and others gradually changing across the lifespan. Reflecting on

Cajal’s early work, this review underscores the importance of methodological

advancements in revealing the intricate details of V1’s development.

KEYWORDS

human, visual cortex, V1, development, histology, neuroanatomy, molecular, plasticity

Introduction

The development of the human visual cortex (V1) has been a central theme in the
two leading theories about cortical development: the system-by-system cascade, where V1
develops early (Huttenlocher and Dabholkar, 1997) and the integrated network, where V1
develops over a protracted period (Lidow et al., 1991). Classic histological investigations
of V1 in infants, such as synapse counts, point to early development of human V1.
Moreover, these studies suggest that the peak in synapse counts define the window of
highest neuroplasticity in the human cortex (Huttenlocher, 1999; Petanjek et al., 2023).
In contrast, studies using a variety of molecular approaches have shown that many of
the mechanisms that regulate experience-dependent plasticity continue to mature past
childhood into the second and third decades of life, suggesting that V1 has prolonged
or multiple plasticity windows (Siu and Murphy, 2018). Furthermore, the protracted
development of human V1 could provide a longer window for visual experience to shape its
function and support plasticity-based treatments for visual disorders (Castaldi et al., 2020;
Thompson et al., 2023).

In humans, more than 20 cortical areas process visual information, so the development
of V1 can have a ripple effect on many cortical areas and perceptual functions. Animal
models, especially those using mice, continue to reveal the unique impact of vision on
the cellular landscape of the cortex (Chen et al., 2024). However, studying human V1
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development using postmortem tissue is challenging because
brain banks have limited cases at certain ages, and the samples
are often delicate and tricky to work with. Over the past
century, a growing body of anatomical and molecular research
has used those rare and valuable samples to create a picture
of how human V1 changes across the lifespan. This review
consolidates the insights gained from classic cellular histology and
modern molecular techniques, offering an overview of human
V1 development covering prenatal and postnatal development
and highlighting molecular mechanisms that regulate experience-
dependent plasticity in V1.

Prenatal development of human V1

The detailed cytoarchitecture of the human primary visual
cortex (V1) has been known since the late 19th century, as shown by
Cajal’s histological slides and drawing of neurons in V1 (Figure 1A;
Cajal, 1899). Cajal’s precise drawings of human V1 using Nissl and
Golgi stained sections primarily from infants led him to conclude
that:

The visual cortex of man and gyrencephalous mammals possesses
a special structure very different from that of any other cortical
area (Cajal, 1899).

The early stages of human cortical development have been
reviewed in detail (Molnár et al., 2019), so here we highlight the
development of V1. Changes in the first trimester of prenatal life
include extending ventricular and outer radial glia fibers to the
pial surface of the developing cortical plate (Bystron et al., 2008;
Nowakowski et al., 2016; Arellano et al., 2021). The maturation
of radial glia cells projecting to V1 lags behind those to the
prefrontal cortex by about 3 weeks (Nowakowski et al., 2017). Next,
neurogenesis starts (Bhardwaj et al., 2006; Clowry et al., 2010)
along with peak levels of neurogenesis-specific gene expression
(Zhu et al., 2018). Newly differentiated neurons migrate from the
ventricular zone into the developing cortical plate along radial
glia fibers (Rakic, 1972), and the cortical layers mature in an
inside-out order: the neurons that will form layer 6 are born
first, followed by neurons destined for layers 5 through 2 (Rakic,
1974). The supragranular neurons (layers 2/3) use outer radial glia
to migrate through the cortical plate (Nowakowski et al., 2016).
During the peak of neurogenesis, maturing excitatory neurons
already express a rudimentary set of V1-specific marker genes
(Nowakowski et al., 2017).

Throughout the second trimester, the morphological structure
of the neurons begins to develop, and thalamocortical afferents
grow into the transient subplate between 22 and 26 weeks
of gestation and wait briefly before entering the cortical plate
(Kostovic and Rakic, 1980). The cortical layers start to differentiate
before thalamic afferents invade the cortical plate with deep layers
apparent by 19 weeks of gestation (Takashima et al., 1980; Flower,
1985; Burkhalter, 1993; Burkhalter et al., 1993), followed by layer
IV at 28 weeks and the superficial layers II/III at 28–35 weeks
(Takashima et al., 1980). By the 24–25th week of gestation, the
thalamocortical afferents begin to mature and express neuronal
markers (Godovalova, 2010). Just a few weeks later (29th–31st

weeks), functional connectivity between the thalamus and V1
begins to strengthen (Taymourtash et al., 2022), starting the period
when thalamocortical activity can influence the development of V1
and a sharp increase in genes specific to neuronal differentiation
(Zhu et al., 2018).

Both excitatory glutamatergic and inhibitory GABAergic
neurons are found prenatally in the developing cortical plate (Yan
et al., 1992; Andersen et al., 1995; Retz et al., 1996). Many of
those cells, as well as synapses and thalamocortical afferents, form a
transient arrangement in the subplate zone during the second and
third trimesters (Kostović and Judaš, 2007). For example, dense
parvalbumin (PV+) labeling is prominent in the subplate in the
second trimester and, by birth, has shifted to a cortical laminar
arrangement of PV+ inhibitory interneurons (Cao et al., 1996) that
continues to mature until adolescence (Letinic and Kostovic, 1998).

In addition to neurons, markers for glia are found prenatally
below or in the developing cortical plate of V1. Early in the
second trimester, microglia cluster in the immature white matter
among the visual radiations and by the middle of the second
trimester are found throughout the thickness of the developing
V1 (Monier et al., 2006, 2007). Astrocytes are also found in the
developing V1 by the middle of the second trimester (Honig et al.,
1996; Godovalova, 2010), and astrocyte-specific gene expression
in human V1 continues to increase until early childhood (Zhu
et al., 2018). Myelinating oligodendrocytes begin accumulating in
the white matter below V1 but do not infiltrate the cortical plate
before birth (Kostović et al., 2014), leaving V1 with the translucent
appearance characteristic of the neonatal cortex.

The thickness of V1 grows from 100 µm to nearly 2 mm
through the prenatal period and continues to grow postnatally
(Zilles et al., 1986; Molnár et al., 2019). The volume and surface area
of V1 has the greatest period of growth postnatally as dendrites and
spines on pyramidal neurons contribute to the increased thickness
of the cortex, with spines reaching a peak at 5 months before falling
to adult levels by 2 years of age (Takashima et al., 1980; Becker
et al., 1984; Michel and Garey, 1984). However, V1 does not have
a uniform thickness and the gyral and sulcal pattern, especially
deep in the calcarine fissure, leads to large variations in thickness.
Furthermore, host factors such as sex and socio-economic status
are known to affect the thickness of the developing cortex (Sowell
et al., 2007; Mackey et al., 2015; Gennatas et al., 2017; Leonard et al.,
2019; Alnćs et al., 2020; Tooley et al., 2021).

Other anatomical features, such as columnar patterns and
horizontal connections, first appear in human V1 prenatally
and continue to develop postnatally. Patchy cytochrome oxidase
staining is visible prenatally, with distinct blobs apparent at birth
(Burkhalter et al., 1993; Wong-Riley et al., 1993). The early pattern
of blobs likely reflects the patchy arrangement and spontaneous
activity of thalamocortical afferents projecting into the cortex.
The plexus of fibers that form the stria of Gennari through
layer IV of the human V1 is apparent at birth (Takashima
et al., 1980), as are vertical connections between layers such as
the apical dendrites of pyramidal cells drawn by Cajal (Figure
1Aii–iv). Horizontal connections emerge by layer, with long-
range connections appearing in layers IV and V shortly before
birth (Burkhalter et al., 1993). Those connections continue to
mature postnatally, and the patchy arrangement of horizontal
connections in superficial layers is found sometime after 4 months
and becomes adult-like by 2 years (Burkhalter et al., 1993).
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FIGURE 1

Human V1 cytoarchitecture. (A) Drawings by Santiago Ramón y Cajal showing the cytoarchitecture of human V1 through the full thickness of a Nissl
stained section from (i) adult V1 and (ii-iv) smaller examples from Golgi stained sections of cells in layers 2/3, 4 and 5 from the infant V1. Even in the
infant, the apical dendrites of pyramidal cells extend vertically across layers. Adapted from Figures 1, 4, 9 and 20 from the book "Comparative study
of the sensory areas of the human cortex", pages 314, 325, 337 and 353 (Cajal, 1899). Note: the original drawings do not include scale bars so these
examples could not be matched for magnification; the book is available at: https://archive.org/details/comparativestud00cajagoog/.
(B) Nissl-stained through the occipital pole of an adult human showing the unique laminar pattern of V1 and the different appearance of the
neighboring extra-striate areas. In addition, variation in thickness of V1 is apparent through the depth of the calcarine fissure (asterisk). (C) The
postnatal appearance of human V1 is shown in a series of Nissl-stained sections from 3 months to 17 years of age. All 6 layers are visible postnatally.
Layer 1 is the outermost layer and is lightly stained because it has few cell bodies. Layers 2 & 3 have many darkly stained cells including smaller
pyramidal at the top of layer 2 to medium sized pyramidal cells in layer 3. Layer 4 is the recipient zone for thalamocortical afferents and has 3 main
sublaminae with larger stellate cells in 4A and smaller stellate cells, often called granule cells, through layers 4B, 4Cα and 4Cβ that give rise to the
appearance of the stria of Gennari. Layer 5 appears lighter than layer 4 but is distinct because it has a band of large subcortically projecting
pyramidal cells. Layer 6 has medium sized pyramidal cells at the top and a dense combination of smaller cells with a range of shapes in the deeper
portion of this layer. The white matter under layer 6 has tiny round cells, the oligodendrocytes that form myelin, ensheathing the axons. In one case,
the 13-year-old, some interstitial cells are visible in the white matter (Kostovic and Rakic, 1980, 1990; Judaš et al., 2010). Images of the Nissl-stained
sections are from: © 2010 Allen Institute for Brain Science. Allen Human Brain Atlas. Available from: atlas.brain-map.org and © 2010 Allen Institute
for Brain Science. BrainSpan Reference Atlas. Available from: www.brainspan.org/static/atlas.

Feedforward and feedback connections between V1 and V2
appear to mature sequentially, with feedforward developing by
4 months, but feedback connections continue to develop, similar
to the maturation of horizontal connections in superficial layers
(Burkhalter, 1993). Unfortunately, a limited number of anatomical
studies with just a few cases have examined feedforward and
feedback connections in human V1, so it is difficult to conclude
how they develop.

Postnatal development of human V1

Classic histological techniques have shown that anatomical
structures of the human V1 are immature at birth. Still, some
structures rapidly attain an adult-like appearance within the first

few years of postnatal life (Conel, 1939, 1941, 1947, 1951, 1955,
1959, 1963, 1967; Huttenlocher et al., 1982; Burkhalter, 1993;
Burkhalter et al., 1993). Cajal’s drawing of the infant V1 beautifully
illustrates the cytoarchitecture of different laminae shortly after
birth (Cajal, 1899). Although the infant (Figure 1Aii–iv) lacks the
microanatomical complexity of the adult V1 (Figure 1Ai), it already
has a dense network of neuronal processes that contribute to the
appearance of the cortical layers. Nissl-stained sections through the
occipital pole of the adult human cortex show the unique laminar
appearance of V1, with the stria of Gennari in layer 4 distinguishing
V1 from adjacent extra-striate areas (Figure 1B).

The adult-like appearance of layers in Nissl-stained sections
from infants (Figure 1C) could be interpreted as evidence for
early maturation of human V1. However, the primary function
of Nissl-stained granular organelles in cells is the synthesis of
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proteins, which does not reflect all aspects of neuronal or glial
maturity or plasticity. In contrast, molecular markers, especially
for mechanisms that regulate experience-dependent plasticity,
continue developing beyond the first few years of life.

Animal studies have shown that many neuronal and non-
neuronal molecular mechanisms regulate experience-dependent
plasticity in the visual system. It is beyond the scope of this mini-
review to address all of those mechanisms, but there are excellent
reviews that readers can use to gain a broader understanding
(Huang et al., 1999; Berardi et al., 2003, 2004; Tropea et al.,
2009; Takesian and Hensch, 2013; Pribiag and Stellwagen, 2014;
Priebe and McGee, 2014; Sadahiro et al., 2016; Stephany et al.,
2016; Hensch and Quinlan, 2018; Grieco et al., 2019; Benfey et al.,
2022). Here, we focus on a set of glutamatergic and GABAergic
mechanisms that are known to impact the role of excitatory and
inhibitory neurotransmission in experience-dependent plasticity
(Hensch, 2005; Hensch and Fagiolini, 2005; Maffei and Turrigiano,
2008; Smith et al., 2009; Tropea et al., 2009; Levelt and Hübener,
2012; Capogna et al., 2021) and have been well studied in human
V1 across the lifespan (Murphy et al., 2005; Pinto et al., 2010, 2015;
Williams et al., 2010; Siu et al., 2015, 2017; Siu and Murphy, 2018;
Balsor et al., 2021).

Animal studies−glutamatergic and
GABAergic mechanisms regulating
plasticity

This section reviews findings from animal studies to introduce
the role of glutamatergic and GABAergic mechanisms in regulating
experience-dependent plasticity in V1.

Most neurons and synapses in V1 are excitatory
(glutamatergic), while only 20% of the neurons and an even
smaller percentage of the synapses are inhibitory (GABAergic)
(Beaulieu et al., 1992; Jones, 1993). The thalamocortical inputs to
layer 4 are excitatory; however, many parvalbumin-positive (PV+)
inhibitory interneurons are found in that layer (Balaram et al.,
2014). Those PV+ neurons and processes modulate feedforward
inputs to V1 (Pouille and Scanziani, 2001), thereby regulating
experience-dependent plasticity (Sur et al., 2013; Capogna et al.,
2021). This network of glutamatergic and GABAergic mechanisms
contributes to shaping the maturation of V1 by guiding synapse
development, transmitting visually-driven signals, and regulating
experience-dependent plasticity to connect structure and function
seamlessly.

Neurons expressing glutamatergic (NMDA and AMPA
receptors) and GABAergic receptors are found in all layers of
V1 (Albin et al., 1991; Hendry et al., 1994; Huntley et al., 1994;
Trepel et al., 1998; Eickhoff et al., 2007, 2008), and developmental
changes in those receptors contribute to experience-dependent
plasticity. For example, NMDA receptors regulate how visual
experience shapes the maturation of receptive field properties (e.g.,
ocular dominance, orientation tuning and direction selectivity)
and the development of visual acuity (Kleinschmidt et al., 1987;
Carmignoto and Vicini, 1992; Quinlan et al., 1999; Ramoa et al.,
2001; Rivadulla et al., 2001; Fagiolini et al., 2003; Philpot et al.,
2003, 2007; Smith et al., 2009). Also, GABAergic transmission
and its receptors are essential for triggering the start and closure

of the critical period and regulating the maturation of ocular
dominance and orientation tuning in V1 (Tsumoto and Sato, 1985;
Hensch et al., 1998; Huang et al., 1999; Fagiolini and Hensch,
2000; Morales et al., 2002; Fagiolini et al., 2004; Hensch, 2005).
Together, glutamatergic and GABAergic mechanisms regulate the
Excitatory-Inhibitory (E-I) balance. When GABAergic signaling is
manipulated to shift that balance, it can either enhance or reduce
visual plasticity depending on the age and in which GABAergic
cells are engaged (Kirkwood and Bear, 1994; Iwai et al., 2003;
Maffei et al., 2004; Hensch and Fagiolini, 2005). Importantly, even
small changes in the E-I balance can dramatically alter plasticity in
V1 (Fagiolini and Hensch, 2000).

NMDA receptors are key components regulating experience-
dependent plasticity and are highly expressed prenatally in V1
when nascent synapses are functionally silent (Rumpel et al.,
1998). NMDA receptors are tetrameric and contain two obligatory
GluN1 subunits paired with two GluN2 (A-D) and/or GluN3
subunits (Monyer et al., 1994). The GluN2 subunits control the
kinetics of the receptors. Nascent NMDA receptors have the slower
GluN2B subunit, but visual experience drives the insertion of
the faster GluN2A subunit into the receptor (Sheng et al., 1994).
Furthermore, the GluN2A:GluN2B ratio controls the threshold
for experience-dependent plasticity (Philpot et al., 2007; Yashiro
and Philpot, 2008) and can be bidirectionally regulated by visual
experience (Quinlan et al., 1999).

During the early stages of synapse development, few synapses
express AMPA receptors, but visual-driven activity drives their
insertion into nascent synapses, converting NMDAR-dominated
silent synapses into active synapses (Rumpel et al., 1998). AMPA
receptors are essential components of plasticity driven by long-term
potentiation or homeostatic synaptic scaling (Gainey et al., 2009).
Visual experience drives the accumulation of AMPA receptors at
synapses to support visual responsiveness (Heynen et al., 2003;
Lambo and Turrigiano, 2013), while deprivation leads to a loss of
AMPA receptor expression in V1 (Williams et al., 2015).

Other glutamatergic mechanisms, such as the receptor
scaffolding protein postsynaptic density 95 (PSD95), contribute
to the experience-dependent refinement of V1. A mobile pool of
PSD95 rapidly moves among active synapses, and that pool is
dramatically reduced by sensory deprivation (Gray et al., 2006).
Furthermore, a spike in PSD95 expression contributes to ending the
critical period (Huang et al., 2015). Finally, PSD95, along with the
scaffolding protein for GABAA receptors, gephyrin, mediate the E-I
balance (Prange et al., 2004; Lardi-Studler et al., 2007; Keith and El-
Husseini, 2008) that is crucial for regulating experience-dependent
plasticity in V1 (Hensch, 2004; Hensch and Fagiolini, 2005; Hensch
and Quinlan, 2018).

The GABAA receptor is the most abundant ionotropic GABA
receptor in V1. More than 20 subunits combine to make a wide
range of different GABAA receptors (Sieghart, 1995; Cherubini
and Conti, 2001) and three of those subunits, α1, α2 and α3,
are developmentally regulated (Laurie et al., 1992; Hendrickson
et al., 1994; Chen et al., 2001; Heinen et al., 2004). Nascent
GABAA receptors have more α2 and α3 subunits, but during
development, there is a shift to more α1 and a faster inhibitory
postsynaptic potential (IPSP) (Gingrich et al., 1995). The α1 subunit
is the high-affinity interface for binding the neurotransmitter
GABA and benzodiazepines, so its development has a crucial
role in GABAergic neurotransmission (Pritchett et al., 1989;
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Smith and Olsen, 1995; Sigel, 2002). Abnormal visual experience
during the critical period accelerates the developmental shift to
more GABAAα1 (Beston et al., 2010; Balsor et al., 2019) while
GABAergic synapses containing α2 receptors regulate neuronal
firing (Fagiolini et al., 2004). However, only α1-containing
receptors drive experience-dependent critical period plasticity
(Fagiolini et al., 2004).

In the next section, we review the pattern of developmental
changes in these glutamatergic and GABAergic mechanisms in
human V1 and highlight insights from those developmental
trajectories that may influence the potential for experience-
dependent plasticity.

Human studies−development of
glutamatergic and GABAergic
mechanisms

Animal studies have shown that the development of
glutamatergic and GABAergic mechanisms regulates many
aspects of experience-dependent plasticity in V1. Moreover, in
human V1, magnetic resonance spectroscopy has been used
to observe changes in glutamate and GABA linked to visual
stimulation, age and plasticity (Lin et al., 2012; Lunghi et al., 2015;
Pitchaimuthu et al., 2017; Wijtenburg et al., 2017; Kurcyus et al.,
2018; Frank et al., 2022). Developmental transcriptome databases
like the BrainSpan (Miller et al., 2014) contain information about
those mechanisms, but only a few studies provide analyses of
postnatal changes in human V1 (Zhu et al., 2018; Balsor et al.,
2021; Natu et al., 2021). Our laboratory has a library of postmortem
tissue samples from human V1 that we have used to explore
the postnatal development of many glutamatergic, GABAergic
proteins and a select few other plasticity-related proteins. Those
studies are included in the review below.

In human V1, the development of glutamatergic and
GABAergic molecular mechanisms proceeds in waves across
multiple timescales that cover the lifespan (Murphy et al., 2005;
Pinto et al., 2010, 2015; Williams et al., 2010; Siu et al., 2017;
Siu and Murphy, 2018; Figure 2A). The obligatory subunit
of NMDA receptors, GluN1, is highly expressed at birth in
human V1, then quickly declines over the first 2 years of life
(Murphy et al., 2005; Siu et al., 2017; Siu and Murphy, 2018).
That loss is balanced by an increase in AMPA receptors (e.g.,
GluA2) and the maturational shift from more NMDA (GluN1)
in infancy to more AMPA receptors in older children (Murphy
et al., 2005; Siu et al., 2017; Siu and Murphy, 2018). The rapid
response properties of AMPA receptors imbue synapses with
strong feedforward responses to visually driven activity, while the
slower NMDA receptors contribute to feedback modulation of
visual processing in adult V1 (Self et al., 2012). So the early shift
in the AMPA:NMDA (GluA2:GluN1) balance suggests the rapid
establishment of feedforward connections to human V1, followed
by an extended period when feedback and other connections are
established (Figure 2B).

Through infancy and young childhood, the GluN2B subunit
dominates the composition of NMDA receptors in V1, and there
is little expression of GluN2A or the receptor anchoring protein
PSD95 (Murphy et al., 2005; Pinto et al., 2015; Siu et al., 2017;

Siu and Murphy, 2018; Figure 2A). GluN2B declines through
childhood to stable levels in adolescence while expression of
PSD95 peaks in older childhood when the period for susceptibility
to amblyopia ends. However, GluN2A does not dominate the
GluN2A:GluN2B balance until teens to young adults (Siu et al.,
2017; Siu and Murphy, 2018; Figure 2B). The gradual decline of
GluN2B and subsequent increase of GluN2A suggests a prolonged
period of NMDA-dependent plasticity in human V1 that may
impact the threshold for synaptic modification (Philpot et al., 2007;
Smith et al., 2009) and ocular dominance plasticity (Cho et al.,
2009). Furthermore, in older adults, the loss of GluN2A triggers a
shift in the GluN2A:GluN2B balance back to the pattern observed
in childhood (Siu et al., 2017), but age-related changes in other
mechanisms suggest this is not a return to child-like plasticity.

Developmental changes in GABAergic mechanisms over the
first few years include loss of the presynaptic proteins VGAT
and cannabinoid receptor CB1 and the postsynaptic receptor
subunits GABAAα2 and GABAAα3. Over those same ages there
is a gradual increase in expression of the postsynaptic receptor
subunit GABAAα1 (Murphy et al., 2005; Pinto et al., 2010; Siu
and Murphy, 2018; Figure 2A). The early loss of GABAAα2
causes a shift in favour of the α1 subunit (Figure 2B), which
is important because the α1 subunit is necessary to engage
experience-dependent plasticity in V1 (Fagiolini et al., 2004). In
monkey V1, the shift from more α2 to more α1 is completed during
early development (Hendrickson et al., 1994). However, in humans,
the expression of α2 continues to decline across the lifespan,
and the shift to α1 is more gradual (Pinto et al., 2010). Other
GABAergic mechanisms also have prolonged development into
older childhood, adolescence and adulthood. Gephyrin (GPHN)
anchors GABAA receptors at the synapse, regulates the number of
excitatory and inhibitory synapses, GABAergic synapse plasticity
and the physiological E-I balance (Prange et al., 2004; Lardi-
Studler et al., 2007; Keith and El-Husseini, 2008; Tyagarajan and
Fritschy, 2014). Gephyrin peaks from adolescence to adulthood
before declining into aging (Pinto et al., 2010). The enzyme that
makes the basal pool of GABA, GAD67, is relatively constant,
but the enzyme that makes the on-demand pool of GABA,
GAD65, increases gradually until young adulthood before declining
during aging of human V1 (Pinto et al., 2010). Together, these
identify both pre- and post-synaptic losses of GABAergic signaling
in aging human V1. These losses may contribute to changes
in visual perception (Owsley, 2011) since the age-related loss
of GABA in monkey V1 underlies poor orientation tuning
(Leventhal et al., 2003).

There are lifelong changes in the expression of PSD95 and
gephyrin (GPHN), two of the mechanisms regulating the E-I
balance (Keith and El-Husseini, 2008). In infancy, gephyrin
dominates the E-I balance (PSD95:GPHN), followed by a gradual
shift to roughly equal expression of PSD95 and gephyrin in adults,
then in aging, a shift back to more gephyrin (Figure 2B). The
changes in the ratio of PSD95:gephyrin suggest that the E-I balance
is continuously shifting and changing its contribution to plasticity
in human V1 across the lifespan (Figure 2B).

Developmental changes in the presynaptic proteins synapsin
(SYN1) and synaptophysin (SYP) and the dendritic spine
marker drebrin A (DBN1) provide additional insights into
synapse development in human V1. Both synapsin and
synaptophysin change through infancy and childhood but
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FIGURE 2

Development of plasticity proteins and balances in human V1. (A) The heatmap shows the development of a set of glutamatergic, GABAergic and a
select few other plasticity-related proteins in human V1. The colors indicate the development of each protein across the lifespan, where yellow is the
lowest and dark red is the highest expression level. There are waves of high expression (dark red) in each stage, highlighting multiple timescales for
the development of these plasticity proteins. (B) The heatmap shows the development of a set of balances known to regulate experience-dependent
plasticity in V1. The colors reflect maturation, with the purplish colors indicating that the earlier developing protein is dominant and greenish that the
later developing protein dominates the balance. The proteins that develop earlier (GluN1, GluN2B, GABAAα2) dominate the balances in neonates and
infants, but all of the balances shift toward the later developing proteins (GluA2, GluN2A, GABAAα1, PSD95) in childhood. The GluA2:GluN1 balance
matures rapidly in childhood, but the other balances continue to mature slowly into teens, young adults and older adults. The time course of
changes in these balances is significant as they indicate lifelong changes in the mechanisms regulating plasticity in human V1. The data used to
create these figures are from the following papers (Murphy et al., 2005; Pinto et al., 2010, 2015; Williams et al., 2010; Siu et al., 2015, 2017).

in opposite ways; synapsin increases while synaptophysin
decreases through infancy before rebounding in older
childhood. However, neither of these synapse markers follows
the trajectory described by electron microscopy studies that
counted synapses (Huttenlocher et al., 1982). Furthermore,

drebrin (DBN1), which is found in dendritic spines at
excitatory synapses and supports homeostatic plasticity (Aoki
et al., 2009; Takahashi and Naito, 2017), gradually increases
across the lifespan, pointing to lifelong synaptic changes i
human V1.
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The development of a few other plasticity-related proteins
has been studied in human V1. One of these mechanisms
is the E3 ubiquitin ligase UBE3A, which controls ARC’s
degradation and regulates AMPA receptor internalization (Greer
et al., 2010). Knocking out UBE3A in mouse V1 leads to
a loss of experience-dependent plasticity, leaving connections
rigid and unable to be fine-tuned by visual experience (Yashiro
et al., 2009). In human V1, the expression of UBE3A is
highest in infancy, with a smaller peak in older childhood
and adolescence, followed by a steady decline into aging
(Williams et al., 2010). Another mechanism that regulates
the expression of AMPA receptors, beta3 integrins (ITGB3)
(Cingolani et al., 2008; McGeachie et al., 2011), has a pattern
of expression similar to UBE3A, suggesting that age-related
declines in these mechanisms may lead to endocytosis of
AMPA receptors that reduce synaptic scaling plasticity. In
addition, a glial mechanism known to reduce experience-
dependent plasticity, cortical myelin (classic myelin basic protein
MBP) (McGee et al., 2005), gradually increases in human
V1 into the fourth decade of life (Siu et al., 2015). These
3 proteins contribute to the brakes on plasticity, and their
prolonged changes suggest a gradual increase in the brakes
and loss of the potential for experience-dependent plasticity in
human V1.

Figure 2 summarizes the changes in the proteins and
balances across the lifespan. It is clear that this collection
of plasticity-related proteins has peaks at different ages
across the lifespan (Figure 2A). The balances also show
this pattern of both early (GluA2:GluN1) and prolonged
changes [E-I (PSD95:GPHN)]. These findings underscore
that multiple timescales and gradual shifts in plasticity
mechanisms across the lifespan characterize human V1
development.

Discussion

This review covers prenatal and postnatal development of
anatomical and molecular features in human V1. Studies using
various neurobiological techniques show that human V1 develops
and changes over multiple timescales from the first trimester to
aging, so whether human V1 is described as developing early
or later depends on what is studied. Importantly, prolonged
changes are found for many of the proteins that regulate
plasticity, suggesting that some forms of experience-dependent
plasticity in human V1 extend past childhood. Only a handful
of plasticity mechanisms have been studied, so much is still
unknown about the neural mechanisms that regulate plasticity in
human V1.

One aspect of human V1 development that has not been
explored is the impact of host factors, such as sex, genetic
ancestry, and socioeconomic status. However, brain banks have
small numbers of cases with limited diversity, making it challenging
to do those studies. Still, it is crucial to understand the impact of
host factor diversity on human V1 since those factors may account
for developmental variability and the timing of plasticity.

The methods used to study the anatomy and molecular
environment of human V1 continue to identify new features of

its development. Molecular tools have revealed distinct aspects of
human V1 (Kang et al., 2011; Carlyle et al., 2017; Jorstad et al.,
2023; Wang et al., 2024) and its relationship to neurodevelopmental
disorders (Gandal et al., 2022). The next wave of single-cell and
spatial transcriptomic tools is poised to uncover new details about
how the human cortex develops (Velmeshev et al., 2023; Qian
et al., 2024). We end with a reminder from Cajal’s words about the
importance of the methods for studying human V1:

The minute anatomy of the visual cortex (region of the calcarine
fissure, sulcus lobulus lingualis) has already been explored by
several investigators, among whom we may make particular
mention of Meynert et al. But their very incomplete researches
have been performed by such insufficient methods as staining
with carmine, the Weigert-Pall method, or that of Nissl with basic
anilines – methods which, as is well known, do not suffice at
all to demonstrate the total morphology of the elements and the
organization of the most delicate nerve plexuses (Cajal, 1899).
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Kostović, I., Jovanov-Milošević, N., Radoš, M., Sedmak, G., Benjak, V., Kostović-
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Cholecystokinin-expressing 
neurons of the ventromedial 
hypothalamic nucleus control 
energy homeostasis
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The hypothalamus is the primary center of the brain that regulates energy homeostasis. 
The ventromedial hypothalamus (VMH) plays a central role in maintaining energy 
balance by regulating food intake, energy expenditure, and glucose levels. However, 
the cellular and molecular mechanisms underlying its functions are still poorly 
understood. Cholecystokinin (CCK) is one of many genes expressed in this 
hypothalamic nucleus. Peripheral CCK regulates food intake, body weight, and 
glucose homeostasis. However, current research does not explain the function of 
CCK neurons in specific nuclei of the hypothalamus and their likely roles in network 
dynamics related to energy balance and food intake. This study uses genetic and 
pharmacological methods to examine the role of CCK-expressing neurons in the 
VMH (CCKVMH). Namely, using a previously generated BAC transgenic line expressing 
Cre recombinase under the CCK promoter, we performed targeted manipulations 
of CCKVMH neurons. Histological and transcriptomic database analysis revealed 
extensive distribution of these neurons in the VMH, with significant heterogeneity 
in gene expression related to energy balance, including co-expression with PACAP 
and somatostatin. Pharmacogenetic acute inhibition via Designer Receptors 
Exclusively Activated by Designer Drugs (DREADDs) resulted in increased food 
intake and altered meal patterns, characterized by higher meal frequency and 
shorter intermeal intervals. Furthermore, diphtheria toxin-mediated ablation of 
CCKVMH neurons led to significant weight gain and hyperphagia over time, increasing 
meal size and duration. These mice also exhibited impaired glucose tolerance, 
indicative of disrupted glucose homeostasis. Our findings underscore the integral 
role of CCKVMH neurons in modulating feeding behavior, energy homeostasis, and 
glucose regulation. This study enhances our understanding of the neurohormonal 
mechanisms underlying obesity and metabolic disorders, providing potential targets 
for therapeutic interventions.

KEYWORDS

hypothalamus, VMH, central CCK, food intake, body weight, glucose homeostasis, 
energy homeostasis

1 Introduction

The hypothalamus is a widely studied brain region. It is one of the most important 
regulators of food intake and energy homeostasis. It comprises several distinct nuclei, among 
which the ventromedial hypothalamic nucleus (VMH) was the first to be recognized as a site 
for body weight regulation and energy homeostasis (Hetherington and Ranson, 1940).
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Over the years, the VMH has been associated with various 
physiological and behavioral functions (Hetherington and Ranson, 
1940; King, 2006). The VMH, together with other hypothalamic 
nuclei, the lateral hypothalamus (LH), the dorsomedial hypothalamus 
(DMH), the arcuate nucleus of the hypothalamus (ARH), and the 
paraventricular hypothalamic nucleus (PVH), process incoming 
information and relay it to neuronal circuits beyond the hypothalamus, 
leading to an integrated response to food intake and energy 
expenditure (Kleinridders et al., 2009; Roh et al., 2016; Waterson and 
Horvath, 2015).

Recent studies using refined genetic tools have further highlighted 
the physiological role of the VMH in regulating energy and glucose 
homeostasis (Choi et al., 2013).

Like the rest of the hypothalamus, the VMH is highly 
heterogeneous in terms of cellular composition. It contains neurons 
responsible for sensing changes in glucose concentrations, as well as 
neurons equipped with receptors for various metabolic hormones 
(e.g., insulin and leptin) or neuropeptides associated with the 
regulation of energy balance (Affinati et al., 2023; Elmquist et al., 1997; 
Routh, 2003; Scott et al., 2009; Steuernagel et al., 2022).

The Nr5a1 gene, which encodes steroidogenic factor 1 (SF1), is a 
transcription factor specifically expressed in the VMH within the 
adult rodent brain. However, it is also found in the adrenal gland, 
pituitary gonadotrophs, and gonads (Ikeda et al., 1995; Khodai and 
Luckman, 2021). Nr5a1-knockout mice were suggested as a genetic 
model for hypothalamic obesity. Interestingly, mice deficient in Nr5a1 
become obese due to a lack of activity and decreased energy 
expenditure rather than increased food intake (Flak et al., 2020; Kim 
et al., 2011; Majdic et al., 2002). Also, Nr5a1-expressing cells of the 
VMH are a heterogeneous group. Selective knockout of leptin receptor 
(Dhillon et al., 2006) or cannabinoid receptor 1 (Cardinal et al., 2014) 
from Nr5a1-expressing cells leads to high-fat diet-induced 
dysregulation of energy homeostasis and increased body weight. In 
contrast, insulin receptors (Klöckener et al., 2011), Sirt1 (Ramadori 
et  al., 2011), or the Foxo1 transcription factor (Kim et  al., 2012) 
deficient Nr5a1-expressing cells alleviate weight gain related to diet. 
Therefore, it is difficult to discern the cumulative or combined effects 
of this heterogeneous group of cells when targeting VMH Nr5a1-
expressing cells to elucidate the mechanisms of satiety and 
energy homeostasis.

Cholecystokinin (CCK) is a pleiotropic neuropeptide, a gut 
hormone, and a well-known peripheral satiety signal synthesized, 
among others, in the intestinal tract, extraintestinal endocrine glands, 
and peripheral nervous system (Ahn et al., 2022; Cawthon and de La 
Serre, 2021; Gibbs et al., 1973; Steinert et al., 2017). Exogenous CCK 
reduces meal size and duration. However, a compensatory increase in 
meal frequency allows for regulating total food intake or body weight 
(Cawthon and de La Serre, 2021; Overduin et al., 2014; West et al., 
1984). Peripheral injections of exogenous CCK-8 act on the 
cholecystokinin A receptors (CCKAR) found mainly on the vagal 
afferents of the stomach and liver (Reidelberger et al., 2003) but also 
in the hypothalamus, basal ganglia, thalamus and other areas of the 
CNS (Sjöstedt et al., 2020). They transmit signals through the vagal 
nerve to the brainstem’s satiety centers, such as the nucleus tractus 
solitarius (NTS), resulting in a brief reduction in food intake (Bray, 
2000). Antagonists for the CCKAR have been shown to modulate food 
consumption in a dose-dependent manner across various contexts 
and species, predominantly by augmenting the size of individual 

meals (Argueta et al., 2019; Moran et al., 1992, 1993; Reidelberger 
et al., 2003), while a CCKAR agonist has been shown to lower food 
intake and body weight of Göttingen Minipigs (Christoffersen 
et al., 2020).

In the central nervous system (CNS), CCK is highly expressed in 
the hypothalamus, hippocampus, cerebral cortex, and spinal cord. 
However, research on its central role in regulating energy expenditure 
and food intake is still limited. Small sulphated CCK-8 is the 
predominant form in the CNS (Rehfeld, 1978; Rehfeld and Hansen, 
1986). The main CCK receptor in the brain is CCKBR, which is 
moderately expressed in the dorsomedial and central VMH (Flak 
et al., 2020). CCKAR is more commonly expressed in the ventrolateral 
VMH (vlVMH) (Xu et al., 2012) in females controlling their sexual 
behaviors. It is well known that CNS-derived CCK acts centrally to 
modulate energy balance by modulating the activity of hypothalamic 
neuronal populations. CCK-8 injections into different hypothalamic 
nuclei suppress feeding in rats (Blevins et al., 2000), while CCKAR-
deficient rats become hyperphagic (Bi et  al., 2001, 2004). Earlier 
studies on cats and owl monkeys have shown CCK release 
postprandially from the hypothalamus (Schick et  al., 1986, 1987, 
1989). Similar findings were reported in lean Zucker rats, where CCK 
was released postprandially from the PVH, though this response was 
diminished in obese rats (De Fanti et al., 1998).

Furthermore, injecting a CCK antibody directly into the cerebral 
ventricles stimulated food intake in sheep (Della-Fera et al., 1981). 
Following central injections of CCK receptor antagonists, a similar 
increase in food intake was observed in rats (Corp et al., 1997; Dorré 
and Smith, 1998; Ebenezer, 2002). Reidelberger and colleagues 
extended this research by treating vagotomised rats with devazepide 
and A-70104, both CCKAR antagonists that either penetrate or do not 
penetrate the blood–brain barrier, respectively. While both 
compounds stimulated food intake in non-vagotomised control rats, 
only devazepide increased food intake in rats with subdiaphragmatic 
vagotomies, underscoring the role of central CCK action in satiety 
regulation (Reidelberger et al., 2004).

While CCK-expressing neurons are widely distributed throughout 
the hypothalamus (Geibel et al., 2014; Schiffmann and Vanderhaeghen, 
1991), the source of endogenous CCK that acts on distinct neuronal 
components has not been clarified. Current research does not explain 
the function of CCK neurons in specific nuclei of the hypothalamus 
and their likely roles in network dynamics related to energy balance 
and food intake.

Here, we have untangled the role of CCK-expressing neurons in 
the hypothalamic circuits responsible for energy homeostasis, 
specifically their importance in feeding circuits and regulation of body 
weight. The VMH contains an abundance of CCK-expressing neurons, 
and this nucleus has long been recognized to affect the regulation of 
food intake and body weight balance as well as glucose sensing and 
homeostasis. We have, therefore, focused our studies on the role of 
CCK-expressing neurons within the VMH (CCKVMH).

We used a chemogenetic method to control the activity of 
CCK-expressing neurons in the VMH. The spatiotemporal control 
was achieved by using the BAC-CCK-Cre mouse line we  had 
previously established (Geibel et  al., 2014) and by intracranially 
injecting Cre-dependent viral particles expressing Gi-coupled 
Designer Receptors Exclusively Activated by Designer Drugs 
(DREADDs) to silence their activity specifically. This approach 
allowed us to assess their impact on food intake. We used a similar 
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approach to selectively ablate CCKVMH neurons. This was achieved by 
intracranial injection of a Cre-dependent viral vector that expresses 
Diphtheria toxin A subunit (DTA) in the VMH of the BAC-CCK-Cre 
mouse line, leading to the specific ablation of CCKVMH neurons. The 
latter has helped address the long-term consequences of CCKVMH 
neuronal loss within the hypothalamus, such as body weight 
regulation and glucose homeostasis.

2 Materials and methods

2.1 Animals

All animal procedures conformed to the United  Kingdom 
legislation (Scientific Procedures Act 1986) and the University of 
Oxford ethical review committee policy, with a final ethical review 
by the Animals in Science Regulation Unit (ASRU) of the 
United  Kingdom Home Office. Mice were maintained under 
standard laboratory conditions with ad libitum access to food and 
water unless otherwise specified. Experimental groups consisted of 
mice of the same strain, sex, and similar age and body weight. 
Mouse lines used in this study are the BAC transgenic line 
(BAC-CCK-Cre) expressing Cre recombinase under the CCK 
promoter previously generated in our laboratory (Geibel et  al., 
2014) and the Gt(ROSA)26Sortm9(CAG-tdTomato)Hze reporter line 
(Madisen et al., 2010), here called Ai9 reporter line. Crossing the 
BAC-CCK-Cre strain to the Ai9 reporter line generated the 
BAC-CCK-Cre; Ai9 (here called Ai9-CCK).

2.2 Transcriptomic database analysis

HypoMap single-cell gene expression atlas of the murine 
hypothalamus (Steuernagel et al., 2022) was used to characterize the 
Cck-expressing cells within the VMH of 2 months old mice. UMAP 
expression of selected genes relevant to energy homeostasis was 
highlighted specifically in the VMH region with log-normalized 
expression values scaled to the maximum of each gene. Only positive 
expression values were shown on the hypothalamus background. A 
co-expression analysis was performed to show cells expressing Cck 
and other relevant genes on one UMAP, highlighting the cells 
co-expressing Cck and the other gene of interest. Gene expression of 
relevant genes in the entire hypothalamus was analyzed using the 
CELLxGENE Discover platform. Specifically, the study by Steuernagel 
et al., 2022 was selected to analyse hypothalamic neurons. The analysis 
was fully performed using the toggles of the online CELLxGENE 
Discover platform and HypoMap atlas (Abdulla et al., 2023; Megill 
et al., 2021; Steuernagel et al., 2022).

2.3 Histology and immunohistochemistry

Mice were perfused as previously described (Gage et al., 2012). 
Briefly, mice were terminally anesthetised with 50 μL of sodium 
pentobarbital 200 mg/mL concentration. Brains were prefixed by 
cardiac perfusion with 20 mL ice-cold 4% paraformaldehyde (PFA) 
following blood clearance with 0.1 M phosphate buffer saline (PBS, 
pH 7.4). Brains were post-fixed in 4% PFA/0.1 M PBS for 3 h, then 

cryoprotected in 10, 20, and 30% sucrose/0.1 M PBS overnight. Brains 
were embedded in optimal cutting temperature (OCT) compound, 
snap-frozen in isopentane cooled by dry ice, and stored at 
−80°C. Sectioning was performed on a Leica cryostat, generating 20 
μm thick sections. Sections were washed in PBS and stored at 4°C in 
PBS with 0.01% sodium azide.

2.3.1 Immunofluorescence and cell quantification
Free-floating sections 20 μm thick were transferred to 24-well 

plates and processed at room temperature. Sections from 
BAC-CCK-Cre intracranially injected with AAV carrying mCherry, 
were blocked with 5% fish gelatin and 0.5% Triton X-100 in PBS for 
1 h, then incubated with rabbit anti-dsRed antibody (1:1000, 
Clontech, 632496) overnight. After washing, sections were 
incubated with Alexa-555 goat anti-rabbit antibody (1:1000, 
Invitrogen, 21428) for 2–3 h. DAPI counterstaining (1:10000, 5 mg/
mL stock) was performed for 5 min. Sections from Ai9-CCK mouse 
brains were only stained with DAPI. Other antibodies used were 
FOXO1 [1:200, New England Biolabs, (C29H4) Rabbit mAb #2880]; 
anti-POMC precursor (1∶4000, Phoenix Pharmaceuticals, H-029-
30); CCK-pro-Rb-Af350 (a gift from Prof. Masayoshi Watanabe, 
Frontier Institute Co. Ltd); and secondary antibodies, Alexa fluor 
488 goat anti-rabbit (1:1000, Invitrogen, A-11008). All sections were 
mounted on slides, dried overnight, coverslipped with Vectashield 
(Vector Labs), and stored at 4°C. Imaging was performed using a 
Leica DM6000B microscope (camera: DFC365FX; objectives: HCX 
PL APO10x/0.40 CS, HC PL 20x/0.75 CS2 and HCX PL APO 
40x/0.85 CORR CS; Leica Microsystems, Wetzlar, Germany). Leica 
microscope Fluorescence filter cube L5 ET 504166, k; Fluorescence 
Filter TX2 ET 11504170, k; Leica Microsystems Filter cube 
LED 405 nm.

VMH Ai9-CCK (tdTomato-expressing) and mCherry-expressing 
cell numbers were quantified from three mice using three 
non-consecutive sections spaced 100 μm per mouse. Cell counts were 
performed manually in NIH ImageJ, with the experimenter blind to 
the condition.

2.3.2 DAB (3′3-diaminobenzidine) staining
DAB staining was performed on 20 μm thick floating sections. All 

steps were performed at RT on a rocking platform unless otherwise 
stated. Sections were washed three times with PBS for 15  min. 
Endogenous peroxidase activity was quenched by incubating for 
20 min in 3% H2O2. Three 10-min washes in PBS were performed 
before blocking with 5% fish gelatine and 0.5% Triton-X 100 in PBS 
for 1 h. Sections were incubated with primary antibody rabbit anti-
dsRed antibody (1:1000, Clontech, 632496) diluted in blocking buffer 
overnight at room temperature. Afterwards, sections were washed 
thrice with PBS 0.1% Triton for 15  min. The secondary antibody 
biotinylated donkey anti-rabbit (Jackson, cat. no. 703–065-155) was 
applied at a dilution of 1:200 in blocking buffer and incubated for 2 h 
at room temperature. Sections were then washed three times for 
15  min with PBST. The peroxidase Vectastain ABC system from 
(Vector Biolabs, cat. no. PK-6100) was used to develop the staining. 
The sections were then mounted on gelatine-coated slides and dried 
overnight. Sections were dehydrated for 1 min in 90% and then 100% 
ethanol, incubated for 10 min in xylene and then coverslipped with 
Vectamount. Slides were air-dried for at least a day and then imaged 
as above.
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2.4 Electrophysiology recording

2.4.1 Brain slice preparation
Mice were anesthetised with isoflurane and then decapitated. 

Brains were removed, and coronal 350–400 μm slices were cut using 
a vibrating microtome (Microm HM650V). Slices were prepared in 
artificial cerebrospinal fluid (aCSF) containing (in mM): 65 Sucrose, 
85 NaCl, 2.5 KCl, 1.25 NaH2PO4, 7 MgCl2, 0.5 CaCl2, 25 NaHCO3 and 
10 glucose pH 7.2–7.4, bubbled with carbogen gas (95% O2, 5% CO2). 
Slices were immediately transferred to a storage chamber containing 
aCSF (in mM): 130 NaCl, 3.5 KCl, 1.2 NaH2PO4, 2 MgCl2, 2 CaCl2, 24 
NaHCO3 and 10 glucose pH 7.2–7.4, at 32°C and bubbled with 
carbogen gas until used for recording. Slices were transferred to a 
recording chamber and continuously superfused with aCSF bubbled 
with carbogen gas with the same composition as the storage solution 
(32°C and perfusion speed of 2 mL/min). Whole-cell current-clamp 
recordings were performed using glass pipettes, pulled from standard 
wall borosilicate glass capillaries and containing (in mM): 110 
potassium gluconate, 40 HEPES, 2 ATP-Mg, 0.3 Na-GTP, 4 NaCl and 
4 mg/mL biocytin (pH 7.2–7.3; osmolarity, 290–300 mOsmol/l). 
Recordings were made using Multiclamp  700B amplifiers and 
acquired using WinWCP software (University of Strathclyde, 
United Kingdom).

2.4.2 Slice recording protocols
Recordings of resting membrane potential were performed in 

whole-cell current-clamp mode. After a 5–10  min recording of 
baseline resting membrane potential, the hM4Di agonist clozapine-N-
oxide (CNO; 10–20 μM) was superfused for 15–20  min while 
continuously measuring the resting membrane potential. 
Subsequently, CNO was washed out for more than 10  min while 
continuously measuring the resting membrane potential - we did not 
observe a significant reversal of hyperpolarisation upon washout. 
Hyperpolarising and depolarising current steps were used to assess 
further the intrinsic properties of the recorded neurons, including 
input resistance and action potential frequency.

2.4.3 Analysis of slice recordings
Data were analyzed offline using custom-written procedures in 

Igor Pro (Wavemetrics). Resting membrane potential measurements 
were taken from the last 10 s of the baseline recordings and the last 10 
s of the CNO superfusion recordings. The input resistance was 
calculated from the observed membrane potential change after 
hyperpolarizing the membrane potential with a set current injection. 
The membrane time constant was taken as the time it takes for a 
change in potential to reach 63% of its final value. The action potential 
amplitude was taken from the peak amplitude of the individual action 
potentials relative to the average steady-state membrane depolarization 
during positive current injection. Action potential duration was taken 
as the duration between the upward and downward stroke of the 
action potential at 25% of the peak amplitude.

2.5 Intracranial injections

2.5.1 Adeno-associated viral particles and bregma
AAV vectors used in this study: AAV9-CAG-FLEX-DTA-IRES-

mCherry (Virovek, Lot 15–335) (here called AAV-DIO-DTA) 

expressing Diphtheria toxin A subunit (DTA) and mCherry 
fluorescent protein in a Cre-dependent manner under the CAG 
promoter. A control vector, AAV9-CAG-mCherry (Virovek, Lot#11–
148). And AAV1-CAG-FLEX-eGFP-WPRE-bGH (Penn Vector Core) 
(here called AAV1-DIO-eGFP). We also made use of AAV2/5-hSyn-
DIO-hM4Di-mCherry (here called AAV-hM4Di) (200 nL at 5.1 × 1012 
GC/ml; University of North Carolina vector core) expressing the 
inhibitory G protein-coupled receptor hM4Di Designer Receptors 
Exclusively Activated by Designer Drugs (DREADDs) in a 
Cre-dependent manner. Expression was driven by the hSyn promoter, 
and the hM4Di was fused to the mCherry protein at the C-terminus. 
Activation of hM4Di in neurons inhibits neuronal activity by 
triggering hyperpolarisation through Gβ/γ-mediated activation of 
G-protein inwardly rectifying potassium channels and suppressing 
neurotransmitter release at the presynaptic level (Armbruster et al., 
2007). And the AAV2.EF1a.DIO.eYFP.WPRE.hGH (Addgene27056) 
(here called AAV2-DIO-YFP), with an EF1a-driven, Cre-dependent 
EYFP expression. Finally, FluoSpheres™ green-fluorescent 0.04 μm 
diameter, Invitrogen, cat no: F-8795, were used to establish VMH 
intracranial injection coordinates.

2.5.2 Stereotactic surgery
Mice were anesthetised with 2–3% vaporised isoflurane and 

placed in a stereotactic frame. An analgesic cocktail was administered, 
and the skull was exposed. Coordinates were adjusted based on the 
Allen Mouse Brain Atlas. For targeting the whole VMH nucleus, the 
coordinates were adjusted to AP  1.5 mm, ML ±0.6  mm and DV 
-6.5 mm. Burr holes were drilled, and viral particles were injected 
using a Hamilton syringe (34-gauge, 30 mm length) at a rate of 125 
nL/min. The needle was left in place for 10 min post-injection to 
prevent reflux. Incisions were sutured, and mice were allowed to 
recover in a pre-warmed incubator before returning to their home 
cages. Post-operative care included Metacam administration as 
needed. The animals were allowed to recover for 3–4 weeks before any 
experiments, ensuring sufficient expression of AAVs in the brain.

2.6 Food intake measurements and analysis

2.6.1 Metabolic cages
After surgery (3 to 4 weeks), the mice were transferred into the 

LabMaster metabolic cages (TSE Systems). These cages were fitted 
with calibrated sensors capable of measuring food and water intake by 
calculating the average weight changes of the food hopper in 
ten-second intervals, with a sensitivity of 0.01 g. Food and water were 
provided ad libitum. Mice were fed the standard chow diet, Teklad 
Rodent Diet (60% calories from carbohydrates, 23% from protein and 
17% from fat, 3.3 Kcal/g digestible energy). Two days before the 
experiment, mice were habituated to the new water bottle nozzle, 
which releases water upon touch. Mice were singly housed in the 
metabolic cages and allowed at least a week to habituate to the new 
environment before recording any food sensor measurements. Food 
intake was measured continuously. The cages were inspected daily for 
any dropped pellets, and any small pellets were removed from the 
food hopper to avoid drops. A meal event (meal bout) was defined as 
the total of all sensor measurements taken less than 15 min apart 
(minimum intermeal interval). The minimum meal size was set at 0.02 
g, a commonly used method for defining meals in mice and rats 
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(Atalayer and Rowland, 2011; Bake et al., 2014; Farley et al., 2003). 
Meal metrics included size, duration in minutes, and intermeal 
interval, averaged across the experimental period, daily (average of 
days), or in specific hours (i.e., 6 h post hM4Di activation).

2.6.2 Pharmacogenetic hM4Di inhibition
Mice underwent stereotactic surgery as described above and were 

injected bilaterally with AAV2/5-hSyn-DIO-hM4Di-mCherry in the 
VMH region. After 3–4 weeks of recovery, the mice were habituated 
to handling and intraperitoneal (IP) injections. IP injections of sterile 
saline with 10% DMSO (dimethylsulfoxide) were administered at 10 
a.m. and 6 p.m. daily for 10 days to habituate the animals to the 
injections. Food intake data was collected during the habituation 
period and was monitored and analyzed as described. Following 
habituation, animals received increasing doses of CNO (Tocris 
Biosciences, cat. no. 4936) via IP injections twice daily. Appropriate 
non-AAV-hM4Di injected littermate controls were used to control the 
CNO reverse-metabolisation to clozapine, which produces clozapine-
like interoceptive stimulus effects in mice (Manvich et al., 2018). The 
doses were 0.75, 1.5, 2, and 3 mg/kg body weight, each administered 
for 3 days. Food intake measurements and meal pattern analysis were 
performed as described above (2.6.1 section). Before each injection, 
cage sensors were paused for 1 min, and animals were handled 
minimally to ensure consistent treatment.

2.7 Diphtheria toxin deletion of CCKVMH 
neurons

Ai9-CCK and Ai9-Control (not expressing Cre) mice were 
injected bilaterally with AAV9-CAG-FLEX-DTA-IRES-mCherry in 
the VMH region, as described in section 2.5.2 above. Their body mass 
was monitored for 3 months post-surgery. A month after the surgery, 
the mice were singly caged in metabolic cages, and their food intake 
was measured starting with a 10-day habituation period and for five 
experimental days, after which the measurements were averaged.

2.8 Glucose tolerance test

Female Ai9-CCK and Ai9-Control mice were injected with 
AAV9-CAG-FLEX-DTA-IRES-mCherry in the VMH nucleus and 
allowed to recover for 3 months. They were fasted overnight (16 h) 
before the glucose tolerance test. Blood glucose levels were measured 
using a hand-held glucose meter (One Touch Verio). Following a 
baseline glucose reading, mice received an IP injection of D-glucose 
(200 g/L) at 2 g/kg body weight. Blood glucose levels were measured 
at 30- and 180 min post-injection. Mice were sacrificed by transcardial 
perfusion, and their brains were harvested.

2.9 Statistical analysis

Experiments and analyses were conducted blind to genotype with 
at least three animals per genotype. Unless stated otherwise, values 
were presented as mean ± standard error of the mean (s.e.m). 
Statistical significance was assessed using paired/unpaired two-tailed 
Student’s t-test, one- or two-way ANOVA with appropriate post-hoc 

tests, either Dunnett’s or Sidak’s post hoc test or Fisher’s LSD test, as 
appropriate for each data set and indicated in the figure legends. 
Significance was defined as p < 0.05. Analyses were performed using 
GraphPad Software (La Jolla, CA, United States).

3 Results

3.1 Characterization of the CCK-expressing 
cells in the ventromedial hypothalamus

To specifically target the CCKVMH neurons, we  used the 
BAC-CCK-Cre mouse line, previously generated and characterized in 
our laboratory (Geibel et  al., 2014). We  first confirmed this line’s 
recombination pattern by crossing the BAC-CCK-Cre strain with the 
Ai9 reporter line (Madisen et  al., 2010), leading to tdTomato 
fluorescence signal upon Cre-recombination (Ai9-CCK). Focusing in 
particular on the hypothalamic region and the nuclei adjacent to the 
VMH nucleus, we confirmed our previous findings; CCK-expressing 
neurons were visualised in both sagittal and coronal sections using 
immunohistochemical staining in 3,3′-diaminobenzidine (DAB) or 
direct fluorescent imaging of tdTomato (Figures 1A,B). In particular, 
we  identified CCK + tdTomato expressing neurons in the anterior 
hypothalamic nucleus (AHN), DMH, and VMH nuclei, with some 
presence in the ARH and suprachiasmatic nucleus (SCH) and very 
few in the PVH.

Using the HypoMap single-cell gene expression atlas of the 
murine hypothalamus (Steuernagel et al., 2022), we demonstrate 
that at 2 months of age, the majority of CCKVMH cells do not 
co-express the Nr5a1 gene, which encodes SF1 (Figure 1E). Only 
around 10% of CCKVMH cells co-express Nr5a1, with a varying 
degree of expression of both Cck and Nr5a1 (Figures 1C,D). The 
CCKVMH cells are a heterogeneous group co-expressing various 
genes involved in energy homeostasis. Approximately 58% of them 
co-express Adcyap1 encoding PACAP, which is known to regulate 
metabolic rate and energy balance and has a high expression in the 
VMH (Bozadjieva-Kramer et al., 2021; Figures 1F,G). In addition, 
about 36% of CCKVMH co-express somatostatin (Sst), which is 
important for regulating factors in the satiety system and obesity. 
This includes both central and peripheral effects, such as increasing 
food intake by inhibiting the release of endogenous CCK and GLP-1 
(Kumar and Singh, 2020; Figures 1H,I). GLP-1 receptor agonists are 
at the forefront of hormone-based treatments for obesity (Müller 
et al., 2019). While GLP-1 is not expressed in the hypothalamus, its 
receptor GLP-1R is co-expressed with approximately 1.5% of 
CCKVMH cells (Figures 1J,K). The main CCK receptor in the brain, 
CCKBR (Flak et al., 2020), is expressed in a greater number of cells 
of the VMH than CCK, but only 12% of those co-express both 
(Figures 1L,M). Hypothalamic Pomc- and Agrp-expressing neurons 
are conventionally considered to function in opposing ways, 
contributing to anorexigenic and orexigenic signaling, respectively 
(Quarta et al., 2021). Pomc is co-expressed with approximately 25% 
of Cck-expressing cells of the VMH and 23% in the ARH 
(Figure 1N,O; Supplementary Figures S1A–C). Foxo1, a well-known 
negative leptin signaling regulator (Quarta et  al., 2021), is 
co-expressed with approximately 5% Cck-expressing VMH cells 
(Supplementary Figures S1G,H). Finally, CCKVMH cells also 
co-express Bdnf (34%), Tac1 (30%), Esr1 (26%), Agrp (16%), Mc3r 
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(9.5%), and Lepr (8%) among some of the genes related to energy 
homeostasis, which is paralleled in neurons on the scale of the 
entire hypothalamus (Figure 1P). We have validated some of these 
RNAseq results through immunofluorescence colocalisation 
studies (Supplementary Figures 1D–F,I–K), confirming a faithful 
BAC-CCK-Cre strain recombination pattern.

3.2 Pharmacogenetic silencing of CCKVMH 
neurons results in increased food intake 
and alterations in meal patterns

To investigate the short-term role of CCKVMH neurons, 
we employed the DREADDs pharmacogenetic approach (Roth, 2016). 
This technique allowed for rapid neuronal silencing following the 

systemic administration of CNO. Stable expression of the inhibitory 
hM4Di in CCKVMH neurons was achieved via stereotactic delivery of 
AAV-hM4Di bilaterally at established VMH coordinates 
(Supplementary Figure S2). The AAV construct included a DIO 
cassette for Cre-dependent expression of the hM4D(Gi) receptor and 
a mCherry fluorescent protein for cell identification. Stereotactic 
surgery was performed on young adult BAC-CCK-Cre animals by 
injecting 200 nL at 5.1 × 1012 GC/ml of AAV-hM4Di bilaterally 
(Figures  2A,B). Immunohistochemical analysis confirmed hM4Di 
expression in CCKVMH neurons of injected mice (hM4Di-CCKVMH). 
This was determined by detecting the endogenous mCherry 
fluorescence, indicating that the viral spread was limited to the VMH 
region, as expected (Figure  2C). Quantifying the transduced 
hM4Di:mCherry-CCKVMH neurons revealed that 76% expressed 
hM4Di:mCherry (Figures 2D,E).

FIGURE 1

Single-cell transcriptomic analysis reveals heterogeneity of the CCKVMH-expressing neurons. (A,B) Representative immunohistochemical and IF images 
of CCK  +  tdTomato expressing cells in the hypothalamic regions from the Ai9-CCK brain sections. (A) Tile image of DAB-stained sagittal section 
showing, in particular, the hypothalamic region highlighting the different nuclei, such as ventromedial hypothalamus (VMH), dorsomedial nucleus 
(DMH), anterior hypothalamic nucleus (AHN), and (B) IF image from a coronal section showing endogenously expressed td-Tomato in CCK-expressing 
(CCK  +  tdTomato) cells around the paraventricular hypothalamic nucleus (PVH) in the DMH and the VMH. (C,D,F,H,J,L,N) HypoMap (Steuernagel et al., 
2022) UMAP expression of selected genes relevant to energy homeostasis in the VMH, showing a specific selection of only positive expression values 
in the VMH region of 2-months old mice. The color sidebar corresponds to log-normalized expression values scaled to the maximum of each gene, 
with the rest of the hypothalamus in gray. (E,G,I,K,M,O) HypoMap (Steuernagel et al., 2022) UMAP of cells expressing selected genes relevant to energy 
homeostasis in the VMH, with marked cells expressing Cck in red, the other selected genes in blue and cells co-expressing the relevant gene with Cck 
in yellow. Only positive expression values are shown. (P) Relevant gene expression from a study utilizing the mouse hypothalamus (Steuernagel et al., 
2022), with specific data for the hypothalamic neurons highlighted, prepared using the CELLxGENE Discover platform (Abdulla et al., 2023). HY, 
hypothalamus, PH, posterior hypothalamic nucleus, SUM, supra mammillary nucleus, MM, medial mammillary nucleus, PVp, periventricular 
hypothalamic nucleus (posterior part), BST, Bed nuclei of the stria terminalis. Scale bars, panel A, 300 μm; panel B, 500 μm.
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Following the successful expression of hM4Di in the CCKVMH 
neurons, we first validated the ability of CNO to successfully inhibit 
the generation of action potentials by recording their firing rate 
through electrophysiology upon CNO administration. Therefore, 
we unilaterally injected another group of BAC-CCK-Cre animals (~8 
weeks old) with AAV-hM4Di on one hemisphere and a control 
AAV2-DIO-YFP virus on the other. Three weeks after the injection, 
acute brain slices containing the hypothalamus were made from these 
mice and analyzed electrophysiologically. We found that CCKVMH 
neurons were spontaneously active (83.3%, 5 out of 6 neurons, 
Figures 3A–C) with an average firing frequency of 2.53 ± 0.37 Hz. The 
intrinsic properties of CCKVMH neurons suggest they are excitable 
cells with a high input resistance (854 MΩ) but are slow to respond 
to inputs as they exhibit a slow membrane time-constant (26.5 ms) 
concomitant with their function in the hypothalamus (Figure 3D). 
The spontaneous firing frequency and response to depolarising 
current steps would suggest they have an action potential firing range 
roughly between 2 and 20 Hz. Neurons significantly hyperpolarise 
upon the superfusion of the chemogenetic actuator CNO, followed 
by a reduction in the spontaneous action potential frequency 

(Figures  3E–G). These data show that we  achieved sufficient 
expression of hM4Di, which is capable of silencing CCKVMH neurons 
upon CNO application.

Given the variability in CNO doses reported in the literature, 
we titrated the dose range for in vivo DREADDs applications. Three 
to 4 weeks post-intracranial injection, the mice were individually 
housed in metabolic cages for food intake analysis. Following our 
established 10-day habituation to saline IP injections 
(Supplementary Figure S3), animals received incremental CNO doses 
[0.75, 1.5, 2, and 3 mg/kg body weight (BW)] twice daily, each dose 
for three consecutive days. Food intake was recorded in hM4Di-
CCKVMH and control mice (Figure  4A). As hM4Di activation in 
neurons typically persists for 6–8 h (Roth, 2016), the CNO temporal 
effect was examined at 6 h and 24 h post-CNO injections. In control 
mice, CNO administration did not affect food intake at any 
concentration within 6 h post-injection or daily (Figures 4B,C).

In contrast, hM4Di-CCKVMH animals, upon activation of hM4Di 
with 3 mg/kg of BW CNO, significantly increased daily food intake of 
chow pellets (Figure 4D) compared to saline baseline. Lower doses 
showed no significant effect (Figure 4D). Food intake analysis as a 

FIGURE 2

Successful Cre-dependent expression of inhibitory DREADDs in CCKVMH neurons of BAC-CCK-Cre mice. (A) Diagram of the Double-floxed Inverted 
Orientation (DIO) AAV construct depicting the Cre-dependent recombination/inversion of the hM4D(Gi):mCherry cassette into the sense orientation to 
allow its expression in Cre-positive cells (Cre  +  ve). (B) Drawing of the bilateral stereotactic injection of the AAV-DIO-hM4Di(Gi):mCherry in the VMH 
region. (C) Successful expression of hM4Di(Gi):mCherry in the CCKVMH neurons of BAC-CCK-Cre hypothalamic area 2  weeks after surgery. 
(D) Quantification of neurons expressing hM4Di compared to the CCKVMH neurons of Ai9-CCK reporter line (see Figure 1B). CCKVMH neurons expressing 
hM4Di, 2209  ±  60 mCherry-positive neurons out of 2908  ±  184 Ai9-CCK reporter line detected CCK-expressing neurons (n  =  3 male mice per group). 
(E) About 76% of CCKVMH neurons expressed hM4Di. Scale bar panel C, 200 μm.
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percentage change relative to baseline saline injections revealed 
significant increases at 2 and 3 mg/kg BW CNO doses in hM4Di-
CCKVMH mice compared to controls (Figure 4F). However, hM4Di-
CCKVMH mice showed no significant change in cumulative food intake 
6 h post-CNO injection (Figure 4E). Despite the significant increase 
in daily food intake with 3 mg/kg BW CNO, immediate consumption 
remained unchanged within the first 6 h post-injection, suggesting a 
delayed effect. This interesting discovery sparked further questions 
about regulating food intake in hM4Di-CCKVMH mice.

Therefore, we  analyzed a meal pattern 6 h post-CNO 
administration (3 mg/kg BW). The results showed a significant 
increase in meal frequency in hM4Di-CCKVMH animals and a 
significant decrease in intermeal interval (Figures 5A,C). Control mice 

showed no change in meal frequency and an increased intermeal time 
(Figures 5B,D). Meal size, duration, and consumption rate did not 
show statistically significant changes in either group (Figures 5E–H). 
Meal pattern changes persisted throughout the day during CNO 
administration. hM4Di-CCKVMH animals exhibited significantly 
increased meal frequency and decreased intermeal time, while control 
animals exhibited no changes (Figures 5I–L). Daily meal size and 
duration remained unchanged (Figures 5M–P).

In summary, silencing CCKVMH neurons via CNO-activated 
DREADDs significantly increased daily food intake and meal frequency, 
with no immediate effect on consumption within 6 h post-injection. 
These findings suggest that CCKVMH neurons are critical in regulating 
meal patterns, contributing to increased cumulative food intake.

FIGURE 3

Pharmacogenetic inhibition of CCKVMH neurons in brain slices. (A) A diagram of a coronal brain section showing an experimental design for a BAC-
CCK-Cre injected with appropriate viruses on the two sides of the hypothalamus-VMH area. The recording area containing the VMH is indicated in the 
dashed box. (B) Dodt-contrast image of the VMH hypothalamic region with the placement of recording electrode and neuron during patch-clamp 
recordings (left). Fluorescent image indicating that the recorded neuron is a CCK+ GFP+ neuron (right). (C) CCKVMH neurons are mostly spontaneously 
active, and further intrinsic properties suggest they are small, high Rin neurons with a firing rate of between 2 and 20 Hz (D). (E) Fluorescence image 
indicating a recorded neuron that is hM4Di:mCherry positive. (F) Example of recording trace of spontaneously active CCKVMH neuron. Not only did 
CNO superfusion lead to a significant hyperpolarisation of the resting membrane action potentials, but this was also concomitant with a reduction in 
the frequency of spontaneous action potential. (G) Summary plot of the effect of CNO on the resting membrane voltage and firing frequency of the 
hM4Di-CCKVMH neurons. Hyperpolarisation of recorded neuron upon washing of CNO, baseline: −45.99  ±  1.87 mV and CNO: −51.55  ±  2.10 mV, 
p  =  0.016. Reduction in the spontaneous action potential frequency of the recorded neuron upon washing of CNO baseline: 2.53  ±  0.37 Hz and CNO: 
0.83  ±  0.21 Hz, p  =  0.027. n  =  5. Values are means ± s.e.m. p statistic from two-tailed paired student t-test. Scale bar panel B, E 20 μm.
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3.3 Ablation of CCKVMH neurons by 
AAV-mediated Cre-dependent expression 
of diphtheria toxin A subunit leads to 
hyperphagia and obesity

To investigate the long-term role of CCKVMH neurons in 
maintaining energy homeostasis, we sought to perform spatiotemporal 
ablation of the CCKVMH neurons. Therefore, we  again used a 
pharmacogenetic approach, performing intracranial injections to 
express the diphtheria toxin A subunit (DTA) via AAV-DIO-mediated 
expression in the CCKVMH neurons. First, we determined an optimal 
AAV-DIO-DTA virus titre by titration performed in Ai9-CCK control 
animals (not expressing Cre, here called Ai9-Control/DTA). Injections 
with various dilutions identified 2.32 × 1011 GC/ml as the most 
tolerable titre, avoiding non-specific weight gain observed at higher 
titres. Weight monitoring up to 6 months post-surgery revealed no 
significant deviations in BW between Ai9-Control/DTA injected 
animals and non-injected controls (data not shown). Successful 
ablation of CCKVMH neurons was confirmed by a significant reduction 
in tdTomato fluorescence in the VMH region 1 month after 
unilaterally injecting AAV-DIO-DTA in Ai9-CCK brains (Ai9-CCK/
DTA) compared to the contralateral side used as control (Figure 6A). 
We conducted an additional experiment to further confirm AAV-DIO-
DTA’s specific deletion of CCKVMH cells without affecting 

non-transduced surrounding cells. In this experiment, 
we  intracranially injected AAV-DIO-DTA and AAV1-DIO-eGFP 
unilaterally into Ai9-CCK mice. The AAV1-DIO-eGFP was used to 
identify the location and extent of the Cre-mediated deletion 
(Supplementary Figure S4). This experiment confirmed a significant 
reduction of both CCK + tdTomato and eGFP co-expressing cells in 
the VMH at the site of injection (Supplementary Figures S4A–C). 
However, moving 200 μm away from the injection site would result in 
a partial deletion of tdTomato-eGFP expressing cells, suggesting that 
those not transduced by AAV-DIO-DTA would remain intact in the 
VMH (Supplementary Figures S4D–I).

We also performed a similar experiment by injecting the 
AAV-DIO-DTA viral construct into another brain region that 
expresses higher levels of CCK, specifically the hippocampal CA1 
region. This was done to confirm further that the AAV-DIO-DTA 
targets only the transduced CCK neurons at the injection site, not the 
surrounding cells (Supplementary Figure S5).

Finally, using the established viral AAV-DIO-DTA titre, Ai9-CCK 
animals and Ai9-Control littermates (Cre negative) were intracranially 
injected in the VMH region (resulting in Ai9-CCK/DTA and 
Ai9-Control/DTA, respectively). All experimental groups underwent 
surgery at 3–4 months of age and had a weight ranging from 23 to 25 
g. BW was recorded for about 13 weeks post-surgery. Ai9-CCK/DTA 
animals exhibited a significant increase in BW starting around 5 weeks 

FIGURE 4

Acute inhibition of CCKVMH neurons causes a gradual increase in total food intake. (A) DREADDs experimental protocol to assess food intake. Animals 
were singly housed for 2  days in metabolic cages and then habituated for 10  days with saline IP injections twice daily (10 a.m. and 6 p.m.). They were 
then injected with increasing doses of CNO (0.75/1.5/2/3 mg/kg BW). Each dose was administered for 3  days. (B,C) The plots display the daily food 
intake of control BAC-CCK-Cre non-injected mice and their food intake 6 h post-injection. At no point was there a significant difference from the 
saline baseline. (D) Plot showing the daily food intake post-injection for hM4Di-CCKVMH mice. IP 3 mg/kg of BW CNO significantly increased the daily 
food intake of chow pellets from 3.125  ±  0.135 g to 3.693  ±  0.143 g compared to the saline baseline, p  =  0.002. (E) Cumulative food intake 6 h post-
injection with saline/CNO of hM4Di-CCKVMH animals. (F) Percentage change of daily total food intake of hM4Di-CCKVMH animals compared to the 
control BAC-CCK-Cre group. Each group was normalized to their own IP saline baseline. Significant increases in hM4Di-CCKVMH mice compared to 
controls at 2 and 3 mg/kg BW doses (2 mg: 92  ±  4% vs. 106  ±  4%, p  =  0.032; 3 mg: 103  ±  3% vs. 120  ±  9%, p  =  0.016). Values are means ± s.e.m. (n  =  5–6 
mice per group, males). p statistic (B–E) from repeated measures one-way analysis of variance followed by Dunnett’s post hoc test; (F) from two-way 
analysis of variance followed by Fisher’s LSD test. Image in A was created with BioRender.com.
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post-surgery, and their BW continued to increase through the 
experimental time compared to Ai9-Control/DTA (Figure 6B). At 13 
weeks post-surgery, Ai9-CCK/DTA animals showed about a 34% 
increase in BW, while Ai9-Control/DTA animals showed a 19% 
increase, indicating about 15% difference attributed to CCKVMH 
neuron ablation (Figure 6C).

However, to examine the effects of CCK-expressing neuron 
ablation on food intake and meal patterns, new cohorts of Ai9-CCK/
DTA and Ai9-Control/DTA animals were singly housed in metabolic 
cages one-month post-surgery. After a 10-day habituation period to 
the cages, food intake was recorded in real-time for 5 days and 
averaged. Ai9-CCK/DTA animals significantly increased daily food 
intake compared to injected Ai9-Control/DTA animals (Figure 6D). 
Meanwhile, meal pattern analysis revealed a significant decrease in 
meal frequency, with the number of daily meals decreasing from 18 to 
14 and intermeal time increasing from 70 to 90 min in Ai9-CCK/DTA 
animals (Figures  6E,F). Additionally, Ai9-CCK/DTA animals 
significantly increased average meal size from 0.2 to 0.35 g (Figure 6G) 
and average meal duration from 5 to 9 min (Figure 6H). In summary, 
the ablation of CCK-expressing neurons in the VMH region results in 
a long-term increase in BW, likely due to hyperphagia characterized 
by lengthier and larger meals occurring less frequently throughout the 
day. These findings underscore the critical role of CCKVMH neurons in 
homeostatic energy regulation.

3.4 Ablation of CCKVMH neurons leads to 
hyperglycaemia and glucose intolerance

The VMH plays a crucial role in regulating glucose balance 
and is closely associated with abnormalities in BW and food 
intake that impact blood glucose control. To explore this further, 
Ai9-CCK/DTA and Ai9-Control/DTA animals injected with 

AAV-DIO-DTA underwent a glucose tolerance test (GTT) 3 
months post-surgery. Both groups experienced a 16-h overnight 
fast, beginning at the onset of their active period (6 p.m.), to 
control for variations in individual food consumption. Blood 
glucose levels were measured using a handheld whole blood 
glucometer, with samples taken from the tail vein. Baseline blood 
glucose levels were recorded the following morning at the start of 
their resting phase. Ai9-CCK/DTA animals displayed 
hyperglycaemia, with average glucose levels at 8.5 mmol/L, 
compared to 6.5 mmol/L in the Ai9-Control/DTA animals 
(Figure 7A). The animals were given an IP glucose injection for 
the GTT assay, and their glucose clearance rates were monitored 
(Figure 7B). Within the first 30 min post-injection, both groups 
showed a substantial increase in blood glucose levels to 30 
mmol/L, with no significant differences observed between the two 
groups. However, Ai9-CCK/DTA animals maintained elevated 
blood glucose levels, whereas controls nearly returned to baseline 
glucose levels within 3 h after the glucose challenge (Figure 7B).

4 Discussion

This study provides evidence that CCK-expressing neurons of the 
VMH play an essential role in energy homeostasis. Acute 
pharmacogenetic inhibition of CCKVMH neurons leads to hyperphagia 
by altering food intake and meal patterns. Complete ablation of 
CCKVMH neurons leads to hyperphagia and, consequently, to obesity 
and hyperglycaemia.

Due to its essential roles within the hypothalamic nuclei, attempts 
have been made to identify genes with enriched and distinct regional 
expression patterns in the VMH (Kurrasch et al., 2007; Liu et al., 2003) 
and, through gene manipulation, shed light on the distinct role of its 
heterogeneous cellular composition.

FIGURE 5

Silencing CCKVMH neurons alters meal patterns. (A–D) Six hours post-CNO administration (3 mg/kg BW) revealed increased meal frequency in hM4Di-
CCKVMH animals, from 5.802  ±  0.4904 to 7.266  ±  0.6439 meals, p  =  0.048 (A) and decreased intermeal time, from 57.80  ±  5.652 min to 43.80  ±  2.615 
min, p  =  0.035 (C). The control group showed no changes in meal frequency (B) and an increased intermeal time from 51.33  ±  5.057 to 59.17  ±  5.997 
min, p  =  0.035 (D). (E–H) Meal size and duration showed no difference in either group. (I–L) Meal pattern alterations persisted throughout the day 
under CNO administration. hM4Di-CCKVMH animals showed further increased meal frequency from 14.87  ±  1.181 to 18.53  ±  1.514 meals p  =  0.014 (I) and 
decreased intermeal time from 91.60  ±  7.580 to 72.80  ±  6.143 min, p  =  0.006 (K), while control animals exhibited no changes (J,L). (M–P) Daily meal size 
and duration remained unchanged in both groups. Values are means ± s.e.m. (n  =  5–6 mice per group, males). p statistic from two-tailed paired 
student t-test.
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Here, using the HypoMap single-cell gene expression atlas of the 
murine hypothalamus (Steuernagel et al., 2022) we characterized the 
heterogeneity of Cck-expressing cells within the VMH. Although SF1 
is a recognized marker to identify the VMH (Ikeda et al., 1995), it was 
co-expressed in only about 10% of the CCKVMH cells. Notably, SF1 and 
CCKBR are predominantly found in the dorsomedial VMH 
(dmVMH) and central VMH (cVMH) regions, with minimal 
expression in the vlVMH (Flak et al., 2020; D. W. Kim et al., 2019). 
This pattern could imply a more substantial presence of CCK in the 
vlVMH. Yet, our immunostaining assays reveal a more uniform CCK 
expression across the dmVMH and cVMH, alongside a significant 
presence in the vlVMH. CCKVMH neurons appear to be a distinct 
therapeutic target than the broader SF1VMH neurons.

PACAP, on the other hand, is co-expressed in 58% of CCKVMH 
neurons. Intracerebroventricular administration of PACAP has been 
shown to decrease food intake, promote leanness in mice (Hawke 
et al., 2009), and activate sympathetic nerve activity while inhibiting 
parasympathetic responses (Tanida et al., 2010). Conversely, ablation 
of PACAP from the VMH or the broader mediobasal hypothalamus 
results in rapid weight gain, increased adiposity, hyperinsulinemia and 
hyperglycaemia in mice, with only a slight and delayed rise in food 
intake (Bozadjieva-Kramer et al., 2021). The loss of PACAP in 58% of 

CCKVMH neurons may partially explain the observed increases in BW 
and hyperglycaemia following CCKVMH ablation.

Somatostatin is co-expressed in approximately 36% of CCKVMH 
neurons and is crucial in regulating satiety and obesity factors both 
centrally and peripherally (Kumar and Singh, 2020). Somatostatin was 
found to have both orexigenic actions, for example, through inhibition 
of CCK (Herzig et al., 1994) and action on the somatostatin receptor 
2 inducing feeding and drinking behavior (Stengel et al., 2010, 2015), 
and anorexigenic action, for example, when administered peripherally 
(Bray, 1995). Loss or acute inhibition of the CCKVMH neurons 
expressing SST may contribute to the changes in the feeding behavior 
observed in our pharmacogenetic mouse model.

CCKBR is the primary CCK receptor in the brain (Flak et al., 
2020) and is moderately expressed throughout the VMH, with low 
expression in the vlVMH. Moreover, CCKBR is found in three times 
as many VMH cells as CCK, indicating minimal autocrine effects of 
CCK. CCKBRVMH neurons specifically raise the blood glucose 
setpoint without affecting energy expenditure and BW, both under 
normal conditions and during the counterregulatory response (CRR). 
They do so by regulating hepatic glucose production independently 
of islet hormones, highlighting the brain’s central role in glucose 
homeostasis (Flak et  al., 2020). When CCKBR is knocked out 

FIGURE 6

DTA-mediated ablation of CCKVMH neurons in Ai9-CCK mice leads to prolonged weight gain due to increased food intake and disrupted meal patterns. 
(A) Coronal brain section from Ai9-CCK/DTA injected unilaterally with AAV-DIO-DTA, showing that the Ai9 fluorescent signal significantly decreased in 
the injected VMH region compared to the contralateral side. (B) A cohort of female mice (n  =  5 per group; Ai9-CCK and Ai9-Control) aged 3–4 months 
were injected bilaterally with AAV-DIO-DTA. BW analysis was recorded for a total of 3 months after surgery. Ai9-CCK/DTA animals significantly 
increased their BW compared to the Ai9-Control /DTA group starting 5 weeks after injection (Adj p  =  0.042), culminating with 13 weeks Adj p  =  0.00147. 
(C) Three months after surgery, the percentage of BW in each group significantly changes based on its pre-surgery weight. However, there was a 
significant difference between Ai9-CCK/DTA and the control group (Ai9-Control/DTA, 19.09  ±  1.98 vs. Ai9-CCK/DTA, 33.6  ±  4.50, p  =  0.018) attributable 
to the ablation of CCKVMH neurons. (D-H) Food intake and meal pattern analysis between the two groups reveals that Ai9-CCK/DTA animals increased 
food intake with longer and bigger meals while decreasing their meal frequency. (D) The food intake of the CCKVMH-ablated animals increased 
compared to the control group, as shown by the average daily intake (3.955 g  ±  0.1457 vs. 4.679 g  ±  0.1098, p  =  0.016). (E) Meal bouts (19.00  ±  1.00 vs. 
14.00  ±  1.15, p  =  0.0307). (F) Intermeal time (minutes) (72.33  ±  2.72 vs. 92.33  ±  6.489, p  =  0.047). (G) Meal size (0.2133 g  ±  0.012 vs. 0.3366 g  ±  0.026, 
p  =  0.0133). (H) Meal duration (minutes) (4.667  ±  0.88 vs. 8.333  ±  0.88, p  =  0.0424). Values are means ± s.e.m. p statistic (B) from multiple student t-tests 
corrected for multiple comparisons using the Holm-Šídák method and (C–H) from two-tailed unpaired student t-test. D-H, n  =  3 female mice in each 
group. Scale bar panel A, 200 μm.
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systemically in mice, it leads to obesity characterized by increased 
food intake and fat accumulation due to adipocyte hypertrophy. This 
also disrupts glucose regulation, causing elevated fasting blood 
glucose and insulin levels, impaired glucose tolerance, and hepatic 
insulin resistance (Clerc et al., 2007). In contrast, the silencing of 
CCKBRVMH neurons results in hypoglycaemia (Flak et al., 2020). In 
our study, acute inhibition of CCKVMH neurons leads to hyperphagia, 
and complete ablation of these neurons leads to hyperphagia-
associated obesity and hyperglycaemia. This information and the 
slight overlap between the two subpopulations expressing CCK and 
the CCKBR in the VMH suggest that they have distinct functions 
within their circuits. This emphasizes that CCK can still affect the 
CCKBRVMH neurons by being produced by other cells in the 
hypothalamus or from the periphery.

In this study, we utilised two approaches to investigate the role of 
CCK-expressing cells in the VMH. The first approach involved 
spatiotemporal control of the activity of CCKVMH-specific cells using 
chemogenetic cellular inhibition (hM4Di). The second approach 
involved ablating CCKVMH cells using DTA viral transduction, which 
aimed to remove the cells expressing CCK in the VMH, potentially 
resulting in a more pronounced phenotype.

For the chemogenetic approach, incremental doses of CNO 
revealed a dose-dependent increase in food intake, with significant 
effects observed at 3 mg/kg BW. This dose-dependent response 
indicated that higher CNO concentrations effectively inhibited 
sufficient CCKVMH neurons to modulate food intake. This experiment 
revealed that CCKVMH neurons significantly influence food intake and 
meal patterns. The increase in daily food intake and meal frequency 
following hM4Di activation suggests that CCKVMH neurons play a 
critical role in suppressing feeding behavior. This finding is consistent 
with the known anorexigenic effects of CCK in peripheral tissues 
(Ahn et al., 2022; Cawthon and de La Serre, 2021; Gibbs et al., 1973; 
Steinert et al., 2017), extending these effects to central mechanisms 
within the hypothalamus. Interestingly, the increased food intake 
manifested as a delayed response within the first 6 h post-injection. 
This delay may suggest that the CCKVMH neurons are involved in a 

broader neural circuit activation that regulates feeding behavior, 
supporting a delay in phenotype manifestation.

To assess changes in food intake resulting from the inhibition of 
CCKVMH neurons, we analyzed various meal patterns, including meal 
frequency, intermeal intervals, meal size, and duration. Meal frequency 
increased 6 h after CNO injection without affecting total food intake. 
The intermeal time significantly decreased with the rise in meal 
frequency and number of meals. Given that meal duration remained 
unchanged, it suggests that the increase in meal frequency was 
temporarily offset by a slight reduction in meal size, which may explain 
the unchanged cumulative food intake 6 h post-inhibition. Prolonged 
activation of the hM4Di and the associated GPCR signaling pathways 
could have long-lasting, cell-type-specific effects. Inhibition of CCKVMH 
neurons indeed led to a sustained increase in meal frequency 
throughout the day. In the 24 h data analysis, meal sizes did not change, 
indicating that the initial compensatory mechanism in response to 
increased meal frequency was overridden by continued inhibition. 
Other components of the satiety neuronal circuitry might fine-tune the 
VMH neuronal circuit’s sensitivity, including CCK-expressing neurons. 
In summary, inhibition of CCKVMH-expressing neurons increases meal 
frequency, with meal size initially adjusted to prevent excessive energy 
intake. However, chronic inhibition eliminates this adjustment, 
increasing total food intake due to higher meal frequency. These results 
reveal a potential modulatory window for intervention considering the 
delay in phenotype manifestation.

Meanwhile, the ablation of CCKVMH neurons led to a 28% increase 
in BW compared to controls at 14 weeks post AAV-DIO-DTA injection. 
The obese phenotype emerged about a month post-injection, 
corresponding with the typical time frame for optimal AAV expression 
and complete neuronal ablation. The obesity resulted from hyperphagia, 
with larger meal sizes and longer durations. Interestingly, meal 
numbers decreased, and intermeal intervals increased significantly 
without CCKVMH neurons, suggesting dysregulated compensatory 
mechanisms attempting to balance increased food intake with larger, 
longer meals. The energy surplus might also heighten peripheral satiety 
signals, activating hindbrain inhibitory circuits.

FIGURE 7

DTA-mediated ablation of CCKVMH neurons results in hyperglycaemia and glucose intolerance. (A) Baseline glucose levels after 16 h fasting before 
glucose IP injection show that Ai9-CCK/DTA animals are hyperglycaemic (6.520  ±  0.55 vs. 8.475  ±  0.50, p  =  0.038). (B) The plot shows the GTT of the 
two groups with a similar increase in blood glucose levels 30 min after IP but glucose intolerance at 180 min p  =  0.0122. Values are means ± s.e.m. 
(n  =  4–5 female mice per group). (A) p statistic from unpaired student t-test and (B) from two-way analysis of variance followed by Sidak’s post hoc 
test.
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The dysregulation of food intake caused by CCKVMH neuron 
ablation differs from acute inhibition using hM4Di. DTA ablation 
nearly eliminates all CCK-positive neurons in the VMH, disconnecting 
them from local circuits. During hM4Di-mediated inhibition, neurons 
remain intact and continue to receive presynaptic inputs, possibly 
engaging in satiety signal processing (for example, glucose, leptin/
insulin, ghrelin) that do not require synaptic neurotransmission, which 
is inhibited by hM4Di. The inhibition by hM4Di is ligand-dependent, 
creating a temporal inhibition window, varying based on the injection 
schedule. Thus, CCKVMH neurons likely modulate food intake through 
multiple mechanisms. Inhibition of neurotransmission increases meal 
frequency, suggesting postsynaptic partners contribute to satiety 
signals by adjusting energy intake per meal. Without CCK input, meal 
consumption becomes disrupted, initially decreasing meal size, which 
normalizes over time, though meal onset becomes more frequent. 
Conversely, neuron ablation results in prolonged meals with increased 
size, indicating a role in integrating neurohormonal satiety signals 
independent of synaptic communication. Increased meal sizes might 
trigger compensatory satiety circuits from the gastrointestinal tract 
and vagal pathways to the brain, ultimately reducing meal frequency.

Given the VMH’s role in glucose homeostasis and CRR, we found 
that CCKVMH ablation caused hyperglycaemia, with baseline blood 
glucose levels higher than controls after 16 h of fasting. These animals 
also showed glucose intolerance, maintaining higher blood glucose 
levels up to 3 h post-glucose administration. These findings indicate 
that CCK-expressing neurons contribute to glucose sensing and 
homeostasis within the VMH, and their absence results in sustained 
high blood glucose levels.

As hormone-based obesity treatments gain prominence, GLP-1 
receptor agonists have established themselves as frontrunners in this 
rapidly advancing field (Müller et al., 2019). While both GLP-1 and 
CCK have relatively short half-lives (Skibicka and Dickson, 2013), 
their pharmacological receptor agonists exhibit significantly prolonged 
effects (Christoffersen et al., 2020; Goldenberg and Steen, 2019). In 
pursuing more effective therapies for obesity and diabetes (Rodriguez 
et  al., 2023), CCK analog NN9056 has emerged as a promising 
candidate, especially when combined with the GLP-1R agonist 
semaglutide (Zhou et al., 2024). Although peripheral CCK action is 
vital for regulating food intake and energy balance, our findings 
demonstrate that CCK-expressing neurons in the VMH play a pivotal 
role in controlling feeding behavior and influencing glucose 
homeostasis by integrating neurohormonal satiety signals and 
synaptic inputs. Understanding the neural circuits involving CCKVMH 
neurons may lead to more targeted and effective therapies in this 
crucial area.
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Synaptopodin: a key regulator of 
Hebbian plasticity
Pei You Wu 1†, Yanis Inglebert 1,2,3*† and R. Anne McKinney 1*
1 Department of Pharmacology & Therapeutics, McGill University, Montreal, QC, Canada, 2 Department 
of Neurosciences, Université de Montréal, Montreal, QC, Canada, 3 Centre Interdisciplinaire de 
Recherche sur le Cerveau et l’Apprentissage (CIRCA), Montreal, QC, Canada

Synaptopodin, an actin-associated protein found in a subset of dendritic spines 
in telencephalic neurons, has been described to influence both functional and 
morphological plasticity under various plasticity paradigms. Synaptopodin is 
necessary and sufficient for the formation of the spine apparatus, stacks of smooth 
endoplasmic reticulum cisternae. The spine apparatus is a calcium store that 
locally regulates calcium dynamics in response to different patterns of activity and 
is also thought to be a site for local protein synthesis. Synaptopodin is present in 
~30% of telencephalic large dendritic spines in vivo and in vitro highlighting the 
heterogeneous microanatomy and molecular architecture of dendritic spines, 
an important but not well understood aspect of neuroplasticity. In recent years, 
it has become increasingly clear that synaptopodin is a formidable regulator of 
multiple mechanisms essential for learning and memory. In fact, synaptopodin 
appears to be the decisive factor that determines whether plasticity can occur, 
acting as a key regulator for synaptic changes. In this review, we  summarize 
the current understanding of synaptopodin’s role in various forms of Hebbian 
synaptic plasticity.

KEYWORDS

dendritic spines, synaptic plasticity, synaptopodin, mGluR-LTD, STDP, LTP, LTD

Introduction

Dendritic spines are small thorn-like protrusions found on the dendrites of most of the 
excitatory neurons in the brain. They are the point of contact between neurons, forming the 
postsynaptic side of the excitatory synapses, and hold the molecular machinery that allows the 
transmission of signal from the afferent neurons (Gray, 1959; Hering and Sheng, 2001; 
Nimchinsky et  al., 2002; McKinney, 2010). Spines can grow, shrink, form de novo and 
be maintained or be eliminated, all of which contribute to the formation and experience-
dependent optimization of neuronal circuits (Caroni et  al., 2012; Harris, 2020). These 
morphological modifications of spines are widely regarded as the structural basis for learning 
and encoding memories (Bourne and Harris, 2007; Kasai et al., 2021). They are also recognized 
as the loci of synaptic plasticity expression, believed to be the cellular mechanism underlying 
learning and memory formation (Hering and Sheng, 2001; Runge et al., 2020; McCann and 
Ross, 2017; Ma and Zuo, 2022). The most well-studied form of plasticity is Hebbian plasticity, 
in which the firing of one neuron induces the firing of another, strengthening the connection. 
Conversely, if the firing is desynchronized and does not drive the other neuron, the connection 
weakens. These processes correspond to the classical forms of long-term potentiation (LTP) 
and long-term depression (LTD), respectively.

The functional aspects of synaptic plasticity have been well characterized, whereby LTP 
increases synaptic strength and LTD decreases synaptic strength. Strengthened synaptic 
transmission during LTP is typically echoed by spine volume enlargement to accommodate 
more glutamate receptors (Bosch et al., 2014; Nakahata and Yasuda, 2018), as well as increased 
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spine stability or spine density (Geinisman et al., 2001). Conversely, 
weakened synaptic transmission during LTD is typically associated 
with shrinkage and/or spine loss, synapse loss, and undesirable 
decreased connectivity in neuronal circuits (Nägerl et al., 2004; Zhou 
et al., 2004; Stein and Zito, 2019). Intriguingly not all dendritic spines 
will undergo similar plastic changes despite receiving a similar 
stimulus, highlighting a heterogeneity in synapses (Ramiro-Cortés 
and Israely, 2013; Szepesi et al., 2014; Thomazeau et al., 2021). In fact, 
spines are highly heterogeneous as they have been grouped into 
different subtypes based on their size and shape, which are often 
associated with their function in memory storage and formation (Papa 
et al., 1995; Hering and Sheng, 2001; Nimchinsky et al., 2002; von 
Bohlen und Halbach, 2009; McKinney, 2010; Rochefort and Konnerth, 
2012; Pchitskaya and Bezprozvanny, 2020). Moreover, they also differ 
in terms of their molecular composition. Using electron microscopy 
(EM), Gray (1959) identified the presence of smooth endoplasmic 
reticulum (sER) in a subpopulation of the spines, and among those, 
some formed spine apparatus (SA), a more complex form of sER 
composed of several stacks of cisterns interconnected by electron 
dense materials (Frotscher et al., 2014). The formation and function 
of the sER in spines was a mystery, until recent live imaging 
experiments and 3D electron microscopy images revealed that the 
spine sER is continuous with the dendritic sER, which is critical for 
multiple forms of synaptic plasticity (Miyata et al., 2000; Holbro et al., 
2009; Ostroff et al., 2010; Chirillo et al., 2019) and exhibits motility to 
enter or exit the spines (Špaček, 1985; Spacek and Harris, 1997; Perez-
Alvarez et al., 2020).

The insertion of the sER in spines has been shown to be dependent 
on elevated synaptic transmission and activity and structural changes 
of spines after plasticity (Perez-Alvarez et al., 2020). The spines with 
stable sER have a longer lifetime with around 90% of these stable 
spines are associated with synaptopodin (SP), an actin-associated 
postsynaptic protein (Deller et al., 2000; Korkotian and Segal, 2011; 
Perez-Alvarez et al., 2020; Yap et al., 2020). While not expressed in the 
cerebellum, SP is found in the dendritic shaft, the dendritic spines and 
the axon initial segment of the excitatory neurons in the hippocampus, 
cerebral cortex and striatum (Mundel et al., 1997; Deller et al., 2000, 
2003). In the hippocampus, SP expression is developmentally 
regulated as it gradually increases over the maturation of the brain 
circuitry, reaching its maximum in adult animals (Czarnecki et al., 
2005). A similar developmentally regulated expression pattern was 
also observed in cultured neurons (Konietzny et al., 2019). SP is the 
only molecule found so far to be responsible for the formation of SA 
and colocalizes with it at the base of dendritic spines (Deller et al., 
2003). SA is originated from sER, it is believed to act as an intracellular 
calcium reservoir and to help in the compartmentalization of calcium 
within spines (Buchs et al., 1994; Holbro et al., 2009; Korkotian and 
Segal, 2011; Korkotian et al., 2014; Rosado et al., 2022). Presence of 
ribosomes and translocon on SA also imply that it might play an 
essential role in local protein synthesis (Špaček, 1985; Pierce et al., 
2000). Furthermore, the major glutamate receptors of the excitatory 
synapses, N-methyl-D-aspartate receptors (NMDAR) and α-amino-
3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor (AMPAR), 
were also found co-localizing with SA, suggesting a role in receptor 
turnover and trafficking (Nusser et al., 1998; Racca et al., 2000).

Studies on SP, the molecular marker of SA, have provided solid 
evidence that spines with or without SP are two functionally distinct 
groups of spines. SP is preferential localization in about 30% of the 

mushroom spine in adult hippocampus (Deller et al., 2003; Speranza 
et al., 2022b). SP expression in spines is also very dynamic and is 
differentially regulated by synaptic activity and various molecules such 
as the motor protein myosin V and miRNA (Yamazaki et al., 2001; 
Konietzny et al., 2019; Dubes et al., 2022). Presence or gain of SP in 
spines increases the spine head volume and the spine lifetime, whereas 
spines that lose SP have decreased spine size and survival time (Deller 
et al., 2000; Okubo-Suzuki et al., 2008; Zhang et al., 2013; Yap et al., 
2020; Speranza et al., 2022b). Mice in which the Synpo gene encoding 
SP is deleted (SPKO) show deficits in spatial learning (Deller et al., 
2003; Jedlicka et al., 2008), consistent with evidence that SP plays an 
important role in hippocampal structural/functional plasticity. SP 
regulates spine structural plasticity by supporting spine head 
enlargement induced by LTP (Okubo-Suzuki et al., 2008; Vlachos 
et al., 2009; Zhang et al., 2013; Chirillo et al., 2019). From our previous 
work we also know that under conditions of reduced activity, certain 
spines produce spine head protrusions to near by active presynaptic 
boutons, the stability of which depends on the presence of SP (Verbich 
et al., 2016). Increasing evidence in the past decade suggests that SP 
acts as a critical molecule for many forms of synaptic plasticity.

NMDAR-LTP

NMDAR -mediated LTP (NMDAR-LTP) is the most studied and 
best understood form of synaptic plasticity. It is commonly induced 
by either high frequency electrical stimulation (100 Hz) or chemical 
stimulation (e.g., NMDA, forskolin, etc.) (Dudek and Bear, 1992). The 
different stimulation methods may require slightly different molecular 
players, but NMDAR-LTP generally involves the elevation of post-
synaptic calcium (Ca2+) through NMDAR, followed by the activation 
of CAMKII and Protein Kinase A (PKA), leading to the subsequent 
trafficking of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid 
receptor (AMPAR) to the post-synaptic density (PSD) membrane 
(Figure 1) (Chetkovich and Sweatt, 1993; Lüscher and Malenka, 2012). 
Insertion of AMPAR to the PSD increases the synaptic strength and 
is associated with dendritic spine enlargement and stability (De Roo 
et al., 2008; Holtmaat and Svoboda, 2009; Lüscher and Malenka, 2012; 
Kasai et al., 2021). Ultrastructural analysis of rat hippocampal CA1 
dendritic spines following theta-burst stimulation induced LTP was 
shown to have enlarged PSD and perforated synapse, which is more 
likely to contain sER and spine apparatus (Toni et al., 2001; Chirillo 
et  al., 2019). In fact, these post-LTP ultrastructural changes in 
dendritic spines were further confirmed after the discovery of SP, 
where studies showed that SP mRNA and protein expression as well 
as the dendritic spine size increase following LTP (Yamazaki et al., 
2001; Fukazawa et al., 2003). The first observation of NMDAR-LTP 
deficits in SPKO was made in the hippocampus at Schaffer 
Collateral-CA1 (Sc-CA1) synapses, and was also linked to 
impairments in spatial learning (Deller et al., 2003). These findings 
have been subsequently confirmed by multiple independent studies 
(Zhang et al., 2013; Grigoryan and Segal, 2016; Inglebert et al., 2024), 
including the in vivo study in the Dentate Gyrus (Jedlicka et al., 2009). 
These studies provided solid evidence for a prominent role of SP in 
NMDAR-LTP, however how SP participates in the molecular 
mechanism of the plasticity is not well understood. An interesting 
observation has been made by Zhang et al., where only the younger 
SPKO mice (P15-21), but not the older mature mice (2 months- or 
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6 months-old), exhibits deficiency in NMDAR-LTP. The authors 
reasoned that the young developing mice require PKA activation for 
LTP and SP is a substrate of PKA (Yasuda et al., 2003; Faul et al., 2008; 
Zhang et al., 2013). In kidney podocytes phosphorylation of SP by 
PKA and CAMKII was found to protects from proteolysis and 
promotes stress fiber formation by stabilizing the GTPases RhoA 
(Asanuma et al., 2006; Faul et al., 2008), perhaps a similar mechanism 
occurs in the brain. However, direct evidence of SP phosphorylation 
and its relevant physiological effect in brain is still lacking. Despite this 
interesting observation by Zhang et al. (2013), a few studies showed 
conflicting results that NMDAR-LTP deficit is observed in mature 
SPKO mice (Table 1). Such discrepancy may be due to the difference 
in genetic background of the SPKO mice (Jedlicka and Deller, 2017), 
potential unknown compensatory mechanism in the adult animal, or 
the use of ventral hippocampal slices from WT, which exhibits weaker 
LTP than dorsal hippocampal slices, occluding the deficits in SPKO 
(Vlachos et  al., 2008; Grigoryan and Segal, 2016). Lack of 
NMDAR-LTP in adult SPKO mice can be attributable to impaired 
CAMKII activation due to the loss of intracellular calcium store SA 
leading to insufficient [Ca2+] in spines.

In addition to electrophysiological data, SP has been shown to 
regulate the structural plasticity of dendritic spines. Specifically, SP is 
necessary for NMDA-induced spine expansion (Zhang et al., 2013) and 
broadly regulates dendritic spine plasticity (Vlachos et  al., 2009). 

During NMDAR-LTP in WT mice, SP is upregulated in neurons and 
is specifically recruited to dendritic spines, where it promotes the 
enlargement of the spines and the accumulation of the AMPAR 
subunit GLUA1 in the spines (Yamazaki et al., 2001; Vlachos et al., 
2009; Korkotian et al., 2014). It is possible that SP also regulates actin 
dynamics through the Rho GTPases in neurons, in a way similar to 
how SP regulates stress fiber formation in kidney podocytes, to mediate 
the structural plasticity of the spines (Asanuma et al., 2006). There is 
currently a lack of information of the involvement of SP in actin 
dynamics in the brain and will be an important area for future research.

The loss of SP also affects the long-lasting maintenance of LTP 
(lasting from hours to months) (l-LTP) (Zhang et al., 2013), which 
relies on local protein synthesis (Otani et al., 1989; Raymond et al., 
2000; Kelleher et al., 2004). Electron micrographs have revealed the 
presence of polyribosomes and translocon in close association with SA, 
and that spines containing SP/SA are more likely to contain ribosomes 
compared to spines devoid of SP/SA, suggesting a critical role of SP in 
regulating local protein synthesis (Špaček, 1985; Pierce et al., 2000; 
Kruse et al., 2024). Complete loss of SP (e.g., SPKO) may significantly 
affect ribosomal trafficking and localization in spines, leading to the 
impairment of plasticity mechanisms that require de novo local protein 
synthesis, including l-LTP and mGluR-LTD, which will be elaborated 
later in this review (Figures 1, 2). Recent discovery of monosomes in 
synapses contributing to the local synthesis of many key synaptic 

FIGURE 1

SP/SA is involved in Hebbian long-term potentiation. Presence of SP/SA in spines enables the release of Ca2+ from RYR and NMDAR, allowing for the 
build-up of high [Ca2+] in spines to activate CAMKII during NMDAR-LTP and t-LTP. Subsequent phosphorylation of AMPAR by CAMKII initiates AMPAR 
surface insertion (signaling pathway shown in black arrow). CAMKII can equally activate signaling pathways to induce the long-lasting form of LTP 
(l-LTP) through ribosome-mediated local de novo protein synthesis in WT, as ribosomes are associated with SA (signaling pathway shown in brown 
arrow). In SPKO, NMDAR-LTP and t-LTP are impaired as SA is absent in spines. Lack of SA causes insufficient release of Ca2+ in spines to activate 
CaMKII. Loss of SA also lead to removal of ribosome from spines, disabling local protein synthesis for l-LTP.
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proteins adds an additional layer of complexity in understanding the 
regulation of local protein synthesis in spines (Biever et al., 2020). It 
would be interesting to uncover the relationship between SP and 
monosomes and perform an in-depth study on SP/SA’s role in synapse-
targeting and regulation of protein synthesis machinery in dendritic 
spines, the primary sites of protein production (Figure 1).

NMDAR-LTD

In contrast to LTP, the role of SP in LTD has been less explored. One 
primary reason is that low-frequency stimulation at 2 Hz yields 
conflicting results. At Sc-CA1 synapses, earlier findings indicated that 
LTD is normal in SPKO mice (Zhang et al., 2013), while our recent data 
showed that LTD is absent (Inglebert et al., 2024). This discrepancy can 
be attributed to variations in the number of stimulations, the extracellular 
Ca2+ concentration or the genetic background of the animals, similar to 
the discrepancy observed in adult LTP studies (Zhang et  al., 2013; 

Grigoryan and Segal, 2016). It is important to note that LFS-LTD can 
be induced at various frequencies (usually between 1 and 10 Hz), but so 
far has only been explored at 2 Hz in SPKO mice. The lack of LTD in 
SPKO observed in Inglebert et al. (2024) is supported by the fact that 
ryanodine receptors (RYR) level is significantly reduced in spines of 
SPKO, as RYR-mediated calcium has been shown to play an important 
role in LTD (Arias-Cavieres et al., 2018). This could lead to insufficient 
Ca2+ entry into spines to activate calcineurin and protein phosphatase 1, 
resulting in disrupted signaling and impaired AMPAR endocytosis 
(Figure 2). This recent evidence calls for further investigation into the 
role of SP in activity-dependent LTD, either induced by LFS or STDP.

Metabotropic glutamate 
receptors-LTD (mGluR-LTD)

One specific type of LTD, known as mGluR-LTD, is mediated by 
group 1 metabotropic glutamate receptors (mGluR1 and mGluR5). 

TABLE 1  The importance of synaptopodin in synaptic plasticity.

Reference Region Synapse Preparation Protocol Plasticity 
observed

Deller et al. (2003) Hippocampus Sc – CA1 Acute slices (adult)

TBS (100 Hz, 10 × 4 

pulses) or tetani (3 × 30 

pulses, 200 Hz)

Reduced LTP

Zhang et al. (2013) Hippocampus Sc – CA1

Acute slices (P15 or 21)
TBS (100 Hz, 10 × 4 

pulses)
Reduced LTP

Acute slice (2 or 6 month-

old)

TBS (100 Hz, 10 × 4 

pulses)
Normal LTP

Acute slice (P15 or 21)
2 Hz, 10 min, 1,200 

stimuli
Normal LTD

Grigoryan and Segal 

(2016)
Hippocampus Sc – CA1

Acute slices (2 to 3 month-

old)
100 Hz, 1 s Reduced LTP

Inglebert et al. (2024) Hippocampus Sc – CA1 Acute slices (P15 to P21)

10 Hz, 900 stimuli Reduced LTP

100 Hz, 900 stimuli Reduced LTP

t-LTP (+10 ms, 0,3 Hz, 

100 pairings)

Absence of LTP, LTD 

instead

t-LTD (−25 ms, 0.3 Hz, 

100 pairings)
Absence of LTD

2 Hz, 900 stimuli Absence of LTD

Jedlicka et al. (2009) Hippocampus PP – GC
Anesthetized mice (3 month-

old)

TBS (4 × 15, 200 Hz) 

TBS (6 series of 6 × 6, 

400 Hz)

Normal LTP

TBS (6 series of 6 × 6, 

400 Hz)
Reduced LTP

Speranza et al. (2022b) Hippocampus Sc – CA1 Acute slices (P30 – P40) DHPG (100 μM, 5 min) Reduced mGluR-LTD

Wu et al. (2024) Hippocampus Sc – CA1 Acute slices (P30 – P40)
S-DHPG (100 μM, 

5 min)
Reduced mGluR-LTD

Vlachos et al. (2009) Hippocampus N/A Hippocampal cultures cLTP (Glycine) Reduce GluR1 function

Korkotian et al. (2014) Hippocampus N/A Hippocampal cultures cLTP (Glycine)
Absence of 

morphological plasticity

This table summarizes the plasticity observed in the absence of synaptopodin under various protocols. It details the region, synapses, and type of preparation used. Additionally, the frequency 
of stimulation and the number of repetitions are specified. For instance, “10 × 4 pulses” means that the 4 pulses are repeated 10 times. Abbreviations used include TBS for Theta Burst 
Stimulation, t-LTP for timing LTP, Sc for Schaffer Collateral, PP for Perforant Path, GC for granule cells and cLTP for Chemical LTP.
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This form of LTD is observed in various brain regions, both in vitro 
and in vivo, including the hippocampus, amygdala, cortex, striatum 
and cerebellum (Bolshakov and Siegelbaum, 1994; Oliet et al., 1997; 
Palmer et al., 1997; Lüscher and Huber, 2010). It is typically induced 
by a brief application (5–10 min) of the mGluR agonist 
R,S-Dihydroxyphenylglycine (DHPG), which can lead to either the 
removal of postsynaptic AMPARs or a decrease in presynaptic release, 
depending on the concentration of DHPG (Sanderson et al., 2022). In 
mature neurons, AMPAR endocytosis by the rapid local translation of 
“LTD proteins” such as Arc, Map1b and STEP is a hallmark of 
mGluR-LTD (Figure  3) (Waung and Huber, 2009). In addition, 
mGluR-LTD induces structural changes which are characterized by 
spine shrinkage or loss (Oh et al., 2013; Ramiro-Cortés and Israely, 
2013). Yet, spines loss is not always observed (Thomazeau et al., 2021). 
Since the ability of Gp1 mGluRs to depress synaptic transmission 
depends on sER (Holbro et al., 2009), It has been hypothesized that 
the presence of SP might explain the discrepancies observed in the 
literature. Indeed, in hippocampal slices from SPKO, both functional 
and structural mGluR-LTD is impaired (Speranza et al., 2022b; Wu 
et al., 2024). Notably, the application of DHPG results in the selective 
loss of mushroom-shaped spines that lack SP through mGluR1 but not 

mGluR5 activity, while spines containing SP remain stable (Speranza 
et al., 2022b).

Spine shrinkage/loss may occur through the mammalian target of 
rapamycin complex 2 (mTORC2)-signaled protein synthesis, which 
has been shown to regulate mGluR-LTD, actin re-organization and 
protein synthesis (Huang et al., 2013; Takei and Nawa, 2014; Huber 
et al., 2015; Zhu et al., 2018). Spines containing SP are protected from 
structure remodeling during mGluR-LTD due to the presence of SP 
in spines that physically binds and tethers the actin filaments 
(Figure 3). Interestingly, SPKO mice do not exhibit significant spine 
elimination despite unchanged mGluR1 expression. This suggests that 
the activation of downstream effectors, such as protein synthesis 
machinery, may be defective or absent in SPKO mice (Špaček, 1985; 
Pierce et al., 2000; Wu et al., 2024). In contrast to structural plasticity, 
the decrease in synaptic strength requires the combined activity of 
both mGluR1 and mGluR5 (Volk et  al., 2006; Wu et  al., 2024). 
Although mGluR1 surface expression is normal in SPKO mice, 
mGluR5 surface expression is reduced, explaining the observed 
impairment in mGluR-LTD. Loss of SP destabilizes the interaction 
between scaffolding proteins (such as long Homers) that keeps 
mGluR5 anchored on the surface of dendritic spines (Brakeman et al., 

FIGURE 2

SP/SA is necessary for Hebbian long-term depressions. In WT spines that contain SP/SA, mGluR5 is stabilized by long Homers in the presence of SP. 
Upon activation of mGluR1/5, they trigger the release of phospholipase C (PLC), diacylglycerol (DAG) and Inositol trisphosphate (IP3) to activate IP3R 
and ribosomes. IP3R and ribosomes are found on SA, and they release Ca2+ and produce “LTD proteins” in order to promote endocytosis of AMPAR 
(signaling pathway shown in black arrows). NMDAR-LTD requires calcium entry from both NMDAR and RYR to activate the calcium-sensitive enzymes 
(calcineurin, PP1), to induce AMPAR internalization (signaling pathway shown in green arrows). In SPKO, due to the absence of SP and SA in spines, the 
postsynaptic mechanism of mGluR-LTD is completely switched to presynaptic mechanism through endocannabinoid signaling. The endocannabinoid 
is produced by mGluR1 alone, due to the loss of mGluR5 in the absence of SP, and retrograde signals back to presynaptic CB1R, leading to decreased 
glutamate release. As for NMDAR-LTD, the loss of RYR in the absence of SP/SA impairs intracellular Ca2+ release, leading to improper enzymatic 
signaling.
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1997; Wu et al., 2024) (Figure 2). More surprisingly, we found that the 
residual mGluR-LTD in SPKO mice is protein synthesis-independent 
and is instead mediated by a decrease in presynaptic release through 
endocannabinoid signaling as observed in neonatal animals (P8-15) 
(Nosyreva and Huber, 2005; Wu et al., 2024). This suggests that SP 
may regulate the locus of expression of mGluR-LTD and that loss of 
SP probably impact the normal maturation of the hippocampus.

Spike timing-dependent plasticity

Spike Timing-Dependent Plasticity (STDP) is an activity-
dependent plasticity thought to be more physiological and closer to 
what could happen in the brain (Debanne and Inglebert, 2023). Unlike 
plasticity dependent on stimulation frequency, STDP relies on the 
precise timing between presynaptic activity (excitatory postsynaptic 
potential, EPSP) and postsynaptic activity (action potential, AP). 
Classically, timing-dependent LTP (t-LTP) is induced when an EPSP 
is followed by an AP in the postsynaptic neuron and timing-dependent 
LTD (t-LTD) is induced when AP is followed by an EPSP (Bi and Poo, 
1998; Debanne et  al., 1998). SP has been recently identified to 
be  required for normal t-LTP and t-LTD at Sc-CA1 synapses 
(Inglebert et al., 2024). The absence of SP shifts t-LTP into t-LTD but 
can still be restored by adjusting the parameters of the STDP paradigm 

(Table 1). The higher threshold for t-LTP in SPKO mice is most likely 
due to the loss of AMPAR in Sc CA1 synapses, which works in 
conjunction with NMDAR to induce postsynaptic Ca2+ elevation in 
spines. Loss of AMPAR might have caused a reduction of Ca2+ in 
spines resulting in impaired t-LTP. A stronger STDP protocol that 
induced stronger NMDAR-mediated currents might have overcame 
the impact of AMPAR deficiency and therefore rescued the t-LTP 
deficit (Inglebert et al., 2024; Nevian and Sakmann, 2006) (Figure 1). 
In the hippocampus, at Sc-CA1 synapses, t-LTD has been described 
to required numerous molecular players to exist, such as calcium 
release from internal stores and mGluR5 activation, which are both 
disrupted in the absence of SP (Inglebert et al., 2024; Wu et al., 2024) 
(Figure 2). Since STDP can be induced at the single spine level by 
pairing glutamate uncaging with post-synaptic APs (Tazerart et al., 
2020), it presents a compelling paradigm for studying the role of SP in 
morphological plasticity of dendritic spines. Remarkably, following 
glutamate uncaging on SP-positive spines, neighboring synapses 
demonstrate spine head shrinkage (Korkotian et  al., 2014). Could 
SP-positive spines influence neighboring spines more strongly or 
differently than SP-negative spines? In support of this idea, after 
TBS-induced LTP, the vicinity of spines expressing sER formed larger 
clusters with an increased total synaptic weight. We believe that STDP 
provides an ideal framework for investigating both homo- and hetero-
synaptic plasticity at the single-spine level, as it is highly dependent on 

FIGURE 3

mGluR-LTD-mediated spine structural remodeling is regulated by synaptopodin. WT spines containing SP are protected from mGluR-LTD-induced 
shrinkage due to the presence of SP/SA that binds to F-actin and prevents actin depolymerization. WT spines lacking SP undergo spine shrinkage as SP 
is absent in the spine, allowing the F-actin to be depolymerized following mGluR1-induced mTORC2 signaling. Though the spine is devoid of SP/SA, 
they contain sER and protein synthesis machinery required for structural remodeling (i.e., mTORC2 and ribosomes). The SPKO spines do not display 
mGluR-LTD-dependent structural plasticity. They lack SP/SA, sER and the molecular machinery that is required for mGluR-LTD-induced structural 
plasticity.
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clustered dendritic spines. For example, t-LTP can be  enhanced 
through the co-activation of closely clustered spines (within <5 μm) 
(Tazerart et al., 2020). The presence of SP in the spine could alter the 
rules of synaptic cooperation and is an interesting area for future 
studies. In addition, in some cases, STDP also necessitates activation 
of group  1 metabotropic glutamate receptors (Group I  mGluRs), 
which we recently demonstrated to be down-regulated in SPKO mice 
(Speranza et al., 2022b; Wu et al., 2024).

Synaptopodin and calcium dynamics

SP/SA has long been identified as an important source of 
postsynaptic Ca2+ and regulates Ca2+ dynamics within spines. In fact, 
experiments involving glutamate uncaging at single spines have 
demonstrated that, regardless of spine shape, SP-positive spines 
exhibit stronger calcium transients compared to SP-negative spines 
(Korkotian and Segal, 2011; Korkotian et  al., 2014). This elevated 
calcium signal likely originates from intracellular Ca2+ stored in the 
SA/sER, as the application of thapsigargin or cyclopiazonic, the sER 
calcium depletion agent, eliminates this difference. Specifically, RYR 
are considered key players in the release of Ca2+ from internal stores. 
Indeed, SP expression is correlated with the presence of RYR, and the 
specific application of caffeine, a RYR agonist, results in a greater Ca2+ 
increase in SP-positive spines (Vlachos et al., 2009; Segal et al., 2010). 
This Ca2+-induced Ca2+-release from internal stores has been shown 
important for structural plasticity as blocking the RYR or depleting 
the intracellular calcium store was shown to prevent the structural 
expansion and AMPAR accumulation in spines (Vlachos et al., 2009). 
In addition, blocking of RYR have been long shown to prevent the 
expression of different forms of LTP as well as NMDAR-LTD at 
Sc-CA1 synapses (Raymond and Redman, 2002; Mellentin et al., 2007; 
Grigoryan et al., 2012; Arias-Cavieres et al., 2018; Valdés-Undurraga 
et al., 2023). Similarly, t-LTP has been shown to require RYR signaling 
depending on the repeat number and frequency of the STDP 
stimulation (Cepeda-Prado et al., 2022). Furthermore, knocking down 
SP significantly reduces RYR-positive spines and prevents the 
accumulation of GLUA1 in spines (Vlachos et al., 2009). RYR are not 
the only molecular players expressed in the SA/sER that control 
calcium dynamics and affect plasticity. Inositol triphosphate receptor 
(IP3R) mediated Ca2+ transient was observed only in the SA/
sER-containing spines, and is necessary for NMDAR-LTP/LTD as well 
as mGluR-LTD (Taufiq et al., 2005; Holbro et al., 2009; Yoshioka et al., 
2010). In addition, store-operated calcium entry (SOCE) channels, 
Orai1/STIM1, which serve to replenish the Ca2+ stores when depleted, 
are also preferentially located in SP-positive spines and may contribute 
to the amplified calcium response in these SP-positive spines 
(Korkotian et al., 2014). Based on these experimental evidence, SP/SA 
plays a central role in regulating postsynaptic Ca2+ dynamics during 
activity. SP/SA-positive spines, where intracellular calcium signaling 
is present, appear to be the locus of expression for synaptic plasticity. 
The deficits in these different forms of Hebbian plasticity in SPKO that 
have been discussed earlier in this review can all be partially, if not 
completely, attributable to the impaired calcium signaling. 
Additionally, recent publications provided compelling evidence 
showing that postsynaptic calcium dynamics regulates local 
translation in a synaptic plasticity-specific manner, implying calcium 
as the central signaling molecule involved in the induction and 

maintenance of synaptic plasticity (Sun et  al., 2021; Ramakrishna 
et al., 2024). This suggests that the protein synthesis pathways, which 
are implicated in many forms of Hebbian plasticity and often 
considered as an independent mechanism to the calcium signaling, 
are downstream effectors regulated by calcium dynamics. Based on 
this idea, SP/SA, the master switch of calcium in dendritic spines, 
would be the ultimate regulator of Hebbian plasticity. Moving forward, 
experiments combining calcium imaging and electrophysiology as 
well as biochemical analysis of calcium-dependent proteins are 
necessary to gain a better understanding of calcium dynamics and 
calcium signaling in SP-positive spines during the activity-
dependent plasticity.

Synaptopodin and neuronal 
excitability

Synaptopodin is also expressed in the Axon Initial Segment (AIS), 
where action potentials are generated (Schlüter et al., 2019). Plasticity 
in the AIS serves as a powerful regulatory mechanism for neuronal 
excitability, as changes in morphology (such as length and distance 
from the soma) or ion channel expression can lead to increased or 
decreased excitability (Yamada and Kuba, 2016), directly affecting 
synaptic plasticity induction threshold. CA1 pyramidal neurons from 
6-month-old SPKO mice show increased intrinsic excitability 
(measured by field potential recordings) and altered spike waveform 
properties (Aloni et al., 2021). However, the mechanisms underlying 
this increased excitability remain largely unknown. It is speculated 
that it may serve as a homeostatic compensatory mechanism to 
counteract reduced synaptic plasticity. Additionally, it is important to 
note that no study has thoroughly characterized the intrinsic 
excitability in SPKO mice, including parameters such as input–output 
curves or rheobase. Consequently, the impact of SP loss on intrinsic 
excitability remains uncertain. One possible explanation is that it 
directly influences the development of the AIS, as suggested by several 
studies. For instance, following LTP in hippocampal granule cells, AIS 
shortening is linked to a reduction in SP clusters (Jungenitz et al., 
2023) and the absence of SP impairs the maturation of AIS length in 
the visual cortex (Schlüter et al., 2017). Furthermore, recent evidence 
suggests that the AIS can rapidly shorten following LTD in the 
hippocampus (Fréal et al., 2023), though the role of SP in this process 
remains unclear.

Synaptopodin in neurological 
disorders

While SP is heavily implicated in the cellular form of learning by 
mediating various forms of synaptic plasticity in brain, not much is 
known about SP role in the diseased state of the brain. Many 
neurodevelopmental and neurodegenerative disorders have been 
shown deficits in synaptic activities and plasticity (Usdin et al., 1999; 
Huber et  al., 2002; Ma et  al., 2010; Yoo et  al., 2014; Chu, 2020). 
Recently, SP has been identified to be  linked to autism spectrum 
disorder and regulates calcium dynamics as well as spine structural 
plasticity in a mouse model of autism (Hu et al., 2023). Furthermore, 
in a mouse model of Fragile X syndrome (FXS), which is the most 
prevalent form of intellectual disability and has enhanced mGluR-LTD, 
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SP was found upregulated in the dendritic spines, especially in the 
long thin type of immature spines that usually do not contain SP 
(Huber et al., 2002; Speranza et al., 2022a), As the presence of SP in 
spines enhance spine stability, the upregulation of SP in spines of FXS 
mouse model could explain the increase of in total and thin spine 
density in these mice (Comery et al., 1997; McKinney et al., 2005; 
Speranza et al., 2022a). Together with the deficit of mGluR-LTD in 
SPKO (Wu et al., 2024), this finding suggests that SP level requires 
precise regulation, too much or too little SP could both lead to 
abnormal synaptic plasticity and potentially neurological disorders. 
SP has been shown to be  required for lesion-induced synaptic 
homeostatic changes following neuronal denervation, which is often 
resulted from demyelination, cells death and traumatic brain injury 
(Vlachos et  al., 2013; Kruse et  al., 2024). SP’s ability to modulate 
calcium has been used to rescue Alzheimer’s disease in mouse model. 
Aloni et al. (2019) has crossed SPKO mice with the 3xTg Alzheimer’s 
mouse model in the attempt of rescuing the LTP deficit that was 
observed in the Alzheimer’s mouse model. This was achieved by 
decreasing the intracellular calcium level that is elevated in the disease 
mouse model (Chakroborty et al., 2009). Not only did the LTP deficit 
was rescued, animal spatial learning was also improved in the crossed 
mice. Current data on SP involvement in diseases is only just 
beginning and is very limited, however current data suggests that SP 
has a significant clinical implication. Future studies on SP will reveal 
more exciting findings on the role of SP on memory formation and 
storage as well as its role in neurological diseases.

Concluding remark

This review highlighted the recent findings and discovery about 
SP’s role in Hebbian synaptic plasticity. SP/SA, acting as the important 
source of Ca2+ in the postsynaptic compartment, regulates virtually all 
types of Hebbian plasticity. Increasing studies start to look at SP from 
different perspectives. Proteomic studies have identified novel binding 
partners of SP in spines, further delineating SP/SA function in spines 
(Falahati et  al., 2022; Konietzny et  al., 2023). Electrophysiological 
studies showed SP playing important roles in non-Hebbian plasticity 
as well (Vlachos et al., 2013; Dubes et al., 2022). A key question that 
has never been answered for SP is why it is only present in a subset of 
dendritic spines and what determines its presence in spines. Some 
may argue activity determines its presence in spines, but SP is also 
regulating the activity of the spines. Future studies are needed to 

identify the missing factor that determines the heterogeneous presence 
of SP in spines.
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Introduction

Pyramidal neurons (PNs) receive and integrate 1,000’s of synaptic inputs impinging
onto their dendritic arbor to shape the neuronal output. The richness and the complexity
of such input-output transformation primarily relies on the ability of neurons to generate
different forms of dendritic local spikes, regenerative events originating in the dendrites
profoundly influencing the probability and the temporal structure of somatic spiking.
Extensive work during the last two decades has identified the impact of clustering
and cooperative plasticity among glutamatergic synapse in promoting dendritic spikes.
However, the role of inhibitory synapses in such processes remains elusive. In this opinion
paper, following a general introduction on the impact of the synaptic input spatial
distribution in neuronal activity, we highlight the coordinated plasticity of excitatory and
inhibitory dendritic synapses as an emerging key factor in the organization of the dendritic
input architecture. In particular we will emphasize that the relative positioning of diverse
excitatory and inhibitory dendritic synapses at the microscale level is a major determinant
for shaping dendritic dynamics and neuronal circuit function in the brain.

Multiscale spatial arrangement of dendritic
excitatory or inhibitory synaptic inputs

In different brain areas, distinct synaptic inputs converging onto PNs show a macro-
scale distribution across large dendritic compartments. For instance, in the hippocampal
formation, excitatory fibers from entorhinal cortex (EC) project to the distal portions
of apical dendrites of CA1 PNs through the perforant path (PP), while Schaffer
collaterals (SCs) from the CA3 area mainly contact the proximal dendrites (Megías et al.,
2001; Figure 1). Similarly, in the neocortex, intra-cortical layer 2/3 (L2/3) PNs axons
(feedforward information) contact the proximal dendrites of layer 5 (L5) PNs, with cortico-
cortical inputs from high-order cortical areas (feedback information) targeting their distal
dendrites (Larkum, 2012). This illustrates a large-scale connectivity scheme wherein fibers
from either distant or local brain regions preferentially contact distal or proximal dendrites,
respectively (Felleman and Van Essen, 1991). Such broad-scale input organization reflects
important functional properties where the activation of proximal dendrites typically
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FIGURE 1

Schematic representation of proximo-distal dendritic compartmentalization of diverse GABAergic and glutamatergic inputs on a CA1 pyramidal
neuron. (A) Representative selection of excitatory and inhibitory inputs received by CA1 dendrites. Specific subsets of excitatory inputs are aligned
with distinct GABAergic fibers. Proximal dendrites in the stratum radiatum are targeted by SC (orange), amygdala projections (green), as well as local
SC-associated interneurons (pink) and bistratified interneurons (purple). In contrast, distal dendrites in the stratum lacunosum moleculare receive
inputs from the thalamus (yellow), the EC through the PP (red), O-LM interneurons (dark blue), and PP-associated interneurons (light blue). Dashed
box delineates a distal dendritic portion represented in (B). (B) Two di�erent possible spatial arrangements of excitatory and inhibitory inputs on a
distal dendritic segment. (Left) GABAergic inputs from either O-LM or PP-associated interneurons (striped light-dark blue) are positioned within an
“interplay range” with thalamic or PP inputs (d1) or located beyond this range (d2). This points to the existence of excitatory-inhibitory spatial
combinations, wherein certain inhibitory inputs consistently spatially paired with specific subsets of glutamatergic inputs. (Right) Excitatory and
inhibitory inputs are randomly distributed along a dendritic segment. In this spatial arrangement, there are no consistent rules determining the pairing
of specific GABAergic and glutamatergic inputs at the microscale level (s.o., stratum oriens; s.p., stratum pyramidale; s.r., stratum radiatum; s.lm.,
stratum lacunosum moleculare; PP, perforant path; SC, Sca�er Collaterals; Thal, Thalamic; Amyg, Amygdala).
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produces single action potentials while co-activation of distal and
proximal synaptic inputs can generate calcium plateau potentials—
specific forms of dendritic spikes initiated in the distal dendritic
region—leading the neuron to burst firing (Jarsky et al., 2005;
Takahashi and Magee, 2009; Larkum et al., 1999). This supra-
linear integration provides the biophysical basis for a fundamental
associative process to combine and compare different types of
information at the single cell level (Bittner et al., 2015; Larkum,
2012). Along the same line, the differential effect of distal
feedforward inputs triggering single spikes and the combined
activation of feedforward and distal feedback inputs inducing burst
firing, provides the opportunity for the independent transmission
of these two distinct signals through the same neuronal pathway
(multiplexing; Naud and Sprekeler, 2017).

Intriguingly, GABAergic inputs are also non-randomly
distributed along the axo-dendritic axis of PNs. Diverse subclasses
of GABAergic interneurons (INs) target specific sub-regions of PNs
including axon initial segment, soma, proximal dendrites and distal
dendrites, with a specific temporal activation critically contributing
to e.g., brain oscillations (Klausberger and Somogyi, 2007; Tzilivaki
et al., 2023). In both hippocampus and neocortex, the proximo-
distal dendritic compartmentalization of diverse GABAergic inputs
creates a spatial pattern where distinct GABAergic fibers broadly
align with specific subsets of excitatory inputs. For example,
in the hippocampus, oriens-lacunosum-moleculare (O-LM),
neurogliaform, and perforant path (PP)-associated INs target the
distal dendrites of CA1 pyramidal neurons aligning with PP inputs
from the EC. Comparably, bistratified, SC-associated and Ivy
interneurons match glutamatergic inputs from CA3 onto proximal
dendrites (Klausberger, 2009; Lovett-Barron et al., 2012; Figure 1).

The existence of structured patterns of synaptic inputs
localization persists at smaller scales. At glutamatergic side,
computational and experimental works showed that dendritic
synaptic inputs clustering favors dendritic spikes initiation (Mel,
1993; Poirazi and Mel, 2001; Poirazi et al., 2003a,b; Larkum et al.,
2009). In L5 PNs, for instance the activation of glutamatergic inputs
within a ∼ 40µm range undergo supra-linear summation due to
N-methyl-D-aspartate (NMDA) receptor-dependent regenerative
mechanism, whereas inputs more than 80µm apart integrate
linearly, indicating the key role of the spatial determinants in
dendritic input summation (Polsky et al., 2004). The functional
clustering of glutamatergic inputs has been observed directly
in dendrites of both CA3 and L2/3 PNs, where spontaneous
activity is more likely to co-activate neighboring glutamatergic
spines rather than distant spines, thus forming glutamatergic
synaptic “assemblets” within ∼ 10µm (Takahashi et al., 2012).
The clustered organization of glutamatergic inputs underpins an
important role at the functional level. In the visual cortex, the
clustering of similarly tuned inputs aids edge detection and contour
integration (Iacaruso et al., 2017), while in the motor cortex,
task-related inputs cluster within 10µm subdomains to support
decision-making (Kerlin et al., 2019). Besides the relevance of
the tight spatial proximity between active glutamatergic synapses
(synaptic clustering), the initiation of dendritic spikes strongly
depends on the dendritic morphology. In thin and short dendritic
branches, the high input resistance determines low attenuation
of the depolarization produced by individual synapses thus
promoting the signal summation within the branch (Kastellakis
and Poirazi, 2019). For instance, the timely activation of ∼ 20

glutamatergic inputs on a radial oblique dendritic branch of
100µm in CA1 PNs initiate a local sodium spike regardless of
their spatial relationship along the branch, thus determining in-

branch clustering (Losonczy and Magee, 2006). Anatomical studies
of SCs synapses localization onto CA1 PNs dendrites have revealed
a highly non-uniform connectivity structure. In particular, the
number of short inter-spine distances as well as the number of
glutamatergic inputs per branch was greater than chance level,
thus supporting both synaptic clustering and in-branch clustering
modes, respectively (Druckmann et al., 2014). Similar findings were
observed for thalamocortical inputs onto L5 PN (Rah et al., 2013).
Collectively, this evidence indicates that, at different scales, the
spatial arrangement of glutamatergic synapses in dendrites of PNs
crucially shapes the transfer function between synaptic activation
and dendritic depolarization/spiking (Ujfalussy and Makara, 2020;
Kastellakis and Poirazi, 2019). It is interesting to note that, synaptic
inputs in dendrites of interneurons are less spatially structured with
respect to PNs (Kwon et al., 2018), and, in contrast to PNs, synaptic
inputs in small caliber dendrites of fast spiking basket cells tend to
summate sub-linearly (Tzilivaki et al., 2019).

As with excitatory inputs, several lines of evidence show
that synaptic inhibition in PNs dendrites depends on local
spatial determinants at the microscale level, such as their fine
relative positioning with respect to excitatory synapses (Boivin and
Nedivi, 2018). Modeling studies suggest that GABAergic synapses
positioned distally (off-path) from a cluster of glutamatergic
synapses more efficiently raise the threshold for initiating a
dendritic spike compared to proximally-placed ones (on-path),
whereas the on-path location is more effective in shunting
already-triggered dendritic spikes (Gidon and Segev, 2012). Both
predictions have been corroborated experimentally ex vivo in
L5 PNs, confirming that the specific spatial arrangement of
GABAergic synapses in dendritic branches is an important
determinant shaping dendritic excitability (Jadi et al., 2012). In this
concern, studies report that diverse GABAergic inputs from specific
interneurons are highly structured at branch and sub-branch
levels. In CA1 PNs, O-LM interneurons (somatostatin+, SOM+)
or neurogliaform interneurons (neural nitric oxide synthase+,
nNOS+) preferentially target the ending or the intermediated
region of the terminal domain of distal dendrites, respectively
whereas bistratified interneurons (neuropeptide Y+, NPY+) target
the origin of the terminal domain of proximal apical oblique
and basal dendrites (Bloss et al., 2016). In addition, the study of
the excitatory and inhibitory synapses distribution in the whole
dendritic arbor in L2/3 PNs revealed that, while density of both
synapses significantly vary in different neuronal sub-regions, its
ratio was remarkably balanced at branch level (Iascone et al.,
2020). Finally, inhibitory GABAergic synapses can be located
directly on glutamatergic spines thus effectively controlling spine
depolarization (Boivin and Nedivi, 2018; Chiu et al., 2013).

How does cooperative plasticity
among glutamatergic synapses shape
synaptic clustering?

Extensive work on glutamatergic spines reports that the
expression of long-term potentiation (LTP) at an individual spine
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can lower the threshold for the induction of synaptic plasticity
at neighboring spines by spreading signaling molecules such as
small GTPases from the potentiated spine in dendritic stretches
of ∼10 µm: this establishes the coordinated potentiation of a
subset of contiguous spines ultimately leading to the formation
of a glutamatergic synaptic cluster (Harvey and Svoboda, 2007;
Harvey et al., 2008; Hedrick and Yasuda, 2017). On the other
hand, the stimulation of a glutamatergic spine cluster can
depress nearby spines through the diffusion of the phosphatase
calcineurin, a mechanism that is expected to increase the structural
and functional identity of specific clusters (Oh et al., 2017).
Likewise, long-term depression (LTD) at an individual spine
can either depress or potentiate neighboring spines (Chater and
Goda, 2021). Overall, these observations suggest that short-
range interplay between spines can define the spatial pattern of
dendritic glutamatergic synapses. Nevertheless, how GABAergic
synapses contribute to these processes remains largely obscure.
Traditionally, inhibition has been considered poorly plastic and
to take part to plasticity phenomena mainly by adjusting the
threshold for the induction of glutamatergic plasticity (Steele
and Mauk, 1999). In this concern, modeling studies report
that specific placement of GABAergic synapses with respect to
either excitatory synapses or dendritic branches can spatially
constraint glutamatergic plasticity hence influencing the degree of
glutamatergic synapses clustering (Bar-Ilan et al., 2012). Similarly,
the activation of GABAA receptors by GABA uncaging leads to
the shrinkage of nearby glutamatergic spines within a range of
∼15µm, reinforcing the spatial role of inhibition in promoting
the competitive selection of dendritic spines (Hayama et al.,
2013).

Nevertheless, several lines of evidence indicate that GABAergic
synapses express several forms of plasticity (Chiu et al., 2019).
This prompts the questions of how glutamatergic and GABAergic
plasticity interact at dendritic level at the microscale level and how
this can shape synaptic clustering—topics that have thus far been
investigated mainly through indirect approaches (Chapman et al.,
2022). After the induction of spike-timing-dependent plasticity at
a specific synaptic population subset in an auditory cortex PN,
the plasticity of excitatory and inhibitory plasticity at distinct
unstimulated synaptic population subset was found to be co-
tuned to achieve a precise excitation-to-inhibition set point (Field
et al., 2020). Interestingly, the plasticity-induced remodeling of
excitatory and inhibitory synapses on dendrites of L2/3 PNs in
the visual cortex is spatially coordinated in dendritic portions
of ∼10µm suggesting short-range interplay between inhibitory
and excitatory synapses (Chen et al., 2012). In addition, the
stimulation of thalamic afferents to distal dendrites of cortical L2/3
PNs induces inhibitory LTP at GABAergic synapses formed by
SOM+ interneurons in the same dendritic portion, thus hinting
to local interaction between excitatory and inhibitory synapses
(Chiu et al., 2018). Extending this framework, a modeling study
identifies the presence of plastic GABAergic synapses as important
organizers of dendritic glutamatergic synaptic clustering (Kirchner
and Gjorgjieva, 2022).

A more recent work investigated the spatial determinants
for the interaction between individual dendritic glutamatergic

and GABAergic synapses in hippocampal neurons (Ravasenga
et al., 2022). By inducing single-spine LTP through the pairing
of glutamate uncaging with somatic action potential train, they
observed that GABAergic synapses located within a spatial range of
∼3–4µm around the potentiated spine were depressed. Although
several factors could limit the generalization of this finding
including the poorly physiological induction of LTP and the
lack of in vivo data, the spatial dependence of the interaction
between excitation and inhibition likely plays an important
role in the organization of dendritic synaptic inputs. First, by
considering the local effect of inhibition (Gidon and Segev,
2012), this heterosynaptic interplay is expected to disinhibit
specific potentiated glutamatergic inputs through a winner-takes-
all process, with e.g., other concurrent plasticity phenomena
maintaining the global dendritic homeostatic balance. Second,
the activity-dependent depression of a neighboring GABAergic
synapse can contribute to the formation of glutamatergic synaptic
clusters thus complementing the cooperative plasticity phenomena
between glutamatergic inputs mentioned above. Finally, in the
light of this short-range interplay, the convergence of diverse
excitatory and inhibitory inputs within the same dendritic
stretch can crucially impact at the network level, allowing, for
instance, specific glutamatergic inputs to differentially control
inputs from different interneuron subtypes. For example, PP
and thalamic inputs contact the distal apical dendrites of
CA1 PNs together with inputs from O-LM and PP-associated
interneurons, which primarily mediate feed-back and feed-forward
inhibition, respectively. If, differently from thalamic inputs, EC
inputs are consistently located within the “interplay range” with
inputs from O-LM interneurons, EC activity could weaken
neighboring O-LM inputs (Figure 1). This could bias the balance
of inhibition from feedback to feed-forward, thereby altering
how these dendrites process and integrate incoming signals.
Thus, in analogy with the aforementioned large-scale matching
between excitation and inhibition in proximal and distal dendritic
compartments, it is important to define the co-alignment between
excitatory and inhibitory inputs at the microscale level. The
spatial pattern of diverse excitatory and inhibitory inputs along
the dendrites may serve as a “fingerprint” for PN subtypes,
where the consistent pairing of particular excitatory inputs
with inhibitory inputs from specific interneurons could act as
structural “synaptic motifs.” In a broader framework, the impact
of excitatory-inhibitory short-range synaptic interplay can be
assessed by including specific synaptic topology and plasticity
rules in available biophysical computational models predicting the
spiking output of PNs receiving realistic excitatory and inhibitory
temporal activity patterns at cellular level. This will allow to
understand how short-range plasticity contribute to modulate
specific network oscillations by tuning at dendritic level the
contribution of diverse interneuron subtypes, or how it could
enable associative learning by differentially gating information
from distinct brain areas. Importantly, this could also clarify
how aberrant short-range plasticity could lead to the disruption
of coordination between different interneurons subtypes activity
ultimately causing pathology. In the long run, the refined
information about the dendritic synaptic spatial arrangement
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and short-range interaction could be integrated in computational
models that include dendritic computation in large-networks
functions and will also contribute designing more neuromorphic
and efficient deep neuronal networks (DNNs; Pagkalos et al., 2024,
2023).
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Iconography of abnormal 
non-neuronal cells in pediatric 
focal cortical dysplasia type IIb 
and tuberous sclerosis complex
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1 IDDRC, Jane and Terry Semel Institute for Neuroscience and Human Behavior, University of 
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Once believed to be the culprits of epileptogenic activity, the functional properties 
of balloon/giant cells (BC/GC), commonly found in some malformations of cortical 
development including focal cortical dysplasia type IIb (FCDIIb) and tuberous 
sclerosis complex (TSC), are beginning to be unraveled. These abnormal cells 
emerge during early brain development as a result of a hyperactive mTOR pathway 
and may express both neuronal and glial markers. A paradigm shift occurred 
when our group demonstrated that BC/GC in pediatric cases of FCDIIb and TSC 
are unable to generate action potentials and lack synaptic inputs. Hence, their 
role in epileptogenesis remained obscure. In this review, we provide a detailed 
characterization of abnormal non-neuronal cells including BC/GC, intermediate cells, 
and dysmorphic/reactive astrocytes found in FCDIIb and TSC cases, with special 
emphasis on electrophysiological and morphological assessments. Regardless 
of pathology, the electrophysiological properties of abnormal cells appear more 
glial-like, while others appear more neuronal-like. Their morphology also differs in 
terms of somatic size, shape, and dendritic elaboration. A common feature of these 
types of non-neuronal cells is their inability to generate action potentials. Thus, 
despite their distinct properties and etiologies, they share a common functional 
feature. We hypothesize that, although the exact role of abnormal non-neuronal 
cells in FCDIIb and TSC remains mysterious, it can be suggested that cells displaying 
more glial-like properties function in a similar way as astrocytes do, i.e., to buffer 
K+ ions and neurotransmitters, while those with more neuronal properties, may 
represent a metabolic burden due to high energy demands but inability to receive 
or transmit electric signals. In addition, due to the heterogeneity of these cells, 
a new classification scheme based on morphological, electrophysiological, and 
gene/protein expression in FCDIIb and TSC cases seems warranted.

KEYWORDS

focal cortical dysplasia, tuberous sclerosis complex, balloon cells, electrophysiology, 
pediatric epilepsy
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1 Introduction and pathological 
findings in FCDIIb and TSC

Malformations of cortical development (MCD) comprise a wide 
range of conditions arising from anomalies in cell differentiation, 
migration, and proliferation within the cerebral cortex (Barkovich 
et  al., 2012). Although the exact prevalence of MCD remains 
uncertain, studies estimate their involvement in up to 40% of cases 
with pharmaco-resistant childhood epilepsies (Barkovich et al., 2012; 
Guerrini and Dobyns, 2014; Represa, 2019). In such instances, elective 
surgical resections not only offer a means to mitigate epileptic 
episodes, but also present an opportunity to explore the 
pathophysiology of MCD (Blumcke et  al., 2017; Juric-Sekhar and 
Hevner, 2019; Blumcke, 2024).

A common type of MCD is Focal Cortical Dysplasia (FCD), 
characterized by Taylor et al. while performing microscopic analysis 
of lobectomy specimens from epileptic patients (Taylor et al., 1971). 
The study described localized disruptions in cortical laminae and the 
presence of large, bizarre neurons scattered throughout all but the first 
cortical layer. In most cases, “grotesque” cells, probably of glial origin, 
were also present in the depths of the affected cortex and in the 
subjacent white matter. These “grotesque cells” are now known as 
balloon cells (BC) due to their peculiar shape. The International 
League Against Epilepsy (ILAE) consensus classification of FCD 
distinguishes the pathology into three main classes: FCDI, FCDII, and 
FCDIII. FCDII is characterized by pronounced cortical dyslamination, 
the presence of dysmorphic, cytomegalic neurons (FCDIIa), and all of 
the above plus BC (FCD IIb) (Blumcke et al., 2011; Najm et al., 2022). 
On Magnetic Resonance Imaging (MRI), there is cortical thickening, 
aberrant sulcal and gyral patterns, subcortical white matter 
hyperintensity, and the occurrence of the transmantle sign, which is a 
funnel-shaped high T2/FLAIR correlated with the presence of 
abundant BC (Blumcke et  al., 2011; Kimura et  al., 2019). The 
transmantle sign is associated with abnormal radial glial progenitor 
cells, which normally create a framework for neuronal migration from 
the periventricular germinal matrix to the cortex (Castillo, 2002). 
Topographic characterization showed that BC are primarily clustered 
in the white matter and scatter diffusely into the gray-white matter 
junction, in line with MRI findings (Rossini et al., 2017).

Interestingly, Taylor and associates noticed that FCD with BC 
displayed histological similarities with tubers isolated from patients 
with Tuberous Sclerosis Complex (TSC, formerly known as 
Bourneville disease or epiloia), another rare MCD. Its clinical 
presentation includes a classic triad of symptoms; epilepsy 
(particularly infantile spasms), intellectual disability, and facial 
angiofibromas (Northrup et al., 2021). Other manifestations include 
cortical tubers, subependymal nodules, subependymal giant cell 
astrocytomas (SEGA), cardiac rhabdomyomas, renal 
angiomyolipomas, retinal hamartomas, pulmonary 
lymphangioleiomyomatosis, and autism spectrum disorder. TSC 
results from mutations in TSC1 and TSC2 genes, which code for 
hamartin and tuberin, respectively. TSC1 and TSC2 inhibit the 
mechanistic target of rapamycin (mTOR) pathway, which is a major 
contributor to enhanced protein synthesis and cell growth 
(Kwiatkowski and Manning, 2005; Liu and Sabatini, 2020; Panwar 
et  al., 2023). Notably, classic features of FCD, such as blurred 
boundaries of gray and white matter, cortical thickening, and the 
radial band sign, can also be  observed on MRI in TSC cases 

(Muhlebner et al., 2019). At present, it is not clear whether the radial 
band in TSC and the transmantle sign in FCDIIb are manifestations 
of the same pathology or if they are separate conditions (Matsuo 
et al., 2022). Importantly, in cortical tubers enlarged cells similar to 
the BC also abound and they have been named “giant” cells (GC). 
Based on similarities between histopathologic cortical abnormalities 
observed in FCDIIb and TSC, it has been suggested that FCD with 
BC represents a forme fruste or phenotypic variant of TSC, limited 
to selected focal regions of brain tissue (Vinters et al., 1993; Jozwiak 
et al., 2006). While both share morphological features and protein 
expression, BC and GC differ in cortical localization. BC in FCDIIb 
are more concentrated in deep cortical layers and white matter, while 
GC in TSC are more scattered throughout the tuber and they also are 
present in perituberal areas (Marcotte et al., 2012). Further, a gross 
cell count of BC vs. GC from resected tissue showed that GC were 
more numerous (Cepeda et  al., 2012), potentially because GC 
concentrate within the tubers of TSC lesions and are less common in 
the surrounding areas (Abdijadid et al., 2015).

A 2020 study used web-based deep learning to delineate unique 
histopathological features of TSC vs. FCDIIb cortical tissue, two 
pathological entities hard to differentiate based on Hematoxylin & 
Eosin (H&E) staining. Although some features appeared unique to 
TSC samples (e.g., the matrix reaction was fibrillar and strand-like vs. 
diffuse and granular in FCDIIb, or larger nuclei of astrocytes with 
uncondensed chromatin vs. smaller nuclei and more condensed 
chromatin in FCDIIb), BC/GC themselves were not critical to 
distinguish both pathologies (Kubach et al., 2020). Apparently, the 
only notable difference between these cells was the presence of a 
“halo” effect present in GC from TSC but less prevalent in BC from 
FCDIIb cases (Kubach et al., 2020). The “halo” effect, visible as a ring 
of white background in H&E staining, is probably caused by altered 
synaptogenesis in BC/GC (Yamanouchi et al., 1997).

The presence of BC/GC in FCDIIb and TSC has baffled 
histopathologists as they have defied classification due to their 
ill-defined, glio-neuronal nature. With the advent of imaging 
techniques allowing visualization of individual cells in ex vivo brain 
slices, e.g., infrared differential interference contrast (IR-DIC) 
microscopy, a functional characterization of these enigmatic cells is 
within reach. The present review aims to provide a more detailed 
characterization of abnormal non-neuronal cells, e.g., BC/GC, 
intermediate cells, and reactive/dysmorphic astrocytes (Figure 1), in 
FCDIIb and TSC, with particular emphasis on our own studies in a 
large cohort of pediatric patients undergoing surgery for the treatment 
of pharmaco-resistant epilepsy.

2 Some words regarding cell 
nomenclature and definition of 
BC/GC

BC and GC are named for their substantial size and mostly 
spherical morphology, hypothesized to result from mutations affecting 
the mTOR pathway (Miyata et al., 2004; Blumcke et al., 2011). They 
are similar to gemistocytic astrocytes and to cells found in 
SEGA. Traditionally, the term “balloon” has been applied to the 
bizarre cells occurring in FCDIIb, while the term “giant” has been 
reserved to the enlarged cells observed in TSC. According to the ILAE 
classification of FCDs, BC are characterized by a large cell body, 
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opalescent glassy eosinophilic cytoplasm lacking Nissl substance, and 
the frequent occurrence of multiple nuclei (Blumcke et al., 2011). On 
the other hand, the term “giant” in TSC refers to a cell type that shares 
a large soma, as well as cytoplasmic and nuclear characteristics also 
encountered in BC of FCDIIb. However, the term “giant” is fraught 
with confusion due to its lack of specificity. There are other cells in 
cortical tubers that also are very large, e.g., cytomegalic neurons, but 
are unlike “balloon” cells. But besides their occurrence in different 
pathologies, is there a good reason to divide the abnormally enlarged, 

non-neuronal cells into “balloon” and “giant”? Probably not. In fact, 
some of the current literature has used BC and GC interchangeably, 
regardless of the associated pathology (Vinters et al., 1993; Fauser 
et al., 2004; Yasin et al., 2010; Kubach et al., 2020; Arceneaux et al., 
2024; Liu et al., 2024). In this review we use the general term BC/GC 
to identify this specific type of cell regardless of underlying pathology, 
generally BC when applied to FCDIIb, and GC when applied to TSC 
cases. We reserve the term “non-neuronal” cells to encompass any cell 
type unable to generating action potentials including BC, GC, 

FIGURE 1

Diagram of abnormal non-neuronal cells found in FCDIIb and TSC cases. In this review, we discuss morphological, molecular, and 
electrophysiological properties of abnormal non-neuronal cells observed in cortical tissue from FCDIIb and TSC cases. These include BC/GC (both 
gemistocytic-like and BC/GC with thin processes), intermediate or hybrid cells, reactive, and dysmorphic astrocytes. For comparison, normal 
astrocytes are also illustrated. Not included in this review are other types of abnormal cells (e.g., dysmorphic cytomegalic neurons), 
oligodendrocytes or microglia.
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intermediate cells, dysmorphic astrocytes, as well as the normal and 
reactive astrocytes. Not included in this review are oligodendrocytes 
and microglia, which also are affected in TSC and FCDIIb (Boer et al., 
2006; Gruber et al., 2021).

3 A brief history of BC/GC in TSC and 
FCDIIb

The first detailed microscopic description of FCD, including the 
identification of “grotesque” cells similar to those reported in TSC, 
occurred relatively recently (Taylor et  al., 1971). In contrast, 
histological observations of large, “atypical” cells in cortical tubers 
started in the early 20th century. It was probably G. B. Pellizzi the first 
neuropathologist who, in 1901, described the dysplastic nature of the 
tubers and the existence of heterotopias in the brains of TSC cases 
(Pellizzi, 1901). Abnormal cells were found inside the tubers and they 
were variably referred to as “atypical,” “bizarre,” “giant,” “monstrous.” 
From the outset, the identity of these cells was a puzzle, due to their 
glio-neuronal aspect. Hallervorden and Krücke, in a paper published 
in 1956 [cited in (Arseni et al., 1972)], maintained that the large cells 
in TSC represent a heterogeneous cellular group formed by both nerve 
and glial cells. They also mentioned that these cells are malformed, 
undifferentiated neurons, “indifferent” forms of transitions from glial 
cells to neurons. Ultrastructural studies also were published in the late 
1960s and 1970s (Gruner, 1969; Ribadeau Dumas et al., 1973). Of 
particular interest is the case of a stillborn infant (31st week gestation) 
who presumably died due to a rhabdomyoma of the heart. Notably, 
the “atypical” cells in the cortical tuber showed ultrastructural features 
of reactive astrocytes adorned with innumerable microvilli-like 
projections on their surface and junctional complexes (Probst and 
Ohnacker, 1977). In addition, some features of these “atypical” cells 
resembled those of reactive astrocytes and gemistocytes [round to oval 
astrocytes with abundant, glassy, eosinophilic cytoplasm and an 
eccentric nucleus (Tihan et al., 2006)]. Probst and Ohnacker suggested 
that the “atypical” cells in this case were the manifestation of aberrant 
differentiation of progenitor cells. Apparent discrepancies regarding 
the glio-neuronal ambiguity of the “monstrous” cells described by 
other authors, they remarked, could be due to the localization of the 
tuber sample and different stage of differentiation.

The Golgi method provided invaluable information on the fine 
morphology of brain cells in both normal and pathological conditions, 
including TSC, other cortical malformations, and subcortical 
heterotopias (Ferrer, 2024). In 1984, three landmark papers analyzed 
the fine morphology of neurons and glia in cortical tubers using the 
Golgi technique (Ferrer et al., 1984; Huttenlocher and Heydemann, 
1984; Machado-Salas, 1984). Huttenlocher and Heydemann described 
two principal cell types composed of astroglia and “stellate” neurons 
with varicose dendrites and few dendritic spines, many of those cells 
lacked identifiable axons. Glial cells were prominent in subpial regions 
and in deeper zones (Huttenlocher and Heydemann, 1984). Ferrer 
et al. also noticed a large number of “stellate” cells in the intermediate 
and deep regions of the tuber. Their main finding was aberrant cellular 
orientation and impaired neuronal distribution, leading them to 
postulate a disorder of cell migration and neuronal organization 
(Ferrer et  al., 1984). Machado-Salas identified two main cell 
populations that included astrocytes, mostly of the fibrillary type, and 
large pyramidal neurons with misoriented apical dendrites. In 

addition, a small number of “bizarre” cells of questionable nature, 
probably pyramidal-like cells with progressive loss of pyramidal 
contour were observed (Machado-Salas, 1984). He concluded that two 
types of giant cells coexist in TSC, one type clearly displays nerve cell 
features, while the other displays the typical morphology of astrocytes.

Modern studies using the Golgi technique have concentrated 
more on the dendritic and spine morphology of normal and 
dysmorphic neurons in different types of FCD. Dendritic and spine 
abnormalities were more evident in normal and dysmorphic neurons 
of FCDIIb than in FCDIIa (Rossini et al., 2021). Abnormalities were 
manifested by reduced dendritic fields, spine loss, distortions in spine 
morphology, and the presence in some cells of numerous dendritic 
varicosities. Interestingly, in some dysmorphic neurons, the authors 
observed the presence of numerous short filopodia-like protrusions 
emerging from the soma. One may wonder if those protrusions are 
similar to the microvilli reported in “atypical” cells of cortical tubers 
by Probst and Ohnacker (op. cit.). Another important ultrastructural 
study of a TSC case and a subependymal tumor found, in both cases, 
GC with astrocytic characteristics (Trombley and Mirra, 1981). 
Notably, the authors also reported that, in addition to numerous glial-
glial contacts, rare neuroglial junctions were encountered in the 
cortical tuber case, suggesting aberrant synapse formation. This 
unprecedented observation, they suggested, may correlate with the 
existence of transient axo-glia junctions, including synapses, in the 
developing nervous system. These contacts may promote 
synaptogenesis by releasing GABA from the glial processes into the 
neuronal milieu (Wolff et  al., 1979). Other electron microscopy 
studies demonstrated increased intermediate filaments in BC/GC 
from FCDIIb and TSC cases, along with numerous mitochondria, 
which were centrally located, without neurosecretory granules, and of 
normal architecture (Yasin et al., 2010). It should be noted that mTOR 
is functional in mitophagy inhibition (Frauscher et  al., 2017), so 
increased mitochondrial numbers support the hypothesis that mTOR 
is overactive in BC/GC.

Pioneer histopathological and IHC studies by Vinters and his 
group at the University of California, Los Angeles (UCLA) 
characterized cortical tissue associated with infantile spasms. Those 
studies concluded that, as already mentioned, cases of severe FCD had 
similarities to cerebral changes described in TSC, including the 
presence of blurred gray-white matter junction containing bizarre 
gemistocytic BC (Vinters et al., 1993). BC in FCDIIb are similar to GC 
observed in cortical tubers and show both neuronal and astrocytic 
epitopes, indicating the local proliferation of multipotential 
neuroectodermal cells (De Rosa et al., 1992). A further characterization 
of BC demonstrated their location in FCD lesions and presence of 
GFAP and the cytoskeletal marker tau (Vinters et  al., 1999). A 
revealing study by the same group used autopsy material from a 
20-week-old fetus with TSC, which demonstrated three tubers 
populated with “gemistocyte-like BC,” along with scattered BC 
throughout the subcortical white matter. These cells were noted to 
be positive for both GFAP and vimentin (Park et al., 1997). In another 
landmark report, the development of TSC lesions in fetal brain tissue 
from 19 gestational weeks to term, it was found that subcortical 
lesions forming around the germinative zones are the first alterations 
detected already at 19 weeks of gestation. These lesions are 
characterized first by the presence of dysmorphic astrocytes and 
GC. The data suggested that cortical tuber formation is a long process 
that initiates with the presence of dysmorphic astrocytes and GC, 
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while the appearance of dysmorphic neurons occurs by the end of 
gestation (Gelot and Represa, 2020). Overall, these studies suggest BC/
GC have a mixed phenotype and originate very early during 
brain development.

4 Immunohistological, Western blot, 
and mRNA expression studies provide 
insights into the developmental origin 
and identity of BC/GC

The normal process of cortical development guides the 
understanding of BC/GC identity. After formation of the neural tube, 
radial glial cells tightly anchored to each other divide to form a 
ventricular zone. These radial glial cells are not only the precursors to 
neurons and glia, but also use their processes to guide proliferating 
cells away from the ventricles, eventually forming the subventricular 
zone and the cortex (Zarzor et al., 2023).

Immunohistochemical (IHC) studies have stressed the remarkable 
similarities of large cells in FCDIIb and TSC, including the expression 
of neuronal and astrocytic markers such as microtubule-associated 
protein 2 (MAP2) and glial fibrillary acidic protein (GFAP) (Jozwiak 
et al., 2005; Ying et al., 2005). Since then, many other specific markers 
have been added to the list and have aided in determining the origin 
and identity of BC/GC.

4.1 Immature neuronal and glial cell 
markers

The presence of immature neuronal and glial cell markers in BC/
GC (Table 1), along with their localization in the gray/white matter 
junction, suggest BC/GC may represent cells in a pre-differentiation 
state (Englund et al., 2005; Rossini et al., 2017). Hence, from the outset 
it has been difficult to determine if they are more neuronal or glial in 
origin. The demonstration that radial glia are capable of generating 
astrocytes as well as neurons during cortical development (Malatesta 
et al., 2000; Alvarez-Buylla et al., 2001; Noctor et al., 2001) provided 
important clues about the origin of BC/GC. It seemed possible that 
BC/GC were originally radial glia that, under unspecified 
circumstances, had an arrest in development, preventing them from 
reaching their final morphological and functional fate (Cepeda et al., 
2006; Lamparello et al., 2007). Multiple cell markers suggest BC/GC 
may be arrested at the G1 stage of the cell cycle (Table 1). In BC, low 
levels of cyclin D and cyclin E suggested cells did not advance to S, as 
these cyclins facilitate progression through G1 (Thom et al., 2005; 
Schick et al., 2007b; DeBerardinis et al., 2008). MCM2, a G1 protein 
necessary for S stage initiation, was expressed in BC/GC, but exposure 
to stem cell mitogens in BC showed no proliferation (Yasin et al., 
2010). These authors also succeeded at isolating, in culture, an 
undifferentiated population of BC from surgical resections of FCD 
and cortical tubers, and demonstrated that β1-integrin, a protein that 
participates in neuronal differentiation, labels a sub-population of BC 
with a stem cell phenotype (Yasin et al., 2010). Ki-67, another cell 
proliferation marker, was shown to be  increased in GC but not 
expressed in BC (Crino et al., 1996; Munakata et al., 2013).

Neuronal-glial markers expressed in BC/GC can be separated by 
their stage of differentiation: neuronal stem cell, neuronal progenitor, 

mature neuronal, and mature glial markers (Table  1). BC/GC 
commonly accumulate intermediate filaments vimentin and nestin, 
known to function in neuronal migration and differentiation in weeks 
20–30 of embryonic development (Garbelli et al., 1999; Mizuguchi 
et al., 2002; Urbach et al., 2002; Oh et al., 2008). General markers of 
cellular immaturity, SOX2, OCT4, c-myc, KLF4, FOXG, were 
identified in more than 75% of BC examined (Orlova et al., 2010). The 
neuronal progenitor cell may express MAP1B, Doublecortin, FGF-13, 
or GFAP-δ variant, all present in BC/GC (Crino et  al., 1997; 
Yamanouchi et  al., 1997; Mizuguchi et  al., 2002; Lee et  al., 2003; 
Martinian et al., 2009; Marin-Valencia et al., 2014; Wu et al., 2021a; 
Wu et al., 2021b). Finally, markers of mature neuronal (α-internexin, 
MAP2, NeuN, NSE) and glial (GFAP, S100 β, Cx43) lineage are 
positive in BC/GC (Hirose et al., 1995; Crino et al., 1996; Urbach et al., 
2002; Sharma et al., 2004; Jozwiak et al., 2005; Blandini et al., 2008; 
Garbelli et al., 2011; Marin-Valencia et al., 2014). Notably, they have 
variable GFAP and neurofilament staining patterns. In rare examples, 
co-expression of both markers was reported suggesting glial and 
neuronal lineage determination, that is, intermediate cells (Englund 
et al., 2005; Talos et al., 2008), while another study suggested that BC/
GC have a stronger neuronal heritage (Mizuguchi et al., 2002). In 
agreement, single-cell analysis in tubers suggested that GC are of 
neuronal lineage despite the persistence of embryonic markers, such 
as nestin (Crino et al., 1996). As stated above, these discrepancies 
could be due to cell heterogeneity in FCDIIb and TSC samples.

Various neuronal-glial markers positive in BC/GC have been 
linked to epileptic activity and histological disturbances of cortical 
tissue in both FCDIIb and TSC. Doublecortin, an immature neuronal 
marker, is primarily found in migrating cells of the fetal central 
nervous system and correlates well with the degree of histological 
abnormality of the lesion (Mizuguchi et al., 2002). Fibroblast growth 
factor 13 (FGF13) plays a role in the differentiation of neurons during 
early embryonic development and is correlated with seizure frequency 
in FCDIIb and TSC cases (Wu et al., 2021a). Fibroblast growth factor 
2 (FGF2) upregulation in BC has been shown to positively correlate 
with disturbed gliogenesis and neuroblast migration (Ueda et  al., 
2011). A survey of FGF2 across multiple MCD showed that the 
percentage of FGF2-IR can reflect the timing of insult in each cortical 
development disorder (Sugiura et al., 2008).

Interestingly, a recent customized machine-learning workflow 
trained to identify BC in tissue sections using a histological stain 
compatible with high-dimensional cytometry (BAIDEN), reported 
that BC express proteins associated with progenitor-cell identity (e.g., 
vimentin, SOX2, CD133, and EGFR) rather than mature-cell identity 
(e.g., β-III-tubulin, SMI-311, GFAP, and EAAT1), which tended to 
be decreased (Arceneaux et al., 2024).

4.2 mTOR pathway markers

MTOR is a tumor suppressor gene which codes a protein product 
(mTOR) pivotal to GC pathology because functional hamartin 
(TSC1) and tuberin (TSC2) inactivate the mTOR pathway. The 
protein kinase regulates, among others, cellular growth, proliferation 
and differentiation, autophagy, and immune responses (Panwar et al., 
2023). In line with demonstrated parallels between BC and GC, IHC 
studies found a loss of tuberin and hamartin expression, as well as 
strong immunoreactivity for mTOR in BC (Jozwiak et  al., 2004; 
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Grajkowska et al., 2008; Table 2). Considering the large size of BC/
GC, numerous studies have also looked for evidence of increased 
mTOR downstream markers in BC/GC. IHC studies have shown 
increased expression of pS6K1, pAkt, pPDK, and p4EBP1 in both 
BC/GC (Baybis et al., 2004; Schick et al., 2006; Schick et al., 2007a; 
Rossini et al., 2017). However, in a study designed to assess whether 
the PI3K pathway, a modifier of the mTOR pathway, differentiates BC 
from GC, it was found that, when compared to GC, BC showed 
elevated upstream modifiers of TSC1 and TSC2, p-PDK1 and p-Akt, 
but similar levels of TSC1/TSC2 markers downstream the pS6 

marker, suggesting recruitment of different factors in the molecular 
pathogenesis of GC in cortical tubers vs. BC in FCDIIb (Schick et al., 
2007a). The presence of elevated upstream markers in BC that is 
absent in GC may suggest that the same therapy would not 
be effective in FCDIIb, but this has not been demonstrated yet.

Since the mTOR pathway is involved in a complex network of other 
protein pathways, Baybis et al. furthered their investigation by delineating 
transcription profiles of BC/GC in related cell growth factors. According 
to the study, similar expression changes in BCs and GCs included 
reduction of c-fos, hairy enhancer of split–1, and TGF-β1 and TGF-β2. 

TABLE 1  mRNA and protein expression of balloon cells (BC) and giant cells (GC) of neuro-glial markers.

Category Cell marker BC GC Function Notes and references

Neuronal stem 

cell marker

CD34 + + Stem cell marker Positive in BC/GC in white matter (Fauser et al., 2004)

Expressed in 7.5% of BC (Oh et al., 2008)

CD133 + + Stem cell marker BC (Ying et al., 2005)

GC (Yasin et al., 2010)

SOX2 + + Stem cell marker BC (Yasin et al., 2010)

GC (Yasin et al., 2010; Arceneaux et al., 2024)

β1-integrin + + Neural stem cell behavior modulator BC/GC (Yasin et al., 2010)

Nestin + + Modulator of differentiation and migration of 

neural stem cells

57.1% of cells in BC (Marin-Valencia et al., 2014; Oh et al., 

2008; Orlova et al., 2010)

80% of cells in GC (Crino et al., 1996; Mizuguchi et al., 

2002)

Vimentin + + Radial glia marker and Neuronal stem cell 

marker

53.1%; 63.1% of cells in BC (Urbach et al., 2002; Oh et al., 

2008; Marin-Valencia et al., 2014)

GC (Hirose et al., 1995; Mizuguchi et al., 2002; Arceneaux 

et al., 2024)

FGF2 + + Regulates differentiation in neuronal stem cells BC/GC (Ueda et al., 2011)

Neuronal 

progenitor 

marker

MAP1B + + Modulates neuronal migration and dendritic 

outgrowth

BC (Crino et al., 1997; Marin-Valencia et al., 2014);

GC (Yamanouchi et al., 1997)

Doublecortin + + Neuronal progenitor cell marker Expressed in a smaller number of cells in BC vs. GC 

(Mizuguchi et al., 2002), GC (Lee et al., 2003)

FGF13 ++ ++ Modulates neuronal differentiation BC (Wu et al., 2021a),

mRNA expression is also shown in GC (Wu et al., 2021b).

GFAP-δ + + GFAP isomer in neuronal stem cells BC/GC (Martinian et al., 2009)

Mature neuronal 

marker

α-internexin + + Maintains dendritic structure BC (Marin-Valencia et al., 2014)

Expression 50–70%; mRNA expression is also shown in GC 

(Crino et al., 1996)

MAP2 + + Influences microtubule dynamics in neurons BC (Oh et al., 2008)

GC (Crino et al., 1996)

NeuN + + Neuronal marker expressed in cell nuclei BC (Marin-Valencia et al., 2014)

GC Heterogeneous expression (Lee et al., 2003)

NSE (vs. GFAP) + + Neuronal marker NSE more than GFAP in BC vs. GC compared to GFAP 

(Jozwiak et al., 2006)

Mature glial 

marker

GFAP + + Astrocytic marker BC Expression heterogeneous (Urbach et al., 2002) 67% of 

BC (Oh et al., 2008)

GC (Hirose et al., 1995; Sharma et al., 2004; Arceneaux 

et al., 2024)

S100 β n + Glial marker GC (Hirose et al., 1995; Sharma et al., 2004)

Cx43 + n Glial gap junction protein BC (Garbelli et al., 2011)

n: “no study found” -: “not expressed” u: “Underexpressed”; +: Expressed (may be weakly expressed or normal expression); ++: “Overexpressed”; +++: “Strongly Expressed.”
All studies examined human cortical samples. Unless otherwise noted, all studies are immunohistochemical studies of protein expression.
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However, GC demonstrated increased expression of AP-1, c-ret, 
ICAM-1, NF-kB, TGFR2, and VEGF, and reduced expression of c-jun, 
CaMKII, Erb, and platelet-derived growth factor receptor in comparison 
to BCs. The authors also demonstrated increased IGF2 in BC compared 
to GC based on single-cell mRNA data (Baybis et al., 2004).

4.3 Immune system markers

Various markers positive in BC/GC reflect alterations in immune 
activity (Table  2). Interleukins 6 and 17 (IL-6, IL-17) and their 
receptors are involved in the inflammatory response and 
demonstrated to be elevated in BC/GC. Notably, IL-6 is also involved 

in neuronal development and seen to be colocalized with GFAP in 
BC but not GC (Shu et al., 2010; He et al., 2013). Another cytokine, 
IL-1β, along with TLR4, also are highly expressed in BC/GC (Arena 
et al., 2019). Leukocyte immunoglobulin-like receptor subfamily B 
member 2 (LILRB2) is a neuronal progenitor cell marker, as well as a 
marker of inflammatory responses. It is involved in neurite growth, 
synaptic plasticity, and inflammatory responses. A study 
demonstrated that increased protein concentration of LILRB2 in BC/
GC has a negative correlation with seizure frequency (Yue et  al., 
2019). Increased levels of Formyl Peptide Receptor 2 (FPR2) in BC/
GC is also negatively related with NF-kB and seizure frequency in 
TSC and FCDIIb (Huang et al., 2022). Other markers, such as TGF-β, 
which regulates cell response to injury, was demonstrated to 

TABLE 2  mRNA and protein expression of balloon cells (BC) and giant cells (GC) of mTOR and cell growth markers.

Category Cell marker BC GC Function Notes and references

pAkt ++ + TSC 1 and 2 suppressor mRNA data suggest normal expression in GC but 

increased in BC (Rossini et al., 2017; Schick et al., 

2007a)

mTOR pathway

Cell growth 

marker

Hamartin u - Tumor suppressor; mTOR suppressor BC/GC (Jozwiak et al., 2004; Grajkowska et al., 2008)

Tuberin u -

pPDK ++ ++ Signal transduction in mTOR mRNA expression is also shown in BC/GC (Rossini 

et al., 2017; Schick et al., 2007a)

p4EBP1 + + Translation initiation factor mRNA expression is also shown in BC/GC; More 

focal, more variable expression in BC (Yasin et al., 

2010)

pTuberin ++ ++ Inactivated tuberin/TSC2 Only shown in mRNA so far (Schick et al., 2007a)

Actin Stress Fiber ++ ++ Disrupts actin skeleton Only shown in mRNA so far (Schick et al., 2007a)

pS6 ++ ++ Protein synthesis, cell proliferation, apoptosis, and 

metabolism

BC/GC (Rossini et al., 2017)

p-p70(S6k) ++ ++ Cell proliferation, growth, and cell cycle progression Only shown in mRNA so far (Schick et al., 2007a)

Cell growth 

pathways

MCM2 + + G1 cell stage marker unable to be activated with stem cell mitogens in BC/

GC (Yasin et al., 2010)

IGF2 ++ + Insulin growth factor Only shown in mRNA so far; Normal expression in 

GC (Baybis et al., 2004)

Ki67 - + Cell proliferation marker and immature neuronal 

marker

BC (Munakata et al., 2013)

GC (Crino et al., 1996; Crino et al., 1997)

Inflammation 

markers

LILRB2 + +++ Modulates neurite growth, synaptic plasticity, and 

inflammatory responses

BC/GC (Yue et al., 2019)

TLR4 ++ ++ Toll-like receptor involved in neurogenesis BC/GC (Arena et al., 2019)

IL-1β ++ ++ Proinflammatory cytokine involved in neuronal 

development

BC/GC (Arena et al., 2019)

IL-6/IL-6R +++ +++ Proinflammatory cytokine involved in neuronal 

development

Colocalization with GFAP in BC, but not GC (Shu 

et al., 2010)

IL-17/IL17R + + Activates innate and adaptive immunity 2x higher compared to cortex in BC/GC (He et al., 

2013)

TGF-β u u Regulates response to cell injury, including modulating 

cell growth

Only shown in mRNA so far (Baybis et al., 2004)

FPR2 + + Inflammatory resolution in CNS; Negatively correlated 

with NF-kB

Weakly shown in GC/BC (Huang et al., 2022)

-: “not expressed” u: “Under expressed”; +: Expressed (may be weakly expressed or normal expression); ++: “Overexpressed”; +++: “Strongly Expressed.”
All studies examined human cortical samples. Unless otherwise noted, all studies are immunohistochemical studies of protein expression.
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be under-expressed in BC/GC mRNA by single-cell analysis (Baybis 
et al., 2004).

4.4 GluR and GABAAR subunit markers, and 
glutamate and chloride cation transporters

The composition of GABAA and glutamate receptor (GABAAR 
and GluR) subunits evolves throughout neuronal/glial development. 
Studies have used this principle to understand the identity of 
abnormal FCDIIb and TSC cells (Table 3). FCDIIb lesions, defined 
by their BC composition, demonstrated high GABAA receptor 
subunit α4:α1 ratio. Comparatively, FCDIIa lesions (which lack BC) 
had low GABAAR α4:α1 ratio, suggesting BC may modify or directly 
contribute to altered GABAAR subunit composition. Investigation of 
TSC lesions showed analogously increased GABAAR α4:α1 ratio, 
further supporting similarities of BC/GC identity (Talos et al., 2012). 
Reduced expression of GABAAR α1 is linked to reduced sensitivity to 
benzodiazepines and barbiturates, which are GABAAR modulators 
indicated for select types of seizures, in these pathologies. 
Comparison of glutamate receptor expression, including AMPAR 
and NMDAR, have also been measured across BC/GC cells. Increases 
in GluA1 and GluA4 subunits are consistent with an immature GluR 
expression profile (Blandini et al., 2008; Talos et al., 2008). Although 
BC/GC express GluR and GABAAR subunits, no studies have 
demonstrated the ability to assemble into functional receptors.

The expression levels of protein transporters further elucidate BC/
GC function (Table  3). Chloride cation transporters KCC2 and 
NKCC1 are downstream targets of mTOR and also the target of the 
drug bumetanide, respectively (Bakouh et  al., 2024). Talos et  al. 
demonstrated decreased KCC2 and increased NKCC1 levels in TSC 
and FCDIIb lesions. This expression profile is associated with 

increased neuronal excitability and enhanced seizure susceptibility 
(Ben-Ari, 2014). At the cellular level, high NKCC1 expression 
occurred in dysplastic neurons, as well as in GC and reactive 
astrocytes. In contrast, KCC2 was only expressed in dysplastic and 
normal-sized neurons, but not in undifferentiated GC or dysplastic 
astrocytes (Talos et al., 2012). The functional significance of increased 
NKCC1  in BC/GC is unknown. However, high expression of this 
chloride transporter could be a sign of immaturity (Rivera et al., 1999).

Glutamate homeostasis was also examined, as it is an important 
component of epileptogenicity regulated by glial cells. The glutamate 
transporter EAAT contains two isomers, each linked to a neuronal 
(EAAT3) versus a glial (EAAT2) lineage. In BC, there was higher 
EAAT2 than EAAT3 expression by IHC. Additionally, EAAT2 was 
associated with non-epileptic samples, while the EAAT3 stained 
heavily in epileptic sections. Together, the authors suggested BC may 
play a protective role in epileptogenesis (Gonzalez-Martinez et al., 
2011). EAATs in GC have not been examined extensively. A mRNA 
study demonstrated increased abundance of EAAT3 in tuber slices 
compared to controls (White et  al., 2001). After single-cell 
microdissection, the authors showed that EAAT3 mRNA was 
expressed in both dysmorphic neurons and GC, although its relative 
abundance was higher in dysmorphic neurons. Overall, these studies 
demonstrate that BC/GC are very similar in terms of gene/protein 
expression and that the differences are more quantitative than 
qualitative, reinforcing the idea of a common developmental origin.

5 Further insights into BC/GC identity 
from genetic studies

Single germline or somatic mutations in the mTOR pathway 
genes have emerged as a primary cause of FCDII (Pelorosso et al., 

TABLE 3  mRNA and protein expression of balloon cells (BC) and giant cells (GC) of glutamate and GABA subunit markers.

Category Cell marker BC GC Function Notes and references

Glutamate receptor 

subunit

GluA1 ++ + Subunit of AMPAR; synaptic plasticity BC (Oh et al., 2008); Weakly expressed in GC (Talos et al., 2008)

GluA2 + u Subunit of AMPAR; synaptic plasticity Normal expression in BC (Oh et al., 2008); GC (Talos et al., 2008)

GluA3 ++ u Subunit of AMPAR BC (Oh et al., 2008); GC (Talos et al., 2008)

GluA4 + ++ Subunit of AMPAR; synaptic plasticity Normal expression in BC (Oh et al., 2008); GC (Talos et al., 2008)

GluN1 +++ + Subunit of NMDAR BC (Oh et al., 2008); Normal expression in GC (Talos et al., 2008)

GluN2A/B +++ + Subunit of NMDAR BC (Oh et al., 2008); Weak expression in GC (Talos et al., 2008)

GABA receptor 

subunit

GABAAR α1 u u Subunit of GABAAR; mature neuronal 

cell marker

BC/GC (Talos et al., 2012; White et al., 2001)

GABAAR α4 + + Subunit of GABAAR; immature 

neuronal cell marker

Normal expression in BC/GC (Talos et al., 2012)

Transport protein KCC2 u u Neuron-specific chloride potassium 

symporter

BC/GC (Talos et al., 2012)

NKCC1 + + Na–K–Cl co-transporter in both 

neuron and glia

BC/GC (Talos et al., 2012)

EAAT2 + n Glial marker; glutamate regulator BC (Gonzalez-Martinez et al., 2011)

EAAT3 u + Neuronal marker, glutamate regulator BC (Gonzalez-Martinez et al., 2011)

GC (White et al., 2001)

-: “not expressed” u: “Under expressed”; +: Expressed (may be weakly expressed or normal expression); ++: “Overexpressed”; +++: “Strongly Expressed.”
All studies examined human cortical samples. Unless otherwise noted, all studies are immunohistochemical studies of protein expression.
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2019). While genetic mutations in TSC1 and TSC2 genes have been 
known for a long time (European Chromosome 16 Tuberous 
Sclerosis Consortium, 1993; Martin et al., 2017), the contribution 
of genetic mutations in FCDII took much longer to be recognized 
[for a concise review see (Lee et al., 2022)]. In TSC, pathogenic 
variants for TSC1 and TSC2 genes include deletion, nonsense, and 
missense mutations, leading to a loss-of-function of hamartin and 
tuberin (Caban et al., 2017). In FCDIIb, the presence of somatic 
mutations was first hypothesized in a case of hemimegalencephaly 
(HME, a congenital MCD with similar histopathology as FCDIIb), 
and TSC (Salamon et al., 2006). A few years later, whole-exome 
sequencing in paired brain–blood samples from HME patients 
identified de novo somatic mutations in PIK3CA, AKT3 and MTOR 
genes in brain samples from one third of affected individuals, 
indicating aberrant activation of mTOR signaling (Lee et al., 2012). 
Exome sequencing combined with mass spectrometry analyses 
validated genetic findings and identified variations in mutation 
burden across different cortical areas. This led to the conclusion that 
HME is a genetic mosaic disease caused by gain-of-function in the 
PI3K-AKT3-mTOR signaling pathway. Soon thereafter, using 
similar techniques, somatic missense mutations in PIK3CA, AKT3, 
MTOR and other associated genes were observed in both FCDII 
and HME cases (Baek et al., 2015; D'Gama et al., 2015; Lim et al., 
2015; Nakashima et al., 2015; Pelorosso et al., 2019; Gerasimenko 
et al., 2023; Lopez-Rivera et al., 2023). In another study including a 
large cohort of surgical cases presenting with HME and FCDIIa/b, 
somatic gain-of-function variants in MTOR and its activators 
(AKT3, PIK3CA, RHEB), as well as germline, somatic and two-hit 
loss-of-function variants in its repressors (DEPDC5, TSC1, TSC2) 
were corroborated. Importantly, in the present context, analysis of 
pools of laser-captured microdissected cells and whole-genome 
amplification demonstrated that dysmorphic neurons and BC carry 
those pathogenic variants (Baldassari et al., 2019). More recently, in 
a large multicenter international collaboration that recruited 283 
individuals with FCD, HME and TSC that underwent surgical 
resections, whole-exome and targeted-amplicon sequencing, as well 
as single-nucleus RNA sequencing, identified 75 mutated genes 
through intensive profiling of somatic mutations. In addition, many 
MCD mutated genes were dysregulated in some specific cell types, 
particularly in the astrocyte and excitatory neuron lineages (Chung 
et al., 2023). In agreement, a study in a homogeneous population of 
FCDII cases using single-nucleus RNA sequencing in 
morphologically-identified cells, showed that dysmorphic neurons 
and BC are molecularly distinct, with glutamatergic neuron-like 
and astrocyte-like identities, respectively (Baldassari et al., 2024). 
Interestingly, the same study demonstrated that BC display stronger 
expression of genes coding for secreted proteins (e.g., MFAP4 and 
IGFBP7), which could affect neighboring cells in a paracrine 
manner. Finally, some rare neurons displayed an intermediate 
phenotype, with normal somatic size and mitochondrial numbers, 
but with aberrant accumulation of intermediate filaments. In terms 
of the timing of the mutation and the possible origin of BC, based 
on the fact that other cell types including interneurons and 
microglia are mutated, the authors suggested that the mutations 
occurred prior to the divergence into different cell lineages, i.e., at 
the time of gastrulation, during gestational weeks 2–3 (Baldassari 
et al., 2024).

6 Electrophysiological and 
morphological findings in ex vivo 
slices

To the best of our knowledge, our group at UCLA, was the first 
and, thus far, the only one to record, in vitro, the electrophysiological 
properties of abnormal non-neuronal cells, in particular BC/GC, in 
FCDIIb and TSC pediatric cases. Although the UCLA pediatric 
epilepsy program started in earnest around 1988, initial 
electrophysiological studies sampled neocortical cells from all children 
undergoing surgery, including a wide variety of pathological substrates 
(e.g., FCD, infarct, Rasmussen’s encephalitis, tumors, etc.) (Wuarin 
et al., 1990; Wuarin et al., 1992; Dudek et al., 1995). ECoG was used 
sparingly to select neocortical sample sites, and cells were recorded 
blindly in slice preparations and categorized, a posteriori, based on 
electrophysiological properties and fluorescent markers or biocytin 
labeling. Not surprisingly, the findings were disappointing in that the 
electrophysiological properties of the sampled neurons were generally 
normal, and BC/GC cells were not observed.

Our success at recording BC/GC was the result of a number of 
notable factors: A selection of a homogeneous population of patients 
presenting with FCD and TSC, increasing the likelihood of finding 
abnormal cells; an improved method of neocortical sampling previous 
(MRI, PET) and during surgical procedures (ECoG) to determine the 
greatest cortical abnormality; the short period of time elapsed between 
sample resection and slicing (under 10 min); the use of IR-DIC optics 
to selectively identify abnormal-looking cells before patching; and the 
confirmation of the pathological substrate by an expert pathologist. 
Other ex vivo studies using human tissue samples from FCD, including 
FCDIIb, and TSC cases did not report electrophysiological recordings 
from BC/GC (Calcagnotto et al., 2005; Wang et al., 2007; Lozovaya 
et al., 2014; Bakouh et al., 2024; Ribierre et al., 2024).

Methods to visualize BC/GC in ex vivo slices: With the advent of 
IR-DIC microscopy (Dodt and Zieglgansberger, 1990), visualization 
of single cells in slices became feasible (Figure 2). This technique 
combines infrared light, which penetrates deeper in brain tissue, and 
Nomarski optics, which greatly enhances the contrast in unstained 
samples. One drawback of this technique when using brain slices is 
that, with age and increased myelination, it becomes more difficult to 
visualize individual cells. We were very fortunate in that our cohort 
comprised children as young as 2 months of age, up to 14 yr. Before 
5 yr. of age, visualization is optimal, but BC/GC could be recorded 
even in the older cases. In addition, the younger the patient, the better 
the tissue preservation, the more resistance to hypoxia, and to the 
trauma caused by the slicing procedure. Brain slices could 
be maintained in good condition for up to 24 h.

Electrophysiological properties of BC/GC: The first IR-DIC images 
of GC (Figure 2D) from a TSC patient (3.27 yr. old) were obtained in 
1997. In this case, GC were subsequently recorded using the whole-cell 
patch clamp technique in voltage clamp mode (Figures  3A). After 
breaking the gigaohm seal and applying a series of depolarizing step 
voltage commands, we  noticed that some GC had an usually high 
membrane input resistance, suggesting a neuronal phenotype typically 
seen in immature neurons. Unexpectedly, inward (Na+ and Ca2+) or 
outward (delayed rectifier) currents were, respectively, absent or minimal 
(Figures 3B,C), suggesting the possible existence of “silent” neurons. 
After processing the slices for biocytin to obtain a more detailed picture 
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FIGURE 2

(A) Representative axial MRI scans of children (both 7 years old) with refractory epilepsy from TSC (left) and FCDIIb (right). There are multiple cortical 
tubers (dashed circles) in the patient with TSC and one focal area of cortical dysplasia in the left temporal lobe in the child with FCDIIb. (B) Left panels: 
Section of a tuber (originating from a 19-month-old male) showing abundant giant cells and disorganized collections of dysmorphic neurons. Arrows 
in left panel indicate giant cells in which the nucleus shows coarse chromatin, a pattern often seen in astrocytes. Right panels: Representative fields 
from a resection (originating from a 9-year-old female) showing features of FCDIIb. Note a balloon cell (arrow, left panel) with glassy eosinophilic 
cytoplasm, and dysmorphic neurons (arrows, right panel). The balloon cell shows “retraction” of cytoplasm from the neuropil (images are from sections 
stained with H&E). Scale bar represents 50 μm and applies to all panels. (C) Setup used for electrophysiological recordings from visualized cells in 
ex vivo brain tissue slices. An upright microscope equipped with differential interference contrast (DIC, Nomrarski) optics and infrared (IR) illumination 
allows visualization of individual cells. Slices are maintained in a custom-made chamber with oxygenated artificial cerebrospinal fluid (ACSF). IR images 
are stored in a computer. After electrophysiological recordings the slices are fixed in paraformaldehyde and processed for biocytin staining. (D) First 
ever IR-DIC images (top and middle panels) of BC/GC from a TSC patient (3.27 years). Notice the large size of BC/GC compared to a normal pyramidal 
neuron (bottom panel). Adapted from Cepeda et al. (2003, 2012). This and other figures use material previously published. Permission to use this 
material was obtained from Wiley and Elsevier Publishers.

of those cells, we  noticed their bizarre morphology consisting of 
abundant undulating processes stemming from round or oval somata, 
the absence of dendritic spines and instead the presence of varicosities, 
and, more importantly, a definite axon could not be found. We initially 
called these cells “atypical.” IHC staining of tissue from the same case, 
demonstrated that many of these “atypical” cells were positive for 
NeuN. However, a few cells were labeled by both NeuN and GFAP, 
suggesting a glial or mixed phenotype (Mathern et al., 2000). In fact, the 
morphology appeared consistent with that of fibrillary astrocytes. As 
more cases of FCDIIb and TSC were examined both electrophysiologically 

and morphologically, we came to the realization that these “atypical” cells 
were indeed the “grotesque,” “bizarre,” “monstrous,” BC/GC described in 
classic anatomical studies (Cepeda et al., 2003). But while BC/GC have 
attracted most of the attention, we have to emphasize that medium- and 
small-sized, variably shaped cells also abound in FCDIIb and TSC tissue. 
Many of these could correspond to the “stellate” or “spider” cells reported 
by pioneer investigators of TSC cases.

The electrophysiological membrane properties of non-neuronal 
cells, including BC/GC in FCDIIb and TSC, were examined in more 
detail in subsequent studies by our group (Cepeda et al., 2005a, 
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2006, 2010). Passive membrane properties showed that most BC/
GC had a large membrane capacitance, consistent with their large 
size, the input resistance was more variable, but it was generally 
high. In terms of active membrane properties, recordings in current 
clamp mode showed that most cells had a hyperpolarized resting 
membrane potential, and could not generate action potentials even 
at very depolarized voltages (Figures 4, 5B). Analysis of the current–
voltage (IV) plots revealed that some cells had a clearly linear 

relationship, consistent with an astroglial phenotype, while others 
displayed rectification at hyperpolarized or depolarized membrane 
potentials, consistent with a neuronal phenotype. In addition, small 
outward currents usually could be appreciated, and very rarely an 
incipient inward current occurred (Cepeda et al., 2012).

It soon became evident that a simple categorization of non-neuronal 
cells as just BC/GC in FCDIIb and TSC, could not account for the wide 
variety of morphological and electrophysiological features of these cells. 

FIGURE 3

(A) Large cells recorded electrophysiologically in tissue slices from TSC and FCDIIb cases. Cells were recorded and subsequently stained with biocytin. 
Top left cell corresponds to the IR image in Figure 1 (top panel). The voluminous cell in the FCDIIb case had a very thick appendage and presented with 
an incipient Na+ current at depolarized potentials, while the other cells displayed no inward currents and only small outward currents. (B) Whole-cell 
patch clamp recording of the cell in top left. In voltage clamp mode, a series of hyperpolarizing and depolarizing voltage commands (from −80 to 
+10 mV) evoked practically no inward current and very small outward currents. The high input resistance suggested a neuronal phenotype; however 
this was dismissed as no Na+ or Ca2+ currents were observed. The patch pipette contained Cs-methanesulfonate-based internal solution. (C) Current–
voltage plot of responses evoked by hyperpolarizing and depolarizing voltage commands in (B). Only very small outward current could be measured. 
Calibration bar on the right also applies to left panels. The original biocytin images were modified for pseudo-color and brightness/contrast 
enhancement using Adobe Photoshop. Adapted from Mathern et al. (2000) and Cepeda et al. (2003, 2012).
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Thus, while some of the non-neuronal cells appeared “neuronal-like” 
(Figure 6) and others appeared “glial-like” (Figures 7, 8), still others 
defied classification. Although calling non-neuronal cells “neuronal-
like” seems paradoxical, it is not unprecedented. We recently recorded 
human neural stem cells implanted in a mouse model of Huntington’s 
disease. Some of the cells displaying immature membrane properties, 
including very high input resistance, did not fire action potentials when 
depolarized, and received no or rare synaptic inputs (Holley et al., 
2023). If we assume that BC/GC are frozen in a progenitor neural stem 
cell stage, it is possible that some membrane properties appear 
neuronal-like, while others are not yet typical of neurons.

Other types of abnormal non-neuronal cells: We later described 
the existence of “intermediate cells” that appear to have a clear 
pyramidal-shaped soma and a nascent apical dendrite, but in more 
distal regions they display bushy, wavy processes, reminiscent of those 
observed in BC/GC (Figures 9, 10; Cepeda et al., 2012). Finally, after 
separating cells into “neuronal-like,” “glial-like,” and “intermediate,” still 
some cells could not be categorized, and we call them “undetermined” 
(Figure 9). Indeed, we also recorded cells that looked like dysmorphic 
or reactive astrocytes. This rich variety could reflect the fact that the 
degree of neuronal vs. glial marker expression varies from cell to cell, 
suggesting that these cells conform a heterogeneous group. This is 

consistent with observations in TSC histological samples showing a 
wide spectrum of abnormal cells including dysplastic neurons, giant 
neuroglial cells, giant and dysplastic astroglia, and reactive astrocytes 
(Talos et al., 2008). Indeed, based on the pediatric epilepsy material 
we have examined in the past 30 years we found that non-neuronal 
cells represent a heterogeneous group, with a wide variety of cell 
shapes, sizes, and dendritic elaboration, suggesting diverse function or 
lack thereof, as well as different roles in epileptogenesis.

In sum, before the introduction of IR-DIC microscopy, it was 
believed that BC/GC could play an active role in epileptogenesis, 
based on complex morphology and exuberant dendrites (Spreafico 
et  al., 1998; Schwartzkroin and Walsh, 2000). A paradigm shift 
occurred when we demonstrated conclusively that BC/GC cells were 
incapable of generating action potentials, did not appear to receive 
synaptic inputs, and were unresponsive to iontophoretic application 
of excitatory aminoacids (Mathern et al., 2000; Cepeda et al., 2003). 
The absence of synaptic inputs is consistent with IHC studies by other 
groups showing that cortical tubers have reduced expression of 
synapsin I, as well as other synaptic markers (Lippa et  al., 1993; 
Toering et  al., 2009). Overall, our findings support the idea that 
non-neuronal cells in FCDIIb and TSC are a heterogenous group that 
can come in many flavors, similar to IHC findings in TSC cases (Talos 

FIGURE 4

A “spider”-like cell recorded in a TSC case. (A) Biocytin-filled cell showed multiple thick processes emerging from an ill-defined, gnarled soma. As they 
distanced from the center, these processes tapered and became progressively thinner, swerving around haphazardly. The thin processes contained 
numerous varicosities, similar to those illustrated in Machado-Salas (1984) study (Figure 1) and speculated as being a point of neuronoglial interaction 
by a reactive astrocyte and a deteriorated cortical pyramidal neuron. (B) This cell was recorded in current clamp mode (K-gluconate as the pipette 
internal solution). A series of negative and positive step currents induced voltage deflections similar to those evoked in a “model” cell. However, no 
action potentials could be evoked even at very depolarized potentials and instead a strong rectification occurred (arrow). (C) Current–voltage plot of 
the changes in voltage evoked by increasing negative and positive current pulses. Notice that with negative current steps the current–voltage 
relationship is practically linear, whereas positive current steps induce strong rectification. Adapted from Cepeda et al. (2012).
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et al., 2008). This heterogeneity of non-neuronal cells in FCDIIb and 
TSC, calls for a re-evaluation of cell classification in these pathologies.

7 Functional considerations regarding 
BC/GC and their role in 
epileptogenesis

BC are pathognomonic of FCDIIb, resemble GC found in TSC, 
and many of these cells are similar to fibrillary astrocytes. Indeed, 
some authors have suggested that TSC, and by extension FCDIIb, 
could be classified as a pathology of astrocytes, a group that includes, 
among others, subependymal tumors, SEGA, Alexander disease, and 
gemistocytic astrocytoma (Sosunov et al., 2008). For example, despite 

the name astrocytoma, the GC in SEGA also express neuronal markers 
(Jozwiak et al., 2005; Jozwiak et al., 2006). Similarly, in Alexander 
disease, a genetic disorder of astrocytes caused by a dominant gain-
of-function mutation in the GFAP gene, enlarged dysmorphic and 
reactive astrocytes with characteristic Rosenthal fibers can be found 
(Brenner et al., 2001; Messing et al., 2012). They are believed to be a 
product of elevated GFAP, secondary to increased protein synthesis 
driven by the mTOR pathway. Of relevance, Rosenthal fibers also have 
been observed in some TSC and FCDIIb cases (Khanlou et al., 2009; 
Hirfanoglu and Gupta, 2010; Blumcke et  al., 2021). Similar 
histopathologies in these disorders support the idea that FCDIIb and 
TSC could be considered, at least in part, a disease of astrocytes. This 
idea has been reinforced by recent single-cell genomic and 
transcriptomic profiling demonstrating that BC in FCDIIb are closely 

FIGURE 5

In terms of the functional role of non-neuronal cells (A–C), in some electrophysiological recordings slices were bathed in ACSF solution containing 
4-aminopyridine (4-AP), a K+ channel blocker that increases neurotransmitter release as well as K+ concentration in the extracellular milieu. It became 
evident that BC/GC were not completely isolated from the environment as they were capable of sensing changes in K+ concentration, that was 
manifested by small, rhythmic membrane oscillations (D). Adapted from Levinson et al. (2020).
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related to astrocytes, whereas dysmorphic neurons are more akin to 
glutamatergic neurons (Baldassari et al., 2024).

In normal and pathological conditions, astrocytes play a critical 
role in, among others, buffering K+ and glutamate, providing energy 
substrates, neurotransmitter precursors, purines, growth factors, and 
gliotransmitters (Sofroniew and Vinters, 2010). Importantly, 
astrocytes are an integral part of the tripartite synapse and modulate 
neuronal activity via feedback mechanisms. Aberrant synaptic 
communication between neurons and glia may thus contribute to 
neural pathologies (Liu et al., 2023). If some BC/GC can be considered 

enlarged astrocytes, what could be their significance in FCDIIb and 
TSC? Before attempting to answer this question, it is important to 
determine whether BC/GC establish direct contact with neurons and 
vice versa. In his landmark Golgi study, Machado-Salas noticed the 
existence of GC-neuron contacts, suggesting a possible substrate for 
interaction (Machado-Salas, 1984). Also, as noted earlier, an 
ultrastructural study reported the existence of rare neuroglial 
junctions (Trombley and Mirra, 1981). However, direct contacts 
between neurons and BC/GC seem to be an exception. More likely, 
the presence of BC/GC leads to aberrant synaptic organization. 

FIGURE 6

Gallery of non-neuronal cells with “neuronal”-like properties recorded in FCDIIb and TSC cases. Some commonalities included the inability to generate 
action potentials, lack of synaptic inputs, and absence of dendritic spines. The cell in the right middle panel appeared similar to a glial cell, however, its 
electrophysiological properties were more neuronal-like, e.g., high input resistance. Some of these cells appear similar to the “stellate” cells reported by 
Huttenlocher and Heydemann or by Ferrer et al. in 1984. Importantly, they do not have an axon. Adapted from Cepeda et al. (2003, 2005a,b, 2006).
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Because axon terminals slated to innervate cortical areas are now 
occupied by BC/GC unable to form functional synaptic connections, 
those areas could become hyperexcitable (Cepeda et al., 2003; Cepeda 
et  al., 2006; Abdijadid et  al., 2015). Interestingly, studies have 
demonstrated that areas with larger accumulation of BC do not 
appear to be  epileptogenic, in fact they display less paroxysmal 
activity than adjacent areas (Boonyapisit et al., 2003). This agrees with 
FDG-PET characterization of FCDIIb and TSC lesions prior to 
surgical resections demonstrating that BC are localized to areas of 
hypometabolism (Luat et al., 2007; Wang et al., 2023), likely related 
to the inability of BC to generate action potentials (Cepeda 
et al., 2006).

Investigation of glutamate clearance showed BC outside of ictal 
onset areas had an increased expression of glial glutamate transporters 
(GLT1/EAAT2) (Gonzalez-Martinez et al., 2011). Increased neuronal 
glutamate transporters also were found in cortical tubers (White et al., 
2001). Therefore, it is possible that BC/GC play a protective role in 
epileptogenesis, regulating neuronal synaptic transmission via the 
tripartite synapse. In support, we recently demonstrated that BC/GC 
can sense changes in neurotransmitter and K+ concentration and 
display slow rhythmic membrane oscillations during high levels of 
neuronal activation (Levinson et al., 2020; Figure 5). Similar to BC/
GCs are intermediate cells, which display both neuronal and glial 
markers and do not generate action potentials (Talos et  al., 2008; 

FIGURE 7

(A) Cells with glial-like properties recorded in TSC and CDIIb cases. The electrophysiology of depicted cells was more typical of those of astrocytes, 
except for the large size and extended space domain. The two giant cells in top right panel appear coupled via gap junctions. (B) One of the coupled 
cells (top right panel) was recorded in voltage clamp mode. It displayed a very low input resistance and large cell membrane capacitance. (C) The plot 
shows a typical linear current–voltage relationship as well as very large outward currents. Adapted from Cepeda et al. (2012).
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Blumcke et al., 2011; Cepeda et al., 2012). Thus, while BC/GC and 
intermediate cells do not appear to participate actively in epileptogenic 
processes, they could instead dampen epileptic activity.

A recent review article asked the question of whether BC/GC in 
FCDIIb, TSC, and HME are friends or foes (Liu et al., 2024). The 
authors are correct in that there is no simple answer and their role in 
these pathologies is more nuanced, which may be related to the extent 
to which BC/GC are more glial-like or neuronal-like. If BC can 
effectively dampen epileptic activity, one may think that they are 
friends. This would agree with the fact that epileptogenesis is 
associated with the density of dysmorphic cytomegalic neurons 
(Stephenson et al., 2021) and not with that of BC/GC. However, even 
though BC/GC lack an axon and classical chemical synapses, 

gliotransmission is still possible. For example, a study designed to 
examine neuron–glia interactions in cell cultures and organoids from 
TSC and control cases demonstrated that TSC astrocytes displayed 
increased proliferation and changes in gene expression consistent with 
an enrichment of secreted and transmembrane proteins related to 
EGFR signaling (Dooves et  al., 2021). Surprisingly, in neurons 
cultured with astrocyte-conditioned medium there was an increase in 
the percentage of GABA synapses (VGAT+) relative to glutamate 
synapses (VGLUT+), leading to altered excitatory-inhibitory balance. 
Considering that KCC2 is reduced in cortical tubers and FCDIIb 
lesions (Talos et al., 2012), GABA gliotransmitter release from BC/GC 
could become excitatory. Interestingly, studies have shown increased 
GABA levels along with reduced benzodiazepine receptors in brain 

FIGURE 8

Gallery of typical glial cells. The astrocyte in top left panel looks more normal compared to the other cells, in particular the enlarged cell in the top 
right panel. All cells had abundant processes extending for several hundred microns. The cell in the right middle panel was recorded in the subpial area, 
hence the very different, flattened space domain of its processes. Adapted from Cepeda et al. (2012).
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tissue from TSC patients (Mori et  al., 2012). Thus, GABA 
gliotransmission, if confirmed, could exacerbate the intrinsic 
epileptogenicity of dysmorphic cytomegalic pyramidal neurons 
(Cepeda et al., 2005b; Cepeda et al., 2007; Abdijadid et al., 2015). In 
addition, considering that BC/GC do not appear to participate in 
integrative functions associated with typical neurons, their energy 
demands could represent a metabolic burden for local 
neuronal circuits.

8 Therapeutic implications

Without knowing with certainty whether BC/GC and other 
non-neuronal cells in FCDIIb and TSC are protective or deleterious, 
targeting these cells specifically or the mTOR pathway in general, the 
possible outcomes are difficult to predict. Because of the diffuse 
nature of these changes affecting not only the lesion or tuber areas 
but also the perilesional/perituberal regions, and the fact that they 

FIGURE 9

A wide variety of cells was observed in TSC and FCDIIb tissue samples. Some cells had a neuronal, even pyramidal-shaped soma (top right panel). 
However, the processes lacked spines and the thick (apical-looking) dendrites quickly metamorphosed into a multitude of fine branches. These cells 
are considered “intermediate” for their glioneuronal features. Other cells could not be determined (middle and bottom panels). Some appeared as just 
a few thick processes but seemingly lacking a defined soma. The cell in the bottom left panel appeared as a deteriorating cell similar to the aberrant 
cortical neurons observed by Machado-Salas (1984, Figure 2). Adapted from Cepeda et al. (2012).
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occur so early in brain development, it is unlikely that 
pharmacological manipulations will have a major impact on seizure-
generation unless the lesions can be identified in utero and treatment 
starts immediately. A promising venue is CRISPR-based gene editing. 
For example, gene activation via targeting enhancers of 
haploinsufficient genes has been proposed as a therapeutic 
intervention in autism, as well other neurodevelopmental disorders 
(Chen et al., 2024). However, some symptoms in FCDIIb and TSC 
patients can be  ameliorated using mTOR targeting drugs. For 
example, mTOR inhibitors everolimus and rapamycin have 
demonstrated the ability to decrease seizure activity in TSC human 
trials (Muncy et al., 2009; Krueger et al., 2013). Sirolimus, generic for 
rapamycin, also was shown to reduce the frequency of epileptic 
seizures in FCDII patients (Kato et  al., 2022). However, no 
improvement was noted in another case (Hadouiri et al., 2020). A 

different clinical study in TSC and FCD patients showed that short-
term everolimus had no adverse effects and there was a trend for 
lower pS6 (Leitner et al., 2022). In ex vivo slices, we demonstrated 
antiseizure effects of everolimus and these effects were more 
pronounced in TSC and FCD cases compared to non-mTOR-
mediated pathologies (Cepeda et al., 2018). Another pharmacological 
target has been finding ways to reverse the depolarizing actions of 
GABA caused by high levels of NKCC1 and low levels of KCC2 (Talos 
et al., 2012), which facilitate seizure occurrence (Dzhala et al., 2005). 
A number of studies have demonstrated efficacy of bumetanide in the 
treatment of seizures and some symptoms of autism (Ben-Ari, 2017; 
van Andel et  al., 2020; Soul et  al., 2021; Ben-Ari and Cherubini, 
2022). Other studies also indicate that the expression of innate 
immune markers is elevated in areas with high concentrations of BC 
in FCDIIb, particularly in the white matter (Zimmer et al., 2021). 

FIGURE 10

Some of the biocytin-filled cells shown in previous figures were used to construct camera lucida drawings (courtesy of the late Robin S. Fisher). Cells 
displayed various somatic shapes but all possessed long, waving processes with numerous varicosities. Adapted from Cepeda et al. (2003, 2006, 2012).
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Thus, therapies targeting inflammation could be beneficial in FCDIIb. 
Similarly, a recent study reported signatures of cellular senescence 
(e.g., p53/p16 expression and senescence-associated β-galactosidase 
activity) in dysmorphic neurons and BC found in FCDIIb cases, 
suggesting that senolytic drugs such as dasatinib and quercetincan 
can be used to reduce seizure activity (Ribierre et al., 2024).

9 Conclusion

Any attempt to classify BC/GC into further subcategories cannot 
be based on purely morphological or electrophysiological grounds. 
Only by integrating electrophysiological observations, morphology, 
protein and gene (mRNA) expression, can we determine with more 
accuracy cell type and potential function. Morphology alone can 
be misleading (e.g., BC/GC being epileptogenic or “stellate” neurons 
lacking an axon). By definition, neurons have the capacity to generate 
an action potential, they possess an axon able to transmit electric 
signals, integrate synaptic inputs, and release neurotransmitters and/
or neuromodulators. We can conclude that BC/GC are a subtype of 
non-neuronal cells and are functionally similar to astrocytes. However, 
some BC/GC also display some neuronal properties typically found 
in immature neural stem cells. Thus, although definitely not neuronal, 
BC/GC, as well as some medium-sized cells unable to fire action 
potentials, can be  categorized into different subgroups based on 
morphological and electrophysiological properties as neuronal-like or 
glial-like. We  hope that decontextualizing these cells from their 
pathology may elucidate the role of BC/GC in the pathophysiology of 
pediatric epileptic seizures caused by FCDIIb and TSC.
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Precision, or personalized, medicine aims to stratify patients based on variable

pathogenic signatures to optimize the effectiveness of disease prevention

and treatment. This approach is favorable in the context of brain disorders,

which are often heterogeneous in their pathophysiological features, patterns

of disease progression and treatment response, resulting in limited therapeutic

standard-of-care. Here we highlight the transformative role that human

induced pluripotent stem cell (hiPSC)-derived neural models are poised to

play in advancing precision medicine for brain disorders, particularly emerging

innovations that improve the relevance of hiPSC models to human physiology.

hiPSCs derived from accessible patient somatic cells can produce various

neural cell types and tissues; current efforts to increase the complexity of

these models, incorporating region-specific neural tissues and non-neural cell

types of the brain microenvironment, are providing increasingly relevant insights

into human-specific neurobiology. Continued advances in tissue engineering

combined with innovations in genomics, high-throughput screening and

imaging strengthen the physiological relevance of hiPSC models and thus their

ability to uncover disease mechanisms, therapeutic vulnerabilities, and tissue

and fluid-based biomarkers that will have real impact on neurological disease

treatment. True physiological understanding, however, necessitates integration

of hiPSC-neural models with patient biophysical data, including quantitative

neuroimaging representations. We discuss recent innovations in cellular

neuroscience that can provide these direct connections through generative AI

modeling. Our focus is to highlight the great potential of synergy between these

emerging innovations to pave the way for personalized medicine becoming

a viable option for patients suffering from neuropathologies, particularly rare

epileptic and neurodegenerative disorders.

KEYWORDS

precision medicine, hiPSCs, brain disorders, biomarkers, generative AI, brain organoids,
neurophysiology
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1 Introduction

Precision medicine is a clinical approach that strives to develop
targeted treatment paradigms for individual or specific groups of
patients based on their unique genetic, molecular, physiological,
environmental, and behavioral signatures (Kosorok and Laber,
2019). The promise of human induced pluripotent stem cells
(hiPSCs) (Takahashi and Yamanaka, 2006; Takahashi et al., 2007)
to play a central role in precision medicine approaches for the
diagnosis and treatment of human diseases has been evident since
their initial discovery, given that they reflect the full genomic
complement of the patient from which they were derived (Agarwal
et al., 2008; Gunaseeli et al., 2010; Marchetto et al., 2010; Chun
et al., 2011). The synergistic emergence of advanced genome,
tissue engineering, and high-throughput analytical approaches,
combined with increased clinical accessibility and depth of
genome sequencing technologies, is helping to make the promise
of hiPSCs as central agents of precision medicine a reality.
These advancing technologies allow researchers to model complex
neurodevelopmental processes in vitro at cellular and molecular
levels and to identify potential pathogenic mechanisms, biomarkers
and therapeutic vulnerabilities, all in a patient-specific context.
In under two decades (Takahashi and Yamanaka, 2006; Takahashi
et al., 2007), hiPSCs have transformed our understanding of
human development in both normal and disease contexts and new
advances continue to mount at a rapid rate.

hiPSC-based technologies have been particularly impactful for
the brain. Given the inaccessibility and scarcity of ex vivo human
brain tissues available for study, and a relative lack of congruence
between humans and animal models (Jucker, 2010; Knock and
Julian, 2021), mechanistic investigation of the human brain has
historically been challenging. hiPSCs now provide researchers with
an invaluable tool to simply produce human neural cells and ever
more complex tissues “in a dish.” Produced from the nuclear
reprogramming of highly accessible sources of somatic cells, hiPSCs
can be derived from any individual and strategies to establish
these cells are becoming increasingly accessible (Liu et al., 2020).
The initial somatic cell source used for hiPSC derivation was
dermal fibroblasts obtained by punch biopsy of the donor’s skin;
however, blood plasma and even urine samples are now more
commonly used, making the process simpler and less invasive for
donors and clinicians (Sohn et al., 2012). The reprogramming of
somatic cells involves the introduction into the donor cells of four
transcription factors–OCT4, SOX2, KLF4, and c-MYC–by either
nucleofection or, more commonly due to increased efficiency,
transduction with viral vectors (Takahashi et al., 2007). As hiPSCs
have the same genotype as their somatic cell source obtained
from the human donor, they typically carry disease-associated
mutations of interest as well as other genetic variants specific to that
individual. Isogenic hiPSC lines produced by genomic engineering
to repair a disease-causing variant, or hiPSCs obtained from family
members with a similar, though typically not identical, germline
signature, serve as valuable controls for mechanistic investigations
(An et al., 2012; Fujimori et al., 2018; Laperle et al., 2020). These
standard methods allow researchers to study the unique impacts
of inherited patient-specific mutations in the multiple cell types
that can be differentiated from hiPSCs. Although cells and tissues
derived from human stem cells cannot, on their own, provide

information across all physiological scales, they can illuminate the
genetic and molecular features of neurological disorders. With
ongoing advances, such as the ability to produce a myriad of neural
cell types, more complex region-specific three-dimensional (3D)
organoid tissues, and non-neural cell types that are important
contributors in the neural niche (Muffat et al., 2016; Abud et al.,
2017; Centeno et al., 2018; Wörsdörfer et al., 2019), the mechanisms
and causative factors identified will become more likely to serve
as valid biomarkers or therapeutic targets. Moreover, the subtle
differences in genetic make-up of these cultures makes them the
perfect tool to characterize the development and progression of
neurological disorders for each patient or specific classes of patients
(such as those that share a common rare disease diagnosis).

A wide variety of protocols to generate neural cells and 3D
tissues from hiPSCs have been developed (Muratore et al., 2014;
Galiakberova and Dashinimaev, 2020; Mayhew and Singhania,
2023), and these vary in their complexity and therefore their degree
of fidelity to the molecular, structural and functional heterogeneity
of in vivo human brain tissue. These engineered models of the
human brain are now routinely used to investigate molecular
processes that underly key stages of brain development including
stem cell maintenance and fate decisions, neuro- and glio-genesis,
and neuronal network formation and synaptic properties (Liu and
Zhang, 2011). hiPSC models are also increasingly used to elucidate
mechanisms of not only neurodevelopmental but also aging-related
diseases (Yagi et al., 2011; Stern et al., 2018; Knock and Julian, 2021).
In parallel, methods to precisely modify the genome of hiPSCs, for
instance to insert or repair disease-relevant mutations or lineage-
tracing markers, and to produce neural cells and tissues in vitro
that reflect the complexity of the native environment, have become
increasingly sophisticated. Continued innovation in these areas will
greatly enrich our ability to uncover both common mechanisms of
disease between distinct disorders and to then determine how each
patient population, or individuals within these populations, are
unique–a central requirement to achieve precision-level medical
care.

As summarized in Figure 1, this review will highlight emerging
technologies that together have great potential to center hiPSCs
as powerful tools for physiological-level modeling of patient-
and disease-specific pathological trajectories, and as agents for
drug discovery, in neurological disorders. Efforts to consistently
improve the depth and physiological relevance of high-throughput
screening, neurophysiological analysis approaches, and the region-
specific brain organoids and co-culture models (e.g., multi-region
neural organoid models or those incorporating non-neural cell
types) that can be established will have a particularly profound
impact. We posit that a future exists in which hiPSCs are
centered as agents to adequately inform clinical understanding and
likely treatment trajectories for patients with genetic neurological
disorders. However, to realize this goal the increasing repertoire
of iPSC-derived human neural tissues, which elevate our ability to
model the human brain with high complexity and fidelity, must
continue to develop. Additionally, their integration with patient-
derived biophysical data is needed. Personalization that spans cells
to neural systems, achieved by integrating high resolution hiPSC-
derived phenotyping data with multiscale biophysical models
established from patient neuroimaging representations, can deepen
our understanding of the underlying features of a patient’s
disease and clarify complex mechanisms. Measuring cellular
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phenotypes across timescales, particularly after integration and
validation with neurocognitive physiological parameters, may also
uncover tissue and fluid-based biomarkers of bona fide disease
trajectories and potential treatment approaches. These powerful
emerging approaches and the critical advances that will follow
from their integration, will transform the ability of researchers
and clinicians to unravel the complexities of brain function and
dysfunction and pave the way for personalized medicine becoming
a viable and effective option for patients suffering from genetic
neuropathologies.

2 A need for increased complexity to
improve physiological relevance of
hiPSC-based disease models

Human pluripotent stem cell-derived neuronal cultures and
organoids have now been used to model numerous neurological
disorders with a genetic basis. Early studies were largely
focused on common diseases that impact development and aging
trajectories like schizophrenia, bipolar disorder, autism syndromes,
Alzheimer’s disease (AD) and Parkinson’s disease (PD) (Murai
et al., 2016; Ochalek et al., 2017; Lewis et al., 2019; Bame et al., 2020;
Laperle et al., 2020). Though more recently, rare genetic diseases
have been increasingly represented in hiPSC disease modeling
efforts and this focus promises to be especially impactful, both for
our understanding of neuropathology in general and for our ability
to effectively treat marginalized patient populations (Hosoya et al.,
2017; Saito et al., 2018). Rare diseases frequently impact the brain,
are typically genetic, and individually affect a small proportion
of the human population (each fewer than 1 in 2000 live births)
(Umair and Waqas, 2023). Given the large number of rare diseases
that are thought to exist (an estimated ∼8000) (Somanadhan et al.,
2023) and the small number of patients available for study in each
case, there is currently little to no mechanistic understanding for
most rare conditions. This reality precludes accurate diagnoses,
limits options for effective treatment, and results in a lack of
fundamental knowledge about how many genetic disorders impact
the form and function of our brains. Though rapid advances in
genetic testing are increasingly improving the odds of identifying
causative genetic variants for distinct rare conditions, which can
then lead to cell and molecular-level mechanistic understanding,
this is not always successful. Furthermore, there is often a lack of
adequate functional information to validate candidate mutations or
determine which gene variant, sometimes among multiple potential
candidates, is causing a patient’s disease.

Patient-derived hiPSC-neural models (paired with isogenic
or familial controls) have already revealed important mechanistic
details, and in some cases have elucidated therapeutic
vulnerabilities, for many genetic disorders (Paşca et al., 2011;
Liu et al., 2013; Barak et al., 2022). Few, however, have led to
true clinical translation, and for most rare diseases hiPSC-derived
models have yet to be developed at all. hiPSC approaches to model
neural diseases have so far been fragmented, where investigations
of pathology from individual groups typically emphasize specific
aspects of a disease–such as cellular, physiological, cognitive, or
clinical presentation–but lack an integrated view across multiple
scales. Additionally, hiPSC-based studies typically assess individual

cell types or a single brain region at a time, even though many
neurological diseases are multifactorial involving contributions
from different cell types and brain regions (Allen and Lyons, 2018;
Fessel, 2023). This piecemeal strategy is inadequate to fully model
and interrogate genetic brain diseases, as they are typically complex
and impact multiple scales of brain form and function.

Establishing stem cell-based models for every rare genetic
condition of the brain is a tall order. Though easing the burden, it
has been promising to see as more studies as reported that specific
pathogenic mechanisms often overlap between different genetic
conditions. Furthermore, these overlapping mechanisms are often
also observed in more common disorders for which mechanistic
understanding is more abundant, and center on organelle
dysfunction, altered proteostasis, and changes in the balance
of excitatory and inhibitory (E/I) neurophysiological parameters
(Reddy, 2009; Maestú et al., 2021; Pradhan and Bellingham, 2021;
Wingo et al., 2022). Precision medicine approaches harnessing
hiPSC technologies may therefore be accelerated by efforts to first
group patients together who share similar disease signatures, even
if they span distinct conditions. After this initial stratification,
unique disease- or patient-specific phenotypic differences can then
be more easily identified. This approach could help to put many
patients on a promising diagnostic or treatment path more quickly
and could greatly streamline mechanistic and therapeutic discovery
endeavors, including identification of patient groups for which
clinically approved drugs can be repurposed.

Before hiPSC-based technologies can reliably support disease
diagnosis, trajectory predictions and treatment validation in the
clinic (Figure 1), new paths to increase the throughput, fidelity,
complexity, and physiological relevance of the neural cells and
tissues they can produce must continue to emerge. Efforts to
consistently improve the depth and accuracy of high-throughput
screening and neurophysiological analysis approaches, and the
region-specific brain organoids and co-culture models (e.g., multi-
region neural organoid models or those incorporating non-
neural cell types) that can be established from hiPSCs, will
have a particularly profound impact. Technical strategies to
analyze the impact of gene variants on cell fate decisions and
molecular phenotypes, particularly those that are amenable to
fluorescent-based imaging (Murai et al., 2016; Ochalek et al.,
2017; Yang et al., 2017), are now quite robust. However,
neurophysiological understanding at the cellular level requires
quantification of the synaptic activity inherent in these cultures.
Direct integration of cellular-level data with patient-derived
neuroimaging representations (Figure 1) can be achieved by
pairing datasets whose E/I balance parameters are closely
matched (Figure 1; Schirner et al., 2018). Thus, we will focus
our discussion on integrative cells-to-neural systems modeling
of neurological disorders that are characterized by epilepsy
and neurodegeneration, which consistently display measurable
alterations in synaptic E/I balance. Notably, many neurological
conditions–both developmental and aging-related–are marked by
epileptic activity or neural tissue degeneration and their underlying
mechanisms have been extensively investigated in animal and
hiPSC disease models (Solodkin et al., 2011; Falcon et al., 2016;
Bavassano et al., 2017; Jirsa et al., 2017; Rousseaux et al., 2018;
Hashemi et al., 2020; Hommersom et al., 2022; Schirner et al.,
2022; Jirsa et al., 2023). Given the prominence of epilepsy and
neurodegeneration among neurological conditions, we therefore
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FIGURE 1

A vision for hiPSCs as key contributors in patient-centered precision medicine platforms. Patient-derived iPSCs are generated from patient somatic
cells and are differentiated into brain region-specific cells and organoids for profiling, uncovering disease mechanisms and potential therapeutic
targets. High-throughput screening using these patient-derived cells can reveal drug candidates that can go on for further evaluation of their
efficacy. Functional readouts from electrophysiological assays, such as excitatory/inhibitory (E/I) balance in different neuronal populations can be
integrated with brain imaging data in a simulated patient brain model to ultimately generate a predictive model to inform decision-making in patient
diagnosis, prognosis and treatment.

predict that the integrated patient-centered modeling platform we
envision (Figure 1) will ultimately be amenable to most genetic
brain conditions.

2.1 Advances in patient-centered
modeling of neurodegenerative
disorders

Neurodegenerative diseases (NDDs) are a diverse group of
complex conditions characterized by progressive and irreversible
dysfunction of the brain due to the continuous loss of specific
neuron populations that are susceptible to degeneration (Forman
et al., 2004). Animal models of NDDs have enhanced our
understanding of the molecular pathogenesis of diseases such as
AD, PD, and Huntington’s disease (HD) (Savitt et al., 2006; Yang
et al., 2017; Dawson et al., 2018), with the hope of facilitating
the discovery of multiple points of therapeutic intervention (Zeiss,
2017). However, findings in model organisms are not always
translatable as some NDD pathologies are unique to humans. For
example, because AD does not occur naturally in rodents, mouse
models require genetic modification to cause the overexpression
of human amyloid precursor protein (APP) and presenilin genes
associated with familial AD (Sasaguri et al., 2017). The disease also
manifests differently than in humans, where although the mice will
develop amyloid plaques like those found in patients, they do not
exhibit tauopathy or neurodegeneration (Selkoe, 2001). Due to the
complexity and heterogeneity of NDDs in humans, animal models
cannot fully recapitulate all physiological aspects of these disorders.
Thus, there is a significant need for the development of advanced
model systems that can effectively address the limitations of current

animal models to enhance our mechanistic understanding of
neurodegenerative diseases.

To address these concerns, many researchers are increasingly
using human-based neuronal models to study NDDs. The synergy
of novel hiPSC technologies with developments in genome-editing
and sequencing has allowed for the investigation of cellular
mechanisms during NDD pathogenesis. hiPSCs can also allow
for the study of neurological diseases that don’t have underlying
mutations yet identified, as patient-derived hiPSCs retain the
full genetic information of any germline and sometimes somatic
mutations, providing researchers with a tool to also study sporadic
diseases. In the case of Amyotrophic Lateral Sclerosis (ALS), a
heterogenous motor neuron disease which causes the progressive
degeneration of motor neurons in the spinal cord and brain
(Cluskey and Ramsden, 2001), 90–95% of cases are sporadic
(sALS) (Kiernan et al., 2011), meaning they are not inherited
unlike familial ALS (fALS). Before the development of hiPSCs, it
was difficult to establish useful models of sALS. Now, not only
are researchers able to establish human cellular models of sALS,
but they have also used them to identify a therapeutic agent,
ropinirole, which showed protective effects in both their fALS and
sALS cell models (Fujimori et al., 2018). This discovery led to
phase 1/2a clinical trials in patients with sALS testing ropinirole
(Morimoto et al., 2023), where ropinirole was shown to slow disease
progression, resulting in slower functional decline when patients
were treated with the drug earlier. While further efforts are required
to uncover the precise mechanism of action for ropinirole in ALS,
this body of work demonstrates that hiPSC culture models have
the capability to be used in precision medicine pipelines to identify
drug candidates and predict the responsiveness of patients to
treatments (Farkhondeh et al., 2019; Okano and Morimoto, 2022).
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The bulk of hiPSC-neural modeling studies to date have
centered on models of the forebrain. However, it is well known
that in vivo, NDDs often involve heterogenous representations
across multiple brain regions. The forebrain may be involved in
some pathological process, but it is not always the primary tissue
region affected with other brain regions often displaying the first
signs of the degeneration cascade. This means that many existing
human cell models of NDD do not address the appropriate cell
and tissue types. Recent innovations that are transforming our
ability to produce region-specific brain organoids, particularly
the cerebellum, are starting to fill this critical gap (Silva et al.,
2020; Atamian et al., 2024). For example, the cerebellum is an
important contributor in neural atrophy disorders such as Familial
Ataxia Syndromes (Silva et al., 2020), Multiple System Atrophy
(MSA) (Ciolli et al., 2014), and Creutzfeldt-Jakob Disease (CJD)
(Zerr and Parchi, 2018). New findings suggest that cerebellar gray
matter atrophy is also involved in many conditions previously
attributed to the degeneration of the cerebral cortex such as AD, PD
and Frontotemporal Dementia (FTD) (Guo et al., 2016; Gellersen
et al., 2017; Seidel et al., 2017), suggesting that a more thorough
investigation of the cerebellum can be insightful for human NDD
modeling.

One such example of cerebellar atrophy disorders are the
spinocerebellar ataxias (SCAs), a group of over 40 rare hereditary
progressive movement disorders that primarily affect neurons in
the hindbrain and cerebellum, with involvement in some forms
in the spinal cord and cerebral cortex (Klockgether et al., 2019;
Chirino-Pérez et al., 2021; Guo et al., 2023; Pilotto et al., 2023).
To study this class of NDDs in a human model, researchers
can use hiPSCs derived from both healthy individuals and SCA
patients to generate cerebellar organoids, which can consistently
reproduce multiple types of functional cerebellar neurons (Atamian
et al., 2024). This very recent establishment of a functional
human model of the cerebellum is an integral step to improving
our understanding of human neurophysiology and pathology, as
studies have shown that the human cerebellum differs drastically
from that of rodents. For example, in contrast to mouse, the human
cerebellum has more outer radial glia in an outer subventricular
zone during development that drives human cerebellar expansion
and gyrification (Nowakowski et al., 2016). Other differences
in human cerebellum development are in rhombic lip (RL)
morphology and the existence of substructure zones such as
ventricular (RLVZ) and subventricular zones (RLSVZ), as well as
internalization of the RL into the posterior lobule to form a
tightly packed pool of cells (Haldipur et al., 2019). Differences
in development ultimately translate to a different mature tissue,
highlighting the importance of a human-based model to capture all
aspects of neurophysiology and pathology in the cerebellum. While
it can be argued that because hiPSC models elucidate mechanisms
of disease in an earlier developmental model they might not be well
suited for modeling diseases that arise later in adulthood, there is
evidence to suggest that events during early prodromal stages in
these developmental models can shed light on the acquisition of
late-stage syndromic phenotypes (Caldwell et al., 2015; Tremlett
and Marrie, 2021). This prodromal window may also be a more
suitable therapeutic window to recover brain homeostasis.

The recent development of brainstem organoids (Eura et al.,
2020; Lui et al., 2023), an area of extensive atrophy in many patients
with SCA, will help to further develop appropriately complex

models for this class of NDDs. Incorporating multiple brain
region-specific organoids that are relevant to a given NDD–for
example forebrain, cerebellum and brainstem–can permit analysis
of degenerative mechanisms both within and between distinct
affected regions. The rapid advance of brain organoid assembloid
technologies (further detailed below), where unique types of
organoids are physically connected to permit observation and
assessment of neuronal network formation across brain regions, is
substantially supporting efforts to improve physiological relevance
in neurological disease models.

2.2 Advances in patient-centered
epilepsy modeling

Epilepsy, a condition characterized by persistent predisposition
to experiencing seizures, is thought to affect a staggering ∼1%
of the population, or about 80 million people worldwide (Beghi,
2020). Epilepsy can arise due to one of many genetically defined
conditions or, more often, as a secondary feature of other
neuropathological conditions or from unknown causes. The exact
mechanisms driving the underlying neural network dysfunction
in these disorders largely remain to be uncovered (Perucca and
Perucca, 2019), but in vitro modeling of inherited epilepsy disorders
with hiPSCs has opened new doors for mechanistic investigations
and drug discovery. The added value emerging from hiPSC-derived
neural epilepsy models again highlights the limitations of existing
animal models to capture certain human-specific features, which
are critical to the establishment of altered brain architecture and
synaptic networks that underlie these syndromes (Blair et al., 2018;
Knock and Julian, 2021; Eichmuller et al., 2022). As with NDDs,
in many epilepsies a genetic cause is presumed but the gene
variant is unknown. hiPSC approaches to model brain development
and neural network function from epileptic patients can therefore
inform pathogenic mechanisms both for patients with well-defined
mutations and for those whose genetic cause is not yet identified. In
the latter case, the presence of epileptic phenotypes in hiPSC neural
models derived from patients, compared to those from familial
controls, can help to diagnose individuals by establishing if their
syndrome does indeed have a genetic basis.

Many genetic epilepsies exist, but we will focus on a select few
for which hiPSC models have provided significant advances–Dravet
syndrome, a severe myoclonic epilepsy characterized by febrile
seizures that begin in infancy, and the class of disorders termed
malformations of cortical development (MCDs) (Chen et al., 2014;
Costa et al., 2016; Sun and Dolmetsch, 2018; Majolo et al., 2019;
Klofas et al., 2020). MCD describes numerous disorders that are
characterized by altered brain development causing architectural
and neuronal network abnormalities, which almost invariably lead
to altered cognition and severe epilepsy that are typically treatment
resistant (Oegema et al., 2020). Tuberous sclerosis, focal cortical
dysplasia, and megalencephaly are among the most commonly
studied MCDs, and hiPSC-derived in vitro models for these
conditions continue to improve in their fidelity and capacity to
model disease-relevant features (Li et al., 2017; Avansini et al., 2022;
Eichmuller et al., 2022).

Given the relative ease of electrophysiological analyses
in pure neuronal cultures, hiPSC-based models of epilepsy
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have predominantly focused on the derivation and functional
assessment of 2D cultures of neurons, sometimes also including
astrocytes. Typically, these are telencephalic forebrain neurons
given the propensity of basic neuronal differentiation protocols to
yield forebrain cells (Muratore et al., 2014). Efforts to model Dravet
syndrome with patient-derived hiPSCs, which carry a deleterious
mutation in the Nav1.1 sodium channel, indicate that cultures
of telencephalic interneurons carrying this variant have reduced
sodium current density and action potential output; however,
no phenotypic change was observed in excitatory neurons (Sun
et al., 2016). These results are in line with previous findings in a
mouse model of Dravet syndrome (Yu et al., 2006) and highlight
differences in the contribution of distinct neuronal subtypes to
the epileptic state in Dravet patients. Although only in 2D culture
models, these results showcase the potential of hiPSCs to translate
cellular-level phenotypes to clinical presentation, and further
suggest the potential to evaluate the efficacy of potential therapeutic
compounds at the cellular level. hiPSC models have similarly been
used to shed light on the antiepileptic properties of cannabidiol
(CBD) in Dravet syndrome and to study its mechanism of action.
Researchers administered CBD to telencephalic neurons produced
from patient-derived hiPSCs, which increased the excitability of
inhibitory neurons and decreased the excitability of excitatory
neurons, without altering sodium channel currents in these cell
types (Sun and Dolmetsch, 2018). These observations indicate that
the effect of CBD is also targeted to specific neuronal subtypes and
is independent of sodium channel activity.

MCDs stand as the leading cause of medically refractory
epilepsy in children (Oegema et al., 2020). In adults, the MCD
Focal Cortical Dysplasia ranks as the third most common cause of
medically intractable seizures (Kabat and Król, 2012). Molecular
analysis of neurons from patients with Focal Cortical Dysplasia
Type II identified dysregulation of several genes associated with
neuronal migration during neurogenesis and embryonic neural
progenitor cell differentiation, which is a key factor that underlies
development of the malformed cortical tissue within the brains of
these patients that underlies their epileptic activity (Majolo et al.,
2019). hiPSCs carrying loss-of-function mutations in DEPDC5,
encoding a GATOR1 complex member, show overactivation of the
mammalian target of rapamycin complex 1 (mTORC1) signaling
node, resulting in epileptic episodes which can be alleviated by
administering the mTORC1 inhibitor rapamycin (Klofas et al.,
2020). A growing number of studies indicate that mTORC1
plays a significant role in many neurological diseases due to
its involvement in autophagy, proteostasis, cell proliferation and
migration, and its interactions with multiple signaling pathways
that modify the cell’s energetic state, neurotransmitters, and growth
factors (Cuyàs et al., 2014; Guo et al., 2018).

mTORC1 disruption is heavily implicated in multiple
forms of MCDs, including megalencephaly disorders and
tuberous sclerosis (TS) which is caused by mutations in
the TSC1 or TSC2 genes (Hernandez et al., 2007; Kashii
et al., 2023), leading to persistent mTORC1 hyperactivation.
Disruption of the mTORC1 pathway leads to formation of
benign tumors and generalized tissue malformations in multiple
organs including the brain (Delaney et al., 2014; Crino, 2020;
Delaney et al., 2020; Dhaliwal et al., 2024). Epilepsy manifests
in up to 90% of TS patients (Rocktäschel et al., 2019), which
is due to the presence of these low grade architecturally

abnormal tumors or “cortical tubers” (Delaney et al., 2014;
Frost and Hulbert, 2015). Patients with TS inherit a mutation in
one allele of TSC1 or TSC2 and subsequent loss of heterozygosity in
a subset of cells gives rise to focal regions of malformed brain tissue.
Complete loss of TSC1 or TSC2 is therefore required to observe
the full spectrum of disease-relevant phenotypes. Mouse models
are not fully sufficient to investigate the molecular mechanisms
of tuber formation, since homozygous germline TSC1 or TSC2
mutants are embryonic lethal due to failure of neural tube closure
(Kobayashi et al., 1999; Møller et al., 2016), and various conditional
knockouts fail to recapitulate the architecture of cortical tubers.
The approach of differentiating neurons and glia from human
pluripotent stem cells has proven to be an ideal and unique tool
to investigate how TSC1 or TSC2 loss impacts the development
of neural precursors, neurons, and glia, and the neural networks
that they form, in the human brain (Nadadhur et al., 2019; Delaney
et al., 2020). Reports on hiPSC-derived neuronal cultures have
shown that deletion of TSC2 leads to structural abnormalities in
neuroectodermal rosettes, reminiscent of the defective neural tube
closure observed in vivo (Costa et al., 2016; Winden et al., 2019).
More directly relevant to epileptic phenotypes, molecular, cellular,
and electrophysiological characteristics of dysplastic neurons
from cortical tubers induced by deletion of TSC2 have been
routinely measured in forebrain neuronal cultures and rescued
by the mTORC1 inhibitor rapamycin, a derivative of the leading
pharmaceutical treatment for TS (Costa et al., 2016; Nadadhur
et al., 2019; Winden et al., 2019; Delaney et al., 2020). Despite
these advances in 2D neuronal cultures, TS is a profound example
of the importance of 3D organoid modeling to more accurately
reflect human disease phenotypes, as only in cerebral organoids has
the architecture of cortical tubers been recapitulated (Blair et al.,
2018; Eichmuller et al., 2022). The synergy of these hiPSC-derived
neural cultures with advances in the electrophysiological assays
discussed in the following section make them an ideal tool to study
the impacts of potential drug therapeutics on epilepsy phenotypes
in vitro.

3 Advancing hiPSC neural circuitry
measurements with region-specific
brain organoids

Our understanding of the early stages of neural circuitry
development in humans has long been impeded by a lack of
access to fetal and neonatal brain tissue. Obvious ethical concerns
surrounding the use of such tissues to directly observe and
manipulate developing neural circuitry have precipitated the use
of alternative animal models to uncover key insights into human
brain development. Rodents are widely used due to their genetic
tractability and well-characterized neuroanatomy (Glowinski and
Iversen, 1966). Non-human primate models are also used, albeit
more sparingly, as they are closer to humans in terms of brain
complexity and behavior (Feng et al., 2020). Additionally, zebrafish
have transparent embryos that allow visualization of live early
neural development (Sakai et al., 2018), while fruit flies and
C. elegans have a simple nervous system, providing a more
manageable model for exploring neural circuits (Sengupta and
Samuel, 2009; Bellen et al., 2010). While the use of animal models
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has been essential to understanding the basic nature of brain
disorders that impact humans and continue to be an invaluable
tool, they also come with their own disadvantages. Confounding
factors such as captivity and housing conditions, which can cause
stress and impacts on animal welfare, can negatively impact the
validity and reproducibility of experimental results. It is also
important to note that despite some similarities between humans
and animal models, there is a lack of congruence to many features of
the developing and adult human brain, which is thought to largely
underlie the substantial issue of translational failure as promising
therapeutic strategies are moved from experimental models to the
clinical domain (Marshall et al., 2023).

The introduction of hiPSC-derived neural models, superseded
by human embryonic stem cells (hESCs), in the last 20 years
(Takahashi and Yamanaka, 2006; Marchetto et al., 2010; Cheung
et al., 2011) has provided a profound tool to study neural
circuitry in early human development, when in the past we have
mostly been limited to postmortem tissues and neuroimaging data
(Manzini et al., 2021). As a result, researchers are now able to
use electrophysiological tools to assess the functional attributes
of neurons in culture, including: (1) regular and high-density
multi-electrode arrays (MEA) for prolonged, non-destructive
recordings of electrical activity and network dynamics (Negri
et al., 2020; Habibey et al., 2022); (2) patch clamping for direct
measurement of neuronal activity (Bardy et al., 2016); (3) calcium
imaging using fluorescent calcium indicators to monitor changes in
intracellular calcium levels, serving as a proxy of neuronal activity
(Estévez-Priego et al., 2023); (4) voltage-sensitive dye imaging
using fluorescent dyes that change their fluorescent properties in
response to changes in membrane potential (Glover et al., 2008);
and (5) optogenetics, harnessing genetically engineered neurons
that express light-sensitive proteins called opsins, permitting
selective activation or inhibition of neurons by light stimulation
to manipulate neuronal activity in vitro (Deisseroth et al., 2006).
It is important to note that these 2D models lack native tissue
architecture and complex intercellular interactions, which poses a
challenge to studying neurodevelopment in vitro (Adlakha, 2023).
The development of the 3D neural organoid culture method has
provided a platform for the investigation of brain development
in a more complex tissue environment. Many of the previously
mentioned electrophysiological assays are now being applied to
investigate neuronal function in 3D brain organoid models (Birey
et al., 2017; Xiang et al., 2017; Fair et al., 2020; Tasnim and
Liu, 2022; Yang et al., 2024). The cellular diversity of brain
organoids allows researchers to study the diverse interactions
that contribute to neural circuit function. Additionally, as these
organoids can be maintained in culture for extended periods,
including recent advances with organoid transplantation into
mouse brain tissues to permit more advanced human neuronal cell
and electrophysiological development (Revah et al., 2022; Kelley
et al., 2024) researchers can study the development and maturation
of neural circuit network dynamics over time (Fair et al., 2020).
These 3D systems have been used to model disorders with known
electrophysiological abnormalities, such as epilepsy (Hirose et al.,
2020; Nieto-Estévez and Hsieh, 2020; Saberi et al., 2022), and
can be further applied to substantiate therapeutic testing via high
throughput drug screening applications.

To study the interactions between cells from different brain
regions, researchers have developed co-culture methods to combine

brain-region specific organoids into a single integrated model
(Figure 2A; Bagley et al., 2017; Xiang et al., 2017). Since
the introduction of these methods, there have been many
multi-region organoid co-culture models generated to enable
human neural circuitry studies in a dish to investigate complex
neuropathophysiologies. The combination of these various neural
organoids has allowed researchers to study key developmental
processes in a more physiologically relevant model, such as
interneuron migration and various neural circuitry projections.
Table 1 lists some of these models that have been developed in
recent years.

The electrophysiology data collected from these multi-region
assembloid models allows for a detailed assessment of neural
cell and circuit interactions between different brain regions,
particularly as inhibitory interneurons integrate within excitatory
neuron networks in the dorsal and ventral forebrain organoid co-
culture model, a phenomenon that is highly reflective of neural
circuit development in the human brain.

4 Advancing understanding of the
brain microenvironment with
co-culture of non-neural cell types

In vitro research on the human brain has primarily centered
around neural cell types, including neurons, astrocytes and
oligodendrocytes. However, when aiming to establish platforms
to facilitate effective precision medicine strategies, which should
mirror the in vivo condition as closely as possible, it is crucial
to acknowledge the critical role that non-neural cells play in
brain physiology and pathology. These cells can include pericytes
and endothelial cells, which constitute the blood-brain-barrier.
One of the most prominent non-neural cell types in the brain,
which have emerged as particularly impactful regulatory cells
across the lifespan, are brain-specific immune cells called microglia
(Colonna and Butovsky, 2017; Mehl et al., 2022). During human
brain development, microglia originate from primitive myeloid
progenitors derived from the yolk sac. These progenitors migrate
into the brain early during development, where they then
differentiate into functional microglial cells. Microglia constitute
approximately 5–16% of the total cell population in a fully
developed brain and are maintained throughout life through self-
renewing divisions (Masuda et al., 2020). As brain resident immune
cells, microglia play a significant role in normal brain development
and homeostasis. They are found to accumulate near dead neurons
and are involved in phagocytosis of cell debris and degenerating
axons. This role is more evident in a state of neural injury or
stroke (Colonna and Butovsky, 2017). Microglia have also been
associated with the stem cell niche in the brain at the subventricular
zone and neocortex, where they regulate the differentiation of
neural stem cells by selective cell engulfment (Xu et al., 2021).
Moreover, they regulate the formation of neural circuits and
maintain a balance of excitatory and inhibitory neurons by affecting
inhibitory interneuron migration (Bohlen et al., 2019; Mehl et al.,
2022). In addition to these widespread roles, microglia affect
neuronal function through their crosstalk with other glial cells
(Thion et al., 2018).
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FIGURE 2

Modeling approaches for brain disorders using hiPSCs. Pluripotent stem cells are routinely used to derive embryoid bodies for heterogenous 3D
organoid production, or cultures of neural and non-neural (e.g., microglia) cells that can then be combined to establish co-cultures of specified cell
types (center panel). (A) 3D brain organoid models increasingly use co-culture approaches to enhance their physiological relevance by
incorporating non-neural cell types such as (i) endothelial cells (ii) microglia, and (iii) generating region-specific organoids which can be fused to
create assembloids. (B) 2D co-culture models: (i) culturing neurons, microglia, and astrocytes in a dish. (ii) Micropatterns, Cells are patterned into
arrays of specific shapes and sizes to control their spatial organization. (iii) Microfluidic models of brain tissue are created to control the flow of
nutrients and incorporate non-neural cell types through small scale channels.

TABLE 1 Examples of multi-region organoids.

Multi-region organoid
model

Aspect of neural circuitry
studied

Disease modeled Publications

Dorsal forebrain & ventral forebrain Interneuron migration Timothy syndrome Bagley et al., 2017; Birey et al.,
2017; Xiang et al., 2017; Sloan
et al., 2018

Cortical + thalamic Thalamo-cortical projections of ascending
sensory input

Schizophrenia, bipolar disorder, autism
spectrum disorders, epilepsy (Angulo
Salavarria et al., 2023)

Xiang et al., 2019

Cortical + striatal Projections of motor planning circuits Phelan-McDermid syndrome Miura et al., 2020

Cortical + spinal + skeletal muscle Cortico-spinal projections Amyotrophic lateral sclerosis, spinal
muscular dystrophy

Andersen et al., 2020

Retina + cortical + thalamic Projections of circuitry of the visual
pathway

Ocular neurodegeneration Fligor et al., 2021

Table showing the region-specific organoids necessary to generate the listed multi-region organoid models, including the aspects of neural circuitry and disease that can be investigated with
the model, as well as publications that have used these models.

Microglia are morphologically dynamic, ranging from thin,
ramified structures under normal physiological conditions and
transitioning to an activated state and hypertrophic morphology
in response to certain stimuli (such as injury, infection, or
neuroinflammation). In the active state, they show increased
proliferation while secreting inflammatory factors such as
chemokines and cytokines, which profoundly affect brain function
[reviewed in Bohlen et al. (2019)]. Their activation, therefore,
impacts brain physiology at many levels including neural circuits,
cell populations, synapses, and neurotransmitter signaling (Bohlen
et al., 2019; Mehl et al., 2022). Considering the many key functions
they carry out, it is no surprise that microglia have a significant
role in brain disorders spanning psychiatric conditions, such as
schizophrenia, bipolar disorder, and autism, to neurodegenerative

diseases like AD, PD and ataxias (Willis et al., 2020; Silvin et al.,
2022; Tagliatti et al., 2024). In vitro models that lack microglia
often present clear limitations in their ability to fully elucidate the
mechanisms underlying neurological disorders. Thus, integrating
immune cells like microglia into human neural cell models is
paramount, and overlooking their contribution can result in
significant gaps in our understanding of complex regulatory
mechanisms in brain development and disease pathogenesis
(Ronaldson and Davis, 2020; du Chatinier et al., 2023).

For ex vivo studies, researchers typically isolate primary
microglia from postmortem human, rodent or non-human primate
brain tissue (Roqué and Costa, 2017). The use of primary
microglia comes with certain limitations, including inconsistent
phenotypes due to the positive disease status of the donor, altered
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activation states during the process of isolation, and, in the case
of humans, lack of access to high-quality human postmortem
tissue (Timmerman et al., 2018). Immortalized microglial cell
lines, such as BV2 (derived from mouse), HMC3 (derived from
human embryo), and CHME-5 (derived from adult human tissue)
are also available (Dello Russo et al., 2018; Tian et al., 2019).
While convenient, these cell lines show heterogeneity, genetic
instability, and differences in differentiation state, which may
impact their relevance to in vivo conditions (Das et al., 2016;
Aktories et al., 2022). In addition to primary and immortalized
microglia, protocols have been designed to differentiate or “induce”
microglia (iMG) from embryonic or induced pluripotent stem cells
(Speicher et al., 2019). iMG generated by these protocols resemble
in vivo microglia in the context of their ability to phagocytose
exogenous substances and respond to immune stimulation (Abud
et al., 2017).

Microglia exhibit distinct responses to their microenvironment
when cultured in 3D as opposed to traditional 2D cultures. In
3D environments, microglia display altered morphology, enhanced
motility, and differential gene expression profiles compared to
their 2D counterparts, reflecting the influence of spatial cues and
cell-cell interactions on microglia behavior (Luchena et al., 2022).
Therefore, 3D cultures with microglia (Figure 2A) can better
recapitulate aspects of tissue architecture and cellular organization,
providing a more accurate model for studying microglia behavior
and function in vitro and their impacts on the developing brain.
iMGs have been shown to incorporate into brain organoid tissue
when co-cultured with them and show functional relevance to
in vivo microglia post-integration (Abud et al., 2017). Xu et al.
(2021) showed that iMG integrated into cerebral organoids engulf
neural progenitor cells (NPCs), apoptotic cells, and neuronal
synapses. iMGs when co-cultured with brain-specific organoids
(i.e., with dorsal and ventral forebrain organoids), displayed
different migration ability, intracellular Ca2 + signaling, and
responses to pro-inflammatory stimuli (with higher expression
of TNF-α and TREM2 in the ventral organoid-microglia group)
(Song et al., 2019). Additionally, the transcriptome profile of iMGs
cultured with dorsal brain organoids differs from that of ventral
brain organoids, demonstrating that they are capable of responding
to different neural niches in vitro (Hasselmann et al., 2019).

Microglia are also essential for proper development and
function of the retina, and thus play a crucial role in the
pathogenesis and progression of retinal disorders. The native state
of retinal organoids is not captured accurately if microglia are
absent. Therefore, to precisely represent the native retina, hiPSC-
derived retinal organoids containing microglia are developed either
by direct co-culture or by differentiating microglia in parallel within
the organoids (Bartalska et al., 2022; Gao et al., 2022; Usui-Ouchi
et al., 2023).

Microglia have also been incorporated into more defined
engineered models to study their interaction with neural cells more
precisely (Figure 2). These include microfluidic devices that allow
dynamic control over microenvironmental factors and replication
of in vivo nutrient gradients. Organ-on-a-chip models, which
incorporate microfluidics to mimic physiological conditions of
the brain and involve more intricate modeling of brain tissue,
for example components of neural tissue juxtaposed with cells
of the blood-brain-barrier (BBB) (Amirifar et al., 2022). Tissue
micropatterning harnesses the power of growth restriction to

pattern cells into self-assembled structures that reflect in vivo tissue
organization, and interestingly microglia show structural diversity
when grown on different micropatterned surfaces (Amadio et al.,
2013). This approach can help to correlate the structural differences
of microglia with their distinct functional identities. Co-culturing
microglia with micropatterned neural tissue can reveal how
microglia respond to different patterns of neural organization,
providing insights into various subpopulations and their roles in
development (Figure 2B). Simulation models further complement
these approaches by enabling the computational study of microglial
functions, such as their response to stress or inflammation and
integrating that information into predictive models of brain
function and disease. Ao et al. (2021) developed an organoid-on-
chip model by synthesizing a device in a tubular shape where EBs
are cultured to form a tubular organoid with an inner channel for
the flow of nutrients and non-neural cells such as microglia, thus
offering comprehensive insights into their functions and cellular
interactions. Similarly, Pediaditakis et al. (2022) synthesized a
microfluidic model to culture neurons, microglia, astrocytes and
pericytes together, creating a neurovascular unit to study neuron
and glia interactions in the brain microenvironment. Amadio
et al. (2013) showed that microglia can move through microfluidic
channels and travel up to 55 µm within 12 h. Culturing microglia
on micropatterned surfaces and restricting their growth spatially
can help to obtain more reproducible phenotypes. It has been
shown that microglia possess distinct morphologies when cultured
on different biomimetic micropatterned surfaces with different
shapes correlating to diverse functional identities (Amadio et al.,
2013). Finally, to achieve an integrated understanding of biological
processes, computational models are also employed [as reviewed in
Anderson and Vadigepalli (2016)]. Modeling studies demonstrate
a strong correlation between microglial morphology and their
function. The introduction of microglia and cytokine signaling
into brain simulation models can further the knowledge of their
plasticity and variability and the impact of different microglia
states on brain form and function (Anderson and Vadigepalli,
2016). The neuroinflammatory environment can be created by co-
culturing microglia with neurons and astrocytes, but to capture
physiologically relevant microglial phenotypes more robust models
must be created. These models should involve use of vasculature,
endothelial cells and spatial cues to understand role of microglia in
health and disease (Figure 2).

5 hiPSC-derived models as tools to
identify disease-associated
biomarkers

Disease-specific biomarkers have a crucial role in precision
medicine, as they can help to identify specific characteristics that
indicate the presence of progression of a particular disease, allowing
clinicians to make accurate diagnoses, categorize patients into
subtypes based on their biomarker signature and ultimately develop
targeted interventions and treatments. Biomarkers can exist in
the form of specific proteins, metabolites, genetic mutations,
physiological parameters (e.g., blood pressure) or even brain
imaging patterns that indicate a patient’s prognosis, in addition
to the stage of disease pathogenesis and progression (Chen et al.,
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2011). Although the use of biomarkers in precision medicine has
been mostly applied in oncological indications, such as estrogen
receptor, progesterone receptor, and human epidermal growth
factor receptor 2 (ER/PR/HER2) for breast cancer (Gamble et al.,
2021), applications to a variety of target organs - including the brain
- do exist.

Common neurodegenerative diseases such as AD affect
millions of people worldwide and are especially prevalent clinically
in the aging population. To make an accurate and differential
diagnosis, a combination of structural and functional imaging,
genetic, blood-based and cerebrospinal fluid (CSF) biomarkers
are used by clinicians. In the case of AD, increased CSF
levels of total-tau and phosphorylated-tau protein along with
decreased levels of CSF Aβ1−42 create the typical AD biomarker
profile found in most AD patients (Bouwman et al., 2022).
While these CSF biomarkers represent the gold standard for
the molecular characterization of neurodegenerative diseases,
collecting CSF from patients for long-term observation is not
feasible due to its invasive nature (Koníěková et al., 2022).
While blood-based biomarkers exist for these neurological diseases,
accurately measuring them poses a challenge as these brain-derived
biomarkers are present at low concentrations in this fluid due to the
blood-brain barrier (Zetterberg and Burnham, 2019). Additionally,
certain biomarkers for AD may have potential interference from
heterophilic antibodies and can be at risk of proteolytic degradation
by proteases in blood plasma (Zetterberg and Burnham, 2019).
Due to these considerations, an alternative source for brain-
derived biomarkers is needed to enable further discovery and
characterization for patients with rare neuropathophysiologies
(Zetterberg and Burnham, 2019).

A recent technology describing the generation of human
barrier-forming choroid plexus (ChP) neural organoids capable of
producing CSF-like fluid (Pellegrini et al., 2020) may present a
potential solution to the challenges with CSF-based biomarkers.
Organoids are defined as in vitro cellular models formed via
self-organization, including multiple organ-specific cell types that
demonstrate functional and cytoarchitectural traits associated with
a specific organ (Paşca et al., 2022). Fitting this definition, ChP
organoids demonstrate key features of the human ChP, forming
tight barriers that selectively regulate the entry of small molecules,
and secrete a fluid akin to human CSF that contains proteins and
known molecular biomarkers in self-contained cystic structures
(Pellegrini et al., 2020). The generation of these organoids from
hiPSC lines can present an alternative source for patient-derived
CSF samples, limiting the need for invasive procedures such
as lumbar punctures to collect this fluid. There is evidence to
suggest that ChP organoids at day 60 of development and beyond
can demonstrate functionality of adult ChP, with the production
of a mature hiPSC-derived in vitro cerebral spinal fluid (iCSF)
by 100 days (Pellegrini et al., 2020). iCSF can be harvested at
multiple timepoints to track changes of the presence and levels
of proteins and inflammatory cytokines found within the iCSF,
providing insight to the progression of disease. For example,
mass spectrometry is a commonly used technique to perform
intensive proteomic survey of human CSF (Macron et al., 2019;
Núńez Galindo et al., 2019), and can be done on iCSF as
well to further investigate the iCSF proteome of patients with
rare neurological diseases. Proteomic data from iCSF samples
can be compared to existing spectral libraries of human CSF

(hCSF) proteomes from patients (Schilde et al., 2020), to confirm
that iCSF is a valid alternative to hCSF for biomarker research
and discovery. As shown in Figure 3, in addition to proteomic
analysis, metabolomic (Yan et al., 2021) and lipidomic (Byeon
et al., 2021) analyses can be performed on this fluid to provide
a comprehensive characterization of the composition of patient-
derived CSF, with the aim of detecting unique disease biomarker
signatures compared to CSF from healthy patients. The signatures
found using this in vitro model can also be integrated into
generative computer modeling platforms to inform clinicians of
patient disease progression, creating a translational bridge by
turning these observations into informed patient interventions.

However, while hiPSC-derived neural organoid models provide
a promising platform to study the molecular and cellular
mechanisms underlying neurological diseases in human cells, they
have their limitations. These models are isolated systems that
generally do not give rise to cell types of non-neural lineages
due to the promotion of neural induction during differentiation,
have limited maturation of their existing cell types and possess
an atypical physiology that cannot fully recapitulate the complex
environment of the human brain (Andrews and Kriegstein, 2022).
To address this limitation, researchers have been co-culturing 2D
and 3D neural tissues with non-neural cell types (Figure 2A).
Neural organoids also lack vascularization, limiting the nutrient
and metabolite exchange from the innermost regions of these
structures, resulting in cell death in those regions (Lancaster
and Knoblich, 2014). In the case of ChP organoids, lack of
vascularization also means that this system cannot reproduce one
of the key functions of the ChP in vivo, the formation of the blood-
cerebrospinal fluid barrier (B-CSF) (Solár et al., 2020). There are
groups who have vascularized organoids (Solár et al., 2020), and
while these approaches create space for passive media flow, it still
doesn’t fully replicate blood flow. Despite these limitations, the ChP
organoid model has the potential to provide a platform to allow
further work on the identification and validation of biomarkers
for rare neurodegenerative and neurodevelopmental diseases, with
the aim of contributing to accurate and differential diagnoses and
improved patient outcomes.

6 High-throughput approaches to
disease-specific drug discovery

Clinical drug trials notoriously report poor outcomes, in part
because drug discovery, development, and pre-clinical research
have typically relied on non-mammalian model systems that lack
important genetic and physiological features that are unique to the
human brain. An important part of the challenge is that human
primary cells are challenging to procure and propagate in vitro.
With the emergence of hiPSCs and the ongoing collective efforts
of the scientific community, directed differentiation methods
can produce specific cell types which is enabling targeted
pharmacological research into different neurodevelopmental and
neurodegenerative diseases in which specific cell types are affected
(i.e., dopaminergic neurons in PD, GABAergic neurons in
Huntington’s disease) (HD iPSC Consortium, 2012; Doi et al.,
2020). Also possible is the investigation of interactions between
cell types [i.e., microglia and motor neurons in amyotrophic
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FIGURE 3

hiPSC-derived choroid plexus organoids present an alternative method of collecting CSF for biomarker analysis without the need for invasive lumbar
punctures. This in vitro CSF-like fluid can be used for targeted investigation of factors of interest or unbiased analyses like proteomic, metabolomic
and lipidomic screening to uncover unique molecular signatures that can be used to make differential diagnoses and track disease progression and
prognosis.

lateral sclerosis (ALS)] (Sances et al., 2016; Vahsen et al., 2022).
Combined with CRISPR-Cas9 technology, the use of hiPSCs
has revolutionized drug discovery by allowing the generation of
in vitro models with much improved relevance to human brain
development and cell type fidelity, and by providing a route to
gain deeper understanding of the molecular mechanisms that drive
human genetic diseases (Takahashi et al., 2007). In this regard, the
ability to capture subcellular events in response to pharmacological
interventions has been a boon to drug discovery.

High-throughput screening (HTS) is a technique to rapidly
assay a range of variables in an automated way that inform cellular
phenotypes in relation to genetic mutations or environmental
conditions, and is particularly useful as a drug discovery tool.
This application was driven by a growing need to find more
effective and highly specific drug candidates in a diverse chemical
space. In a typical HTS screen, small molecules are tested in
parallel against biological targets (e.g., cells or simple tissues) to
identify “hit” compounds that can restore normal phenotypes.
HTS has been enabled by a confluence of several scientific and
technological advances including: (1) the development of large,
diverse, and individually characterized compound libraries; (2)
improvements to cell-based assays that are cost-effective, involve
straightforward protocols, and can probe intra- and inter-cellular
events; (3) miniaturization of assays to reduce the cost-prohibitive
nature of large screens; (4) advances in engineering of automation
robotics to reduce repetitive manual tasks; and (5) development
of bioinformatic tools for large dataset management and analysis
(Broach and Thorner, 1996; Sittampalam et al., 1997; Fernandes,
1998; Silverman et al., 1998). Each of these fields remains highly
active, and ongoing advancements continue to improve HTS
and drive its widespread application. Here we will highlight
selected areas that could advance drug discovery by harnessing the
combined strength of hiPSCs and HTS.

One major advantage of hiPSCs is the continuous and
unlimited generation of cells and tissues of interest. However, given
the sheer volume of cells required for large screens, which can
include 100,000 compounds or more, the manual labor required
to culture hiPSCs and downstream cell types is not feasible for
most laboratories. Though recently, innovations in automative

engineering are addressing this issue by developing automated cell
culture systems that entail strictly hands-off and scalable workflows.
Liquid handlers and robotic arms can now perform tasks related
to tissue culture vessel handling, media exchanges, subculturing,
and differentiation protocols (Terstegge et al., 2007; Thomas et al.,
2009; Valamehr et al., 2012; Conway et al., 2015; Tristan et al., 2021;
Deng et al., 2023). Well-optimized automation can be reliably used
to implement standard operating procedures, efficiently manage
cell quality control, and reduce random batch-to-batch variability
associated with human error. This is important because drug
screens are costly assays, and as such it is common practice to have
few or no technical or biological replicates. Thus, consistency of
cellular and experimental parameters is a key concern as the few
(or single) replicate measurements must accurately represent the
phenotype(s) of interest.

Due to individual genetic diversity, effective precision medicine
platforms will require patient-specific cell lines to appropriately
classify both disease-specific cohorts and heterogeneity among
patients with a given condition. Thus, scaling up automated cell
culture technologies is critical to make this a reality. Efforts have
been made to develop automated pipelines for the creation of
hiPSC lines from fibroblasts (Paull et al., 2015). In the context
of drug discovery, this will improve healthcare efficacy as top
drug candidates can be identified before they are administered,
thereby minimizing the deleterious side effects of medication
optimization.

Despite the current advancements in hiPSC disease modeling,
a unique challenge in neuroactive drug discovery using in vitro
models is the absence of a BBB. The BBB is a layer of endothelial,
mural, astrocytic, and immune cells surrounded by a basement
membrane. It has a critical role in tightly regulating the transfer of
substances between the circulatory system and the central nervous
system, and serves to prevent exposure of the brain to harmful
substances (Daneman and Prat, 2015). However, because the
permeability of the BBB is very selective, most drug candidates are
not effectively transported to the brain and only drugs below 400 Da
are able to cross via lipid-mediated diffusion (Pardridge, 2012).
Strategies have been developed that enhance the ability of drugs to
penetrate the BBB, including increasing drug lipid solubility, use
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of carrier-mediated transport, or concurrent use of another drug
that disrupts BBB permeability (Mikitsh and Chacko, 2014). Thus,
consideration and inclusion of models to investigate permeability
through the BBB is a critical aspect of in vitro drug discovery that
needs to be increasingly considered when making predictions for
drug efficacy.

Co-culture models that combine distinct hiPSC-derived cell
types to replicate key aspects of the BBB exhibit physiologically
appropriate characteristics including tube formation, organized
tight junctions with acceptable transendothelial electrical resistance
(TEER), expression of active transporters, and uptake of low-
density lipoprotein (Lippmann et al., 2012; Aday et al., 2016; Qian
et al., 2017). This stem-cell derived model, either as a standalone
organoid or combined with organ-on-a-chip technology, shows
great promise in enhancing drug discovery research by simulating
a more physiologically accurate representation of drug delivery
(Nzou et al., 2018; Choi et al., 2024). However, the low-
volume nature of producing these models presents a challenge in
translatability to HTS. Preliminary efforts have started scale up of
the system through innovations in multi-chamber chip fabrication,
which allows for parallel drug testing, but this technology has yet to
be explored with HTS (Fan et al., 2016; Wevers et al., 2018).

Leveraging hiPSC technologies combined with HTS workflows
is a cornerstone of translational medicine because it provides
a powerful tool to elucidate disease pathways and identify
potential pharmacological targets. However, limitations still exist.
As described above, the benefits of organoid and assembloid
modeling are evident, but incorporating these advances into a
HTS workflow remains a barrier due to scalability limitations
of 3D tissue models. Additionally, 3D models are typically
heterogeneous in composition and size, which introduces high
levels of error and thus are intrinsically challenging to characterize
with currently available tools (Carragher et al., 2018; Booij et al.,
2019). Additionally, compound hit identification relies primarily
on a still limited range of fluorescent protein markers. This
means that these assays have limited potential for multiplexity
due to overlap in excitation and emission wavelengths. Thus,
there is an ongoing demand for standardization of 3D tissue
models (to produce tissues of reproducible size and architecture)
and improved imaging probes, particularly for quantification of
functional disease phenotypes and the short- and long-term intra-
and inter-cellular responses with drug treatment.

Increasingly advanced hiPSC models have provided a
greater understanding of disease pathogenesis, but to improve
pharmacological interventions there exists a need for paradigm
shifts in strategies for drug discovery. Historically, drug discoveries
depended on observations of phenotypic changes of a single
known target. To prevent off-target effects, pharmaceutical
research aims to develop compounds with low promiscuity.
However, this strategy has poor efficacy for complex diseases
such as schizophrenia, multiple sclerosis (MS), and cancer. The
problem arises because those diseases are polygenic or involve
more complex interactions between different cell types or multiple
molecular pathways. More recently, research has revealed the
benefits of highly specific multi-target compounds in treating such
multifactorial diseases, likely due to synergistic effects through
secondary off-targets (Peters, 2013; Anighoro et al., 2014; Makhoba
et al., 2020). Now coined as polypharmacology, this new approach

to drug discovery aims to elucidate new applications of existing
and theoretical compounds (Anighoro et al., 2014).

The forefront of drug discovery is moving toward
incorporation of deep learning and artificial intelligence (AI)
to aid in identifying drug candidates in silico. AI-assisted tools are
continuously improving predictions and characterizations of cell
protein folding and structure, identifying druggable proteomes,
and simulating protein-ligand binding behavior (Cichońska
et al., 2024). Combined with ultra-large virtual libraries, some
with over 116 billion molecules that cover all possible structures
within the chemical space, the combination of these powerful
resources can generate an unprecedented amount of data for a
targeted approach to polypharmacology (Ruddigkeit et al., 2012;
Reymond, 2015). Well-characterized mechanisms of action can
be invaluable for clinicians making critical treatment decisions
and can greatly inform drug design and synthesis. Integration of
AI-informed data with hiPSC platforms presents an exciting new
frontier of disease modeling and pharmaceutical interventions.
In parallel, the advance of high-throughput screening methods,
empowered by the scalability of hiPSC-derived systems, holds
the promise of expediting identification and validation of novel
therapeutic compounds. Thus, with the right applications, hiPSCs
are positioned to be particularly powerful clinical tools with
outstanding patient-specific precision.

7 Integrating hiPSC-derived cellular
data into AI-driven patient
biophysical models

Early applications of AI toward hiPSC-derived models centered
on image analyses to classify cells and hiPSC colonies based
on morphological features, allowing for accurate classifications
without human bias and enhancing precision and scalability by
automating manual assessments (Vo et al., 2024). This laid the
groundwork for the use of machine learning to automate the
analysis of more complex data sets, such as RNA sequencing data,
morphological and molecular assessment of disease-specific cell
types, and cell function monitoring. In the context of disease-
modeling, AI algorithms can become trained on large data sets to
report alterations in cell morphology (Teles et al., 2021), fluorescent
readouts of cell state and function (Nishino et al., 2021) to
understand and identify differences in cell differentiation in hiPSCs,
ultimately allowing it to predict differentiation outcomes. These
predictions can be used to facilitate the high-throughput screening
of drug candidates by analyzing cellular responses to treatments,
providing insights to drug efficacy and toxicity (Kusumoto et al.,
2022). Label-free drug screening systems can be especially useful in
cases where no effective molecular markers for a given phenotype
are known.

We envision that these achievements in AI around hiPSC-
derived brain models can be further expanded to permit integration
of meaningful cellular data with other types of patient-derived
information that represent brain function or dysfunction on a
larger scale. For example, rapid advancements in deep learning and
generative AI have also led to the establishment of synthetic replicas
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of biophysical entities based on patient-derived neuroimaging
data, coined "digital twins” (DT). In its most general sense, DT
technology allows for the integration of large volumes of data
to simulate a physical system in a digital space and to make
predictive models. This concept has been harnessed for a myriad
of applications spanning spacecraft navigation simulation (Grieves
and Vickers, 2017) to urban planning (Bolton et al., 2018). In the
context of biomedical research and precision medicine, there are
promising new efforts that leverage the DT technology to integrate
subject-derived data to form brain simulations, ultimately with
the goal of using this predictive model to inform decision-making
in patient diagnosis, prognosis, and therapeutics. For example,
consolidation of longitudinal magnetic resonance imaging (MRI)
to produce reference data on normal aging can be used to create
an algorithm to identify premature development of brain atrophy
and predict and monitor disease progression of MS (Voigt et al.,
2021; Cen et al., 2023). Electroencephalography (EEG) theta and
delta activity can be used as biomarker candidates to classify stroke
patients to guide prevention and post-stroke care (Hussain and
Park, 2021).

Previous work on a platform built on generative biophysical
modeling, The Virtual Brain (TVB), has accurately generated high-
fidelity patient brain models that can map trajectories for normative
aging (Lavanga et al., 2023) and neurological conditions like
neurodegeneration (Zimmermann et al., 2018) idiopathic epilepsy
(Jirsa et al., 2014), stroke (Falcon et al., 2016) and cancer (Aerts
et al., 2018). TVB has also shown that the excitatory/inhibitory
(E/I) balance in different neuronal populations can provide a strong
link between cellular and neuroimaging models (Deco et al., 2014;
Proix et al., 2017; Schirner et al., 2018; Figure 1). This suggests
that electrophysiological modeling can be used as a parameter to
determine differences between patient and control iPSC-derived
neural cultures. In the context of epilepsy disorders, changes in E/I
balance can be used to determine the efficacy of drugs being tested
on iPSC-derived neural tissue for treatment of the disease. As most
patients have subtle differences in their disease-causing mutations,
testing drugs on cultures derived from their own hiPSCs provides
the most direct, translatable link if a drug candidate is identified.
In further applications, the electrophysiology data collected from
the aforementioned multi-region assembloid models allows for a
detailed assessment of neural cell and circuit interactions between
different brain regions, particularly as inhibitory interneurons
integrate within excitatory neuron networks.

The integration of electrophysiological data from hiPSC-
derived models into these AI-modeling platforms has the clinical
potential to predict how cellular processes and their manipulation
can impact the whole brain, providing estimates of brain function
across multiple scales–individual cells, and single or interconnected
neural networks–on an individualized basis. This integration can
allow for the development of a fully personalized platform for
rare diseases that can span population-level and patient-specific
mechanisms, informing clinical strategies and cross-validated
biomarkers. This approach can allow the rapid development of
disease-specific diagnostics and individualized treatment plans for
patients with rare neurological disorders.

In summary, as hiPSC-derived neural disease models evolve
to more accurately reflect the complexity of human neurobiology

in vitro, their potential to uncover disease mechanisms, identify
biomarkers and therapeutic targets will only grow. The integration
of hiPSC-derived neural models with advanced tools such as
genome engineering, high-throughput screening and AI-modeling
platforms offers a promising pathway toward the realization of
precision medicine for brain disorders. Together, these innovations
hold the promise of transforming the management of complex and
rare neurological disorders to hopefully offer more effective and
tailored therapeutic approaches.
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Nanoscale motility of cells is a fundamental phenomenon, closely associated
with biological status and response to environmental solicitations, whose
investigation has disclosed new perspectives for the comprehension of cell
behavior and fate. To investigate intracellular interactions, we designed an
experiment to monitor movements of clusters of neuroblastoma cells (SH-SY5Y)
growing on a nanomechanical oscillator (nanomotion sensor) suspended few
hundreds of microns over the surface of a Petri dish where other neuroblastoma
cells are freely moving. We observed that the free-to-move cells feel the
presence of cells on the nearby nanosensor (at a distance of up to 300 microns)
and migrate toward them, even in presence of environmental hampering
factors, such as medium microflows. The interaction is bidirectional since,
as evidenced by nanomotion sensing, the cells on the sensor enhance their
motionwhen clusters of freelymoving cells approach. Considering the geometry
and environmental context, our observations extend beyond what can be
explained by sensing of chemical trackers, suggesting the presence of other
physical mechanisms. We hypothesize that the acoustic field generated by cell
vibrations can have a role in the initial recognition between distant clusters.
Integrating our findings with a suitable wave propagation model, we show that
mechanical waves produced by cellular activity have su�cient energy to trigger
mechanotransduction in target cells hundreds of microns away. This interaction
can explain the observed distance-dependent patterns of cellular migration and
motion alteration. Our results suggest that acoustic fields generated by cells can
mediate cell-cell interaction and contribute to signaling and communication.

KEYWORDS

cell-cell interactions, nanomotion sensor, mechanical waves, acoustic field,

neuroblastoma cell, cell behavior

Introduction

Living organisms are composite systems, often formed by a multitude of
interconnected organs and components, each with its own intrinsic complexity.
Downscaling in the spatial dimension of this chain, we can identify the cell as a major
building block of this process. Cells can sense and respond to their environment and
their interactions are essential for the proper functioning of complex organisms. This
interaction happens in vivo through different kinds of mechanisms, including chemical
sensing, via receptors and ion channels and mechanical sensing, through integrins and
cytoskeleton, which allow cells to respond to mechanical stimulation (Ullo and Case, 2023;
Dinarelli et al., 2022). These processes are crucial for various physiological functions,

Frontiers in SystemsNeuroscience 01 frontiersin.org135

https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org/journals/systems-neuroscience#editorial-board
https://www.frontiersin.org/journals/systems-neuroscience#editorial-board
https://www.frontiersin.org/journals/systems-neuroscience#editorial-board
https://www.frontiersin.org/journals/systems-neuroscience#editorial-board
https://doi.org/10.3389/fnsys.2025.1484769
http://crossmark.crossref.org/dialog/?doi=10.3389/fnsys.2025.1484769&domain=pdf&date_stamp=2025-06-18
mailto:pierfrancesco.moretti@cnr.it
mailto:longo@ism.cnr.it
https://doi.org/10.3389/fnsys.2025.1484769
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fnsys.2025.1484769/full
https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org


Girasole et al. 10.3389/fnsys.2025.1484769

including development, immune response, and tissuemaintenance.
Among those, the most studied cellular interaction is chemical
signaling. Indeed, all cells probe and sense their environment and
interact with nearby cells using chemical mediators, raising interest
in the metabolic pathways behind these kinds of interactions
(SenGupta et al., 2022).

Recent studies have shown that, by using different artificially
induced stimulations alongside chemical signaling, a second,
mechanical interaction appears as an equally important pathway
through which cells sense and respond to the environment (Zhou
et al., 2020; Dinarelli et al., 2018b; Wuest et al., 2015; Blaber
et al., 2015; Wehland et al., 2013). This is directly translated into
aging pathways of red blood cells, changes in the metabolic activity
of bacteria, or in the resilience of cardiomyocytes and is a key
parameter in the development of cancers (Dinarelli et al., 2018b;
Villalba et al., 2021; Craig and Basson, 2009; Dinarelli et al., 2018a).
The ability of the cells to performmechano-sensing and to translate
such stimulation into biological patterns has led to the idea that the
acoustic field may also play a role in the communication process
between cells.

Sound is involved into important aspects of animal behavior
and plays a crucial role in a wide range of social and ecological
interactions. Sound is an essential component of the environment
and fauna have adapted to use sound, developing highly specialized
auditory systems to detect and interpret oscillating waves. Acoustic
signals can vary in pitch, rhythm, amplitude, and are often highly
structured and repeated in patterns, such as drumming or rattling
(Longo et al., 2021).

Overall, sound waves can deliver, effectively and rapidly,
mechanical signals produced by living systems (or can assist
other forms of communication). Cells can produce and respond
to mechanical waves through a medium, which propagate as an
acoustic field, by involving mechanosensitive ion channels present
in the cell membrane that can be sensitive to pressure change,
by induction of vibrations in the extracellular matrix (ECM)
transmitted to the cell through integrins and other adhesion
molecules, or by influencing membrane-bound receptors and
producing secondary messengers (Ambattu and Yeo, 2023). These
responses are translated into micro- and nano-sized cellular
movements, which are directly associated to the cellular status.
Indeed, there is a strong correlation between movement and life,
between energy consumption and motions or vibrations at various
scales, from the level of complex organisms down to single cells,
and even further tomolecules andmacromolecules (Alonso-Sarduy
et al., 2014).

Several mechanisms are involved in cellular motility, including
cytoskeleton remodeling, environmental signaling and metabolic
state (Suresh and Diaz, 2021). For instance, the cell cytoskeleton,
composed of actin filaments, microtubules, and intermediate
filaments, typically organized into networks, can be reconfigured in
response to stimuli, such as forces arising from extracellular matrix
degradation, cellular remodeling and pharmacological treatment
(Yanes and Rainero, 2022).

Sound has been studied for its potential in NB cell maturation
or for a potential therapeutic effect in enhancing tissue regeneration
(Lucas et al., 2020; Armand et al., 2025; Cho et al., 2022). The
interaction of cells with an acoustic field have been exploited

in oncology, exploiting the fact that healthy and cancerous
cells exhibit different mechanical properties, with metastatic
cells generally being more deformable than primary tumor and
normal cells, probably due to alterations in their cytoskeleton
(Fraldi et al., 2019; Runel et al., 2021). Theoretical models
have predicted that ultrasonic vibrations may differentially affect
healthy and cancerous cells, both in single-cell systems and
in heterogeneous cell clusters at the mesoscale (Fraldi et al.,
2016). Other experiments investigating wave-cell interactions have
shown the induction of unidirectional cell migration aligned
with the direction of the propagating wave, which increased
at a critical wave intensity but was suppressed at higher
intensities (Imashiro et al., 2021).

In this work, we investigate the role of the acoustic field in
simplified yet complex, living systems such as clusters of NB cells.
We designed an experiment focused on the interaction between
small clusters of NB cells to study the interaction between smaller
complex systems.

To this aim we selected SH-SY5Y cell line, a model in
neuroscience research, which can be induced to differentiate into
neuron-like cells, both cholinergic and dopaminergic, through
treatments with agents such as retinoic acid (RA), Brain-Derived
Neurotrophic Factor (BDNF), or cAMP (Shipley et al., 2016;
Hoffmann et al., 2023). The neuronal-like differentiation is revealed
by the expression of key neuronal markers, including tau protein,
synaptophysin, and tyrosine hydroxylase (Lopez-Suarez et al.,
2022). Additionally, they also exhibit the ability to form neurites
that allow the cells to establish synaptic connections, stimulating
cell-cell interactions and forming neuronal networks making them
suitable for in vitro studies (Angiari et al., 2022; Armingol et al.,
2021; Song et al., 2019; Teppola et al., 2016).

It is known that neurons in complex aggregates (such as
brains) show a temporal organization of their activity, that can
be represented by a system of rhythms, that has been classified
for humans and for mammals in a similar way (Buzsáki et al.,
2013). Currently, investigation of the neuronal activity is mainly
associated by the acquisition of electric signals, while no specific
correlation between their mobility and behavior of the organisms
has been reported. To study NB’s behavior, we coupled optical
imaging with time-resolved nanoscale vibration sensors to describe
cell behavior at the micro and nanoscale (Aghayee et al., 2013;
Zhou et al., 2024; Longo et al., 2013; Ruggeri et al., 2017).
In particular, we used the nanomotion sensor to monitor cell’s
vibrations as a mark of their cellular activity (Zou et al., 2023;
Kasas et al., 2015; Lupoli et al., 2018; Wu et al., 2016). This
particular geometrical setup, where small clusters of NB cells
interact freely with other similar cells placed at a controlled
distance, provided a sandbox to investigate alterations in NB
activity and movement when cell-cell interactions are underway
(Figure 1).

We propose that the distortion of the density field in the
environment induced by the vibrations of cells adhering to the
sensor can result in an unexpected contribution to communication,
even at the single cell level. In fact, while it is known that cell
motility is a fundamental parameter in the study of NB cells and
has repercussions on the study of brain-related cancers (Ul Islam
et al., 2017; Shimizu et al., 2020), we suggest that acoustic waves,
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FIGURE 1

Sketch of the setup. The sensor is immersed in the growing medium in a Petri dish with an optical microscope collecting images. The sensor is
bearing S-cell NB which are interacting (outward black and gray circles) with P-cells. These cells are aggregating and moving in the background
following the medium flow (black arrow lines). Inset: Image of the setup as acquired through the optical microscope, with the sensor in foreground
and the aggregated cells in focus on the background.

such as those generated at the nanoscale by cell activity, can have
an important role in the cell-cell interactions.

Materials and methods

Materials

DMEM low glucose, 1% penicillin-streptomycin and 1%
L-Glutamin were acquired from Euroclone (Pero, MI). 10% Fetal
bovine serum and (3-Aminopropyl)triethoxysilane (APTES) 10%
v/v were acquired from Thermofisher (Massachusetts, USA). Petri
dishes and all laboratory equipment were obtained from Merck
(Darmstadt, DE).

Cell preparation

SH-SY5Y Neuroblastoma (NB) cell lines (CRL-2266) derived
from metastatic bone tumors, obtained from the cell repository
from the OPBG were kindly provided by Dr. Di Giannatale. These
cells are known to differentiate in N-type (neuronal) and S-type
(substrate-adherent) and have the additional characteristic of being
capable of growing in adhesion or in suspension, making them the
ideal candidates for our experiments (Kovalevich and Langford,
2013; Bell et al., 2013).

Cells were cultured in DMEM low glucose supplemented
with 10% Fetal bovine serum, 1% penicillin-streptomycin and
1% L-Glutamine. Cells were incubated at 37◦C in a humidified
atmosphere with 5% CO2. Cells were seeded 24–48 h prior to
measurements on plastic Petri dishes. Medium composition, cell
culture density and temperature were kept constant throughout
all experiments.

Setup description

For all our experiments we have used two interchangeable
setups, based on two atomic force microscopes (AFM): a Park
NX-12 (Park Systems, Suwon, Korea) and a Nanosurf Flex
(Nanosurf AG, Liestal, Switzerland). These microscopes were

mounted on an Olympus IX-9 inverted optical microscope
(Olympus Corporation, Tokio, Japan) equipped with a high-

resolution Progres MFCool digital camera (Jenoptik, Germany)

and an active antivibration table, to ensure that environmental
noise did not influence the measurements. This setup allowed

performing concurrently all the measurements on the chosen cells.

To ensure the measured effects were only correlated to cellular

behavior and not due to external factors, all experiments were
carried out in a controlled environment, kept at 37◦C in 5%
CO2 and in a fully humidified environment throughout the entire
measurement run.

The optical microscopy images were used to monitor the
behavior of the cells both on the sensor and on the Petri dish and
were collected every 20 s using a 40x objective. By using a semi-
automated cell tracking system [Fiji, a distribution of the freeware
ImageJ (Schindelin et al., 2012)], we followed the movements
of these P-cells, highlighting the path followed by the cells after
every image.

Regarding the nanomotion setup, we chose commercial AFM
cantilevers as sensors, namely Bruker ONP-10 tipless AFM
cantilevers (Bruker Corporation, Massachusetts, USA), choosing
the sensor with a nominal elastic constant of 0.12 N/m. Prior
to all experiments, the sensors were calibrated using the built-
thermal-noise routines to determine the resonant frequency and
the corresponding mechanical properties of the sensor (Hutter
and Bechhoefer, 1993). The nanomotion signal was acquired using

Frontiers in SystemsNeuroscience 03 frontiersin.org137

https://doi.org/10.3389/fnsys.2025.1484769
https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org


Girasole et al. 10.3389/fnsys.2025.1484769

custom LabView software to control a NI USB-4431 card (National
Instruments, USA) collecting the nanoscale oscillations of the
sensor caused by the oscillations of the cells at a 15 kHz rate. We
analyzed this data using a custom Labview software, to calculate
the variance of the nanomotion signal over small time-chunks
(typically 10–60 s) (Venturelli et al., 2020).

Sensor preparation and cell immobilization

Figure 1 shows a sketch view of the setup and, in the inset, the
field of view in a typical experiment is shown, with small and large
clusters of P-cells passing underneath the sensor.

The setup used to monitor and detect vibrations of neuronal
cells is similar to a conventional nanomotion setup, as described in
detail in previous works (Longo et al., 2013; Venturelli et al., 2020).
At first, the sensors were washed in ultrapure water, functionalized
by 10min exposure to APTES 10% v/v which was followed by
thorough rinsing in ultrapure water and immediate transfer to the
AFM for immediate use.

Next, we placed growing medium and living NB cells in a
Petri dish which was not functionalized. This substrate allows a
weak cellular attachment but does not stimulate complete cellular
adhesion, thus placing the cells in an environment in which
their innate tendency to grow in adhesion is impeded, possibly
stimulating environmental sensing and interaction. The sensor
was then brought in the near vicinity to the surface by using the
AFM’s motors, and single cells or small clusters were identified
for collection. To do this, we pressed the sensor against chosen
specimens allowing the functionalization of the sensor to stimulate
the cell’s adhesion. After 1min of pressure (maximum applied
pressure 20 nN), we retracted the sensor to a distance from the
Petri dish surface of 100 or 200 µm. During this whole procedure,
we used the optical microscope first to determine which cells
to attach and next to monitor the firm cell adhesion to the
sensor. The optical microscope was also used to monitor over time
both the sensor bearing the NB cells (which we call S-cells) and
the other NB cells present on the Petri dish (the P-cells). Each
experiment lasted at least 4 h (with some measurements rounding
up to up to 7 h) and was divided into 30- or 40-min chunks for
the analysis.

In the typical experiment the motion of the cells, both the
P-cells and the S-cells, were combined with the analysis of the
time-dependent fluctuations induced by the S-cells on the sensor.
The variance of the nanomotion signal was directly related to the
activity of the S-cells in the different environmental conditions
(Kohler et al., 2019; Girasole et al., 2023), while the movements
of the P-cells gave us an insight on the interaction between the
NB cells.

Notably, even in a small receptacle such as a Petri dish, the
medium underneath the sensor can exhibit a flux, which drives the
movements of the P-cells. We were able to identify this flux in terms
of speed and direction by following the small particulate in the
growingmedium.We focused on the alteration of thesemovements
correlated to these medium microcurrents when influenced by
the presence of the sensor and of the S-cells, mediated by the
oscillations of the S-cells (as depicted in Figure 1).

Cell health estimates

Optical images evidenced that the cells exhibited normal
behavior, including formation of filopodia and substrate probing,
which were determined to be signals of good viability.

As additional control, other NB cells were kept in the
same environmental conditions side-by-side with the cells under
investigation, and the viability and wellbeing of these control cells
were verified at the end of each experiment.

Statistical analysis

The presented results were replicated in more than 30
independent experiments from distinct preparations, and several
different interaction events were collected throughout each
experiment. Bearing this in mind, there is a point to be highlighted
regarding the variability of each experimental run. The number,
position and activity of the P-cells as well as of the S-cells is difficult
to control and to categorize. Indeed, even if we can control the
position and number of S-cells at the beginning of each experiment,
they were free to move, even if on a very small platform, thus
we had no control over their displacement during the experiment.
Furthermore, we had no control over when and where the P-cells
appear and at what distance they will pass in the vicinity of the S-
cells. This means that a completely quantitative determination of
the cell-cell interaction, a priori, is impossible. The only statistical
determination we can provide is a statistical analysis of the average
cell-cell distance at which we can determine that an interaction
is underway, through which we have estimated the size of the
approximate interaction-sphere within which the relative effect can
be observed.

Results

Large-scale movements of NB cells

In all the experiments the optical images evidenced how both
the cells attached to the sensor (S-cells) and those moving on
the surface of the Petri dish (P-cells) shifted and moved, often
through a roto-translational pattern. The available space for their
motion was very different: while the S-cells were observed vibrating
and moving over the nano sensor, the P-cells moved on much
larger distances, often entering and exiting the field of view of the
optical microscope.

The first andmost common behavior of the P-cells was that they
moved freely over the Petri dish substrate to find and make contact
with other cells (Figure 2). In this way, they typically formed
larger clusters. This appears to constitute a major driving force
influencing the activity of freely moving NB cells which should
be considered in the interpretation of the data. A second effect
influencing the movements of P-cells was the micro-dynamics
of the growth medium. Small differences in liquid pressure in
the Petri dish produced local fluid currents, which can be seen
through the drifting of small particulates in the medium. This
flow directed the movement of the P-cells, driving them in specific
directions. We highlighted such trajectories which were derived
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FIGURE 2

Aggregation tendency of P-cells. Panels a1–a2 and b1–b2: Two examples of NB cells which tend, over time, to aggregate to form larger clusters. In
the foreground, the sensor bearing S-cells.

from the time-lapse videos of the P-cells in the presence of a sensor.
The resulting overlay lines and the corresponding displacement
graphs depict a typical scenario in which clusters of P-cells pass in
the vicinity and underneath the sensor and allow comparing the
behavior of the cells with cases in which the cells pass far from the
sensor and from the cells placed on it.

When no S-cells were present (Supplementary Figure 1a), the
cells were driven by the microflow of the medium and passed in
view with approximately linear paths, unaltered by the presence of
the bare sensor (Supplementary Figures 1b–d).

When NB cells were present on the sensor, while P-
cells passing far from the S-cells appeared to continue an
unaltered path (Figures 3a, a1), the P-cell clusters that passed
in the close vicinity and underneath the S-cells experienced a
modification of their motion, such as slowing down or brief
stops (Figure 3, a2), up to a transient or permanent stop when
in close proximity to the sensor (Figures 3b, b1, b2), even
against the micro-currents of the growth-medium (see the blue
arrows in Figures 3a, b). Some cases exhibit a large deflection
of the cell path or a combination of different P-cell clusters to
interact with the NB cells on the sensor (Supplementary Figure 2,
Supplementary Movie 1).

Remarkably, in most cases, the interaction between the P-
cells and the S-cells starts before the former cells pass near
the sensor, and in presence of a medium flux, with the P-cells
still upwind to the S-cells (Figure 3b, Supplementary Figure 2).
Interestingly, there are cases in which the P-cells move against
the medium flow, reducing their velocity and even deviating
their trajectory to approach the specimens on the sensor. In
addition, the time needed for the clusters of P-cells to alter their
motion is fast, with changes in speed and direction happening in
less than the time between two subsequent optical images (i.e.,
20 s).

The observed cell-cell interactions evidence additional peculiar
behaviors. In a remarkable experiment, clusters of P-cells have
partially detached from the substrate, moving toward direct contact
with the cells on the sensor. This is particularly interesting
as these S-cells were suspended over the Petri dish surface
at 100 microns on the vertical axis (Supplementary Figure 3,
Supplementary Movie 2).

These dynamics suggest that the mechanisms underlying the
cell-cell interaction point toward the formation of large cell
aggregates and are strong enough to produce substantial and
unexpected consequences on the cell behavior.
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FIGURE 3

Dynamics of the interaction between P-cells and S-cells. The trajectories (series of black or red squares on the optical image) and displacement
(corresponding a1–a2 and b1–b2 graphs) of a cell cluster over time. (A) Shows a cluster stopping near the S-cells (red squares with a larger square
corresponding to the area of cell-cell interaction) and a nearby cluster which does not change its trajectory (black squares). (B) Shows two clusters
stopping near the S-cells (red squares with larger squares and numbers corresponding to the areas of cell-cell interaction) and a nearby cluster
which passes under the sensor but does not change its trajectory (black squares). The scale bar indicates 50mm and the lighter variance curves
indicate the error in the displacement measurements.

Regarding the S-cells, these are limited in their movements by
the geometry of our setup but at the same time tend to interact
with the P-cells by shifting and moving toward them when they
come by (Figure 4, panels 1–4). A very interesting characteristic of
these cells is that their behavior depends greatly on their number. In
experiments when only one or two cells were loaded on the sensor,
they appeared to move on the sensor, exploring the surrounding
environment, possibly focused on the search for other cells. This
movement pattern of single cells often brought them to detach
from the sensor (Supplementary Figure 4), especially when some
cluster of P-cells passed in the vicinity, thus showing a preference
toward the cell-to-cell contact instead of the functionalized surface
of the sensor.

Because of the numerous possible configurations of medium
flow, the varying number and positions of S-cells, and the
diverse abundance and clustering patterns of P-cells, a full
statistical analysis of how sensor and P-cells interact is unfeasible.
Therefore, we measured the distance between the cells when
a change in their movement, indicating an interaction, could
be detected (Supplementary Figure 5a). We used these values to
define the range of interaction between the P-cells and the S-cells
(Supplementary information 2).

Nanomotion

In experimental conditions where cell-cell interactions occur,
the movements recorded by the nanosensor provide an insight into
the behavior and status of the S-cells and during their interaction

with the P-cells. A typical nanomotion signal of an experiment
can be used to compare variance (Figures 4a, b) and amplitude
of the oscillations (Figure 4c) with the optical images (Figure 4,
time-points 1–4). Through this comparison we can divide the
experiment into different sections. At first there are five well-
attached cells onto the sensor, resulting in an overall movement
transferred to the sensor which has a low amplitude and is constant
over time (Figure 4, time-point 1). When a large cluster of P-cells
approaches, this excites at least two S-cells which start to shift
on the sensor in a roto-translation pattern, causing a slight but
measurable increase in the overall fluctuations of the sensor, with
peculiar spikes in the detected signals (Figure 4, time-point 2). Even
after the departure of the cluster, the cells on the sensor maintain
their increased roto-translational activity.

When a second larger cluster arrives near the sensor and
interacts with the S-cells, these increase their activity, moving on
the sensor and extending filopodia or neurites, and this produces
a significant increase of the nanomotion signal (Figure 4, time-
point 3). The nanomotion pattern is diverse, with large spikes
and an overall large amplitude of the fluctuations. Finally, when a
very large cluster of P-cells approaches and stays under the sensor,
interacting with the S-cells, the cluster of cells splits, and the motile
activity of each cell increases. This causes a further increase in the
nanomotion signal with much higher oscillations and eventually
resulting in some of the S-cells, at that point no more bound to the
sensor cluster, detaching from the sensor to join the larger cluster
on the Petri dish (Figure 4, time-point 4).

The alterations in the behavior of S-cells when P-cells are
approaching has been consistently observed across multiple
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FIGURE 4

Cellular nanoscale vibration response of the S-cells to the nearby presence of the P-cells. (A) Nanomotion variance during an entire experiment,
lasting more than 3h. (B) Zoom in to highlight the behavior at lower variance values. Panels 1 to 4: Snapshots of interesting cell-cell interactions: the
nanomotion variance increases according to the size and distance of the cluster of P-cells which have approached the sensor. (C) Typical amplitudes
collected from the sensor in correspondence to zones 1 and 2 (right curve), zone 3 (center curve) and zone 4 (right curve).

experiments (n = 5), suggesting a reproducible and generalizable
cellular response.

Discussion

We presented a series of experiments designed to highlight and
characterize, at micro and nanoscale and in a controlled geometry,
the interactions between cells. The goal was to estimate the possible
role for acoustic fields in the cell-cell interaction process even at the
single cell level.

We focused on a simplified nanoscale system consisting of
a small cluster of NB cells geometrically constrained to a small
flat surface, interacting with a larger number of other NB cells
freely moving on a Petri dish which did not favor their adhesion.
This condition stimulated in P-cells the need to explore the
environment, searching for a surface where to adhere or for other
cells to form larger self-sustained clusters and in the S-cells the
tendency to communicate with other cells and an amplified activity
which was measured by the nanomotion sensor.

Our experiments showed that the activity of the cells is
dominated by a general trend leading to the formation of large
clusters of NB aggregates. This general behavior must be mediated
by forces acting at the cellular scale and is expected to be limited
and modulated by biological, physical and environmental factors.

The experimental setup that we propose presents a two-fold
advantage. On one side it provides a unique environment to
stimulate and observe the cellular interactions. On the other side,
the nanomotion sensor has the capability to monitor the cells’
activity in real time and to quantify their activity during their
homeostasis or during cell-cell interactions.

Indeed, the results shown in Figure 4 point toward a large
increase in activity of the S-cells during interaction with P-cell
clusters, an interaction that appears to be mediated by relevant
cellular communication. In fact, many of our observations have
evidenced how, in absence of external measurable forces, P-cells
have altered in a large manner their motion in the vicinity of the S-
cells, even detaching from the substrate (Supplementary Figure 3).
In several cases, such alterations of the free motion of the P-cells
occurred against the flow of the medium, that is, against the
environmental force gradient (Figure 3, Supplementary Figure 2).

While a purely chemical interaction is commonly
considered to be the main actor in cell-cell communication,
the upwind directional responses observed in our experiments
cannot be simply explained through simple chemical
communication. Such a fast, upwind and complex geometry
of interaction suggests that the cells could exploit their strong
tendency to communicate by tapping into different kinds
of communication mechanisms, including those driven by
mechanical stimulation.
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The data shown in Supplementary Figure 5a indicates that the
cell-cell interactions depend on many parameters such as the
number of cells, their status and the strength of the medium flow.
In any case, we were never able to identify interactions which
exceeded 300 microns in distance between clusters. To understand
if the S-cells’ oscillations were sufficient to produce a mechanical
wave that could be detected by the P-cells, we performed a semi-
quantitative evaluation of our data (Supplementary information 2).
Considering our geometry and the characteristics of the cells and
of the medium, we were able to determine that the oscillations
generated by the S-cells and integrated by the sensor in a clear
and coherent signal, can produce an oscillating mechanical field
which has a sufficient amplitude to interact on cells distant even
several hundreds of microns. According to the measured value of
sensor oscillation, this traveling field has the strength to determine
membrane deformation on the target P-cells which, in our
experimental condition, can be predicted to activate the mechano-
transductionmediated by PIEZO proteins and by integrins (Kumar
and Weaver, 2009; Lin et al., 2019; Baratchi et al., 2024; Niu
et al., 2022; Wang and Ha, 2013; Jo et al., 2022). Furthermore, our
interpretative model includes the viscous behavior of the culture
medium (a real fluid) which, through the energy draining occurring
in the Stokes layer (Sader, 1998), allows understanding why the
effects on the P-cells were observed only within few hundreds of
micron from the source.

In fact, the calculated range of such Stokes layer in our
experimental conditions, agrees with the maximum distance
at which we unambiguously identified cell-cell interactions
(Supplementary Figure 5b). It is worth noting that, on a larger
scale of biological aggregation, signaling through these kinds of
oscillations are associated with acoustic waves, and we can suggest
that these can have an impact also on the collective activity of even
the smallest building blocks of living organisms (i.e., cell clusters).

Overall, mechanical oscillations produced by cellular vibrations
in a fluid environment can generate a distortion of the
density/pressure field that can be detected and transduced by
target cells through mechano-sensing proteins and result in cellular
response. We have presented evidence that suggests that such
acoustic waves can be scaled down even to single cell interactions.

While a direct measurement of the acoustic waves is impossible
in our setup (acoustic waves in liquids are usually measured by
hydrophones, which are bulky and do not have the sensibility
to measure waves at very short distances), our model of cell-cell
interaction supports this conclusion.

Obviously, the complexity of a real experiment cannot be
completely reflected in this simplified model. Indeed, extensive
statistical analysis is complex, since our experimental setup
welcomes biological variability, heterogeneity in cellular response
and the randomness of a real-life scenario to better understand
the collective behavior of the NB cells. Furthermore, our model
doesn’t consider effects associated with multiple reflections of
the acoustic fields or the geometrical limitations of the cell-
wave interaction, which could modulate the effectiveness of the
biological transduction.

Further confirmation of the proposed role for acoustic-based
communication would come from dedicated experiments involving
fluorescent tags on mechano-transductive proteins to better

highlight the chemical signaling pathways and their alterations in
presence of acoustic waves. Similarly, investigating the effect of
specific protein inhibitors or that of drugs known to alter cell-cell
interactions would provide a better biological characterization for
this new interaction mechanism.

Within the limits of our setup and model, we propose that an
acoustic field can be invoked to justify, directly or indirectly, the
counter-intuitive cellular behavior observed in our experiments,
especially considering that acoustic fields may act through multiple
mechanisms. For instance, the induction ofmechanical waves in the
liquid may contribute to a greater diffusion of neurotransmitters
in the culture medium or it may increase the availability of the
signal molecules dispersed in the buffer, contributing to an acoustic
enhancement of the “conventional” chemical signaling of the cells.
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