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Editorial on the Research Topic
Training and education in neurosurgery: strategies and challenges for the next ten years, volume II



What makes a great neurosurgeon? Is it talent, dedication? Is it luck or experience? Is it training and education? Probably, it's a good mix of all of the above. Interestingly, some of these features are modifiable, while others are not. When it comes to innate dexterity, personal dedication, or sheer luck (whether you believe in it or not!), there is little one can change: you either have them or you don't. Conversely, experience, training, and education always offer room for improvement. Therefore, we should focus on these three elements to analyze the modifiable features on the path to greatness in neurosurgery.

Let's begin with the first: experience. What exactly do we mean by “experience”? The dictionary defines it as “(the process of getting) knowledge or skill from doing, seeing, or feeling things” and also as “something that happens to you that affects how you feel” (1). Surgically speaking, this translates to “getting faster and better at performing a manual task” but also to “the ability to foresee and avoid potential complications.” But how do we get there? How do we become experienced? Is it merely by performing tasks ourselves an extensive number of times? No, it cannot be. Without active learning, one might repeat the same errors over and over again (albeit faster). That is where training, education (and knowledge-sharing) come into play.

Training and education are indeed the driving forces behind gaining experience, whether it involves learning to tie the first knot, reading an article, or performing a difficult case. Every step (and misstep!) moves us further along the path of experience. So, the magic formula is as simple as “experience = training×education”? Again, it cannot be. If that were the case, we probably wouldn't have made significant progress since the early days of neurosurgery, with only some exceptional performers emerging from a pool of mediocre peers. On the contrary, we believe that true progress is achieving a consistently high level of reliable performance from any given neurosurgeon.

In this context, beyond knowledge-sharing, one specific factor has driven the progress of medicine in general, elevating the performances of the majority us, normally skilled suregons: technological development. For example, Professor H. W. Cushing achieved unprecedented levels of survival and functional preservation in his time. However, advancements like electrical cautery and microscopic techniques made it significantly easier to achieve those outcomes just a few decades later. Similarly, Professor G. M. Yasargil reported that an experienced surgeon could “feel” with his instruments the difference between high-grade gliomas and the surrounding brain tissue at the interface. Nowadays, fluorophores, intraoperative imaging, and neuronavigation (such as 5-ALA or fluorescein) allow anyone to gain that insight (Sulangi et al.). Lastly, Professor C. G. Drake could effortlessly interpret the anatomy of an aneurysm from simple 2D angiographic projections. Today, a first-year resident can do so just as easily by examining a modern 3D rendering, even in a virtual or mixed-reality setting (Patel et al.). This list could go on, but the message is clear: technology repeatedly empowered surgeons with “experience” and will, hopefully, continue to do so even more over the next ten years.

What will the next game-changing advancement be, then? We believe that one of the most significant ongoing revolutions is the use of modern technology in training and education. We are finally moving beyond the traditional paradigm of books-lessons-cadavers-patients, overcoming many of its limitations through technology. For example, anatomy is now studied not only through textbooks but also via 3D renderings of normal and pathological imaging, enabling immersive experiences on smartphones (Patel et al.). Lessons are widely accessible online, and interesting surgical cases are shared daily on social media platforms. Moreover, some of the ethical and logistical constraints of cadaver training are now addressed with advanced training models that do not suffer from postmortem tissue atrophy and allow for repeated practice (de Laurentis et al., Saemann et al.). Additionally, new technologies enable progress tracking, measuring the “gain of experience” in unprecedented ways (On et al.). In this data-driven era, focused on performance metrics, transparency, and accountability, these advancements will undoubtedly be critical. Furthermore, they facilitate knowledge-sharing, a cornerstone of excellence in care. In this context, in this Reasearch Topic we present examples of how technology aids in selecting surgical approaches (Tang et al.), navigating anatomical structures (de Laurentis et al., Saemann et al.), and evaluating trainees' performances (On et al., Hanalioglu et al.). Moreover, regarding education, we showcase how technology boosts engagement and motivation among future neurosurgeons, from medical students (Unal et al.) to residents (Saemann et al.) and even fully trained surgeons. This empowerment also is proved to extend to patient education (Chatzopoulou et al.) and operating room staff (de Laurentis et al.), ensuring that everyone involved stays informed and engaged. Knowledge and experience, after all, are only valuable when shared: I learn from many, and many can learn from me. Individualism and self-referentiality must be avoided at all costs. The next ten years, with technological improvements in training devices and in inter-peer communication, will undoubtly be bound to these mantras.

In conclusion, the articles in this collection (Sulangi et al., Patel et al., de Laurentis et al., Saemann et al., On et al., Tang et al., Hanalioglu et al., Unal et al., Saemann et al., Chatzopoulou et al.) clearly show that modern neurosurgical training and education are far from merely playing with “fancy plastic toys” or indulging in technological gimmicks. They involve respectfully avoiding unnecessary cadaver or patient manipulations while enabling measurable training and enhanced knowledge-sharing.

Returning to our original question, in light of these considerations, we propose the following formula for a great neurosurgeon (Figure 1).


[image: Figure 1]
FIGURE 1
The formula for a good neurosurgeon.
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Introduction: Informed consent is a fundamental component in the work-up for surgical procedures. Statistical risk information pertaining to a procedure is by nature probabilistic and challenging to communicate, especially to those with poor numerical literacy. Visual aids and audio/video tools have previously been shown to improve patients' understanding of statistical information. In this study, we aimed to explore the impact of different methods of risk communication in healthy participants randomized to either undergo the consent process with visual aids or the standard consent process for lumbar puncture.



Material and methods: Healthy individuals above 18 years old were eligible. The exclusion criteria were prior experience of the procedure or relevant medical knowledge, lack of capacity to consent, underlying cognitive impairment and hospitalised individuals. After randomisation, both groups received identical medical information about the procedure of a lumbar puncture in a hypothetical clinical scenario via different means of consent. The control group underwent the standard consent process in current clinical practice (Consent Form 1 without any illustrative examples), whereas the intervention group received additional anatomy diagrams, the Paling Palette and the Paling perspective scale. Anonymised questionnaires were received to evaluate their perception of the procedure and its associated risks.



Results: Fifty-two individuals were eligible without statistically significant differences in age, sex, professional status and the familiarity of the procedure. Visual aids were noted to improve the confidence of participants to describe the risks by themselves (p = 0.009) and participants in the intervention group felt significantly less overwhelmed with medical information (p = 0.028). The enhanced consent process was found to be significantly more acceptable by participants (p = 0.03). There was a trend towards greater appropriateness (p = 0.06) and it appeared to have “good” usability (median SUS = 76.4), although this also did not reach statistical significance (p = 0.06)



Conclusion: Visual aids could be an appropriate alternative method for medical consent without being inferior regarding the understanding of the procedure, its risks and its benefits. Future studies could possibly compare or incorporate multiple interventions to determine the most effective tools in a larger scale of population including patients as well as healthy individuals.



KEYWORDS
informed consent, patient communication aids, health literacy, visual aids, health numeracy





Introduction

Informed consent is a fundamental component in the work-up for surgical procedures. Statistical risk information pertaining to a procedure is by nature probabilistic and challenging to communicate, especially to those with poor numerical literacy (1). In the context of health literacy, numeracy refers to a person's ability to understand and interpret clinical and public health data (1). This is considered to be low in the general population with most adults having difficulty in converting small frequencies such as “1 in 1,000” to 0.1% (2).

In addition to individual patient factors, risk perception is affected by different formats of presentation resulting in “framing bias” (3, 4). This phenomenon refers to variable decision outcomes depending on the different modes of presentation of identical data among individuals. Healthcare professionals may communicate statistical risk information using descriptive terms such as “uncommon” or “rare” or as percentages and proportions. Risks are often verbally explained prior to obtaining consent without the acknowledgement of patients' numerical skills and without the use of other aids. In neurosurgery, patient recall of risks without their associated probabilities is noted to be poor with less than 50% of risks being retained (5, 6). This percentage further decreases over time following the original consent process and post-operatively (6). Ensuring patients have an adequate understanding of statistical risk is vital to prevent potential litigation with “lack of informed consent” being a factor in up to 40% of neurosurgical medicolegal cases (7).

The impact of several decision aids on patients' overall understanding of surgical or interventional procedures has been studied (8–11). However few studies compare multiple formats concurrently (9, 12) while focusing on patient understanding of statistical risk. Visual aids and audio/video tools have been shown to improve patients' understanding of statistical information (8, 9, 13, 14). Our study demonstrates the use of visual statistical risk communication adjuncts in a simulated procedural consent of a lumbar puncture and presents implementation outcome measures. We analyse participants’ understanding of the procedure, but also more specifically, their understanding of procedural complications, associated numerical probability and attitudes related to surgical consent.



Methods


Participants

Inclusion criteria were healthy individuals above 18 years old not requiring a lumbar puncture and without any underlying cognitive impairment. Exclusion criteria were individuals with prior experience receiving, performing or observing the procedure, individuals lacking capacity to consent and hospitalised individuals. The educational background of the participants varied from secondary level of education to postdoctoral level of studies within and outside the medical field.



Video generation

The video recording was made with the use of Vyond (Vyond, San Mateo, Ca), a cloud-based video animation tool. The same voice recording was used in both groups, ensuring the content of the medical information is identical in both groups. While both groups received identical medical information and content regarding hypothetical clinical scenarios in which an intervention was consented for, the means of consent differed (Figure 1). The control group had the same risks verbally explained without any aids as is typical for pre-operative surgical consent. The intervention group received the statistical information in the form of visual aids—anatomy diagrams and Paling scales (Figures 2, 3) (15). At the end of the videos, the participants of both groups were presented with a written consent form as it is used in clinical practice summarising the name, the risks and the benefits of the procedure. It was requested that participants sign the consent form as they would do in clinical practice.


[image: Figure 1]
FIGURE 1
Flow diagram of participants allocated to the intervention (visually-enhanced consent) or control group.



[image: Figure 2]
FIGURE 2
The paling perspective scale. Reproduced with permission from The Risk Communication Institute.



[image: Figure 3]
FIGURE 3
One thousand people figure. Reproduced with permission from The Risk Communication Institute.


Please find the relevant video links below:


	•Group A (Control Group): https://youtu.be/-QuOp-BTEKM”\h

	•Group B (Visual Aid Group): https://youtu.be/wFe4KXEq8hw”\h





Questionnaire generation

Participant knowledge and feedback with the respective consent process were assessed using a 41-item questionnaire developed in Qualtrics (Qualtrics, Provo, UT), the different sections and their respective questions are detailed in Table 1. The first section consisted of demographic information including age, gender and familiarity with the procedure. The second section required participants to rate their agreement to a series of seven statements specifically written for the study using a 5-point Likert scale. The intervention group received an additional three statements relating to the helpfulness of the three visual aids used in the video (Anatomy diagram, ten-man diagram and relative risk diagram). The ten-man diagram and the relative risk diagram are based on the Paling diagram and Paling Palette respectively with the permission of the Risk Communication Institute (Figures 2, 3) (15). A free-text prompt asking for additional feedback to improve the consent process was also included. This was followed by seven multiple choice questions assessing participants' knowledge on the procedure. The final section consisted of 19 questions to assess the implementation of the process in clinical practice using four validated scales (16, 17).


TABLE 1 Questions included in the questionnaire relating to knowledge of the procedure, participant sentiment, usability, acceptability and appropriateness.

[image: Table 1]



Participant recruitment

The study was advertised online via social media and mailing lists within our institutional academic community therefore we are not able to report the number of individuals approached for the study. Furthermore, given the anonymised nature of the study it is not known what proportion of individuals directly approached by study staff completed the survey. Upon clicking the link to the questionnaire, participants were randomised in a 1:1 ratio using Qualtrics' built in randomization software to receive either the control group with the standard informed consent process or the intervention group which featured various visual aids. Researchers were blinded to the assignment of individual participants to the respective groups. Participant recruitment took place over a two-month period from 27th March 2022 to 26th May 2022. Data collection was concluded when the target sample size was reached. Participants completed anonymised questionnaires relating to how they recalled and perceived statistical risks, on their understanding of the procedure and how usable, acceptable, and appropriate their consent method was, using validated scales (17).



Statistical analysis

A sample size calculation found a minimum of 25 participants in each group was required for a significant difference of 0.4 points between groups based on a 5-point Likert scale (Cohen's d = 0.8, alpha = 0.05, power = 0.80, GPower v = 3.1). All statistical analysis was performed in RStudio (RStudio Team, Boston, MA). Normality of the data was assessed using the Kolmogorov–Smirnov test, and by visually inspecting the distribution. If data was non-parametric, the Mann–Whitney U-test was used to assess the differences between the control and intervention groups, with a p-value < 0.05 being considered as significant.



Ethical approval

This study's protocol was reviewed and approved by an institutional ethics committee (UCL Research Ethics Committee Project ID: 21837/001). Prior to being able to complete the questionnaire, participants were asked to confirm they meet the inclusion criteria of the study and voluntarily consent to completing the study through Qualtrics. Participants were directed to a participant information sheet within the study. Names and contact information of participants was not collected. Our study was retrospectively registered on ClinicalTrial.gov on 8th February 2023 (NCT05717465).




Results

52 participants were included in the study. The demographics of the eligible population are presented after the randomisation, with reference to the age, sex, professional status, understanding of, and prior familiarity with the procedure between groups (Table 2). There was no statistical difference in numerical risk recall, and those in the intervention (visually enhanced consent) group were not inferior in their subjective understanding of the procedural benefits (p = 0.29) (Table 3). However, the intervention group seemed to have a better understanding of the risks (p = 0.05), they thought they could better explain the risks to others (p = 0.01), and they seemed to feel less overwhelmed with information (p = 0.03). Furthermore, the enhanced consent process was found by participants to be significantly more acceptable (p = 0.03). It showed a trend towards greater appropriateness (p = 0.06) and it appeared to have “good” usability (median SUS = 76.4), although this also did not reach statistical significance (p = 0.06).


TABLE 2 Table of demographics between control group and visual aids group.

[image: Table 2]


TABLE 3 Outcomes by consent method.
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Discussion

Our study suggests that that visual risk communication adjuncts may offer some advantages when compared to traditionally obtained surgical consent, particularly with reference to subjective understanding and attitudes toward procedural risks. Statistically significant improvements were noted in the trial group regarding the ability to explain risks to others and greater acceptability and good usability of the consent adjunct, whilst also feeling less overloaded with medical information.

We acknowledge limitations in our approach, including the choice of individuals and the intervention. Recruiting healthy adults allowed us to test our hypothesis in a controlled simulated setting without bioethical concerns, but this does not fully replicate the atmosphere and anxieties associated with consent in hospital, nor having the procedure performed in the context of experiencing a disease process. The interventional choice of a lumbar puncture although simple remains a procedure that requires written informed consent and carries non-trivial complications (18). Further work should assess procedures of greater complexity, and the impact of framing bias, namely, whether consent outcomes depend on the mode and the conditions of presentation (3, 19). Another limitation of the study is the overall high rate of literacy in both groups according to the table of demographics. In this case, the numerical literacy of the participants could be considered higher than expected in the general surgical population and therefore not easily generalisable.

This controlled trial evaluates the utility of risk communication adjuncts for surgical consent and contributes to this expanding field of bioethics. The surgical decision-making process is not only related to risk perception, but also to risk acceptance in accordance with an individual's threshold for specific postoperative complications and the frequency in which they occur (20). To make consent fully informed, patient decision-making should be in line with, or adapted to, their probabilistic understanding of the intervention. Considering the findings of our study, we believe that visual risk communication tools could enable a more informed consent process. The systematic application of validated and widely accepted psychometric tools to evaluate patients' perception of a procedure and its associated risks in the field of medical consent is required to collect further supporting evidence. This proof-of-concept study provides a suggested methodology that could be useful in future larger-scale patient populations studies to translate our conclusions into clinical practice.
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Background: Recently, non-technical skills (NTS) and teamwork in particular have been demonstrated to be essential in many jobs, in business as well as in medical specialties, including plastic, orthopedic, and general surgery. However, NTS and teamwork in neurosurgery have not yet been fully studied. We reviewed the relevant literature and designed a mock surgery to be used as a team-building activity specifically designed for scrub nurses and neurosurgeons.



Methods: We conducted a systematic review by searching PubMed (Medline) and CINAHL, including relevant articles in English published until 15 July 2023. Then, we proposed a pilot study consisting of a single-session, hands-on, and cadaver-free activity, based on role play. Scrub nurses were administered the SPLINTS (Scrub Practitioners’ List of Intraoperative Non-Technical Skills) rating form as a self-evaluation at baseline and 20–30 days after the simulation. During the experiment, surgeons and scrub nurses role-played as each other, doing exercises including a simulated glioma resection surgery performed on an advanced model of a cerebral tumor (Tumor Box, UpSurgeOn®) under an exoscope. At the end, every participant completed an evaluation questionnaire.



Results: A limited number of articles are available on the topic. This study reports one of the first neurosurgical team-building activities in the literature. All the participating scrub nurses and neurosurgeons positively evaluated the simulation developed on a roleplay. The use of a physical simulator seems an added value, as the tactile feedback given by the model further helps to understand the actual surgical job, more than only observing and assisting. The SPLINTS showed a statistically significant improvement not only in “Communication and Teamwork” (p = 0.048) but also in “Situation Awareness” (p = 0.031).



Conclusion: Our study suggests that team-building activities may play a role in improving interprofessional teamwork and other NTS in neurosurgery.
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1 Introduction

In recent years, non-technical skills (NTS) have been shown to play a pivotal role in every type of job. Not only should workers have and train in specific technical skills, they should also demonstrate and refine their interpersonal skills, such as efficient communication, leadership, and collaboration and teamwork, as well as their cognitive skills, represented by flexibility and coping attitudes, awareness of the situation, and decision-making (1–4). NTS can help in improving the quality and safety of work, on the one hand, and in allowing a reduction of stress, anxiety, and workload for the whole team, on the other hand—a beneficial effect on everyone's mental health.

One of the most important NTSs is teamwork, the ability to collaborate with colleagues toward a common aim, listening to them and helping if needed, allowing one to speed up processes while providing a high level of safety and also a calm, friendly environment for every team member.

NTS and teamwork, in particular, appear to be as important as technical skills (TS) to obtain high-quality results of jobs, both in the environment of business and companies (3, 4), in aviation (5), as well as in healthcare (6, 7). In surgical specialties, teamwork is mandatory, for example, in the operating room (OR) where errors could be fatal, and a collaborative environment is needed for the wellbeing of OR personnel. A safe and relaxed climate ultimately facilitates a smooth process and contributes to patient safety during the whole perioperative period (8, 9). Teamwork has been reported for example as a mainstay of general surgery, orthopedics, and plastic surgery (10–12), carrying positive consequences both on safety attitudes and results, and on the climate and personnel's wellbeing.

The theme of NTS in neurosurgery has not been explored much yet, and teamwork in neurosurgery is even more obscure in the literature. In particular, few publications have evaluated interprofessional teamwork in the neurosurgical OR and interventions intended as “team-building activities”.

The aims of our study were two: first, reviewing the literature about teamwork at the neurosurgical OR table; second, propose a simulation project as a team-building activity, specifically studied for scrub nurses working in neurosurgery and neurosurgeons.



2 Materials and methods


2.1 Systematic review

First, we conducted a systematic review of the existing literature on the topic “teamwork at the neurosurgical table” by searching the main medical and nursing databases, i.e., PubMed (Medline) and CINAHL, from the creation of the databases themselves until 15 July 2023. We included articles without restrictions about their publication status (fully published articles, online-ahead-of-print articles), in the English language, that could study the topic from surgeons’, trainees’, and scrub nurses’ points of view. Articles about perceptions or evaluation of the teamwork in the neurosurgical OR, or multi-specialty studies involving at least a neurosurgeon were eligible. Studies concerning interventions to improve teamwork were included when they dealt specifically with neurosurgery/neurosurgical procedures.

We excluded articles only describing multi-disciplinary surgeries (without evaluation of the value of teamwork), studies limited to other surgical domains or studying teamwork among anesthesiologists and neurosurgeons, publications about teamwork outside the OR (in the ward, in the whole healthcare system, in the rehabilitation process, and for emergent fire events). Publications that only mentioned scrub nurses working in “a wide range of specialties” or “in every specialty,” without further specification, were also excluded. We also excluded non-English articles, editorials, literature reviews, commentaries/perspectives/opinions, newspaper articles, proceedings or abstracts, and dissertations.

The systematic review was conducted and reported according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) Statement 2020 (13) (Data Sheet 1 in the supplementary material).

We searched on PubMed for each of the following words: “teamwork”, “team building”, “team working”, and “non-technical skills”, combined with each of the following other words: “neurosurgery”, “surgery”, and “operating room”. We repeated the same procedure on CINAHL. We eliminated duplicates and then screened all titles and abstracts of the uniquely obtained articles. The publications assessed for eligibility were analyzed through reading of the full-texts and the relevant articles were finally included.

Afterward, we reviewed the references of the relevant studies as additional sources of eligible articles.

Data of the eligible works were obtained through careful analysis of full text by one author and checked by another. If a shared choice could not be reached between the two authors, a third surgeon was called to evaluate the most suitable solution.



2.2 Simulation scenario

The second part of our article focuses on a pilot, explorative study carried out at our Institution (Fondazione IRCCS San Gerardo dei Tintori) to test the utility, appreciation, and value in boosting teamwork between scrub nurses and neurosurgeons of a simulation experience (Figure 1). This experience was a single-session, hands-on, and cadaver-free activity, based on role play, and it was specifically organized for scrub nurses working in neurosurgery (dedicated neurosurgical scrub nurses and scrub nurses taking part in emergent procedures including neurosurgical ones). An organizational meeting was held 10 days before the beginning of the simulation sessions, explaining the project step by step and how to use the self-evaluation questionnaire.


[image: Figure 1]
FIGURE 1
Flowchart schematically describing our simulation project step by step.


On the day of the simulation, first, scrub nurse participants were asked to complete the SPLINTS (Scrub Practitioners’ List of Intraoperative Non-Technical Skills) rating form as a self-evaluation at baseline (14–17). SPLINTS is a behavioral rating system, developed by psychologists and OR teams, that was originally designed to observe and rate scrub nurses in the OR. It comprises three main categories (situation awareness, communication and teamwork, and task management), each one further developed into three more specific subcategories, as explained in the User Manual (16). It is a rating system specifically developed for scrub nurses, in the same way as NOTECHS (18), ANTS (19), and NOTSS (20) were created for pilots, anesthesiologists, and surgeons, respectively.

A briefing about the neurosurgical oncological technique and the use and working of Exoscope was then offered to the participants. For the actual simulated surgery, a role switch was performed: the scrub nurse played the role of the surgeon, while the surgeon acted like a neurosurgical scrub nurse. Then, the session was developed into three exercises, executed with an exoscopic microsurgical technique. First, the scrub nurse had to make a surgical knot with forceps and a needle holder, looking at the monitor of the Exoscope. Second, they had to perform a cerebral tumor removal onto a model of intrinsic cerebral neoplasm (Tumor Box, UpSurgeOn®), with the support of the neurosurgeon who had prepared the surgical table and is now passing instruments. They also could try and understand the use of BLUE 400 filter for 5-aminolevulinic acid (5-ALA) vision, having the model a fluorescent tracer simulating 5-ALA. Third, the simulation was further developed with the support of a second scrub nurse impersonating the assistant surgeon (Figure 2). An observer noted every relevant comment or evaluation expressed during the whole session.


[image: Figure 2]
FIGURE 2
Pictures taken during some of the simulation sessions. (A) A scrub nurse is playing the first surgeon, a second scrub nurse is playing the assistant surgeon, and the neurosurgeon cares for the operating table. (B,C) Exercise made with the help of the blue filter for 5-ALA. In (B), the position of the participants in front of the exoscope screen is shown; in (C), all participants are seen looking at the exoscope screen.


At the end of the simulation, a debriefing took place, underlining the acquired skills, stressing the understanding of the other's role, and giving the participants the chance to ask questions. Every participant—scrub nurses as well as neurosurgeons—was finally asked to complete an evaluation questionnaire with seven questions with a five-point Likert scale for answers, with the possibility to freely add comments. The questionnaire was adapted from a previous article by Shapiro (21) that had proposed a similar team-building experience in another domain of medicine.

The SPLINTS rating form was re-administered as a self-evaluation after three to four weeks after the experience. Every involved scrub nurse took part in at least three neurosurgical procedures in the intervening period, to better evaluate the practical value of the experience in improving their NTS in neurosurgery. The questionnaire results were collected anonymously. Supplementary Image 1 shows the evaluation questionnaire; the SPLINTS rating form can be found at the end of the user manual (16).



2.3 Statistical analysis

An online open-source software, jamovi® (www.jamovi.org) (22), was used for statistical analyses. The sample was described by means of the usual descriptive statistics. To compare independent discrete variables, we applied the Student's t-test. A threshold of p < 0.05 was set for statistical significance.




3 Results


3.1 Systematic review

As mentioned previously, we searched first on PubMed, and then on CINAHL. We obtained a total of 6,415 articles (4,145 from PubMed, 2,270 from CINAHL), of which 2,066 were duplicated. At this point, all titles and abstracts of the unique 4,349 articles were screened. A total of 292 studies were selected, but 47 of them were not retrievable. We finally assessed 245 articles for eligibility, analyzing full-texts, and excluded 211 of them for the following reasons: 88 because they specifically involved specialties other than neurosurgery; 51 because they did not specify involved surgical specialties; 57 because they were types of articles to be excluded; 15 treated irrelevant themes; and 3 were not in English.

From the references of the relevant studies, we further evaluated 11 eligible articles, and 3 were included.

The publications finally included in the study amounted to 34 (Figure 3).


[image: Figure 3]
FIGURE 3
PRISMA 2020 flow diagram for new systematic reviews that included searches of databases, registers, and other sources. The flow chart of the inclusion process based on the “PRISMA 2020 flow diagram” [(see (13)].


We divided the included studies into two groups: the ones dealing with our theme exclusively in neurosurgery in Table 1 (23–36), and the ones studying teamwork and possible other NTS in many specialties, neurosurgery included, in Table 2 (8, 9, 37–54).


TABLE 1 Studies included in the systematic review, dealing with our theme exclusively in neurosurgery.
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TABLE 2 Studies included in the systematic review, dealing with our theme in many specialties, neurosurgery included.
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Table 1 shows that only one studied the specific relationship among scrub nurses and neurosurgeons at the table (23), while the others globally looked at teamwork in the whole neurosurgical OR environment (24, 26, 27, 29, 32, 34–36), focusing on neurosurgeons (28, 30, 31), or studied exclusively nurses’ tasks or points of view (25, 33).

Similarly, only 4 out of 14 studies tried an intervention to improve teamwork (24–26, 33). The interventions included (1) the production of a video, (2) a virtual reality simulation in which nurses had to find errors in the preparation of a craniotomy, and (3) and (4) the introduction of a checklist.

Very interestingly, the work by McLaughlin et al. concluded that the time-out process may improve safety, but not teamwork—the only “negative” report about teamwork in this group of articles (27).

In Table 2, it is evident that similarly to exclusively neurosurgical reports, the majority of publications (13 out of 20) globally looked at teamwork among the whole staff; 3 focused primarily on surgeons (38, 46, 52), 3 on nurses (47, 51, 53), and 1 on residents (44). The interventional activities are also limited: 3/20, including aviation-style teamwork training (40), a training program in Norway for Malawian nurses (47), and crew resource management training (48).

In all the articles, the theme of safety is often stressed: teamwork and NTS, in general, are considered above all as tools to improve safety in the OR.



3.2 Population and SPLINTS rating form

A total of 10 scrub nurses and 5 neurosurgeons participated in the simulation experience. Six of the nurses worked exclusively in neurosurgery, four were part of the emergency staff and were involved also in emergent neurosurgical cases. Nine were women and one, man. Every nurse had at least 2 years of experience in the OR. The five neurosurgeons included four attending surgeons and one final-year resident.

The results of the comparison between the pre- and post-experience self-evaluations are provided in Table 3. Very interestingly, the rating scrub nurses gave themselves in the macro-categories “Situation Awareness” and “Communication and Teamwork” showed a statistically significant improvement from the pre- to the post-evaluation. The overall score also improved significantly (A in Table 3).


TABLE 3 Comparison between the pre- and post-experience self-evaluations.
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When looking at the rating scrub nurses wrote in every single item, three showed statistically significant improvement (“Recognizing and understanding information”, “Anticipating”, “Exchanging information”) and all showed improvement tending toward statistical significance (B in Table 3).



3.3 Evaluation questionnaire

Among the items in the evaluation questionnaire, the last four questions specifically concerned teamwork training [4. The quality of the final debriefing for my understanding of the surgeon's work was high, 5. The experience was useful to understand the surgeon's point of view, 6. The experience helped improve my teamwork skills, 7. I would redo the activity to further improve my teamwork skills].

The results of the questionnaire administered to scrub nurses are shown in Figure 4, whereas the surgeons’ evaluations are represented in Figure 5.


[image: Figure 4]
FIGURE 4
Results of the evaluation questionnaire administered to scrub nurses (n = 10). Answers are expressed on a five-point Likert scale.



[image: Figure 5]
FIGURE 5
Results of the evaluation questionnaire administered to neurosurgeons (n = 5). Answers are expressed on a five-point Likert scale.


As shown by the graphs, the results of the four items about teamwork were all positive in both groups (agree and strongly agree). The nurses scored items 5, 6, and 7 even higher than the surgeons. The surgeons were globally not satisfied by the ease of immersion in the simulation (four neurosurgeons answered “neutral”; one answered “disagree”), whereas half of the scrub nurses were satisfied to some extent (five agreed or strongly agreed with the sentence).



3.4 Free comments and observations

Every relevant comment orally expressed by participants during the sessions and noted by an external observer was qualitatively analyzed, in the same way as every possible note written at the end of the final evaluation questionnaire (Table 4).


TABLE 4 Free comments and observations from the evaluation questionnaire.
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We grouped them into three main themes. The first group of comments was about repeating and improving the simulation experience. As already evident from the Likert items, five scrub nurses further underlined their desire to repeat the experience. Moreover, one suggested trying other boxes from UpSurgeOn® and exercises within neurosurgery, and another one mentioned the possible value of extending such an experience to other specialties. One nurse asked for a possible improvement in the realism of the global scenario and another suggested repeating the experience with all the surgeons, in particular the ones perceived as stricter and/or shyer, to try and strengthen a friendly and trusting relationship.

The second theme in free comments regarded the pleasure of participating in such a simulation, which was stressed by two participants. They felt they had agency and enjoyed the chance to ask questions, understand, and learn in a “safe,” tension-free setting.

The third group of comments was about the surgeons’ work. Two other nurses in particular commented on it: “I now understand how difficult it is to use the Exoscope”; “How many things do you surgeons have to think about, while operating!” Moreover, very interestingly, during each session, every single participant was light-heartedly mocking the other group's typical expressions and comments. For example, every nurse playing the surgeon exaggeratingly complained about the blockage of the aspirator, a typical complaint of the surgeon during everyday surgical cases.




4 Discussion

NTS are becoming more and more relevant in every type of job. Any type of worker should be able not only to acquire specific technical abilities, but also work on their interpersonal skills, such as leadership, efficient communication, and collaboration and teamwork, as well as their cognitive abilities, represented by awareness of the situation, decision-making, and flexibility and coping attitudes (1–4). The importance of NTS depends on their demonstrated role in both contributing to the improvement of quality and safety of work and in allowing the construction of a calm, friendly work environment for the whole team—which is beneficial to everyone's mental health and to the safety in the workflow.

Teamwork is a fundamental NTS, and it is in fact the ability to focus as a team on a common aim, listening to colleagues and offering them help. Teamwork contributes to speeding up processes and workflows while maintaining a high level of safety at each step and also guaranteeing a healthier environment for team members.

Our literature review showed a limited number of articles about interprofessional teamwork among neurosurgeons and scrub nurses in the OR, mainly focusing on observing the existing situation (Tables 1, 2). Interestingly, the vast majority of articles did not focus on the specific relationship between scrub nurses and neurosurgeons but globally looked at teamwork among the whole staff, exclusively in neurosurgery or also in neurosurgery. We strongly believe that this relationship should be studied and taken care of on its own because it requires a set of shared skills, know-how, and knowledge that is never required in the whole OR environment. Another point that is worth stressing is that few interventions have been proposed to try and improve NTS and teamwork in particular (7 out of 34, 20.6%), while as mentioned the others generally reported measurements and observations about the status quo of teamwork in the OR. When analyzing these interventions, we can find three passive approaches—production of a video in one case (24), introduction of a checklist in two cases (26, 33)—and four active ones—a virtual reality simulation for nurses (25), a nurse-centered training program in a foreign country (47), and two training models borrowed from aviation (40) and crew resource management (48).

It seems clear that no activity, neither active nor passive, can be found in the literature reproducing the exclusive, real-life relationship among scrub nurses and neurosurgeons in the OR, and with the ultimate aim of trying to improve the quality of that working relationship.

Thus, we developed the project of our hands-on, cadaver-free simulation, which may therefore be considered one of the first experiences in the literature describing a neurosurgical team-building activity to boost interprofessional teamwork in the OR, specifically addressing scrub nurses.

Although missing in neurosurgery, a certain number of similar activities has already been proposed in other surgical specialties, for example, plastic surgery (12), emergency medicine (55), and gynecology (56), often based on concepts taken from aviation (5, 34, 40). The initial experiences of NTS in healthcare historically came from aviation, in which pilots are required not only to perfectly demonstrate their technical abilities but also to cultivate their interprofessional skills and cognitive skills to provide safety during their job activity. Our review reports some recalls to aviation (34, 40).

We believe it is important to underline that beneficial effects on teamwork could be seen on safety but also on the work environment (8). In fact, based on our review, the role of teamwork in a professional’s wellbeing appears to be quite overlooked. To us, this seems like a big omission. Teamwork is surely pivotal for safety in the OR, but safety for the patient improves through the reduction of stress, anxiety, and workload for the team members. Moreover, mental health is a right of every worker. Therefore, a friendly, familiar, and harmonious work environment surely gives benefits to everyone—the care team and patients.

Our simulation may suggest the role of team-building activities in teamwork improvement in neurosurgery (Table 3). For the sake of clarity, the reasons for choosing the SPLINTS rating form (14, 15, 17) were multiple and are now discussed. First, it is specifically aimed at scrub nurses, which was our primary criterion. Second, it is user-friendly and easy to understand, and we found it to be both very precise and non-redundant and thus efficient. A goal for us during the design of this study was not to hinder the professional activity or personal life of study participants by limiting the amount of time needed to take part. Third, as specified in the manual (16), although it was designed for evaluation by an external observer, it can also be used for self-evaluation. Finally, it also allows a global evaluation not only of teamwork but also of other NTS, giving clues about a more comprehensive value of our project.

The SPLINTS rating form items showed a statistically significant improvement from the pre- to the post-evaluation not only in the macro-category “Communication and Teamwork” but also in another NTS that is “Situation Awareness,” while the results were not significant for “Task management.” This seems straightforward, as the first two categories imply putting oneself in somebody else's shoes, that is exactly what is experienced in the role switch of our simulation. On the contrary, the proposed activity does not focus on the management of different tasks.

When looking at the single items, they tend to have statistical significance although this is less evident than in the macro-categories. We think this may be related to multiple factors. First, dividing single specific behaviors within a global category may be difficult for people not having a long, focused training on NTS evaluation. Second, the evaluation scale was a four-point one, which may contribute together with the number of participants in making the otherwise relevant chances not cross the statistical significance threshold. Third, self-evaluation also includes judgments about oneself and the mood of the day, being therefore more variable than an external evaluation.

All the participants, neurosurgeons as well as scrub nurses, globally rated the experience positively (Figures 4, 5). Scrub nurses in particular showed a high level of enthusiasm, suggesting repeating the experience and in some cases even opening it to other specialties. They felt more active than usual and perceived a tension-free environment in which learning was facilitated. In particular, they demonstrated a particular utility in understanding the neurosurgeon's point of view, difficulties, and challenges. The use of a physical simulator such as the Tumor Box from UpSurgeOn® seems an added value, as the tactile feedback given by the model further helps understand the actual surgical job, more than only observing and assisting.

Unexpectedly, in all sessions every participant mocked the other profession's typical expressions and comments, often causing a general laugh. This may suggest a role of team-building activities also in exorcizing their own fears and awe, in facing possible resentments and disagreements, and in helping the other professionals resize their exaggerated behaviors.

The realism of the situation and the general context, specifically in tasks related to preparation for surgery, patient positioning, and space management in the OR, was a less appreciated point, together with the ease of immersion in the simulation. In fact, the simulators used were designed to replicate the surgical field itself rather than the surrounding context (the surgical drapes, the patient, the spatial organization of the OR), which certainly diminished the perception of realism in terms of “faithful reproduction of all steps of a surgical session,” from patient arrival in the OR to drapes removal. This aspect could be further developed in future sessions. Moreover, it was suggested to repeat the simulation with all the neurosurgeons of the department, in particular those perceived as stricter and/or shyer ones, to try and strengthen a friendly and trusting relationship that could carry over to real—and often very challenging and stressful—scenarios.

Having a look at the whole of our results, we could imagine some possible practical research implications and evolutions of our pilot experience. With the introduction of cadaver-free simulation models, it is possible to assume that all dedicated neurosurgical scrub nurses may have the chance to simulate the role of the neurosurgeon in a safe scenario and to repeat these simulation sessions as needed, ideally arriving at the realization of a specific educational program. This may lead to a global reinforcement of all NTSs, in particular,


	-increased perception of the neurosurgeon's needs in case of adverse intraoperative events (e.g., massive sudden bleedings);

	-better step-by-step anticipation of the neurosurgeons’ needs, to speed up the surgical procedure and optimize the use of the operatory room time for each procedure;

	-better help the neurosurgeon in surgeries performed in a single-surgeon setting, to make surgery more efficient;

	-increase in awareness during surgery of complex cases, so as to have all the dedicated instruments available as soon as possible during surgery.



Furthermore, the establishment of such cadaver-free NTS programs for scrub nurses may be proposed for every specific setting. This might lead to the definition of specialized scrub nurses for each surgical specialty. Such an implementation of educational training of scrub nurses might be considered an evolution of the professional competencies of nurses as it happens in medical specialties or sub-specialties.

Our study shows some limitations, as already mentioned, and may suggest some future directions. First, the number of participants was extremely limited, given the voluntary recruitment and the nature of our research itself as a “pilot study.” This point limits, in fact, the impact of the statistical analysis and the generalizability of our findings. Ideally, the simulation should be repeated with as many scrub nurses working in neurosurgery as possible, and with all the neurosurgeons of the department, if not even in a multi-centric fashion. Second, self-evaluation allows a rapid, realistic evaluation of oneself, but includes one's own self-esteem, which is incredibly variable among people and even on different days. Thus, a similar session with a specifically trained external observation may overcome this limitation. Lastly, we did not evaluate the persistence of the improvements. In other words, we do not know if improvement in teamwork and situation awareness remains months after the simulation. Another evaluation could be administered at a certain time distance, as well as new “recall sessions” could be proposed. A pre-simulation theoretical meeting about teamwork and NTS could also be offered.



5 Conclusion

Our study represents one of the first experiences of a hands-on, cadaver-free neurosurgical simulation to boost teamwork in the neurosurgical OR. It was globally very well welcomed for its subjectively perceived utility. The present work may suggest that team-building activities could play a role in improving teamwork abilities and other NTS in neurosurgery. Future studies and sessions may support our findings and perhaps even further improve the efficacy of such interventions, also studying the possible sustainment of improvement.
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Objective: To assess the impact of automated algorithms on the trainees’ decision-making capacity and confidence for individualized surgical planning.



Methods: At Chinese PLA General Hospital, trainees were enrolled to undergo decision-making capacity and confidence training through three alternative visual tasks of the inferior clivus model formed from an automated algorithm and given consecutively in three exemplars. The rationale of automated decision-making was used to instruct each trainee.



Results: Following automated decision-making calculation in 50 skull base models, we screened out three optimal plans, infra-tubercle approach (ITA), trans-tubercle approach (TTA), and supra-tubercle approach (STA) for 41 (82.00%), 8 (16.00%), and 1 (2.00%) subject, respectively. From September 1, 2023, through November 17, 2023, 62 trainees (median age [range]: 27 [26–28]; 28 [45.16%] female; 25 [40.32%] neurosurgeons) made a decision among the three plans for the three typical models (ITA, TTA, and STA exemplars). The confidence ratings had fine test-retest reliability (Spearman's rho: 0.979; 95% CI: 0.970 to 0.988) and criterion validity with time spent (Spearman's rho: −0.954; 95%CI: −0.963 to −0.945). Following instruction of automated decision-making, time spent (initial test: 24.02 vs. 7.13 in ITA; 30.24 vs. 7.06 in TTA; 34.21 vs. 12.82 in STA) and total hits (initial test: 30 vs. 16 in ITA; 37 vs. 17 in TTA; 42 vs. 28 in STA) reduced significantly; confidence ratings (initial test: 2 vs. 4 in ITA; 2 vs. 4 in TTA; 1 vs. 3 in STA) increased correspondingly. Statistically significant differences (P < 0.05) were observed for the above comparisons.



Conclusions: The education tool generated by automated decision-making considers surgical freedom and injury risk for the individualized risk-benefit assessment, which may provide explicit information to increase trainees’ decision-making capacity and confidence.



KEYWORDS
surgical planning, high-risk, surgical simulation, automated decision-making, confidence, risk-benefit assessment





Introduction

Surgeons are constantly faced with decision-making that requires assigning and comparing the values of different options or actions. Maximum surgical exposure with minimum injury risk has raised questions about the decision-making in inferior clivus surgery (1). To reach the inferior clivus, a narrow cleft between the medulla oblongata medially and the occipital condyle may cause respiratory or circulatory risk and instability of the atlantooccipital joint (2). The vertebrobasilar artery and its branches may also cause injury risk in the surgical corridor (3). Certainly, the morphological description is essential to understand the risks and benefits of the various operative steps. The operation can be guided by anatomical landmarks such as the skull base bone and exit points of cranial nerves (4). However, surgical spaces divided exquisitely by numerous permutations and combinations of the respective landmarks are often hard to follow.

Firstly, to expose the inferior clivus, the occipital condyle has been an essential landmark in categorizing the far lateral approach into transcondylar, supracondylar, and paracondylar exposures (5, 6). Which one should be chosen? Secondly, how to select a corridor close to the hypoglossal canal or jugular foramen promptly and properly? Thirdly, how do varieties of maneuverable orientations influence surgical exposure? A reasonable estimate for the operative decision-making may depend on solid empirical data. It means that in inferior clivus surgery, an inherent contradiction between a sufficient number of training procedures and never jeopardizing the safety of patients is particularly prominent. Fortunately, the simulator helped train learners before trying to operate directly on patients in the operating room.

Surgical training using a simulator is based on technical skills and knowledge of the procedure (7, 8). For example, virtual reality training has been used to increase instrument handling skills in laparoscopic surgery (9–11). However, these studies were more visible on the technical side than in the knowledge of procedural skills. Therefore, it is also necessary to provide training in non-technical skills. Decision-making may be considered an essential non-technical skill of inferior clivus surgery.

Since correct perioperative decision-making must often be rapid and under pressure, confidence may become an intrinsically driven factor for competence (12). Studies have demonstrated that surgery-based simulation experiences effectively develop and improve surgical confidence and competence (13). Some studies involved coaching nontechnical skills such as judgment and decision-making (14, 15). However, drivers of a confidence boost in decision-making training are still less well understood. Besides, automated decision-making algorithms have been developed to single out the shortest path planning from the transportation network (16). We considered that the algorithm might automate decision-making to minimize injury and maximize freedom. Therefore, we propose introducing a mathematical path planning model of the inferior clivus surgery based on an automated algorithm and exploring the impact on trainees’ decision-making capacity and confidence during training.



Methods


Model for surgical decision-making

We first established 50 three-dimensional (3D) skull base models and used each model to generate several surgical plans to simulate the confusion faced by the operator's mind (Method S1 and Figures S1–S3). We used data from magnetic resonance imaging (MRI) and computed tomography (CT) acquired during Gamma Knife surgery to visualize the skull base in three-dimensional (3D) software (Mimics, Materialise US, Plymouth, Michigan). The institutional ethics committee has approved the protocol. Our previous publication describes the acquisition details of images and protocol for visualizing bony and neurovascular tissues (17, 18). Briefly, we used data from MRI before frame fixation and stereotactic CT following frame fixation of 25 patients with trigeminal neuralgia. The MRI protocols included the pre-/post-gadolinium T1 sequence, T2 SPACE sequence, and time-of-flight (TOF) sequence. In addition, we performed rigid registration to align all images and delineated anatomical structures of the posterior cranial fossa. The reconstructed images of osseous structures were obtained from CT images. Reconstructed images of the brain stem, cerebellar, and CNs were obtained from MRI T1 and T2 SPACE sequence images without contrast. Reconstructed images of the arterial system were procured from TOF images. The TOF images were then subtracted from contrast-enhanced T1 sequence images to obtain reconstructed images of the venous system. Thus, we constructed 50 skull base models as subjects (50 sides of 25 patients). Then, we used the tissue volume and risk coefficient product to quantify the injury risk and the volume of operative space to quantify the surgical freedom (Table S1). The weight was calculated by subtracting the surgical freedom from the injury risk (Tables S2, S3). Next, we performed Dijkstra's calculation, traversing the nodes and the paths from a starting to an endpoint and using the weight to screen the optimal plan queue automatically with the minimum sum of weights for each model (Table S4). From the 50 models, the top three high-probability optimal plans were chosen to form three three-alternative visual tasks.

Consequently, there were three plans for each task, one optimal. Each task had its exemplar corresponding to an optimal plan. In total, three three-alternative visual tasks across the three exemplars were used as tools for surgical decision-making training.



Setting and participants

This study took place at Chinese PLA General Hospital and received an exemption for ethical review from the institutional ethics committee. We solicited volunteers from three neurosurgical and two otolaryngological departments in the Beijing region of China through email or WeChat announcements from September 1, 2023, through November 17, 2023. The volunteers were second-year neurosurgical or otolaryngological trainees who had completed 1 clinical year of their residencies. Trainees who voluntarily participated in the study signed informed consent and initiated the three-alternative visual task.



Decision-making training

We asked trainees to view the 3D rendering of anatomical tissues and paths of each surgical plan by modulating the transparency of each item concerned (anatomical structure or surgical corridor) and rotating the model (Figure S4). Subsequently, an optimal and a suboptimal plan should be chosen from the three kinds of plans as the best and the next-best option to expose the inferior clivus. The selection was based on the goals that achieved maximum surgical freedom and minimum injury risk, with details shown in Table 1. The training sessions 1–3 were completed sequentially for the three exemplars on the first day of the training. The training sessions 4–6 replicated the sessions 1–3 on the second day. Then, we provided instruction by informing them about the processes and outputs of Dijkstra's automated decision-making (Method S2). Following the instructions, training sessions 7–9 were completed for the three exemplars on the third day. Finally, the training sessions 10–12 replicates of the sessions 7–9 on the fourth day.


TABLE 1 Elements required to achieve maximum surgical freedom and minimum injury risk.
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Evaluation of decision capacity and confidence

For each training session, time spent making decision was calculated automatically from the time of training onset (loading of each exemplar) to the end of the decision-making. Hits and hit percentages of each concerned item and total hits of all items were saved automatically on completion of each time window (Figure S4). The trainees reported the categories of the optimal and suboptimal plans and their decision confidence using a triangular scale (Method S1 and Figure S5). Decision confidence was measured on a four-point Likert scale with “4”, “3”, “2”, and “1” representing very high, somewhat high, somewhat low, and very low, respectively. Satisfactory decision-making capacity was defined if the automated decision-making optimal plan in each exemplar was selected as the optimal plan by a trainee.



Statistical analysis

We conducted a statistical analysis using the R programming language (Version 4.1.2). Using medians and interquartile ranges (IQR), measurement and grade data were described. Spearman's rho was used to quantify the associations during the analysis of test-retest reliability and criterion validity of the confidence ratings. For data comparison between training sessions and between item hit percentages in each session, where appropriate, the Kruskal-Wallis test was carried out for ANOVAs, and the Wilcoxon matched-pairs test was used for paired comparisons. In addition, for data comparisons between age, sex, and specialty groups, we performed unpaired comparisons using an unpaired Mann-Whitney U test. Frequency comparisons of counting data were made using Fisher exact test. A two-tailed P < .05 was considered statistically significant.




Results


Simulated decision-making difficulty and three-alternative visual task

Eleven landmarks were selected in each skull base model to generate seventeen windows, twelve paths, and seven plans (Figures S1, S2). The optimal plan could be acquired by individualized surgical planning of Dijkstra's calculation rather than statistical comparisons between plans (Table S3 and Figure S3).

Three plans were automatically screened out as the optimal plans and named as infra-tubercle approach (ITA), trans-tubercle approach (TTA), and supra-tubercle approach (STA) for 41 (82.00%), 8 (16.00%), and 1 (2.00%) subject, respectively (Figure S2I). ITA, TTA, and STA surgical corridors pass under the jugular tubercle, through the jugular tubercle, and above the jugular tubercle. More details of the three approaches were described in the Supplementary Material (Method S1). The top three high-probability plans were the just three optimal plans in all 50 subjects. Consequently, the three typical models of the above three optimal plans were named as ITA exemplar, TTA exemplar, and STA exemplar, respectively (Figure 1). Each exemplar was used to build a three-alternative visual task with three alternative plans (ITA, TTA, and STA) for trainees reporting their decisions and confidences (Figures S6–S8).
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FIGURE 1
The formation of the surgical education tool. (A) ITA exemplar (indicated by red arrows) shows the spatial relationship between cranial base bone (cyan zone), dominant venous sinus (indicated by a black arrow), and the paths of ITA (The black lines in the transparent tetrahedrons). The paths of ITA pass through the hypoplastic VA (indicated by a blue arrow) and cranial nerve XI with a higher location (indicated by a white arrow). (B) TTA exemplar (indicated by red arrows) shows that the blue lines in the transparent tetrahedrons represent TTA, which exposes non-dominant venous sinus and AICA (indicated by black arrows). The paths of TTA avoid grossly dilated VA (indicated by a black arrow). The path cfij of TTA is marked as a transparent blue tetrahedron (indicated by a black arrow). (C) STA exemplar shows that the yellow lines in the transparent tetrahedrons represent STA. Dominant or non-dominant venous sinus and VA (indicated by black arrows) are insignificant for this case. The variant AICA (indicated by a white arrow) and the position of path efhi (shown by a transparent blue tetrahedron with a black arrow) cause lower artery volume in STA than in TTA. AICA, anterior inferior cerebellar artery; VA, vertebral artery; XI, accessory nerve.




Volunteer recruitment and confidence ratings

Of the 64 announcements, 62 responders accepted the invitation and consented to participate, yielding a 96.88% response rate. Only 2 non-responders did not want to participate without explanation, thus perhaps leading to slight nonresponse bias. The median (IQR) age of trainees was 27 (27–28) years; 28 (45.16%) were female; 25 (40.32%) were neurosurgeons.

As Figure 2 shows, for the test-retest reliability of the confidence ratings, Spearman's rho was 0.979 [95% confidence interval (CI): 0.970–0.988]. As Figure S9 showed, for criterion validity of the confidence ratings, Spearman's rho of association between time spent making decision and confidence ratings was −0.954 (CI: −0.963 to −0.945) in all initial tests and −0.945 (CI: −0.955 to −0.935) in all retests; and between total hits and confidence ratings was −0.917 (CI: −0.928 to −0.906) in all initial tests and −0.915 (CI: −0.926 to −0.903) in all retests.


[image: Figure 2]
FIGURE 2
Scatter plots of test-retest reliability analysis between the confidence ratings of all initial tests (sessions 1–3 and 7–9) and all retests (sessions 4–6 and 10–12). The blue line denotes the best-fit linear correlation line. Grey shading shows 95% upper and lower confidence areas.




Decision capacity and confidence

Time spent making decision and total hits before instruction (data in sessions 1–6) were significantly more than those following instruction (data in sessions 7–12). Conversely, pre-instruction confidence ratings were significantly less than post-instruction confidence ratings (session 1 vs. session 7, session 2 vs. session 8, session 3 vs. session 9, session 4 vs. session 10, session 5 vs. session 11, session 6 vs. session 12). More details are listed in Table S5.

Time spent making decisions in all initial tests was significantly more than in all retests (session 1 vs. session 4, session 2 vs. session 5, session 3 vs. session 6, session 7 vs. session 10, session 8 vs. session 11, session 9 vs. session 12). For total hits, comparisons failed to show significant differences between pre-instruction initial tests and pre-instruction retests in ITA and STA exemplars (session 1 vs. session 4, session 3 vs. session 6) and between all post-instruction initial tests and all post-instruction retests (session 7 vs. session 10, session 8 vs. session 11, session 9 vs. session 12). Total hits of TTA exemplar in the pre-instruction initial test were significantly more than in the pre-instruction retest (session 2 vs. session 5). For confidence ratings, comparisons failed to show significant differences between all initial tests and all retests (session 1 vs. session 4, session 2 vs. session 5, session 3 vs. session 6, session 7 vs. session 10, session 8 vs. session 11, session 9 vs. session 12).

Compared to STA exemplar, ITA exemplar had less time spent making decision and total hits and higher confidence ratings (Table S5). Apart from individual comparisons, comparisons of time spent making decision, total hits, and confidence ratings between age, sex, and specialty groups failed to show significant differences (Figure 3 and Tables S6–S8).


[image: Figure 3]
FIGURE 3
Decision capacity and confidence stratified by age, gender, and specialty subgroup in sessions 1–12. Each dot and vertical line indicate the median and range of data in each session. The dot and line color denote each subgroup. (A) Time spent making decision stratified by age, gender, and specialty subgroup. (B) Total hits stratified by age, gender, and specialty subgroup. (C) Confidence ratings stratified by age, gender, and specialty subgroup.




Hit percentages of concerned items

As Figure 4 shows, operative space had the highest hit percentages; the cerebellum had the lowest. Artery, vein, and CNs also had higher hit percentages. More details are listed in Table S9.


[image: Figure 4]
FIGURE 4
Boxplot indicates hit percentages of concerned items (surgical space, bone, cerebellum, brainstem, artery, vein, and CNs) in each session. Data are represented by a median line, a box indicating the IQR, and vertical lines representing the minimal and maximal values. Each dot represents a respondent. (A) Hit percentages of concerned items in pre-instruction initial tests (session 1 with ITA exemplar, session 2 with TTA exemplar, session 3 with STA exemplar). (B) Hit percentages of concerned items in pre-instruction retests (session 4 with ITA exemplar, session 5 with TTA exemplar, session 6 with STA exemplar). (C) Hit percentages of concerned items in post-instruction initial tests (session 7 with ITA exemplar, session 8 with TTA exemplar, session 9 with STA exemplar). (D) Hit percentages of concerned items in post-instruction retests (session 10 with ITA exemplar, session 11 with TTA exemplar, session 12 with STA exemplar). CN, cranial nerve; IQR, interquartile ranges; ITA, inferior-tubercle approach; STA, superior-tubercle approach; TTA, trans-tubercle approach.




Satisfactory decision-making capacity

As Table S10 shows, each alternative plan (ITA, TTA, and STA) had four outcomes, comprising “optimal”, “suboptimal”, “select, but neither optimal nor suboptimal”, and “not select”. Before instruction, in the ITA exemplar, ITA was most likely to be selected as the optimal plan by trainees; conversely, in the STA exemplar, STA was less likely to be chosen as the optimal plan by trainees. Following instruction, the automated decision-making optimal plan in each exemplar was selected as the optimal plan by all trainees. Consequently, the number of trainees with satisfactory decision-making capacity following instruction was significantly more than before for each exemplar (Table 2).


TABLE 2 Satisfactory decision-making capacity before and after instruction.

[image: Table 2]




Discussion

Our present study may provide a new strategy for training and evaluating surgical decision confidence. In addition to neurosurgical and otolaryngologic specialties, other surgical specialties can adopt this strategy in education as long as the corresponding 3D model is developed. It is worth noting that the strategy has theoretical and practical value in mitigating concerns about patients’ rights and a long learning curve, especially in surgical education of high-risk sites. The results of our study have several implications hereinafter.

Since the operation of the inferior clivus, a representative high-risk site needs to arrive at the targeting tissue and avoid triggering danger, and a surgeon serves the simultaneous roles of expert technician and explorer. Flores's report showed that the basic far-lateral approach with partial condylectomy is sufficient for treating lesions in the region of the anterior foramen magnum (19). The surgical steps in this report were consistent with the paths in ITA of our study. Statistical comparisons between plans showed minimum volumes of the cerebellum, vein, and cranial nerve and lower weight in ITA, which implied that ITA was more likely to provide an opportunity to improve the surgical efficiency for the inferior clivus. However, decision-making based on statistical significance alone seems inadequate. The vertebral artery (VA) and medulla may pose the main limitation for ITA. TTA, with minimum volumes of the brainstem involved, may compensate for the deficiencies of ITA. This plan becomes an alternative because of the respectable surgical freedom by removing the jugular tubercle. However, excess condyle drilling and jugular bulbs may also cause postoperative complications. Little information on the above statistical significance provides insight into weighing the pros and cons of surgical decisions.

Fortunately, considering individualized anatomical traits, Dijkstra's algorithm determines the optimal plan. The core idea of the algorithm is to traverse the nodes and the paths from a starting to an endpoint and find the optimal queue with the minimum sum of weights (20). We thus considered that Dijkstra's algorithm might automate decision-making to minimize injury and maximize freedom with individualized weight calculated from the volumes of anatomical tissues and operative spaces.

Individualized surgical planning discovers that anatomical variations influence the contents of skeletal and neurovascular structures in a surgical corridor, alternating the surgical plan. As Figure 1 shows, a higher cranial nerve XI location, VA hypoplasia, and dominant sigmoid sinus may lead to screening of ITA. Vice versa, a lower cranial nerve XI location, grossly dilated VA, and non-dominant sigmoid sinus may lead to screening of TTA. Such noticeable anatomical variations can be detected easily, which may cause higher confidence ratings during the ITA exemplar training. However, the tiny difference between TTA and STA might cause decreased confidence during training of TTA and STA exemplars.

As Lisi's study showed, participants are more likely to change their minds when confidence is lower (21). Low confidence would encourage the observer to collect more information to strengthen the belief that the best option is better (22). Regarding STA exemplar, for instance, anatomical variation of the vertebrobasilar artery and its branches may also constitute a factor associated with the surgical strategy (23, 24). Yet, the variations may be subtle and imperceptible by the operator's mind directly. Therefore, in the STA exemplar, STA was less likely to be selected as the optimal plan with higher confidence before instruction. In such a situation, Dijkstra's automated decision may provide more information for trainees. If anatomic variations cause more volumes of artery branches in TTA than those in STA, the weight of STA may become less than that of TTA. Consequently, Dijkstra's algorithm screened out STA to guide trainees’ decision-making. Following the instruction of automated decision-making, the number of trainees with satisfactory decision-making capacity and higher confidence increased significantly. As Figure 4 shows, of items concerned, operative space, artery, vein, and CNs maintained higher hit percentages. Instruction of automated decision-making provided information about the above items concerned.

Questions related to “how much?” are more relevant than those related to “is it present?” For this reason, time spent making decision, total hits, and confidence ratings were employed to quantify the decision-making capacity and confidence. More time spent making decision and total hits were significantly associated with lower confidence ratings. Thus, the triangular scale of the confidence ratings had fine criterion validity. We found that time spent making decision in all retests and total hits of TTA exemplar in the pre-instruction retest were more likely to reduce, possibly due to recall. Meanwhile, the confidence ratings in all retests remained unchanged. Therefore, the fine test-retest reliability of confidence ratings might be partially affected by recall.

Whether surgeons like it or not, the time has arrived to use computers in decision-making (25). Individualized automated decision-making using computers manifested the active role of aided capacity and confidence boost. Following instruction of automated decision-making, time spent making decision and total hits reduced significantly; confidence ratings and the number of trainees with satisfactory decision-making capacity increased correspondingly.



Limitations

It was a pilot study conducted to train the decision-making capacity and confidence. However, our 3D model cannot comprehensively represent surgical complexity, such as the impact of mass lesions and the stress tolerance mechanism for each anatomical tissue. The model was constructed from MR and CT of a patient with trigeminal neuralgia and did not consider the impact of mass lesions. Deformation and shift of the anatomical tissues caused by the mass lesions may change the ordered sequence of steps (26, 27). Thus, we need to conduct lesion-specific modeling for surgical planning. Although the study indicated that 3D models and automated decision-making instruction might increase the trainees’ decision confidence, an even finer simulation is required. Moreover, the transcondylar approaches and their variations, can be considered for both intra and extradural pathologies with different routes and techniques. The surgical manipulation of a 3D-printed model may be helpful in the future study. Increasing decision confidence may help to shorten the long learning curve to some degree; however, it is still far from effective surgeon practice. Finally, deep learning may be superior to a single algorithm in executing more advanced tasks. However, deep learning requires a large amount of training samples. The small sample size of our study may be a disadvantage. Future work will be directed toward resolving those aspects.



Conclusion

The education tool generated by utilizing the 3D model and Dijkstra's algorithm provides a practical approach to help elucidate the concept of individualized surgical decisions based on anatomical variations. In addition, the automated decision-making instruction takes surgical freedom and injury risk into account for the risk-benefit assessment. It may provide information to increase trainees’ decision-making capacity and confidence.
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Objective: Neurosurgical patient-specific 3D models have been shown to facilitate learning, enhance planning skills and improve surgical results. However, there is limited data on the objective validation of these models. Here, we aim to investigate their potential for improving the accuracy of surgical planning process of the neurosurgery residents and their usage as a surgical planning skill assessment tool.



Methods: A patient-specific 3D digital model of parasagittal meningioma case was constructed. Participants were invited to plan the incision and craniotomy first after the conventional planning session with MRI, and then with 3D model. A feedback survey was performed at the end of the session. Quantitative metrics were used to assess the performance of the participants in a double-blind fashion.



Results: A total of 38 neurosurgical residents and interns participated in this study. For estimated tumor projection on scalp, percent tumor coverage increased (66.4 ± 26.2%–77.2 ± 17.4%, p = 0.026), excess coverage decreased (2,232 ± 1,322 mm2–1,662 ± 956 mm2, p = 0.019); and craniotomy margin deviation from acceptable the standard was reduced (57.3 ± 24.0 mm–47.2 ± 19.8 mm, p = 0.024) after training with 3D model. For linear skin incision, deviation from tumor epicenter significantly reduced from 16.3 ± 9.6 mm–8.3 ± 7.9 mm after training with 3D model only in residents (p = 0.02). The participants scored realism, performance, usefulness, and practicality of the digital 3D models very highly.



Conclusion: This study provides evidence that patient-specific digital 3D models can be used as educational materials to objectively improve the surgical planning accuracy of neurosurgical residents and to quantitatively assess their surgical planning skills through various surgical scenarios.
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3D model, surgical planning, simulation, assessment, education, brain tumor





Introduction

Neurosurgical training requires profound anatomical knowledge complemented with acquisition of visuospatial and fine motor skills (1–3). One of the main challenges in neurosurgical training is to comprehend the complex 3D relationships of pathological and anatomical structures, and apply this knowledge to surgical operations (3, 4). This requires dedication, effort, and practice as well as the use of various educational resources and tools to maximize learning experiences (1, 3, 5–10).

A wide spectrum of educational tools from cadaver dissections to virtual 3D models and simulators have been widely used to enhance training of neurosurgeons (11–13). Although generic models are useful to learn anatomy and normal or pathological variations, their potential to complement surgical planning skills for specific cases are limited since they do not reflect exact pathological anatomy of individual patients.

With the advent of neuroimaging and image processing technologies, patient-specific 3D models, either digital or printed, can now be produced and used for surgical planning simulations (14–17). Neurosurgical patient-specific 3D printed models have been shown to facilitate learning, enhance planning skills and improve surgical results in brain tumor, skull base and cerebrovascular surgeries (14–19). However, they have certain disadvantages such as need for special equipment and materials, higher costs, lengthy production process, lack of repetitive use, which limit their utility in every-day practice and training of neurosurgical residents (14, 18, 20, 21). On the other hand, high quality, multilayered digital 3D images or models can be easily produced with limited resources and adopted in the routine neurosurgical planning pipeline. Despite several studies published in recent years (22, 23), literature is scarce for the validation of these personalized-3D virtual models as both educational and assessment tools.



Materials and methods


Study design

This study was conducted as a proof-of-concept study on current neurosurgical residents and interns (who completed one-month clinical rotation in neurosurgery) in one university hospital. The study was designed to demonstrate whether adding a brief practice with patient-specific digital 3D model to conventional surgical planning session with 2D images (axial, coronal and sagittal MRI) has any effect on the accuracy of surgical planning process of the residents. The design of the study is illustrated as a diagram in Figure 1. Briefly, the study included three phases: 1) preparation, (2) planning and assessment session, (3) evaluation and analysis.


[image: Figure 1]
FIGURE 1
Study flowchart.


For the preparation phase, a brain tumor case was selected via search of our institutional database with the following criteria: (i) common pathology, (ii) good quality neuroimaging available, (iii) proximity to critical neurovascular structures, (iv) requirement for a relatively standard surgical planning.

Planning and assessment were performed for each neurosurgical resident separately in a face-to-face session using a structured methodology described below. Lastly, assessment of the performances was retrospectively conducted by using digital data collected during the accuracy assessment session.



Reconstruction of patient-specific 3D model

For the preparation phase, one brain tumor case (40-year-old female with large parasagittal/parafalcine meningioma) was selected for this study. Neuroimaging data including volumetric MRI and CT scans were used for the reconstruction of the patient-specific digital 3D model. All 3D planning and modeling studies were carried out with Mimics Innovation Suite 22.0 Software (Materialise, Leuven, Belgium). Briefly, DICOM files of magnetic resonance imaging (MRI) or computed tomography (CT) scans were imported into Mimics. 2-dimensional radiological images were visualized on axial, coronal and sagittal planes. Masking process was undertaken using Hounsfield unit (HU) values on 2D radiological images. Segmentation of various structures was done according to anatomical borders. Different imaging sequences were used for segmentation of different intracranial structures: CT angiography for bone and vessels, T1W images with contrast for brain, ventricles and tumor (Figure 2). All CT and MRI scans were merged and aligned with the Align Global Registration module. Surface-rendering technique was used to produce 3D models of different anatomical structures. Then, a design module (3-matic 14.0, Materialise, Leuven, Belgium) was used for fine-tuning and detailed modeling. This allowed us to simulate and rehearse surgical scenarios by freely rotating, positioning, trimming, and adjusting transparency of the model and its components virtually (Figure 3).


[image: Figure 2]
FIGURE 2
3-dimensional rendering and segmentation process using different neuroimaging modalities.



[image: Figure 3]
FIGURE 3
Visualization of various layers of the patient-specific 3D digital model.




Planning and assessment session

A dedicated planning and assessment session in a quiet room was designed for this study. Two computers were used for the session, one for studying standard MRI as well as demographic data collection, assessment questions, and feedback, whereas the other was used for 3D model visualization and surgical planning assessment (Figure 4A). Participants followed the instructions for planning and assessment procedures with the guidance of an instructor who was not involved in the study design, assessment, and analysis (first blinding). After receiving a brief tutorial about the session and filling in the demographic and baseline information, the participant had 5 min to study the MRI examination (all 2D images at three planes) of the patient (planning with MRI). After that, they were asked to answer questions about the case (basic concepts, anatomy, radiology, surgical technique etc.). After these assessment questions, they were invited to perform virtual planning on the 3D model. For this accuracy assessment session, only opaque digital skin and bone models were used without exposing underlying tumor, brain, or intracranial vessels. Surgical planning steps included the drawing of (i) tumor projection on skin (painted area) (Figure 4B), (ii) linear and U-shaped incision (Figures 4C,D), (ii) burr holes and craniotomy borders (Figures 4E,F). Planning of each surgical step on the digital 3D model was individually recorded after each assessment session for each participant. After the Accuracy Assessment-1 (post-planning with MRI), the participant had a 5-min planning session studying the patient-specific 3D model. For planning with the 3D model, participants were free to use the 3D model to its full extent with all available viewer options (transparency, trimming etc.). After the second planning session, the participant underwent the same assessment again (questions, drawings) to better understand if there is an improvement in their surgical planning strategies. This assessment for the post-planning with the 3D model was regarded and recorded as the Accuracy Assessment-2. After all planning and assessment procedures were completed, participants were asked to provide their opinions (feedback) about the given statements by using a Likert-scale from 1 (strongly disagree) to 10 (strongly agree). The statements were about the realism, utility, practicality, and future potential of the digital 3D models (Table 1). All data were collected electronically using Google Forms. Surgical planning assessment data were saved as Mimics planning files.


[image: Figure 4]
FIGURE 4
Planning and assessment session. (A) Photograph of the study setup. Drawings of (B) anticipated tumor projection on scalp, (C) linear incision, (D) U-shape incision, (E) burr holes and (F) craniotomy on two Accuracy Assessment layers (skin and bone) of the model.



TABLE 1 Feedback form and results.

[image: Table 1]



Assessment methodology

We aimed to assess the patient-specific radiological anatomy knowledge and surgical planning skills using the answers and drawings (i.e., surgical plans). The whole assessment was done by two neurosurgeons who were blind to identity and baseline information about the participant as well as the order of assessment (second blinding). The following parameters were measured and analyzed: (i) tumor projection on skin (percent tumor coverage, excess coverage), (ii) linear incision: deviation from center of tumor (mm), (iii) accuracy of U-incision (assessed by points from 0-the least accurate to 4-the most accurate), (iv) accuracy of craniotomy borders (assessed by points from 0-the least accurate to 4-the most accurate) (Figure 5). To calculate craniotomy score, each edge of craniotomy was scored 1 if it was within 5 mm–15 mm of tumor border (if three edges were within these limits, composite craniotomy score was 3). A similar approach was adopted for U-shape incision, the base of skin flap got an extra point if an imaginary line connecting two corners was within the limits. We also calculated the sum of deviation of 4 edges (margins) from the acceptable standard craniotomy borders (craniotomy margin deviation) as a more robust alternative to craniotomy score. For tumor projection, percent tumor coverage was calculated as covered (overlapping) tumor area/total calculated tumor area (2,717 mm2), whereas excess coverage was measured as the portion of painted area (as drawn by the participant) which did not match the underlying tumor (mm2).


[image: Figure 5]
FIGURE 5
Assessment methodology. After saving each participant's drawings in digital format, assessors used the full model with transparency option to objectively measure the accuracy of drawings with reference to underlying tumor.




Statistical analysis

All statistical analyses were performed using the Prism 9 software (GraphPad Software, LLC., 2021). Descriptive statistics were presented using mean and standard deviation for parametric, median [interquartile range] for the non-parametric, count (percentage) for categorical variables. Paired t-test and Wilcoxon matched-pairs signed rank test were used to test whether there was a difference between measurements in Accuracy Assessment-1 (post-planning with MRI) and Accuracy Assessment-2 (post-planning with 3D model), for parametric and non-parametric variables, respectively. P value less than 0.05 was considered statistically significant.




Results


Baseline characteristics of participants

A total of 38 participants (14 neurosurgical residents, 24 interns) were included in this study. Mean age of residents was 29.7 ± 3.2 years, whereas it was 23.8 ± 1.2 for interns (6th year medical students). Four residents were in the first year (28.6%), two in the second year (14.3%), four in the third year (28.6%), three in the fourth year (21.4%), and two in the fifth year (14.3%) of residency program. Only two residents (14.3%) had prior experience with 3D modeling/3D printing/VR/AR.



Surgical planning skills

We compared the performance of participants on Accuracy Assessment-1 and Accuracy Assessment-2. For estimated tumor projection on scalp, percent tumor coverage increased (66.4 ± 26.2%–77.2 ± 17.4%, p = 0.026), and excess coverage decreased (2,232 ± 1,322 mm2–1,662 ± 956 mm2, p = 0.019) despite no significant change in painted area (4,036 ± 1,611 mm2–3,760 ± 1,081 mm2, p = 0.272) between Accuracy Assessment-1 and Accuracy Assessment-2 (Figure 6). For linear skin incision, deviation from tumor epicenter significantly reduced from 16.3 ± 9.6 mm to 8.3 ± 7.9 mm after training/planning with 3D model only in residents (p = 0.02) but not in interns. However, U-shape incision (1 [0–2] vs. 1 [0–2], p = 0.147) and craniotomy scores (2 [1–3] vs. 2 [1–3], p = 0.282) did not change significantly between two assessments. On the other hand, sum of craniotomy margin deviations from an acceptable standard decreased significantly after training with 3D model (57.3 ± 24.0 mm–47.2 ± 19.8 mm, p = 0.024) (Figure 6).


[image: Figure 6]
FIGURE 6
Change of the performance metrics between two assessment sessions. Accuracy Assessment-1 (AA-1): Post-MRI assessment, Accuracy Assessment-2 (AA-2): Post-3D model assessment. * represents significant difference at p < 0.05.




Qualitative evaluation of digital 3d models

The participants scored realism, performance, usefulness, and practicality of the digital 3D models very highly (Table 1). The only aspect that they scored relatively lower was the demonstration of fine anatomical details [median 7.5 (4.75–9)]. Also, although the residents strongly agree that these models should be used for complex cases [median 10 (9.75–10)], they think that the 3D models are probably not necessary for every neurosurgical case [median 6.5 (5–8.25)].




Discussion

Neurosurgical practice and education have seen tremendous change due to recent advances in medical, imaging and education technologies (1–3, 24). Coronavirus pandemic has further accelerated the digital transformation of our profession and the way it is thought and learnt (25). Hence, there is an everlasting need for more effective, realistic, and practical educational tools and methods to train the next generation of neurosurgeons (1–3). Despite the explosion of such tools and materials, objective validation is still lacking for many of them. In this proof-of-concept study, we validated the personalized-3D digital models as easily accessible, yet effective neurosurgical planning tools to improve the understanding of the 3D patient-specific anatomy and thus the accuracy of surgical planning for the first time in the literature.

First, we have showed that patient-specific digital 3D models are perceived as realistic, useful, and practical tools for education and surgical planning by neurosurgery residents (face validity). Second, we have demonstrated that their use as an assessment tool is also feasible, reliable and capable of generating numerous performance metrics for assessment of neurosurgical planning skills. Third, our study design allowed us to reveal that brief training with 3D model after a planning session with conventional 2D MRI slices provided an extra benefit in accurately predicting tumor projection on scalp and incision planning.

There are many studies evaluating the use of 3D digital and physical models as novel educational and objective assessment tools in the literature (14, 15, 19–21, 26). 3D printing has numerous advantages and applications, such as gaining better insight into patient-specific anatomy, better pre-operative planning, mock simulated surgeries, simulation-based training and education, development of surgical guides and other tools, patient-specific implants, bioprinted organs or structures, and counseling of patients (27). Numerous studies examined the efficacy of 3D-printed models on surgical planning, resident and patient education using quantitative and qualitative metrics (14, 15, 19–21, 26). Although it became widely accessible and used in recent years, patient-specific 3D-printing for intracranial pathologies are not routinely used in everyday practice largely due to their cost and production times. The incorporation of 3D printing technology in medical education and practice heralds a paradigm shift, offering unprecedented opportunities for innovation and advancement. Beyond traditional educational methodologies, 3D models empower learners to engage in hands-on experiences, fostering deeper understanding and retention of complex anatomical concepts. Moreover, the interactive nature of 3D models facilitates collaborative learning environments, where students and practitioners can explore anatomical variations and pathological conditions in real-time. As the technology continues to evolve, there is growing interest in harnessing artificial intelligence algorithms to automate the generation of patient-specific 3D models, streamlining the production process and enhancing accessibility. Despite the current challenges, the ongoing refinement of 3D printing techniques and the increasing affordability of equipment hold promise for the widespread adoption of patient-specific 3D printing in neurosurgical practice soon. It is inevitable that systems that support long learning curves, are patient-specific, and are used as standards in resident education, will be developed in the near future.

Virtual simulation-based training is also increasingly being used for assessment and training of psychomotor skills involved in many fields of medicine (28–31). A digital 3D model offers advantages over digital 2D or physical models in interactivity, perspective, access, and cost, either as a stand-alone learning asset or as part of a larger digital learning object (27). Recently, Ros et al. conducted a prospective randomized controlled study of 173 medical students to assess whether immersive virtual reality (VR) technique leads to improvement in learning the technique of external ventricular drainage. They showed that VR group demonstrated significantly better short-term results than the control group (P = 0.01). The same trend was seen at six months (32).

The application of artificial intelligence and machine learning technologies has also provided new methodologies to utilize large amounts of data for educational purposes. Mirchi et al. aimed to introduce a new framework using explainable artificial intelligence for simulation-based training in surgery and validate the framework by creating the Virtual Operative Assistant, an automated educational feedback platform with the contribution of twenty-eight skilled participants (14 staff neurosurgeons, 4 fellows, 10 PGY 4–6 residents) and 22 novice participants (10 PGY 1–3 residents, 12 medical students). Participants performed a virtual reality subpial brain tumor resection task on the NeuroVR simulator using a simulated ultrasonic aspirator and bipolar. The Virtual Operative Assistant successfully classified skilled and novice participants using 4 metrics with an accuracy, specificity, and sensitivity of 92, 82% and 100%, respectively (33).

Recent advances in imaging, image-processing and computer vision technologies provided various tools and software solutions to easily produce personalized or patient-specific 3D digital models with high resolution and quality (34–36). Their incorporation into daily neurosurgical practice provides vast opportunities for surgical planning, intraoperative guidance, and education. They can be combined or complemented with other technologies to enhance their potential as educational or surgical tools and simulators (37–40). Dho et al. recently established a 3D-printed brain tumor model production system, and their validation study showed significant superiority of the 3D-printed models in surgical planning regarding surgical posture (p = 0.0147) and craniotomy design (p = 0.0072) compared to conventional magnetic resonance images. They noticed that the benefit was more pronounced for neurosurgeons with less experience (14).

The prospects for application of digital 3D models, virtual reality and 3D printing in neurosurgical education are extensive (41). As the technologies advance, it is likely that current issues such as cost, and accuracy will be addressed and become less significant (20, 26). However, currently 3D printed models have certain limitations that prevent their frequent use. The requirement for specific printers and various materials, particularly for soft-tissue printing, makes the process expensive and lengthy. The success of 3D printed models also rely on the quality of digital 3D models created in a format recognized by a 3D printer. Rendering and segmentation of medical imaging data to produce patient-specific digital 3D models may also require special software and expert skills. Time and effort spent by an engineer, technician, radiologist, anatomist or biomedical illustrator to segment or create a digital 3D model add to the costs (42). However, with the advent of digital technologies and open-source software, these processes become more accessible, easier, faster and cheaper. We envision that the costs will diminish considerably in near future so that any neurosurgeon can use these patient-specific 3D digital models in everyday clinical practice. Therefore, there is a huge potential for their use in training, surgical planning, and educational assessment (43–45). This potential should be further explored by neurosurgeons, educators, trainees and professional organizations.

One of the main challenges in assessing the utility of virtual educational tools is the need of an objective evaluation method for performance or learning (46, 47). Most virtual simulators designed for neurosurgical education depend solely on the appraisal of resident/trainees' subjective judgements and lack the objective, measurable and repeatable parameters or metrics necessary to validate the usefulness of the system (33, 47). Presented is the first study in the literature to assess the effects of incorporating a patient-specific 3D virtual model for educational purposes, on incision and craniotomy planning skills of neurosurgery residents. Our study design enabled us to monitor the improvements in accuracy of linear incisions and corresponding craniotomies made by residents in a blinded fashion. They were asked to draw perceived tumor projection, a linear and a horseshoe (U-shaped) incision on scalp layer of the 3D model, and corresponding craniotomy on bone layer of the 3D model. Evaluation methodology was simple, yet objective, quantitative, measurable and reproducible. The literature consists of both more complex simulation scenarios such as skull base tumors or aneurysms clipping and simpler ones such as external ventricular drain placement. The assessment methodology used in our study also showed that numerical parameters such as distance, area, percent area provide more powerful and accurate metrics than rough scoring measures such as those used in the U-incision or craniotomy scores in the current study. Also, the study design allowed a fair comparison of the use of 3D model with conventional neurosurgical planning (i.e., examining 2D MRI sections). We did not elect to compare two techniques, rather evaluated the utility of 3D model as a complementary tool as in clinical practice. Indeed, brief training with 3D model after conventional planning led to significant improvements in performance metrics.

Despite its several strengths, the current study has also some limitations. First of all, this is proof-of-concept study and therefore focused on only one surgical case and a handful of performance metrics. It's important to note that the evaluation of performance metrics in this study was constrained by the necessity to manage session duration effectively. Since session time is important for such performance assessment studies, we had to limit our study to only one case and a few metrics as the session duration was already over 40 min (tutorial, collection of demographic data, practice with MRI scan, first assessment, short break, practice with 3D model, second assessment, feedback) even for a single case. Second, we had a relatively small number of neurosurgical residents and interns from one institution. Third, we used the same digital model, but with only skin and bone layers, for assessment. This may have artificially increased the chance of improvement with the use of 3D model as a planning tool over conventional planning with MRI. Alternatively, we may have used real surgical scenario in the OR, or a physical anatomical head model. Nevertheless, we believe that using the same model also enabled us to perform more precise and objective measurements specific to the individual pathological anatomy. Also, its fully digital nature enables repetitive use, multiple recordings, and retrieval of recorded planning data. Future studies with larger cohorts including experts and trainees at different levels, and with variety of surgical scenarios (e.g., deep brain tumors, skull base and vascular pathologies) and performance metrics (precision, depth perception, time, number of errors, appreciation of 3D relationships etc.) can further explore the potential of personalized digital 3D models (i.e., content, construct and criterion validity) and establish the optimal methodology to use their full potential in neurosurgical training and practice.



Conclusion

Digital 3D images, models, and simulators are useful for developing surgical planning skill set. However, their standardization and validation are equally important for their incorporation into neurosurgical curriculum. Here, we showed that readily accessible patient-specific digital 3D models can be effectively used both as educational and assessment tools by evaluating a trainee's perception of intracranial lesions through their imagination of tumor projection on scalp and decisions such as skin incision and craniotomy placement. This tool has many advantages including no or minimal cost, numerous virtual simulation options, repetitive use, archiving possibility, objective measurements, suitability for remote or distant assessment and analysis. They can be incorporated into standard surgical planning workflow of residents, and also be used as a skills assessment tool in local programs as well as national or international board examinations. Therefore, neurosurgery education can benefit from these tools and methodological approach described in this study.
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Introduction: To highlight the importance of hands-on experiences and mentorship in shaping the future workforce of specialized medical professionals via a Neurosurgery Training Camp.



Methods: Responses of the questionnaire regarding the Neurosurgery Training Camp organized by Bursa Uludag University's Faculty of Medicine and the Turkish Neurosurgery Academy were reviewed retrospectively. A one-day program was organized to introduce neurosurgery to medical students. During the camp, the students participated in interactive presentations delivered by faculty members, had lunch together, became acquainted with neurosurgical tools and technologies, and performed interventions. With pre and postworkshop questionnaire, student's expectations and thoughts about camp was evaluated.



Results: Forty-one students from 10 medical schools, spanning every year of study, attended the camp. Approximately 39% of the attendees (n = 16) were women and 61% (n = 25) were men. The post-workshop survey results demonstrated that 73% of the students (n = 30) were inclined to pursue a career in neurosurgery after the camp, 21.9% (n = 9) remained undecided, and 4.8% (n = 2) chose not to pursue neurosurgery. Feedback from the post-workshop questionnaire highlighted that all students perceived the camp as beneficial in providing insights into their future careers and aiding in making a decision regarding their career paths.



Discussion: The neurosurgical training camp effectively inspired and educated medical students about the discipline of neurosurgery. Furthermore, the camp effectively altered the career aspirations and perceptions of neurosurgery among the participating students.
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neurosurgery, training camp, boot camp, student education, surgical training





Introduction

The neurosurgery specialty is a lifelong and arduous process that encompasses various challenges. In Turkey, after the completion of a six-year medical school program, physicians face a challenging exam called the “Medical Specialty Exam.” Based on their performance in this assessment, they are granted the opportunity to choose their respective specializations. Nevertheless, this examination must not be regarded as the sole measure of a physician's level of enthusiasm towards the realm of neurosurgery. During the internship period of their six-year medical curriculum, individuals are engaged in the neurosurgery department for approximately one week.

Recently, there has been a global trend of doctors displaying a reluctance towards pursuing surgical specialties (1). This hesitancy can be attributed to several factors such as the extended duration of residency programs, demanding night shifts, instances of workplace harassment, and other issues within the medical education system (2–4). Consequently, the number of students migrating abroad after completing their medical education has increased, and the inclination towards pursuing specialty training within Turkey has declined (5, 6).

Training programs were established to enhance the surgical skills of medical students (7, 8). However, training camps, particularly in the field of neurosurgery, aimed at catering to the requirements of medical students have recently emerged. These initiatives effectively guide students in making informed decisions regarding their specialization choices and provide them with a comprehensive understanding of the intricate process (9–11).

The Turkish Neurosurgery Academy oversaw the organization of the Neurosurgery Training Camp by the Faculty of Medicine at Bursa Uludag University, in collaboration with the Departments of Neurosurgery and Medical Education. This event was specifically designed for medical students and graduate practitioners, with the primary objectives of assessing their knowledge and skills in the field of neurosurgery, aiding them in making informed choices regarding their specializations, facilitating their engagement in simple surgical interventions, and offering them a glimpse into the potential prospects within this department.

Recognizing the aspirations of students who intend to pursue opportunities abroad, pre-graduation training camps within the field of neurosurgery were established. The fundamental reasoning behind this initiative was to motivate these students to remain in Turkey, instill a feeling of optimism regarding their prospects, and expand their horizons in the process.

In this study, we aimed to highlight the importance of hands-on experiences and mentorship in shaping the future workforce of specialized medical professionals via a Neurosurgery Training Camp.



Materials and methods

The Turkish Neurosurgery Academy, a division of the Turkish Neurosurgical Society, held the second Neurosurgery Training Camp in 2023. The camp took place at the Bursa Uludag University's Good Medical Practices and Simulation Center, and it was attended by 22 faculty members and 41 students from various towns and universities. Before the camp began, all students had to provide motivation letters outlining their interest in neurosurgery, their previous experience in the subject during medical school, and their expectations for the camp.

Students were assessed using open-ended questions about their interest in neurosurgery before and after the camp (Table 1). The students' answers to open-ended questions and the positive and negative changes in their decisions about choosing Neurosurgery as a career were statistically evaluated.


TABLE 1 Pre and postworkshop questions.

[image: Table 1]

The morning sessions included oral presentations, lectures, and interactive discussion panels. Twenty-two professors discussed their experiences on different subjects with the students (Table 2). At noon, the faculties and students ate together. Each table consisted of 1 professors, a neurosurgery resident from Bursa Uludag University School of Medicine, Department of Neurosurgery, and 6–7 randomly chosen students. At lunch, each student interacted with other students and teachers, exchanging questions and experiences.


TABLE 2 Summary of the lectures given.

[image: Table 2]

During the afternoon sessions, students were practically guided by faculty members on utilizing microscopes in neurosurgery, recognizing surgical instruments and devices, and determining locations through stereotactic procedures. This session was subdivided into three segments which were held in different classrooms. During Part 1 of the session, the students performed spinal surgeries such as laminotomy and laminectomy under the guidance of three distinct professors at animal cadaveric spine (sheep). Part 2 of the session involved students receiving hands-on training in surgical knots, dural sutures, microscope use, burr-hole drilling, craniotomy, and scalp-meninges-dura opening at animal cadaveric scalp (sheep). They were supervised by three different instructors. Part 3 of the session covered surgical positions in neurosurgery, characteristics of the surgical table, and utilization of neuronavigation, endoscopes, cavitational ultrasonic surgey aspitators (CUSA), aspirators, and bipolar/unipolar devices (Table 3) (Figure 1A–E).


TABLE 3 Devices/tools used by the students when performing procedures.
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FIGURE 1
Different sections of the camp. (A, B) Section where the microscope and electrical bone drill were used. (C) E-learning section. (D) 3D anatomy section. (E) Students with their program certificate.


All the students were awarded a certificate of participation by the members of the Department of Neurosurgery, Uludag University School of Medicine.



Results

Forty-one students from 10 medical schools participated in our camp. Having participants from 10 different medical schools ensured that there was a diverse range of ideas and experiences, which enhanced the learning atmosphere. The participant gender distribution was balanced (39% women and 61% men) and highlighted the inclusivity of neurosurgical education. At our camp, 46% (n = 19) of the participants were fourth-year students, 19.5% (n = 8) were fifth-year students, and 12.1% (n = 5) were sixth-year students. Approximately 78% of the students were in the final 3 years of their studies (Table 4). The workshop's appeal to a wide range of learners at different stages of their medical education is highlighted by the distribution of students throughout multiple academic years, from first-year to sixth-year students.


TABLE 4 Demographic of the attendees.
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Post-workshop survey results indicated that 73% (n = 30) of the students chose to pursue a career in neurosurgery following the camp, 21.9% (n = 9) were undecided, and 4.8% (n = 2) decided against pursuing neurosurgery. Two neurosurgery aspirants changed their minds and opted not to pursue the career path after completing the camp. Thus, the camp was beneficial in helping them make a decision.

The postworkshop questionnaire revealed that all students found the camp beneficial in helping them understand what to expect in neurosurgery and making decisions about their career paths.

The answers to the open-ended question highlighted two prominent themes. The first refers to the transmission of knowledge from an expert, while the second pertains to the practical knowledge gained in the specific field of expertise.

One participant expressed that the transfer of experts' experience to career choice had a positive impact. They stated, “Observing the dedication and way of life of faculty members at this level made me reassess everything.” A different attendee highlighted the significance of sharing expertise through presentations and organized discussions at the camp, stating, “Having the opportunity to engage in one-on-one conversations with faculty members during meals and practices and receiving their perspectives was extremely valuable.”

One participant expressed that the transfer of experts' experience to career choice had a positive impact. They stated, “Observing the dedication and way of life of faculty members who have achieved this level made me reassess everything.” Another attendee highlighted the significance of sharing knowledge through presentations and organized discussions at the camp, stating, “Having the opportunity to engage in one-on-one conversations with faculty members during meals and practices and hear their perspectives was extremely valuable.”

The majority of participants concurred that their exposure to medical practices during their specialization period had a positive impact on their career decision. Regarding this matter, a participant expressed, “The practical component of the program proved to be highly beneficial, as it provided us with valuable educational experiences that we may not have encountered prior to completing our studies.” Another participant highlighted the significance of engaging in practical activities during career camps, stating, “I had the chance to explore various technologies, which greatly enhanced my understanding of brain and neurosurgery.”



Discussion

Recently, there has been an increase in unwillingness among medical professionals globally to choose surgical specialties. Factors like extended residency years, rigorous night shifts, workplace harassment, and systemic problems in medical education institutions have led to this pattern (8, 11). Thus, more medical students are looking to migrate abroad after completing their medical education, and their interest in pursuing specialist training in their home countries, such as Turkey, is decreasing.

Events featuring experts and faculty who share their experiences have a significant impact on career choices in medicine. These events provide valuable insights, mentoring, and networking opportunities. Faculty members' reflective narratives can stimulate trainees to engage in introspection and social interaction, motivating them to emulate exemplary figures and mold their professional identities (12). Virtual events, such as webinars and roundtable sessions, are highly effective in enhancing students' exposure to a wide range of specialties, enhancing their understanding of educational pathways, and influencing their decision-making processes regarding their careers demonstrated (13, 14). These events are particularly vital during the COVID-19 pandemic, when traditional face-to-face interactions and clinical exposures are restricted (15). By prioritizing the humanistic aspects of medicine, inclusion has the potential to enhance students' comprehension, empathy, and ultimately impact their career decisions (16, 17).

To address these difficulties and promote the development and retention of skilled individuals in the neurosurgical field, Bursa Uludag University's Faculty of Medicine partnered with the Turkish Neurosurgery Academy to host a Neurosurgery Training Camp. This program was designed to offer medical students and practicing graduates a direct chance to delve into the complexities of neurosurgery, assess their suitability for the specialty, and acquire knowledge regarding the residency process and potential career opportunities in the area.

The camp provided participants with a practical experience, along with mentorship from experienced professionals, to enhance their awareness of the difficulties and benefits of a career in neurosurgery. The communal lunchtime atmosphere allowed professors, neurosurgery residents, and students to network, mentor, and share ideas and experiences. The afternoon sessions involved rotating among seven distinct classes that helped students gain practical experience with various neurosurgical instruments and techniques while being supervised by experts.

The Neurosurgery Training Camp and similar efforts are crucial for integrating academic knowledge with practical implementation. Participants can perform basic surgical procedures under supervision, allowing them to develop confidence and skill.

The postworkshop survey findings demonstrate the camp's significant influence on students' career goals. Approximately 73% of the participants exhibited an interest in pursuing a career in neurosurgery after the camp. This high percentage indicates the workshop's success in inspiring and pushing students to pursue neurosurgery, potentially helping to alleviate workforce shortages and generate interest in a specialized medical field.

Initiatives such as the Neurosurgery Training Camp help medical students and practitioners discover their interests and evaluate their suitability for neurosurgery. This contributes to creating a healthcare workforce that is well-informed and driven. By adopting proactive actions, stakeholders can tackle the issues in medical education and specialist training to maintain a sustainable supply of trained practitioners in essential areas such as neurosurgery.



Study limitation

The short-term thoughts of the students after the camp were learned, but since they had not graduated yet, it could not be evaluated whether the students chose Neurosurgery during the long-term follow-up. Follow-up of students participating in the camp will continue. These camp results will be compared with subsequent groups to obtain comprehensive information. However, only students who wanted to specialize in neurosurgery were included in the camp. This can be considered as an issue that may affect the objectivity of the research.



Conclusion

Students in medical school were effectively inspired and educated about the discipline of neurosurgery via the Neurosurgery Training Camp. The students' career goals and their opinions of neurosurgery were successfully changed by the camp. This was accomplished via a combination of interactive presentations, hands-on experiences, and opportunity to network with other individuals. To adequately foster and support future neurosurgeons, it is vital to continue evaluating and refining educational efforts of this kind. The in-depth analysis of the various components and outcomes of the camp allows us to conclude that the Neurosurgery Training Camp was highly effective in achieving its goals and shaped the students' perceptions on neurosurgery as a career path.
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Background: Glioma resection aims for maximal tumor removal while preserving neurological function. Neuronavigation systems (NS), with intraoperative imaging, have revolutionized this process through precise tumor localization and detailed anatomical navigation.



Objective: To assess the efficacy and breadth of neuronavigation and intraoperative imaging in glioma resections, identify operational challenges, and provide educational insights to medical students and non-neurosurgeons regarding their practical applications.



Methods: This systematic review analyzed studies from 2012 to 2023 on glioma patients undergoing surgical resection with neuronavigation, sourced from MEDLINE (PubMed), Embase, and Web of Science. A database-specific search strategy was employed, with independent reviewers screening for eligibility using Rayyan and extracting data using the Joanna Briggs Institute (JBI) tool.



Results: The integration of neuronavigation systems with intraoperative imaging modalities such as iMRI, iUS, and 5-ALA significantly enhances gross total resection (GTR) rates and extent of resection (EOR). While advanced technology improves surgical outcomes, it does not universally reduce operative times, and its impact on long-term survival varies. Combinations like NS + iMRI and NS + 5-ALA + iMRI achieve higher GTR rates compared to NS alone, indicating that advanced imaging adjuncts enhance tumor resection accuracy and success. The results underscore the multifaceted nature of successful surgical outcomes.



Conclusions: Integrating intraoperative imaging with neuronavigation improves glioma resection. Ongoing research is vital to refine technology, enhance accuracy, reduce costs, and improve training, considering various factors impacting patient survival.
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1 Introduction


1.1 Overview of gliomas

Glioma is the predominant type of central nervous system neoplasm arising from glial cells, characterized by diffuse infiltration into the surrounding brain tissue, with glioblastoma being highly malignant and pilocytic astrocytomas representing the least malignant form (1). The Central Brain Tumor Registry of the United States (CBTRUS) data on gliomas constitute 26.3% of all brain tumors, with glioblastoma being the most common malignant histopathology, accounting for 14.2% of all tumors and 50.9% of malignant tumors (2). Surgical resection plays a pivotal role in the management of malignant gliomas, representing the gold standard therapy aimed at achieving maximum possible tumor removal (3). While research continues in the pursuit of a cure, current treatment protocols emphasize extending survival and improving quality of life. The development of surgery for glial tumors has seen significant progress. In the late 19th century, glioma surgery faced challenges with limited successful cases, but pioneering surgeons like Cushing navigated infiltrating growths (4), shaping the foundational period of neurosurgery with diverse surgical goals. The groundbreaking surgery performed by Bennett and Godlee in the early 20th century was pivotal in the evolution of neurosurgery, particularly in the treatment of gliomas (5). By daring to operate on a brain tumor without the aid of modern tools or imaging technologies, their work not only highlighted the crucial role of scientific knowledge and technological advancements in surgery but also paved the way for future innovations (5). Their success under these primitive conditions underscored the importance of accurate tumor localization prior to surgery, fundamentally enhancing the surgical approach to glioma treatment and demonstrating the transformative impact of medical innovations on patient outcomes (5). Over the last 50 years, craniotomy outcomes for malignant astrocytomas improved, with the operating microscope and advanced technologies contributing to radical resections and refined glioma excision (5). The evolution of stereotactic techniques further transformed glioma surgery, offering surgical guidance and a complementary approach to conventional methods (5).



1.2 Evolution of neuronavigation

Neuronavigation, likened to a GPS for neurosurgeons, is an advanced technological application used in neurosurgery to enhance the precision of interventions involving brain structures (6). The historical development of neuronavigation traces back to Sir Victor Horsely and engineer Robert Clarke, who conceptualized a three-dimensional coordinate system for the brain, giving rise to the Horsley-Clarke frame in the late 19th century (7). Early stereotactic devices faced reliability issues until the development of a radiology-based system by Spiegel and Wycis in Philadelphia four decades later (8). The advent of computed tomography (CT) in 1971, pioneered by Godfrey Hounsfield, revolutionized neuronavigation, leading neurosurgeons to adapt stereotactic frames for CT scans and later for magnetic resonance imaging (MRI) (9).



1.3 Principles and techniques of neuronavigation

Neuronavigation integrates preoperative imaging data such as CT and MRI to create a three-dimensional map of the patient's brain (Figure 1). This map is then used during surgery to guide the neurosurgeon to the exact location of interest, such as a tumor or other pathology (Figure 2). The process begins with the acquisition of high-resolution images, where fiducial markers may be placed on the patient's scalp to serve as reference points (12, 13). These markers are crucial for the registration phase, which is the process of aligning the preoperative images with the actual position of the patient's head during surgery (12). There are various methods of registration, including using adhesive markers, bone fiducials, or surface scanning of the head to match the images with physical landmarks (12).


[image: Figure 1]
FIGURE 1
Cranial navigation with brainlab cranial navigation (10). The primary panel (A) displays a 3D reconstruction combining MRI and CT data, with the tumor highlighted in red and associated fiber tracts in various colors. The axial (B), sagittal (C), and coronal (D) views provide detailed cross-sectional images of the brain, aiding in the precise localization of the tumor and its relationship to critical white matter tracts. The green navigation probe illustrates the planned surgical approach.



[image: Figure 2]
FIGURE 2
Access and craniotomy planning with brainlab cranial navigation (11). The primary panel (A) showcases a 3D reconstruction of the patient's head, detailing the planned craniotomy (outlined in blue) and the tumor (highlighted in pink). The navigation probe (green) illustrates the intended surgical approach. The right panels display axial (B), coronal (C), and sagittal (D) MRI slices, providing precise anatomical context for the planned surgical route.


Once registration is completed, the neuronavigation system can track surgical instruments in relation to the patient’s brain anatomy displayed on a monitor (13). This tracking is facilitated through either optical systems, which require a direct line of sight to the instruments, or electromagnetic systems, which do not require line-of-sight and allow more flexibility in instrument handling (12, 14, 15).

However, neuronavigation systems are not without limitations. They depend heavily on the accuracy of preoperative images and the registration process (13, 14). Any movement of the patient or error in initial marker placement can lead to inaccuracies (13). Additionally, changes in the brain that occur during surgery, such as brain shift due to swelling or removal of tissue, can also affect the accuracy of neuronavigation (12, 16). This limitation necessitates the use of additional intraoperative imaging technologies such as intraoperative CT, MRI, and ultrasonography. These technologies provide real-time images of the brain, allowing the neuronavigation system to update its maps to reflect the current state of the brain (12).

This systematic review seeks to synthesize recent studies on the integration of neuronavigation with intraoperative imaging modalities to optimize glioma resection strategies. It focuses on assessing the precision and effectiveness of these techniques, while also identifying the challenges and limitations encountered in their implementation. The primary goal of this review is to provide medical students and non-neurosurgeons with a comprehensive understanding of neuronavigation and intraoperative imaging technologies used in glioma surgery. By doing so, it aims to equip future neurosurgeons with the knowledge and insights needed to apply these sophisticated technologies effectively in glioma resections.




2 Methods

The proposed systematic review will be conducted in accordance with the JBI methodology for systematic reviews of qualitative evidence (17). In this systematic review, the population is defined as patients diagnosed with gliomas undergoing surgical resection. The interventions under review include neuronavigation and advanced intraoperative imaging techniques. The comparators consist of neuronavigation and various imaging modalities. The primary outcomes assessed are gross total resection rates (GTR), extent of resection (EOR), and survival rates. The analysis includes studies of randomized controlled trials, clinical trials, and observational studies.


2.1 Review questions

What is the comprehensive impact of neuronavigation techniques on the outcomes of glioma resection, considering their diverse applications, accuracy, challenges in implementation, and integration with advanced imaging modalities?

Spectrum of Neuronavigation Techniques:


	1.What is the diversity of neuronavigation techniques employed in glioma resection?

	•How do these techniques contribute to the current clinical practice, and what variations exist in their applications?






Accuracy and Efficacy of Neuronavigation:


	2.To what extent do neuronavigation techniques enhance the accuracy of glioma resection, considering parameters such as the extent of tumor removal, functional preservation, and postoperative neurological outcomes?

	•What is the qualitative and quantitative synthesis of available studies regarding the impact of neuronavigation on glioma resection outcomes?






Challenges and Limitations in Neuronavigation Implementation:


	3.What challenges and limitations are associated with the implementation of neuronavigation in glioma surgery?

	•How do these challenges affect the effectiveness of neuronavigation-guided procedures?






Integration of Advanced Imaging Modalities with Neuronavigation:


	4.How is advanced imaging integrated with neuronavigation to optimize strategies for glioma resection?

	•What evidence exists regarding the synergy between neuronavigation and advanced imaging modalities in improving surgical planning, enhancing tumor targeting, and preserving critical brain functions?








2.2 Inclusion criteria

Subjects of the study: Patients diagnosed with gliomas undergoing surgical resection.

Phenomena of interest: Studies investigating usefulness of neuronavigation techniques in glioma resection, with outcome data.

Types of Studies: Randomized controlled trials, clinical trials, and observational studies reporting primary data and outcomes on the use of neuronavigation, published in English, between 2012 and 2023, with full text accessible for review.

The inclusion criterion of limiting studies to those published in English is justified to maintain consistency in language comprehension among researchers and readers, ensuring effective communication and interpretation of findings. Limiting the inclusion criteria to studies published between 2012 and 2023 ensures the relevance of the systematic review by focusing on recent advancements and findings in the field while excluding outdated information.



2.3 Exclusion criteria

Subjects of the Study: Studies focusing on other types of cancers or neurological conditions without a clear focus on the specified gliomas.

Types of Studies: Nonclinical studies, reviews, editorials, commentaries, and case reports. Abstracts, conference proceedings, and unpublished data were also excluded.



2.4 Search strategy

The search strategy will aim to locate published studies. A three-step search strategy will be utilized in this review. First, an initial limited search of MEDLINE (PubMed) was undertaken to identify articles on the topic (see Supplementary Table S2.1). The text words contained in the titles and abstracts of relevant articles, and the MeSH terms used to describe the articles were used to develop a full search strategy for MEDLINE (PubMed), Embase, and Web of Science (see Supplementary Data: Search Strategy). The search strategy, including all identified text words and MeSH terms, will be adapted for each included database. The reference list of all included sources of evidence will be screened for additional studies.



2.5 Study selection

Following the search, all identified citations will be collated and uploaded into Rayyan (18) and duplicates will be removed. Following a pilot test, three independent reviewers will screen the titles and abstracts for assessment against the inclusion criteria for the review. Potentially relevant studies will be retrieved in full, and their citation details imported into the JBI System for the Unified Management, Assessment and Review of Information (JBI SUMARI) (17) (JBI, Adelaide, Australia). Two or more independent reviewers will assess the full text of selected citations in detail against the inclusion criteria. Reasons for exclusion of papers at full text that do not meet the inclusion criteria will be recorded and reported in the systematic review (see Supplementary Table S2.2). Any disagreements that arise between the reviewers at each stage of the selection process will be resolved through discussion, or with an additional reviewer/s. The results of the search and the study inclusion process will be reported in full in the final systematic review and presented in a Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) flow diagram (Figure 3) (19, 20).
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FIGURE 3
PRISMA Flow Diagram for the Selection Process of Studies on Neuronavigation in Glioma Resection.




2.6 Data extraction

Data will be extracted from studies included in the review by two independent reviewers using the standardized JBI data extraction tool (17). The data extracted will include specific details about the patient characteristics, spectrum of neuronavigation techniques, accuracy and efficacy of neuronavigation, challenges and limitations in neuronavigation limitation, and integration of advanced imaging modalities with neuronavigation (see Supplementary Table S2.3). Any disagreements that arise between the reviewers will be resolved through discussion or with a third reviewer. Authors of papers will be contacted to request missing or additional data, where required.



2.7 Data synthesis

Qualitative research findings will, where possible, be pooled with the meta-aggregation approach. This will involve the aggregation or synthesis of findings to generate a set of statements that represent that aggregation, through assembling the findings and categorizing these findings based on similarity in meaning. These categories will then be subjected to a synthesis to produce a single comprehensive set of synthesized findings. Where textual pooling is not possible the findings will be presented in narrative form. Only unequivocal and credible findings will be included in the synthesis (see Supplementary Table S2.4).




3 Results


3.1 Patient characteristics

This systematic review encompasses an analysis of studies involving 1,521 patients undergoing glioma resection, with study sizes ranging from 7 to 145 participants. The patient demographics generally include a mixture of males and females, with a higher incidence among males. The age distribution spans mid to late adulthood, with the average ages of cohorts ranging from 39 to 66 years old.

Regarding the glioma grades, the studies reveal varied distributions. Some exclusively report high-grade gliomas, classified as WHO Grade III and IV, while others present a blend of both high-grade and low-grade gliomas, the latter comprising WHO Grade I and II. This variation is observed across different study and control groups, with some details not specified in certain reports. An overview of patient characteristics across the included studies is provided in Supplementary Table S2.5.



3.2 Impact of neuronavigation (NS) and advanced intraoperative imaging techniques (AIIT) on selected neurosurgical metrics and outcomes

Table 1 presents the overview of studies on the impact of NS and AIIT on operative time (OT), GTR and EOR. The gross total resection rate indicates the percentage of patients in whom the entirety of the targeted tissue was removed. The extent of resection measures how much of the tumor is removed. Research generally shows that advanced imaging and enhancement technologies, when integrated with neuronavigation systems, significantly improve neurosurgical outcomes, particularly in GTR and EOR. Zhang et al., Fujii et al., and Lu et al. all found that intraoperative MRI substantially increases GTR and EOR, enhancing surgical precision (22, 24, 25). Incekara et al. noted a modest boost in EOR from using intraoperative ultrasound (iUS) with neuronavigation (28). Despite these advantages, the addition of these technologies did not consistently reduce operative times, as seen in the findings of Fujii et al. and Incekara et al., indicating that while these tools improve the quality of surgery, they do not necessarily expedite the process (24, 28). Coburger et al. and Eyüpoglu et al. achieved nearly perfect GTR and EOR by combining 5-aminolevulinic acid (5-ALA) with iMRI and neuronavigation, demonstrating significant gains in resection quality (37, 38). Additionally, Wang et al. observed that sodium fluorescein not only improved GTR but also reduced operative times, contributing to greater surgical efficiency (41). Picht et al. confirmed that navigated transcranial magnetic stimulation (nTMS) with intraoperative monitoring (IOM) enhances tumor targeting and resection (42). These findings underline the critical impact of combining these technologies in elevating the standards of neurosurgical practice.


TABLE 1 Overview of studies on NS and AIIT and their impact on GTR and EOR.

[image: Table 1]

In Table 2, several studies have demonstrated a clear link between the effectiveness of neurosurgical interventions, particularly in achieving high GTR and EOR, and improved outcomes in overall survival (OS) and progression-free survival (PFS). Zhang et al. and Coburger et al. both found that integrating advanced technologies like intraoperative MRI (iMRI) significantly enhances GTR and EOR, leading to notably better OS and PFS (22, 37). Similarly, Eyüpoglu et al. and Schatlo et al. reported that near-perfect resection rates substantially extend patient survival, emphasizing the critical importance of complete tumor removal (38, 39). Wang et al. highlighted that the use of sodium fluorescein improves visualization and resection outcomes, correlating with better survival metrics (41). In contrast, Fujii et al., Lu et al., Akay et al., and Hauser et al. underscore a gap in data linking high GTR rates directly to survival benefits, suggesting that while effective resection is crucial, it may not be the sole factor influencing long-term patient survival (24, 25, 27, 36). Krieg et al. noted that nTMS led to varied residual tumor rates, with lower residuals associated with longer survival, reinforcing that more thorough resections can lead to improved survival outcomes (43). In summary, while advanced imaging and neuronavigation significantly enhance neurosurgical precision and patient outcomes, particularly in achieving high GTR and EOR which are linked to improved survival rates, they do not universally expedite operative times and their impact on long-term survival can vary, indicating that successful surgical outcomes involve a complex interplay of factors beyond just technological integration. A comprehensive overview of neuronavigation and advanced imaging with neurosurgical metrics and outcomes is provided in Supplementary Table S2.6.


TABLE 2 Overview of studies on NS and AIIT and their impact on OS, and PFS.
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4 Discussion

Advanced imaging and neuronavigation technologies significantly improved GTR and EOR, with notable enhancements from iMRI, 5-ALA, and sodium fluorescein. Despite these improvements, operative times were not consistently reduced, and the impact on long-term survival varied. Studies showed better OS and PFS with higher GTR and EOR, emphasizing the critical importance of complete tumor removal.


4.1 Analysis of effectiveness of NS and AIIT in achieving GTR

Figure 4 presents a comparative analysis of the effectiveness of various advanced intraoperative imaging techniques in achieving GTR. The X-axis lists different combinations of surgical navigation systems (NS) and intraoperative imaging techniques, such as intraoperative MRI (iMRI), intraoperative ultrasound (iUS), 5-aminolevulinic acid (5-ALA), and others. The Y-axis shows the GTR percentages, providing a measure of the completeness of tumor resection achieved by each technique.
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FIGURE 4
Comparison of gross total resection percentages across advanced intraoperative imaging techniques.


From the plot, it is evident that combinations involving iMRI, such as NS + iMRI and NS + 5-ALA + iMRI, exhibit higher median GTR percentages compared to NS alone. Specifically, NS + iMRI has a median GTR percentage close to 90%, with a relatively narrow interquartile range (IQR), indicating consistent high performance. On the other hand, NS alone shows a significantly lower median GTR percentage around 50%, with a much wider IQR and whiskers extending down to nearly 10%, reflecting greater variability and lower overall effectiveness. This suggests that the integration of iMRI with NS enhances the accuracy and success of tumor resection.

Another key observation is the performance of NS + 5-ALA and NS + 5-ALA + iMRI, both of which show high median GTR percentages. The former approaches a median close to 100%, indicating that 5-ALA, a fluorescence-guided technique, greatly improves resection outcomes. The combination of NS + 5-ALA + iMRI also shows high median and consistent results, reinforcing the benefit of using multiple advanced imaging techniques. Conversely, techniques like NS + iUS and iUS alone show lower and more varied GTR percentages, suggesting that while ultrasound provides some benefit, it is less effective than iMRI or 5-ALA when used alone. Overall, the plot highlights the significant advantage of using advanced imaging adjuncts, particularly iMRI and 5-ALA, in achieving higher and more consistent GTR rates in neurosurgical procedures.



4.2 Relationship between GTR and OS

Figure 5 shows a scatter plot with a linear regression line that illustrates the relationship between GTR percentage and overall survival in months. Each point on the plot represents a data set where GTR percentages are compared to the corresponding patient survival times. The X-axis displays the GTR percentage, ranging from 0% to 120%, while the Y-axis shows overall survival, measured in months, ranging from approximately 8 to 22 months.
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FIGURE 5
Correlation between gross total resection percentage and overall survival in months.


The trend line, defined by the equation y = 4.1049x + 12.237, suggests a positive correlation between GTR percentage and overall survival. Specifically, the slope of 4.1049 indicates that for every 10% increase in GTR, the overall survival time increases by approximately 0.4 months. However, the R-squared value of 0.1589 shows that the fit of this linear model is relatively weak, implying that GTR percentage alone does not fully explain the variability in overall survival times. Other factors not captured in this graph may also significantly influence survival outcomes.

Key observations from the scatter plot include the clustering of points around higher GTR percentages, especially near 100%, indicating frequent high resection success. Despite the weak correlation, there is a general trend where higher GTR percentages correspond to longer survival times. This suggests that achieving a higher GTR is generally associated with better patient outcomes, although the variability indicates that it is not the sole determinant of survival. Further research could investigate additional variables that contribute to patient survival, such as the use of different surgical techniques, patient health conditions, and post-operative care.



4.3 Neuronavigation with iMRI

Intraoperative MRI provides real-time, high-resolution images that help detect residual tumor tissue during the surgery. iMRI is used alongside neuronavigation to overcome some of the limitations of neuronavigation alone. One such limitation is the occurrence of brain shift, which refers to the movement of brain structures during surgery that can render preoperative images inaccurate as the surgery progresses (24). iMRI helps in updating the neuronavigation data to reflect these changes, thus maintaining the accuracy of the surgical approach throughout the procedure (24). By accurately identifying the boundaries of the tumor and avoiding eloquent brain areas, the combined use of iMRI and neuronavigation minimizes neurological deficits post-surgery, thus improving survival outcomes and preserving the patient's quality of life (21, 22). Additionally, iMRI acts as a quality control tool during surgery, allowing surgeons to verify the extent of tumor removal before concluding the procedure. This immediate feedback loop significantly reduces the likelihood of leaving behind residual tumor tissue, which could necessitate additional treatments or surgeries (24).

The combination of iMRI with neuronavigation is particularly beneficial in achieving supra-total resections, which aim to remove not just the visible tumor but also the peripheral areas that might harbor microscopic disease. This advanced approach is crucial, especially when the tumor is in eloquent areas of the brain, presenting significant surgical challenges. In such cases, the integration of iMRI with other techniques such as DTI-based neuronavigation and direct cortical stimulation during awake craniotomies helps preserve essential brain functions (27). Diffusion tensor imaging is a sophisticated MRI technique that provides detailed maps of the brain's white matter tracts, particularly in eloquent brain areas, where the risk of damaging critical neural pathways is significant (27).

Moreover, the integration of 1H-MRS (proton magnetic resonance spectroscopy) into neuronavigation systems exemplifies a shift towards multimodal approaches that not only rely on anatomical images but also incorporate metabolic information (26). This enhancement enables surgeons to delineate the metabolic boundaries of the tumor more accurately, which often extend beyond what is visible on traditional MRIs (26). The 1H-MRS provides a detailed chemical profile of the tumor, offering insights into tumor cell metabolism and infiltration, thus aiding in more precise surgical planning and execution (26).



4.4 Neuronavigation with iUS

The iUS with a standard neuronavigation system enables real-time overlay of ultrasound images on preoperative MRI scans (28). This integration offers a time- and cost-effective alternative to iMRI, enabling surgeons to frequently check for residual tumor during surgery without prolonging its duration (28). However, interpreting iUS images can be challenging due to their lower clarity and detail compared to the more detailed visual information provided by iMRI (28). De Witt Hamer et al. and Unsgård et al. highlight iUS's utility in surgical settings, particularly in functional mapping and identifying vital white matter pathways during resection (29, 30). Further enhancing iUS utility, the novel acoustic coupling fluid (ACF) developed by Unsgård et al. improves ultrasound image quality by reducing artifacts that can obscure small tumor remnants, thus providing clearer guidance for complete tumor resection (30). Moreover, Hou et al. discuss the benefits of combining iUS's capability to provide nearly real-time imaging for ongoing resection control and iMRI's high-quality imaging for final assessment (31). Conjointly, these technologies ensure a thorough monitoring of the resection process, allowing for adjustments based on immediate imaging feedback.



4.5 Neuronavigation with contrast media

Enhancing neuronavigation with contrast media like 5-ALA, indigo carmine, and sodium fluorescein improves surgical outcomes by providing immediate visual aids that clearly highlight tumor margins. 5-ALA, a precursor in heme biosynthesis, is metabolized into the fluorescent compound protoporphyrin IX (PpIX) in tumor cells (33). This conversion aids surgeons in visualizing malignant tissues during surgery, facilitating the real-time identification of tumor boundaries and providing a clearer distinction between malignant and healthy tissues (33). The practical application of 5-ALA in neuronavigation involves administering it preoperatively, typically at a dose of 20 mg/kg a few hours before surgery. During the operation, a specialized surgical microscope adapted for fluorescence excitation is used, allowing the surgeon to switch between normal and violet-blue light, under which the PpIX fluoresces, illuminating the tumor tissues. Neuronavigation systems, preloaded with preoperative MRI data, guide the resection process by aligning the intraoperative fluorescent visualization with the neuroanatomical data, ensuring precise microsurgical removal of the glioma, especially along the contrast-enhancing margins (34, 35).

Similarly, sodium fluorescein enhances the visibility of tumor tissues during neuronavigation-guided microsurgery (41). It is administered intravenously and accumulates in the tumor tissues, causing them to fluoresce under specialized light. This fluorescence assists surgeons in distinguishing tumor tissue from healthy brain tissue, especially in high-grade gliomas with ambiguous boundaries (41). Lastly, indigo carmine dye is used in a novel approach to overcome the limitations associated with traditional neuronavigation, which can be compromised by intraoperative brain shift (40). Developed by Margetis et al. (2015), the technique involves the stereotactic injection of indigo carmine into the deep tumor margins before the craniotomy and dura are opened (40). This preoperative marking ensures that the tumor margins are visually identifiable throughout the surgery, regardless of any brain shift. The dye is injected through small bur holes using a spinal needle, which is registered to the stereotactic system to precisely target the most challenging tumor margins identified from preoperative MRI scans (40). This method not only marks the perimeter but also the deep aspects of the tumor, facilitating a more complete resection (40).



4.6 Neuronavigation with 5-ALA and iMRI

Integrating 5-ALA fluorescence with iMRI within a neuronavigation framework allows for a more refined and aggressive approach to tumor removal (37). The process typically begins with the administration of 5-ALA preoperatively, which is absorbed by the tumor cells and converted into the fluorescent marker visible during surgery (36, 37, 39). During the operation, neuronavigation is used to guide the resection process based on preoperative MRI data (36, 37, 39). As the surgery progresses, 5-ALA helps in identifying and resecting fluorescent tumor tissues. After this phase, an iMRI scan is performed to check for any residual tumor mass (36, 37, 39). If the iMRI shows remaining contrast-enhancing areas, the surgeon can return to those specific sites and perform additional resection under the guidance of both the neuronavigation system and the fluorescence visualization (36, 37, 39). This approach ensures a more thorough resection, potentially extending the patient's progression-free and overall survival rates (36, 37, 39).

This method's efficacy lies in its ability to address the limitations of each imaging modality alone. While 5-ALA provides high specificity in detecting malignant cells, it may not always delineate the full extent of the tumor due to its reliance on cellular metabolism which might not highlight all cancerous cells (38). iMRI compensates for this by providing a structural view of the brain, revealing any remaining tumor masses that were not fluorescent (38). The sequential use of fluorescence to maximize tumor identification followed by iMRI to confirm the completeness of resection exemplifies a strategic approach to glioma surgery, maximizing safety and efficacy (38).



4.7 Neuronavigation with nTMS, IOM, and PET

Navigated transcranial magnetic stimulation (nTMS) along with modalities like intraoperative neuromonitoring (IOM), and preoperative positron emission tomography (PET) are integrated into neuronavigation systems to enhance the precision and safety of glioma resections. The use of nTMS, in particular, has been shown to modify surgical plans in a significant percentage of cases, directly impacting the EOR and ultimately the survival rates of patients with gliomas located near or within motor eloquent areas (42, 43). The integration process begins with preoperative planning and mapping: high-resolution MRI scans detail the brain's anatomy and the tumor's location relative to critical motor areas (42). The nTMS system then utilizes these MRI images to guide a magnetic coil over the scalp, targeting and stimulating motor areas. The responses, crucial for motor control, are recorded to create motor maps. These maps are instrumental in planning the surgical path to avoid critical areas, thereby reducing the risk of postoperative motor deficits and increasing the likelihood of achieving GTR (43).

These motor maps are exported and integrated into the neuronavigation systems, allowing real-time surgical guidance and adjustment for brain shift, enhancing the accuracy of the surgical approach (42). During surgery, the neuronavigation system, enriched with nTMS data, facilitates the use of direct cortical and subcortical stimulation to continuously monitor and preserve motor function. Additionally, preoperative PET imaging is fused with MRI and nTMS data within the neuronavigation system, providing critical metabolic information about the tumor and surrounding tissues, which helps in distinguishing healthy from diseased tissue (43).



4.8 Neuronavigation with augmented and virtual reality

The integration of augmented reality (AR) and virtual reality (VR) with neuronavigation in glioma resection addresses the limitations of conventional techniques like electrical stimulation mapping, which provides limited spatial representation of vital white matter tracts such as the corticospinal tract (44). Advanced imaging modalities like DTI and high-definition fiber tractography (Figure 6) have become indispensable in noninvasive brain mapping, offering superior visualization of neural pathways, crucial for surgical planning and postoperative assessments (44). AR enhances surgical navigation by superimposing virtual images of brain fiber tracts onto real-world views, enabling surgeons to navigate complex structures more effectively, potentially increasing tumor resection rates, improving functional outcomes, and extending patient survival (44, 46).
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FIGURE 6
Fiber tracking with brainlab elements fibertracking (45). The figure includes a 3D rendering and cross-sectional MRI views [axial (A,C), and coronal (B)] of the brain, with a tumor outlined in red. The tractography data visualize the fiber bundles (depicted in various colors), indicating their spatial relationship to the tumor. The software interface on the right (D) provides functionalities for manipulating views, creating regions of interest (ROIs), and tracking fibers.


The process of integrating AR and VR with neuronavigation begins with detailed MRI data acquisition, using both structural and diffusion-weighted imaging to capture comprehensive brain images. This data is then processed to classify and segment the tumor, incorporating DTI-based tractography to delineate essential neural tracts. The processed images are transferred to a neuronavigation platform which merges them with real-time surgical views in the AR system, creating an interactive surgical map (44, 46). Digital integration is established between this system and surgical instruments, especially the microscope, which is adapted to display AR images, overlaying 3D visualizations of the tumor and fiber tracts over the actual surgical area (44, 46). During surgery, the AR-guided strategy provides real-time visual guidance and updates, allowing surgeons to precisely navigate around critical structures, maximizing tumor resection while preserving vital brain functions (44). These technologies not only improve the EOR and reduce intraoperative complications but also enhance motor function outcomes and PFS (44, 46). Currently, AR and VR are only utilized on a small scale in the medical field.



4.9 Challenges in glioma surgery: tumor detection, neurological deficits, costs

One of the primary challenges is the inherent limitations in the ability of these systems to accurately visualize and detect tumor boundaries. For instance, the effectiveness of sodium fluorescein in fluorescence-guided surgery is contingent upon the disruption of the blood-brain barrier, which may not be uniformly disrupted across all areas of a glioma (41). This can lead to incomplete visualization of the tumor. Another challenge is the limitation of iMRI, particularly during awake craniotomy procedures (27). The patient's consciousness and potential movements, coupled with the extended duration of operations involving iMRI, can complicate the surgical process and limit the utility of this advanced imaging technique. Furthermore, issues with MRS signal quality, especially near convex or ventricular systems, can lead to inaccuracies in tumor delineation due to false-positive readings, posing a risk of either incomplete resection or unnecessary removal of healthy tissue (26). Similarly, the use of 2-D B-mode intraoperative ultrasound, without incorporating advanced ultrasound techniques, may limit the detection of smaller residual tumor volumes (28). Furthermore, the efficacy AR-intraoperative fiber tractography (AR-iFT), is constrained by the limitations of DTI techniques, such as parallax error and fiber tract crowding, which can affect the accuracy of surgical navigation (44). The specificity and sensitivity of these imaging modalities are critical for the precise identification and resection of tumor tissue.

The integration of neuronavigation and intraoperative imaging modalities aims to minimize neurological deficits by providing real-time guidance during surgery. However, the occurrence of transient deficits, and in some cases, new permanent neurological deficits, remains a significant concern. For example, the use of nTMS and IOM has been associated with a higher rate of transient deficits compared to IOM alone, although most of these deficits tend to resolve shortly after surgery (42). The risk of causing mechanical damage to motor eloquent tissue during surgery underscores the need for careful planning and execution, as well as the potential limitations of current technologies to fully mitigate these risks (42).

The implementation of neuronavigation systems and integrated imaging modalities comes with its own set of challenges, including the cost of the equipment, the need for specialized training for surgical teams, and the potential for prolonged operative times (24, 25, 31). The high cost of implementing and maintaining state-of-the-art neuronavigation and imaging systems, such as iMRI and 5-ALA fluorescence, places a significant financial burden on healthcare facilities, potentially limiting access to only well-resourced centers (31). Additionally one of the included studies found that the specificity of techniques to certain neuronavigation systems can constrain the choice of tools available to surgeons (26). For example, the necessity of using the BrainLab system for certain imaging modalities like 3D-MRS can limit interoperability with other neuronavigation systems (26). Another study questioned the cost-effectiveness of such advanced technologies, especially when the benefits in terms of extent of resection, clinical performance, or survival are not significantly superior to conventional methods (21). The requirement for special post-operative care, such as management of photosensitivity, and the complexity added to surgical procedures due to the need for continuous updating of the operative plan during surgery, further complicate their use (25, 32).




5 Limitations

The search methodology employed in this systematic review did not encompass the integration of virtual and augmented reality technologies in the neuronavigation processes for glioma resection. Recognizing the significance of these emerging technologies in enhancing surgical precision, we have broadened our discussion to provide a deeper understanding of their potential role in neuronavigation.

This systematic review did not include a comparative assessment of various neuronavigation techniques. Evaluating these modalities against each other could provide valuable insights to guide clinical decision-making and technology adoption in neurosurgical practices.

Some reviewed studies indicate lack of double-blinding, which is crucial to minimize bias in outcome assessment (28, 37). This concern was mitigated by having an independent blinded neuroradiologist assess the primary outcome. Another study faced challenges with non-prospective application of inclusion criteria and variability in surgical protocols (29). Furthermore, a common thread in several studies, is the issue of selection bias and the use of retrospective data, particularly when drawing from a single neurosurgical center or using retrospective control groups, thus limiting the generalizability and reliability of their findings (31, 34).

Additionally, the small sample size in many studies undermines the statistical power and generalizability of the results. The need for larger patient cohorts to detect subtle differences in outcomes and for larger, multicenter randomized controlled trials to validate findings and minimize biases is consistently emphasized (21, 24, 36, 38). The absence of long-term follow-up data restricts the understanding of the full impact of the surgical interventions on patient outcomes over time (25). These limitations collectively highlight the necessity for well-designed studies with larger, diverse patient populations, and standardized methodologies to ensure the reliability and applicability of research findings in the field of neurosurgery and glioma treatment.



6 Conclusions

This systematic review examines the application and effectiveness of neuronavigation systems and integrated imaging in glioma resection. The included studies highlight the significance of these technologies in improving patient safety and surgical outcomes by enhancing tumor visualization and differentiation, enabling intraoperative real-time adjustments, and preserving critical brain functions (22, 24, 25, 28, 37, 41, 43). These technologies also enhance patient safety and functional outcomes by facilitating surgery with real-time adjustments, resulting in improved quality of life and survival rates for patients. The primary challenge in neurosurgery imaging and navigation is the limitations of current technologies, such as iMRI and fluorescence-guided surgery, in accurately detecting tumor boundaries and the risks of neurological deficits, coupled with the high costs, and need for specialized training, which may limit their accessibility and effectiveness (24, 25, 27, 31, 41, 42). To fully realize the benefits and mitigate the limitations highlighted in the systematic review, further research is imperative to refine neuronavigation systems and integrated imaging technologies, focusing on enhancing accuracy in tumor boundary detection, reducing costs, and developing comprehensive training programs, thereby maximizing their potential in improving glioma resection outcomes. Future research should address these aspects, evaluating the financial implications and accessibility of these advanced technologies, and ensuring equitable access for patients. Ethical considerations, including informed consent and the potential risks vs. benefits of these tools, should also be explored to provide a comprehensive understanding of their impact on glioma surgery.
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Background: Extended reality (XR) includes augmented reality (AR), virtual reality (VR), and mixed reality (MR). Endovascular neurosurgery is uniquely positioned to benefit from XR due to the complexity of cerebrovascular imaging. Given the different XR modalities available, as well as unclear clinical utility and technical capabilities, we clarify opportunities and obstacles for XR in training vascular neurosurgeons.



Methods: A systematic review following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines was conducted. Studies were critically appraised using ROBINS-I.



Results: 19 studies were identified. 13 studies used VR, while 3 studies used MR, and 3 studies used AR. Regarding specific educational applications, VR was used for simulation in 10 studies and anatomical modeling in 3 studies. AR was only used for live intra-operative guidance (n = 3 studies). MR was only used for modeling and intra-operative teaching. Considering disease-specific uses, XR enhanced trainee understanding of intracranial aneurysms (n = 12 studies) and stroke (n = 7). XR trained surgeons in diverse neurosurgical procedures, including aneurysm coiling (n = 5 studies), diagnostic angiography (n = 5), and thrombectomy (n = 5).



Conclusions: Anatomical modeling with VR and MR enhances neurovascular anatomy education with patient-specific, 3-D models from imaging data. AR and MR enable live intra-operative guidance, allowing experienced surgeons to remotely instruct novices, potentially improving patient care and reducing geographic disparities. AR overlays enhance instruction by allowing the surgeon to highlight key procedural aspects during training. Inaccurate tracking of surgical tools is an XR technological barrier for modeling and intra-operative training. Importantly, the most reported application of XR is VR for simulation–using platforms like the Mentice VIST and Angio Mentor. 10 studies examine VR for simulation, showing enhanced procedural performance and reduced fluoroscopy use after short training, although long-term outcomes have not been reported. Early-stage trainees benefited the most. Simulation improved collaboration between neurosurgeons and the rest of the surgical team, a promising role in interprofessional teamwork. Given the strength of VR for simulation, MR for simulation is an important gap in the literature for future studies. In conclusion, XR holds promise for transforming neurosurgical education and practice for simulation, but technological research is needed in modeling and intra-procedural training.
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1 Background

Over the past century, the expansion of neurosurgical approaches has been driven by advancements in imaging technology. Because fluoroscopic imaging in endovascular procedures offers only biplane views, vascular neurosurgery is uniquely positioned to benefit greatly from advanced imaging projections. For example, augmented fluoroscopy—which combines 3-D rotational angiography with 2-D fluoroscopy—has greatly improved endovascular neurosurgery. This progress highlights the potential advantages of further advancements in imaging technology, such as extended reality. Extended reality (XR) is an umbrella term for mixed reality (MR), virtual reality (VR), and augmented reality (AR); it has already found applications across an array of fields, including education, military training, and surgery (1–4).

XR technologies have distinct mechanisms: VR constructs entirely computer-generated environments that change in real-time with input from the surgeon and the physical environment. Instead of projections in a computer-generated environment, AR overlays virtual objects (like 3-D representations of neurovasculature) onto the surgeon's real-world environment. In contrast, MR builds upon AR by allowing physical and virtual elements to interact for example, a surgeon manipulating a 3-D brain model on a table.

What utility might XR provide for neurosurgical training? In a survey of 233 neurosurgeons from 38 countries, 67.4% had simulator access as a trainee, but only 15.3% used it frequently. Notably, the survey responses indicate that the realism and convenience of an improved virtual simulator would increase usage–something newer XR technology makes possible (5, 6). The proposed utility of XR for neurosurgery is broad: one review coins the term “future surgery” to describe the magnitude of XR's impact on a new era of neurosurgery (7, 8). First, XR can create immersive, risk-free environments where trainees can practice complex procedures, improving their skills and confidence before performing on patients. Similarly, XR can also potentially curb expenses and waste in surgical training by offering an alternative to costly simulation environments–reducing the use of cadavers or animal models. Moreover, AR, VR, and MR can provide an enhanced educational experience by improved anatomy visualizations (9, 10). It has been suggested that XR could be useful for tele-proctoring for attendings in remote areas that are not comfortable with advanced vascular procedures, but are the only surgeons available (11, 12). However, while these applications have been proposed, these commentaries lack data-driven evidence that accurately assesses the current state of XR. In a strong state-of-the-art published in Frontiers in Surgery, Cannizzaro et al. discuss the great promise that AR holds for neurosurgery. While an extremely robust review, several questions remain unanswered after their work 3 years ago. First, their review only assesses AR, not VR or MR. In addition, their broad approach to general neurosurgery is limited in its ability to provide a detailed analysis of the implications of specific technological advances; this lack of detail is partially because they examine all of neurosurgery, while we will focus on endovascular neurosurgery (13). Given the diversity of neurosurgical procedures, focusing on a subspecialty allows for a standardized collection of outcomes. This focused methodology has been applied to the subspecialty of spinal neurosurgery, but the devices examined in the literature are used for screw placement and discectomy and have little overlap with the devices used in vascular neurosurgery, such as catheters and guidewires (14). Most importantly, among all neurosurgical subspecialties, vascular neurosurgery stands out with the most comprehensive reports in XR, showing significant potential for a systematic review (15).

Here, we aim to provide an unprecedented, detailed, analysis with specific attention to key technical advancements and novel clinical applications of XR for endovascular neurosurgery training. By doing so, we will highlight areas that warrant further study and key strengths to capitalize on, to ultimately facilitate the future integration of AR, VR, and MR into the future of neurosurgery education.



2 Materials and methods

This systematic review complied with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines (16). The five research databases for this review were PubMed, Scopus, Ovid, EMBASE, and Clarivate Web of Science. The search queries were crafted to cover a comprehensive range of studies related to the use of AR, MR and VR in endovascular neurosurgery. As an example query, we searched PubMed with the following terms: ((vascular neurosurgery[Title/Abstract]) OR (neurovascular[Title/Abstract])) OR (neuro-vascular[Title/Abstract]) OR (neuro-endovascular[Title/Abstract]) OR (interventional neurorad*[Title/Abstract]) OR (neurointervention*[Title/Abstract]) OR (neuro-intervention*[Title/Abstract]) OR (neuro intervention*[Title/Abstract])) AND ((augmented reality[Title/Abstract]) OR (AR[Title/Abstract]) OR (virtual reality[Title/Abstract]) OR (VR[Title/Abstract])). The queries were syntactically modified for the other four databases (Supplementary Data S1). To make sure we did not miss any cutting-edge, recently published studies, our search was last repeated in April 2024.

Next, the titles and abstracts retrieved from these databases were screened for relevance to the research question. Then, articles with ambiguous relevance based on their titles and abstracts were scrutinized further by full text examination. Studies were excluded if they did not mention endovascular neurosurgery, were unrelated to the research question, or were not written in English. Two independent reviewers (S.A.P., M.C.), did all the screening with a third reviewer (S.P.) to resolve conflicts. Reviews and commentaries were excluded so that only papers reporting defined outcomes would be included.

Data was systematically extracted from each selected study, capturing key information such as the type of technology (AR, MR, or VR), its specific application in endovascular neurosurgery, pathologies examined, procedures trained, the experience and education of trainees taught in each study, and the main outcomes and limitations reported. This structured data extraction process facilitated the synthesis of summary figures and enabled a comprehensive comparison of the studies included in the review.

ROBINS-I was used to critically appraise the studies for bias across 7 categories: confounding, selection bias, bias in the classification of interventions, bias due to deviations from the intended interventions, bias due to missing data, bias in the measurement of outcomes, and bias in the selection of reported results (17).



3 Results

The search strategy identified 408 unique publications, 85 of which underwent full-text review. 19 studies from 2001 to 2023 were included in the final analysis (Figure 1). 13 studies used VR, while 3 studies used MR, and 3 used AR (Table 1). AR was only used for live intra-operative training. MR was only used for live intra-operative training or modeling. VR was used for modeling or simulation (Figure 2). Intracranial aneurysm was the most common pathology that XR was used to teach, followed by stroke (Figure 3A). Coiling (n = 5 studies), diagnostic angiography (n = 5) and thrombectomy were the most common applications of XR to procedural training (Figure 3B).
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FIGURE 1
PRISMA flow chart for the literature search.



TABLE 1 Extended reality in surgical education and training for neurointervention.
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FIGURE 2
(A) A bar chart highlighting the number of studies of each extended reality modality (AR, MR, VR) by educational domain. (B) Types of XR devices reported in each study identified.
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FIGURE 3
(A) A pie chart highlighting the procedural applications of XR in the literature and (B) pathologies that were taught with the use of XR. Note that some studies examine multiple procedures or pathologies.




4 Discussion

This systematic review synthesizes the current evidence regarding XR in vascular neurosurgery. We identify several domains of XR technology used to train vascular neurosurgeons across various conditions. In addition, we discuss the opportunities available for clinicians, engineers, and innovators interested in advancing neurosurgical education.


4.1 Modeling with XR

XR can be used to generate models of neurovasculature. Interactive modeling is particularly strong at introducing novice surgeons and medical students to neurovascular anatomy. Here, XR models can be generated based on anatomical diagrams, as a supplement–or replacement–to textbooks and cadavers. Many medical schools already use VR or AR to teach anatomy–including but not limited to neuroanatomy–which was particularly useful for remote education during the COVID-19 pandemic (34, 35). While this is well-established, our review demonstrates that XR shows promise not just for early-stage trainees, but also for advanced surgeons. In 2013, a commentary discussed the advantages of augmented fluoroscopy over 2-D biplane angiography. It paves the way for AR in 3-D intra-operative navigation, aiding surgeons in identifying crucial functional brain areas (36). Rather than modeling pre-programmed anatomy, custom XR models can be generated based on a patient's individual anatomy–highlighting morphological differences and anatomical variations. Preoperative planning remains a cornerstone of successful surgical intervention in endovascular neurosurgery. Surgeons can now create patient-specific, three-dimensional models derived from high-resolution imaging modalities, which can be examined and manipulated in XR environments. While pre-programmed models could help medical students develop a general, foundational, anatomical understanding, customizable models help advanced surgeons teach surgical approaches on patients with more complex anatomy. In a comparison of 3-D VR constructions of aneurysms with traditional CTA, 10 neurosurgeons were shown a CTA, provided an assessment and were then shown a 3-D VR construction of the patient's anatomy and asked to reassess the case. In the 26 patients examined, this modality significantly influenced detection of the vascular structure around the aneurysm, ideal head positioning, and neurosurgical approach (37). In 2018, using the HoloLens2 (Microsoft Corporation, Washington, United States), MR was shown to avoid the need for multiple fluoroscopy images by generating a volumetric representation of the vasculature the neurosurgeon can rotate. The device is designed such that the color of the text of the C-arm angle changes based on whether the angle is achievable by the gantry. This interface that can help trainees understand how to approach procedures. In addition, the neurosurgeon can manipulate the system through either hand gestures, eye gaze or voice control (24).

However, there are some technological limitations to customizable models. In 2004, a novel method was developed for translation of biplane angiography into personalized VR 3-D models of patient neurovasculature. While the authors hoped to apply the technology for endovascular neurosurgery in stroke, the VR system still requires up to 6 h to generate a model (33). Recently in 2023, VR was used to assist in stent deployment for anterior circulation aneurysms of 27 patients. While the virtual stent underestimated the length and diameter of the stent, the authors anticipate its application for pre-operative planning with further technological advancement (18). Another study describes the experience using the MxR Magic Leap One (Magic Leap, Florida, United States) for the pre-procedural planning of neurosurgical aneurysm treatment. Similar to the HoloLens 2, hand gestures were used to examine the aneurysm and surrounding neurovasculature; this intuitive user interface highlights an advantage of MR over VR and AR (4).

Customizable AR and VR models have shown clinical promise in small studies. Great progress has been made with the technological capabilities themselves, patient specific models need to be revisited. Future studies should investigate outcomes prospectively and with larger sample sizes. Neurosurgical innovators should also focus on using MR technology over VR and AR for pre-operative planning, due to strengths inherent to the technology's interface.



4.2 Live intra-operative and tele-education

In addition to teaching anatomy and explaining cases, we uncover a second key educational role of XR: live intra-operative guidance, where neurosurgeons guide trainees while performing a procedure. Overlays can help a surgeon understand how to approach a procedure–such as the gantry angle feature of the HoloLens 2 described previously (24). In addition to overlays, an important use case of XR is live tele-proctoring, where an experienced specialist can educate a less-experienced surgeon in a remote area on performing a procedure.

Proximie (Proximie, United Kingdom), is an AR platform enabling users to intra-operatively guide trainees. In a series of 10 cases, an attending surgeon used the device to communicate with neurosurgical fellows and provide immediate feedback. In this setting, intra-operative imaging and a video feed of the operating fellow were live-streamed to an attending surgeon in a different geographic location. In addition to a video feed, the surgeon also used AR illustrations to communicate with the trainee in the angiography suite. No complications or deaths were recorded across a variety of procedures, including diagnostic angiograms, balloon angioplasty, and stent deployment. While fluoroscopy time and contrast use were lower compared to in-person supervision, the difference was not statistically significant (12, 19). In Woven EndoBridge device deployment, another AR device called Magic Leap-1 (Magic Leap Incorporated, Florida, United States) guided a trainee over either a cellular data hotspot or a Wi-Fi-based network (11). The minimal latency observed in the study shows promise, especially for education in remote areas or low-income settings with less stable connections to the Internet. XR may enhance surgical training across diverse geographic regions, enhancing collaboration and reducing disparities due to lack of training. However, these resource-limited settings often have little access to novel technologies, and efforts must be made to ensure this is not a barrier as well. However, further studies with much larger sample sizes are needed to demonstrate the long-term benefits of XR for intra-operative neurosurgical education.

Importantly, XR should allow the supervising surgeon to clearly see and understand the actions of the operating trainee, even from a remote location, so advancements in intra-operative education have emphasized improved monitoring technology. A team at Notre Dame Hospital in Montreal, Canada, developed an algorithm for guidewire tracking in endovascular neurosurgery. In this process, the guidewire needs to be manually segmented on a still image before separate algorithms track the lateral and anteroposterior movement. Notably, they achieve a significantly lower error for guidewire tracking than previous papers, and perform the first testing for neurosurgical interventions (32, 38). Gao et al. have proposed a VR system that not only accounts for the displacement of the catheter as it inserts/retracts and rotates but also has haptic feedback when the catheter contacts a blood vessel wall, something a separate commentary from neurosurgeons in 2013 called for (15, 39). Haptic feedback, where touch and physical pressure are electronically transmitted, allows for a more intuitive experience for the surgeon. By augmenting XR with the sensation of touch, technical advancements in endovascular tool-artery interaction paved the way for haptic feedback technology in neurointervention. In 2007, an endovascular neurosurgery-specific catheter-artery interaction database was reported, pioneering haptic feedback technology (40). Additionally, a VR device has been developed called the NeuroCath (Neuroradiology Catheterization Simulator, Poland) that provides 3-D fluoroscopic as well as haptic feedback (8, 9, 41). In addition to haptic feedback, another key augmentation is multiple visualization modes; a team at Johns Hopkins Hospital report how the HTC Vive (New Taipei City, Taiwan) provided an opaque display mode that was helpful to evaluate morphological parameters, while a translucent projection was useful when evaluating inflow and outflow tracts or visualizing overlapping anatomical structures (28).

Clinical studies examining XR in live education are promising and show strong technological foundations. Further study is warranted because of a large potential to improve the quality of neurosurgical education globally and reduce disparities due to poor training/clinical exposure. Notably, clinical studies on existing devices all examine only AR, while designs focus on VR devices–an important niche for future MR research to fill (Figure 2). We note that all studies examining live intra-operative education have an experienced surgeon use XR to guide an inexperienced one. However, we propose that XR technology could also be used in the opposite way: to have novice surgeons to virtually observe more experienced surgeons. Operative videos are popular in leading neurosurgical journals, but XR technology may provide a superior, more immersive, experience than videos. Recently, a team at Mount Sinai Hospitals in New York published a VR arteriovenous malformation resection (42). We hope to see further clinical studies comparing operative videos with XR experiences in the coming years.



4.3 Neurosurgical simulation

Lastly, we address the use of XR in simulations and whether it provides a promising educational approach that improves surgical performance. Several reviews and commentaries discuss using XR to teach neurosurgical procedures through simulation (3, 6, 43–47).

The most frequently identified platform to aid in neurosurgical simulation was the Mentice Vascular Intervention Simulation Trainer (Figure 2). The Mentice Vascular Intervention Simulation Trainer (VIST; Mentice, Sweden) is a metric-based VR simulator that is able to accept real materials, including catheters, coils, and stents, to assess trainee skills and rehearse procedures (31). Neuroradiologists who trained with the Mentice VIST improved operative speed and reduced contrast use in the simulation of cerebral aneurysm embolization (30). Kreiser et al. found that the Mentice VIST decreased total procedure duration and fluoroscopy time during diagnostic angiography simulations, but only in inexperienced beginner surgeons (22). In contrast, among interventional neuroradiology attendings and residents in mechanical thrombectomy simulations, utilizing the Mentice VIST improved handling errors, reduced contrast volume, and reduced fluoroscopy time. Each neuroradiologist in this study reported positive attitudes toward the simulator (20, 21).

In addition to the Mentice VIST, the Angio Mentor (Simbionix Surgical Science, Sweden), a commercially available simulation learning platform, improves a mentor's ability to provide haptic feedback following simulated endovascular procedures with catheter-based systems and enhances trainees' understanding of cerebrovascular anatomy (23). In endovascular neurosurgery trainees, the Angio Mentor has decreased time to every procedural benchmark for simulated revascularization of a middle cerebral artery thrombosis (25). This platform has demonstrated similar results in diagnostic cerebral angiogram simulations (5). Simulations using the Magic Leap 1 and Snygo 3-D showed educational benefits when simulations were performed across a variety of device types, including the Woven EndoBridge (MicroVention, California, USA), flow diverter P64, the flow diverter P48 (Phenox, Germany), and the pipeline embolization device (Medtronic, California, USA) (11, 18).

Unexpectedly, XR in endovascular neurosurgery was useful to non-surgical specialties as well. A team of vascular surgery, anesthesiology, and radiology team members were led by a neurosurgeon in drafting carotid artery stenting protocols. These protocols were tested in a VR environment, and participants reported an increased understanding of what to do during stent deployment, and another similar study reported near-perfect survey scores from participants in the categories of realism, technical issues, teamwork, and communication (27, 48).

VR technology from ImmersiveTouch (Illinois, USA) has shown promise in ventriculostomy, lumbar puncture, and trigeminal rhizotomy simulations, but have not published results on vascular neurosurgical procedures. Notably, the team behind this project has received almost half a million dollars in grant funding for their work examining a VR haptic model of an MCA bifurcation aneurysm from the United States National Institutes of Health. This information is publicly available to anyone by accessing the National Institutes of Health grant reporter page (49).

Despite the apparent benefits of augmented reality (AR) and virtual reality (VR) in endovascular neurosurgery, a detailed review and formal risk-of-bias assessment using ROBINS-I revealed several opportunities for growth in the current evidence base (Figure 4). There is substantial heterogeneity in the XR outcome measures reported, which range from subjective user satisfaction scores to objective measures of task performance. Most importantly, we identify a gap in the literature on long-term outcomes, limiting our understanding of the lasting impact and retention of skills or benefits imparted by XR. In addition, whether this technology is cost-effective should be examined.


[image: Figure 4]
FIGURE 4
A risk-of-bias visualization was generated using robvis: An R package and shiny web app for visualizing risk-of-bias assessments. Studies on the left axis are classified into major sub-topics.





5 Conclusions

This systematic review synthesizes the current evidence regarding the use of XR technology in vascular neurosurgery, identifying various domains where XR is employed to train surgeons and highlighting opportunities for future innovation. While the role of XR in teaching anatomy is well-established for medical students and junior trainees, we reveal that XR technology offers significant benefits for advanced surgeons in preoperative planning through the creation of patient-specific, three-dimensional models derived from high-resolution imaging modalities. These customizable models, which can be manipulated in XR environments, provide critical insights into individual anatomical variations, enhancing the precision of surgical interventions. However, technological limitations persist, such as the lengthy time required to generate simulations and the occasional inaccuracies in patient-specific models. Despite these technological barriers, preliminary studies demonstrate the clinical promise of XR, suggesting its potential to transform neurosurgical training and planning.

In addition to pre-operative education, XR shows great potential in live intra-operative guidance, where experienced surgeons can remotely oversee and instruct trainees. Platforms like Proximie and the Magic Leap-1 have facilitated remote guidance with minimal latency–even over cellular data hotspots–which could prove especially valuable in resource-limited settings. However, we call for further large-scale studies to substantiate these benefits and explore new applications, such as our novel proposal to use XR to allow novice surgeons to virtually observe experienced colleagues.

Finally, VR simulations, like the Mentice VIST and Angio Mentor, have demonstrated efficacy in improving procedural performance and reducing training times. These tools also show promise in enhancing interdisciplinary education. While AR and VR simulation consistently show benefits across many studies and diverse metrics, there remains a need for rigorous evaluation of XR's impact on long-term skill acquisition. Reports on long-term outcomes, implementation in low-resource settings, technological improvements, and cost-effectiveness are still needed, but augmented, mixed, and virtual reality together hold promise for a paradigm shift in endovascular neurosurgery training.
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Background: Craniosynostosis is a type of skull deformity caused by premature ossification of cranial sutures in children. Given its variability and anatomical complexity, three-dimensional visualization is crucial for effective teaching and understanding. We developed a VR database with 3D models to depict these deformities and evaluated its impact on teaching efficiency, motivation, and memorability.



Methods: We included all craniosynostosis cases with preoperative CT imaging treated at our institution from 2012 to 2022. Preoperative CT scans were imported into SpectoVR using a transfer function to visualize bony structures. Measurements, sub-segmentation, and anatomical teaching were performed in a fully immersive 3D VR experience using a headset. Teaching sessions were conducted in group settings where students and medical personnel explored and discussed the 3D models together, guided by a host. Participants’ experiences were evaluated with a questionnaire assessing understanding, memorization, and motivation on a scale from 1 (poor) to 5 (outstanding).



Results: The questionnaire showed high satisfaction scores (mean 4.49 ± 0.25). Participants (n = 17) found the VR models comprehensible and navigable (mean 4.47 ± 0.62), with intuitive operation (mean 4.35 ± 0.79). Understanding pathology (mean 4.29 ± 0.77) and surgical procedures (mean 4.63 ± 0.5) was very satisfactory. The models improved anatomical visualization (mean 4.71 ± 0.47) and teaching effectiveness (mean 4.76 ± 0.56), with participants reporting enhanced comprehension and memorization, leading to an efficient learning process.



Conclusion: Establishing a 3D VR database for teaching craniosynostosis shows advantages in understanding and memorization and increases motivation for the study process, thereby allowing for more efficient learning. Future applications in patient consent and teaching in other medical areas should be explored.
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1 Introduction

Virtual Reality (VR) has emerged as a transformative force in medical education, offering a paradigm shift in the pedagogical approach, particularly within neurosurgery. Integrating VR technology presents an opportunity to broaden the educational landscape within the confines of neurosurgical education, where the demand for an in-depth understanding of intricate anatomical structures and precise surgical techniques is paramount (1, 2). Multiple studies have discussed virtual reality's pivotal role in neurosurgical training, emphasizing its capacity to provide an immersive, experiential learning environment that goes beyond traditional didactic methods (3–5).

Traditional instructional modalities, such as textbooks and cadaveric dissections, fall short of delivering a truly immersive educational experience (6). As an innovative teaching tool, VR offers the potential to transcend these limitations by offering a dynamic, three-dimensional environment wherein students and practitioners can navigate and interact with realistic anatomical structures, facilitating a deeper understanding of the complexities (4, 7). Additionally, the use of VR has been shown to increase the learner's motivation, which has a proven positive effect on learning productivity (8).

The application of VR in neurosurgical education extends beyond visual representation; VR platforms allow learners to engage in group teaching, practice surgical procedures, and maneuver through authentic anatomical structures, all within a simulated and thus risk-free and resource-saving environment (9, 10). This augments their comprehension of neurosurgical intricacies and facilitates repetitive practice, which is crucial for developing a profound three-dimensional anatomical understanding (9, 10). In addition to the educational use, a clinical application of VR across the neurosurgical treatment continuum is being established. Many studies are investigating its use in presurgical planning, resident training, and patient education (11–15).

VR is potentially particularly beneficial for highly variable and anatomically complex diseases, such as pediatric craniosynostosis. Craniosynostosis represents a relatively rare (1 in 2,100–2,500 births) skull deformity due to premature ossification of one or multiple cranial sutures (16, 17). Since craniosynostosis may restrict the growth of the brain and can lead to deformation of the brain tissue due to overgrowth of the sutures and intracranial pressure, it is associated with a higher risk of impaired cognitive development (18). Therefore, early detection and treatment between 2 and 4 months for endoscopic and 6–9 months for open surgery are essential (17, 19).

In complex syndromic cases as well as in the planning of operations using image-based 3D modeling with computer-aided design (CAD) and computer-aided manufacturing (CAM) of implants used to create surgical templates, CT imaging and 3D reconstruction is necessary (20, 21). Therefore, 3D visualization is beneficial to account for craniosynostosis’ anatomical complexity and variability, but there is still little research into the pedagogical benefits of 3D VR models over traditional learning methods (8, 22, 23). The main aim of this study is to analyze the impact of virtual reality (VR) on the education of medical students and personnel by creating a VR database of a relatively rare pathology and examining how it influences the learning experience. Additionally, the study endeavors to contextualize the concept based on current literature.



2 Materials and methods


2.1 Data preparation

This educational development project included all craniosynostosis cases with available preoperative computed tomography (CT) imaging that were surgically treated at the Department of Pediatric Neurosurgery at the Children's Hospital in Basel from 2012 to 2022. Initially, data from 43 potential patients was screened. In 5 cases with imaging done in referring clinics, imaging could not be retrieved through data transfer, and in 1 case, data was damaged and unusable for further processing. Finally, we included 37 patients with multiple types of craniosynostosis and full CT imaging for further VR reconstruction.



2.2 Creation of the VR models and database

Preferably thin sliced CTs were considered for further processing. After collecting the respective Digital Imaging and Communications in Medicine (DICOM) files, datasets were anonymized, encoded, and stored on an external, password-encrypted hard drive.

The VR models were prepared in close collaboration with the Center for Medical Image Analysis & Navigation (CIAN), a research group from the Department of Biomedical Engineering at the University of Basel. In an explorative phase, different types of volumetric models were created within Specto (Specto Medical, https://spectomedical.com) and deployed on a Windows PC (Razer Blade 17 2022, Intel CPU i7-12800H, 16GB DDR5 RAM, NVidia GeForce RTX 3080 Ti GPU, Windows 11).The software uses ray-marching-based direct volume rendering to visualize the datasets without the need for segmentation (24). Transfer functions are used to map the Hounsfield unit (HU) value of each voxel to color and opacity.

For this study, the focus was on rendering the skulls as realistically as possible with little interference from soft tissue. Therefore, a specific transfer function visualizing bones, typically between 300 and 3,000 HU (25), was created and applied to the training datasets.

The DICOM-Data was imported to Specto, and the previously saved transfer function was used as a starting point for all datasets. Afterward, small modifications were applied to account for individual differences. The cleaning process involved removing irrelevant structures with similar values on the Hounsfield unit scale, so the model depicts only skeletal elements of the skull. All the unrelated structures were merged into one mask layer and hidden, providing a more comprehensible and clear visualization.

An HP Reverb G2 headset offering a resolution of 2160p × 2160p per eye and a 90 Hz refresh rate was used for immersive visualization and its accompanying controllers for direct interaction with virtual objects, enabling a more intuitive and engaging user experience.

The models were then examined in VR, and the masks were retouched when necessary to ensure all relevant structures were visible. In the final step, the hidden structures were deleted from the volume to avoid false shadows on the model during the interactions in the 3D VR environment (Figure 1, Supplementary Video 1).


[image: Figure 1]
FIGURE 1
Workflow of the 3D VR model creation.


Lastly, the 3D VR models were stored systematically according to the type of craniosynostosis in the VR database on an external hard drive.



2.3 VR teaching and evaluation

Teaching was performed in a group setting, including a total of 17 participants, whereas 6 participants were simultaneously immersed in a multiplayer view, exploring and discussing the 3D model under the guidance of a host (Figure 2). Initially, the host guided the group through the model, highlighting anatomical particularities, whereupon the participants could move and manipulate the VR model individually without sharing the view. The sessions lasted 30 min, and three models were discussed. None of the participants had experience with VR teaching for medical purposes. The group consisted of resident surgeons (neurosurgeons and pediatric surgeons) and medical students representing a diverse range of medical experience within the group. The baseline characteristics of the participants in the teaching group evaluating the models included gender, age, medical specialty, and medical expertise, which are shown in Table 1.


[image: Figure 2]
FIGURE 2
Participants with VR headset for immersive experience discussing the 3D craniosynostosis models.



TABLE 1 Baseline characteristics of the participants in the teaching group.
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After the teaching session, the experience was evaluated through a specially designed questionnaire handed to the participants (Figure 3). The assessment was performed on a Likert scale with five levels: poor (1), unsatisfactory (2), satisfactory (3), very satisfactory (4) and outstanding (5). The questionnaire considered different aspects critical to the learning process with the aim of determining whether teaching with VR improved them compared to learning using 2D images.


[image: Figure 3]
FIGURE 3
Results of the questionnaire.


Primarily, we were interested in whether the 3D representation facilitates the understanding of the pathology and the foreseen surgical procedure and whether the clinical picture can be better imagined (Questions 5, 6, 11, 13 & 14). Furthermore, we assessed whether it was easier for participants to recognize and close their own gaps in understanding the anatomical nuances of the pathology (Question 12). Regarding the teaching process, we evaluated whether explanations could be followed better, whether visualization was more comprehensible, and whether the most critical points could be better remembered (Questions 7–9). Efficiency was evaluated by assessing subjective learning speed with 3D simulation (Question 10). As there are other areas besides teaching where the use of 3D simulations can be helpful, we wanted to know if participants could imagine that teaching would be more efficient, patient education more understandable, and preoperative planning more precise (Questions 16–18). Finally, the participants’ experience with the VR 3D simulation was explored, and any adverse side effects were assessed (Questions 19–21). As it is a new learning method, we wanted to know how it affects the participants’ motivation to understand the pathology (Question 15).



2.4 Systematic literature review


2.4.1 Selection process

The systematic literature review was conducted by searching the databases PubMed and Embase up until the first of February 2024. Inclusion and exclusion criteria were defined using the population, intervention, comparison, and outcome protocol (PICO) (26). The primary search focus was “Teaching in VR in neurosurgery” while excluding all non-teaching topics such as surgical interventions or planning, review articles, non-full text articles or written in a language other than English. Since teaching craniosynostosis with VR is currently a very limited field, various neurosurgical topics were included, provided that the focus of the study was on evaluating VR education. A search string was built around the concepts “Neurosurgery”, “Education” and “Virtual Reality”. In total, 608 records (PubMed n = 190, Embase n = 418) matching our criteria were identified and included in the screening process. Fourteen were sought for retrieval, with two conference abstracts being excluded. During the eligibility assessment, 3 reports were excluded due to outdated techniques and/or missing education examination, and 9 were included in our systematic literature review. Details of the selection process are presented in the PRISMA flowchart (Supplementary Figure 1) (27).



2.4.2 Summary of the studies’ content

The included studies analyzed the effect of VR on teaching in different areas of neurosurgery. The recent publication of the literature on this subject (2019–2023) reflects how topical and novel it is (Supplementary Table 1).

Five (55%) of the studies compared teaching effectiveness with VR models with traditional non-VR 2D learning materials. In 2019, Morone et al. compared learning with a 3D temporal bone model to 2D resources composed of illustrations from anatomy atlases and an online database, showing a subjective preference for the 3D model. The participants agreed on its higher educational value and potential to improve operative efficiency and safety (5). In 2021, Sugiyama et al. conducted preoperative planning sessions for patients with cerebrovascular disease using VR and evaluated subjective effectiveness compared to conventional imaging modalities with a questionnaire. To objectively assess the improvement in anatomical understanding, preoperative schematic illustrations were evaluated before and after the VR session, and it was found that the understanding of anatomy and the decision-making process improved (28).

Shao et al. in 2020, our group in 2021, and Ros et al. in 2020 conducted objective assessments of the teaching effectiveness of VR by dividing their study population into two groups, a traditional and a VR learning group. Shao et al. focused on skull base anatomy and showed that the results of the VR group exceeded those of the traditional learning modalities (4). Our group compared the time to aneurysm detection in neurosurgical residents and medical students using 3D VR compared to standard image visualization on a radiology monitor. No significant differences in detection time were observed within the resident group, but medical students were faster when using 3D VR (3). Ros et al. took a new educational approach by producing a 3D movie as an immersive tutorial on external ventricular drainage. They then assessed the students’ knowledge using a questionnaire and compared it with the results of the second group who studied a written technical note on the main surgical points. Knowledge retention was found to be significantly better with VR (29).

Instead of comparing VR's effects with 2D learning materials, Bairamian et al. used 3D-printed models. By investigating VR's educational potential and associated learning curve using aneurysm detection, they showed that it is easier to find small aneurysms, particularly with VR, than with 3D-printed models and that VR models’ subjectively perceived learning potential predominates (7).

Carlstrom et al. in 2022, Gonzalez-Romo et al. in 2023, and Atli et al. in 2021 did not directly compare the learning effect of VR with other educational modalities but developed immersive learning programs. Carlstrom et al. developed an online VR learning tool for the selection of craniotomy focusing on skull base tumor cases. For each VR model, a questionnaire was created with a selection of approaches for the trainee to choose from (10). Gonzalez-Romo et al. created an interactive virtual platform that simulates a neurosurgical anatomical dissection laboratory with VR models from high-resolution cadaver dissection photos. It enables real-time collaboration, creating a virtual meeting space. The system has been validated by neurosurgeons, who all agreed that virtual cadaver courses benefit learning 3D anatomy (30). Atli et al. evaluated the impact of a one-year course for medical students in which neurosurgical procedures, pathologies and neuroanatomy were taught using an interactive and immersive VR system. The levels of subjective competence were found to have increased for all the qualities assessed, and all the students felt that VR illustrated anatomical and surgical understanding was better and more memorable (31).





3 Results


3.1 Study population

In our teaching evaluation, a total of 17 participants were included. The participants were registered at the 6th Pediatric Neurosurgery Symposium in Basel 2023. There were no specific inclusion criteria, as the VR teaching was a part of the Hands-On session, and all registered participants were included. The group consisted of 4 (23.53%) medical students and 13 resident surgeons, of which 12 (70.59%) were neurosurgeons and 1 (5.88%) was a pediatric surgeon. The range of professional experience extends from 0 to 20 years with a mean of 3.59 ± 4.97 years. The mean age was 28.41 ± 6.83 years. Regarding the gender distribution, slightly more men were represented with 58.82% (n = 10) (Table 1).



3.2 Results of the questionnaire

The questionnaire results showed very satisfactory scores (mean 4.49 ± 0.25) across all evaluated qualities. The presentation of the VR models was easily comprehensible, the participants could quickly navigate the model (mean 4.47 ± 0.62), and the operation of the VR system was intuitive after a short time (mean 4.35 ± 0.79). The 17 participants attested to an enhanced understanding of pathology (mean 4.29 ± 0.77) as well as surgical procedure (mean 4.63 ± 0.5) with the 3D VR models. In addition to increased comprehension, the ability to imagine anatomy was better (mean 4.71 ± 0.47), and it was easy for the participants to recognize and close their own understanding gaps (mean 3.88 ± 0.99). Regarding the teaching process, the visualization of the pathology was comprehensible (mean 4.53 ± 0.62), and the explanations could be easily followed using 3D VR models (mean 4.59 ± 0.62). Since the participants reported that memorizing the most important points of the teaching was easily achievable (mean 4.24 ± 0.83) and comprehension was fast (mean 4.35 ± 0.7), the efficiency of the learning process increased.

Most of the participants could imagine that teaching is more efficient (mean 4.76 ± 0.56) with 3D VR models and agreed that patient education could be more understandable (mean 4.65 ± 0.7) and preoperative planning more precise (mean 4.76 ± 0.44). Motivation to learn about the pathology, another important factor in the learning process, was also perceived as improved by most of the participants (mean 4.29 ± 0.85).

The participants agreed strongly that the possibility of contemplating structures in the VR model from all perspectives, from all directions, from outside the model as well as from inside (mean 4.82 ± 0.39) and moving the model independently in the virtual space (mean 4.53 ± 0.72) helped to understand the individual anatomy. In 23.5% (4) a temporary feeling of dizziness occurred to some extent, but none of them had to exit the simulation earlier (Figure 3).

To examine whether the participants’ ratings varied by experience, we performed an ANOVA based on their years of experience. Analysis did not reveal significant differences in most of the ratings, indicating consistent satisfaction regardless of the level of experience. However, the question on preoperative planning precision showed significant variation (p = 0.018), suggesting that more experienced participants rated this aspect higher.




4 Discussion

Our study analyzed how 3D VR models of craniosynostosis could improve the subjective learning experience for neurosurgical education of medical personnel compared to conventional anatomical teaching. In all the qualities evaluated, our defined threshold of 3 (satisfactory) out of 5 for successful results was exceeded, verifying that the entire teaching process, consisting of understanding, efficiency, and motivation, was subjectively improved while using VR as a teaching method. The possibility of contemplating structures from all perspectives helped to follow explanations more easily and form a deeper understanding of the complex anatomy. Furthermore, participants stated that VR could be a great asset in patient education and preoperative planning. 23.5% (4 participants) reported temporary VR-related dizziness, but not to the extent that they had to leave the simulation.

In neurosurgery, it remains important to introduce new techniques that improve the understanding of complex and rare anatomical conditions. We chose the pathology of craniosynostosis for our models because it is a highly variable and rare entity, which makes 3D visualization essential. Little standardized anatomical teaching material is available for these rare pathologies (4). However, it should also be mentioned that depending on the type of craniosynostosis, a preoperative CT scan is not always necessary in today's clinical practice. Since we could only include patients with available preoperative CT scans, the frequency of different types of craniosynostosis in our study does not represent the frequency in the population. Our study population consists of 5.41% (n = 2) sagittal, 51.35% (n = 19) metopic, 40.54% (n = 15) coronary synostosis, and 2.70% (n = 1) pansynostosis, of which five were syndromic cases, representing anatomically complex variants. Compared to other cases, sagittal synostosis is the most common form in the general population, with around 60%. This is followed by coronal synostosis with around 25%, metopic synostosis with 15%, and lambdoid synostosis with 2% (32, 33), indicating that planning surgery for sagittal craniosynostosis in particular can be performed without CT imaging and thus without radiation exposure.

Traditional teaching methods in medicine usually consist of instructional modalities such as textbooks, illustrations, lectures, anatomical models, and cadaver dissection. Often, they cannot provide a truly immersive educational experience with a simple illustration of anatomical relationships, particularly in the complex field of neuroanatomy (4). In routine clinical practice, a patient's individual anatomy is usually visualized using 2D imaging such as CT or magnetic resonance imaging (MRI). Although the images are high quality with current technology, it can be difficult to understand the complex 3D craniocerebral anatomy with 2D images (34). The dissection of cadavers represents the gold standard in three-dimensional anatomical relationships and, therefore, serves to deepen the students’ understanding and train their practical skills, but its practical implementation is limited (31, 35, 36). In craniosynostosis, most patients reach adulthood, which is why there are no cadavers on which the pathology could be studied. Even if there were, autopsy could not be repeated or standardized and it would be difficult to transfer this approach to clinical cases. In addition, there would be qualitative shortcomings because the tissue of cadavers differs considerably from that of living tissue and can be distorted by the preservation process. Work on cadavers is known to be very time-consuming and associated with high costs (31, 35, 36). Some of these problems can be avoided by using 3D-printed models. Today, it is possible to produce individual and realistic models with high fidelity, but also with the limitation of considerable costs (37).

The main advantage of VR models is the accurate and immersive experience they provide, for any patient-specific anatomy. The user can manipulate the model in a virtual space, including zooming in and out, contemplating it from every angle, and even diving into the model and studying the anatomy inside to understand the three-dimensional relationships. Further information beyond the objective anatomy, such as functional imaging (i.e., fiber tracts, fMRI), can be visualized. As it depicts individual anatomy like CT and MRI scans but is more intuitive to grasp, it can simplify and speed up understanding in routine clinical practice and is, therefore, more efficient (29). Three-dimensional anatomical relationships can be studied by cadaver dissections. Still, VR offers the additional benefit of depicting the anatomy in layers (i.e., removing soft tissue selectively) and can be standardized and used repeatedly. The technical challenges associated with VR encompass hardware limitations, software integration, and compatibility, all of which directly impact the realism of the simulation. To ensure a smooth VR experience, it is crucial to employ high-end VR systems with high-resolution displays, precise tracking, and ergonomic controllers to minimize user discomfort and deliver immersive experiences. Routine maintenance and timely updates of these systems are necessary to ensure their reliability and keep them up to date. Investing in quality hardware as an initial investment and ensuring continuous development and seamless software integration is necessary to overcome these technical challenges. The latter represents the running costs after the initial outlay for the system. Reducing technical friction allows for an immersive experience closely intertwined with the learning curve. As users become more proficient with the technology, reducing frustration and increasing confidence, they are more likely to overcome the learning curve, making the transition to VR-based training smoother and more effective.

When comparing the costs and benefits of VR training, the initial costs for hardware, software, and development are complemented by the maintenance and upgrade costs over time. The initial integration of the technology and teacher training must also be considered. For example, a single human cadaveric head can vary from approximately $600 to $1,400 (38), while Mladina et al. describe a cost of $1,520 for a single resident to train (39). In addition, substantial expenses for maintaining an experimental laboratory in vivo must be considered (40, 41). Further benefits such as the possibility of repetitive practice and teaching, scalability, and the option for remote training underscore the efficacy in terms of cost-benefit.

The playful character of discussing cases in simulation and interacting with models improves the student's motivation, increases productivity and knowledge retention, and thus improves the quality of teaching for both students and teachers (8). Clinical cases can be quickly rendered and presented with comprehensive preoperative, intraoperative, and postoperative information, encouraging group discussions and critical thinking. This active engagement through exploration and feedback fosters independent learning (42). This active engagement through exploration and feedback fosters independent learning. Additionally, VR models promote teamwork and reasoning, with applications that extend to joint surgical strategy discussions and more transparent patient explanations (8).

Furthermore, since the models are digitalized, simultaneous collaborations could take place regardless of location, an advantage over physical teaching (i.e., 3D print models). VR models can be shared with other locations or countries, for example, via a cloud-based solution so that access to training is guaranteed and can be standardized through collaboration. Gonzalez-Romo et al. have proven this is technically possible with their cloud-based virtual platform. The simulated neurosurgical anatomical dissection laboratory allows for the individualization of the virtual space by storing the VR models in cloud storage. It enables real-time collaboration while working with them. Although the study was conducted remotely, participants received immediate feedback from experts during the learning sessions, giving this digital experience the essential social component of location-independent education (30). Shattuck et al. developed a similar platform for visualizing neuroimaging data in VR. Here, too, several users can work simultaneously in the same virtual space and discuss and interact with the models, opening up new possibilities for training and collaboration (43). Our program SpectoVR has been validated in such a scenario by Maloca et al. with three people in different locations across Europe meeting in the same VR space (44). The decentralization of education will facilitate international cooperation and simplify access to education in the future. VR platforms can play a key role, so further research is needed.


4.1 Study limitations

This study has several limitations that need to be mentioned. The questionnaire results are subjective data, and no objective assessment of knowledge retention was performed, nor was a direct comparison with other learning techniques such as 3D models or 2D images. Additionally, due to the novelty of the topic, we used a custom, non-validated questionnaire, as there are no standardized or validated questionnaires for this topic in the literature. Due to the small number, diverse backgrounds, and varying knowledge of participants, the results may not be representative of the entire population. Furthermore, since participants were enrolled with their own motivation and interest, there is a selection bias that could also have improved subjective results. Not only the number of participants was limited, but also the number of patients for certain types of synostosis, in particular sagittal synostosis. Future studies should include larger samples and divide them into randomized groups to investigate a direct comparison of objective learning outcomes between 3D VR and 2D instructional modalities.




5 Conclusion

Establishing a 3D VR database for VR-based anatomy teaching in craniosynostosis can improve and speed up the understanding and memorization process, increase motivation for the study process, and allow more efficient learning. It is cost-efficient and does not require significant additional resources or time.
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Background: Surgical approaches that access the posterior temporal bone require careful drilling motions to achieve adequate exposure while avoiding injury to critical structures.



Objective: We assessed a deep learning hand motion detector to potentially refine hand motion and precision during power drill use in a cadaveric mastoidectomy procedure.



Methods: A deep-learning hand motion detector tracked the movement of a surgeon's hands during three cadaveric mastoidectomy procedures. The model provided horizontal and vertical coordinates of 21 landmarks on both hands, which were used to create vertical and horizontal plane tracking plots. Preliminary surgical performance metrics were calculated from the motion detections.



Results: 1,948,837 landmark detections were collected, with an overall 85.9% performance. There was similar detection of the dominant hand (48.2%) compared to the non-dominant hand (51.7%). A loss of tracking occurred due to the increased brightness caused by the microscope light at the center of the field and by movements of the hand outside the field of view of the camera. The mean (SD) time spent (seconds) during instrument changes was 21.5 (12.4) and 4.4 (5.7) during adjustments of the microscope.



Conclusion: A deep-learning hand motion detector can measure surgical motion without physical sensors attached to the hands during mastoidectomy simulations on cadavers. While preliminary metrics were developed to assess hand motion during mastoidectomy, further studies are needed to expand and validate these metrics for potential use in guiding and evaluating surgical training.
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1 Introduction

Manual dexterity, strong neuroanatomical knowledge, and proficient use of instruments and the surgical microscope are fundamental to successful neurosurgical procedures in the operating room. Mastoidectomy stands out as a demanding microsurgical procedure requiring synchronized and controlled high-speed drilling to achieve sequential exposure of delicate anatomical structures during temporal bone dissection (1, 2).

During bone removal, critical neurovascular structures, such as the facial nerve, sigmoid sinus, and inner ear structures, must be protected. This procedure is done with millimetric precision, especially as the depth increases (3). For trainees, practicing surgical techniques with cadaveric simulation helps them acquire, develop, and refine their surgical skills and confidence with the drill, microscope, and microsurgical instruments (3–5).

Computer-based assessments, including haptic-feedback devices and virtual reality simulators, have been developed to quantitatively evaluate surgical performance in mastoidectomy training (6–9). The surgical instruments of users during mastoidectomy have also been tracked using video analysis and computer vision (10, 11). However, technology based on deep learning has yet to be used to track hand motion during mastoidectomy simulation.

In this technical note, we used a convolutional neural network trained to detect hand motion during three cadaveric mastoidectomy procedures. We aim to evaluate this technology as a potential future surgical performance assessment tool in a cadaver laboratory setting during mastoidectomies.



2 Methods

Mastoidectomies were performed using three cadaveric head specimens fixed using a Mayfield holder device with the head in the lateral position. A Zeiss Kinevo surgical microscope (Carl Zeiss AG, Jena, Germany) was used for visualization, and standard microsurgical instrumentation, including a high-speed drill, was used for the dissection. Gloves and a surgical gown were worn to simulate operating room conditions (Figure 1).


[image: Figure 1]
FIGURE 1
The setup for hand tracking during mastoidectomy is shown. The instrument table is positioned to the user's right, the microscope to the left, and the camera 1.5 m in front of the surgeon. Real-time tracking is displayed on the screen to the user's right. Used with permission from Barrow Neurological Institute, Phoenix, Arizona.



2.1 Surgical technique

Burrs of different sizes were used during various stages of the mastoidectomy procedure [4 or 3 millimeter (mm) cutting burrs and 2 mm diamond burrs] (12) under continuous saline irrigation. External landmarks were identified, including the spine of Henle, mastoid tip, temporal line, and Macewen's triangle. Using a 4 mm cutting burr, a kidney-shaped cavity was drilled, removing the cancellous bone of the mastoid air cells. The sigmoid sinus, sinodural angle, and middle fossa plate were exposed. The mastoid antrum was entered, and the incus was identified. Under continuous irrigation, the remaining air cells were removed, exposing the fallopian canal, semicircular canals, presigmoid dura, and endolymphatic duct. At the infralabyrinthine space, the jugular bulb was exposed.



2.2 Hand motion detection

Mastoidectomy simulations were captured by a camera (Sony A6000 camera, Sony Corp., Tokyo, Japan) mounted on a tripod positioned 1.5 m in front of the surgeon. The video output was processed by a deep learning hand motion detector to determine 21 hand landmarks corresponding to digit joints and wrists of both hands. This technology is built upon an open-source convolutional neural network (13, 14) (MediaPipe, https://ai.google.dev/edge/mediapipe/solutions/vision/hand_landmarker).

The video input was arranged in a picture-in-picture format to simultaneously capture vertical and horizontal surgical hand motion and the microsurgical operative view. A blue-line 3 × 3 grid with nine cells was designed for calibration: the hands were positioned in the center cell (cell 5), the instrument table in the middle left cell (cell 4), and the microscope handles in the top three cells (cells 1, 2, and 3). The microsurgical video feed was placed in the bottom right cell (cell 9). A timestamp was included in the video recording to facilitate correlation analysis with the tracking data. Detection of landmark 12, corresponding to the tip of the third digit of each hand, was used to calculate the time spent in each cell for both hands.

The deep learning motion detection model produced a time series of landmarks corresponding to both hands' horizontal and vertical coordinates. This data was later used to create tracking plots using the matplotlib library (https://matplotlib.org/) and perform statistical analysis using the pandas library (https://pandas.pydata.org/), both of which are Python libraries (Python 3.11, Python Software Foundation, https://www.python.org/). Continuous variables were reported as mean (SD).




3 Results


3.1 Descriptive analysis

1,948,837 landmarks were detected during 30 min of recordings (10 min per procedure), translating to an overall detection performance of 85.9%. 939,540 (48.2%) landmark detections corresponded to the right hand (dominant). 1,007,916 (51.7%) detections corresponded to the left hand (non-dominant), and 1,381 (0.1%) were null detections (Table 1).


TABLE 1 Hand motion detection performance during cadaveric mastoidectomy procedures.

[image: Table 1]

Hand motion detection was possible throughout every part of the surgical procedure, including skin incision, drilling (Figure 2), dissection of anatomical structures, adjusting zoom/focus using the microscope handle controls, and changing instruments. The bone dust produced during the drilling did not alter hand detection. Loss of tracking occurred because of the increased microscope light at the center of the surgical field (Figure 3).


[image: Figure 2]
FIGURE 2
Deep learning hand motion detection during cadaveric mastoidectomy. A 3 × 3 grid was created with nine cells delimited by horizontal and vertical blue gridlines. Used with permission from Barrow Neurological Institute, Phoenix, Arizona.



[image: Figure 3]
FIGURE 3
Loss of tracking of the non-dominant hand (red square) due to the increased brightness at the center of the image. Used with permission from Barrow Neurological Institute, Phoenix, Arizona.




3.2 Validation of tracking detection

Horizontal motion data of both hands during the first mastoidectomy were analyzed and graphed, revealing significant spikes in the dominant hand channel indicating instrument changes, specifically when changing drill bits between drilling (Figure 4). Cutting burrs were used for drilling cancellous bone of mastoid air cells, while diamond burrs were employed in later stages to drill compact bone overlying critical structures such as the facial nerve, sigmoid sinus, or dura. Several burr head changes were necessary during the procedure.


[image: Figure 4]
FIGURE 4
Horizontal motion detection during cadaveric mastoidectomy. Top row: Horizontal tracking plot for both hands. Bottom row: Large amplitude spikes correspond to changes in instruments, as shown in the video frames for each detection spike (A–D). Used with permission from Barrow Neurological Institute, Phoenix, Arizona.


Vertical motion data of the dominant hand were also analyzed and graphed, showing large spikes corresponding to movements to reach the microscope handle. This vertical motion was associated with necessary adjustments to the microscope. As the mastoidectomy progressed and deeper structures were reached, adjustments to the microscope's zoom, focus, and positioning were required to maintain optimal visualization. The plot indicated a total of four such adjustments (Figure 5).


[image: Figure 5]
FIGURE 5
Vertical motion detection of the dominant hand during cadaveric mastoidectomy. Top row: Video frames corresponding to vertical detections observed in the tracking plot. These detections are produced by adjusting the microscope using the handle controls. Bottom row: Vertical tracking plot of hand motion during procedure. Large amplitude spikes are shown that reach out to 0 pixels (top of the image). Each detection spike (A–D) is correlated with the specific video frame on the top. Used with permission from Barrow Neurological Institute, Phoenix, Arizona.




3.3 Analysis of tracking data

The hands were tracked to calculate the time spent in each cell for both hands during the procedures. The procedure was performed three times, and the mean (SD) time (seconds) spent within each cell across these procedures was recorded. The hands spent most of the time in cell 5 (centered in the surgical field), with a mean duration of 987.1 (62.7). Movement of the hand to change instruments was primarily detected in cell 4, where the instrument table was located, with a mean duration of 21.5 (15.3). Adjustments to the microscope's position or zoom/focus were detected in cells 1, 2, and 3, near the microscope location, with mean durations of 9.7 (8.6) and 3.1 (2.6), respectively. Additional activity was noted in cell 7, where the trash bin was located, with a mean duration of 5.5 (9.1). Cells 3, 6, 8, and 9 showed minimal movement, with mean durations of 0.6 (1.0), 0.5 (0.5), 1.4 (2.1), and 1.7 (2.9), respectively. The relative time both hands spent in each cell was shown in a heat map (Figure 6).


[image: Figure 6]
FIGURE 6
Heatmap showing where hands were positioned in the 3 × 3 grid during the mastoidectomy and the average amount of time (seconds) spent in each cell over three procedures. Used with permission from Barrow Neurological Institute, Phoenix, Arizona.





4 Discussion

Mastoidectomy requires recognition of specific anatomical landmarks exposed sequentially during the continuous removal of cancellous and compact bone using a high-speed drill. Protecting the facial nerve and the sigmoid sinus during bone removal is critical, making this procedure a challenging educational task for improving microsurgical drilling skills.

Unlike virtual reality simulators and 3D-printed models, nonpreserved cadaveric bone has anatomy and texture that closely mimic those of actual patients. For learning the mastoidectomy approach, practice on cadaveric tissue offers trainees a realistic simulation to build confidence and precision with the drill, allowing them to skeletonize structures accurately. However, a productive laboratory session requires expert supervision to identify and correct errors (9). In situations where expert feedback is not available, introducing a quantitative method to assess technical skills offers a useful alternative for interpreting performance during mastoidectomy.

Deep learning convolutional neural networks, specialized in visual detection, are appealing for assessing surgical performance as they do not require physical sensors on the surgeon's hands. By detecting hand landmarks corresponding to digit joints and the wrists of both hands, this method also has the advantage of generating large amounts of data for calculating performance metrics. This technology has been used in quantitative assessments during microanastomosis simulations and neuronavigation configuration for burr-hole placement and anatomical landmark selection, recording pre-operative and intra-operative data (15, 16).

As a proof-of-concept study, we used a deep learning model to detect hand motions during mastoidectomy procedures. The deep learning model measured an average of 1,082 landmark detections per second, providing a significant quantity of data that could be used in the calculation of refined surgical performance metrics. The deep learning model had a detection accuracy of 85.9% when applied to hands wearing surgical gloves.

As a preliminary performance metric, we measured the time hands spent in each cell and the duration not actively engaged in the procedure, such as during instrument changes and microscope adjustments. Time spent in each cell may allow assessment of various aspects of procedures, such as evaluating the efficiency of instrument movements and changes, microscope adjustments, and overall workflow. This data can be used to optimize surgical techniques, reduce unnecessary movements, and improve the ergonomics of the surgical environment. The hand tracking system was used with gloves and darker lighting conditions simulating an operating room environment, providing preliminary evidence that this technology could be used to track hand positions during actual surgical procedures in the operating room.

Despite limitations such as tracking loss caused by microscope light and the model being trained for ungloved hands, we successfully captured and analyzed the tracking data. However, drilling involves a broader range of movements, from gross to micro, which introduces additional challenges. Future studies should examine if hand movements correlate with movements of the surgical instrument. To validate this method, it is necessary to compare groups where both the movement of the surgical instrument and the hand (as a surrogate for the instrument's movement) are evaluated. Additionally, we plan to analyze movement variability among different skill levels, including experts and trainees.

Many aspects of automatic detection of surgical hand and instrument movements will need to be explored and validated before such data can be translated and relied upon to guide or inform the actual human clinical or surgical scenario. We are exploring the use of multiple cameras to improve hand tracking by capturing positions from various angles. We are working with cadaveric models to replicate actual clinical operative maneuvers, with the aim of translating these findings into clinical studies. However, integrating multiple imaging nodes with ML-based data acquisition will require managing vast data sets. A multi-camera setup in the operating room, for example, could become overly complex. While more data may offer more significant insights, the goal should be to determine the minimal technology setup that provides practical, efficient, and meaningful insights for improving or monitoring surgical techniques, movement prediction, and outcomes. Implementing machine learning could provide more sophisticated methods to analyze a large volume of tracking data. Certainly, in this regard, the collaboration of bioengineers and data scientists with neurosurgeons is requisite.



5 Conclusions

Hand motion detection using a deep learning hand detector without physical sensors on the hands during cadaveric microsurgical mastoidectomy dissections is a feasible method to gather data on hand landmark position, assess surgical performance, and provide feedback to neurosurgical trainees. This method can be used to perform quantitative motion analysis of different surgical techniques. However, further studies are needed to develop more advanced metrics and evaluate the instructional value of this system in microsurgical training. With further development, this technology holds significant potential for enhancing the assessment and training of neurosurgical skills.
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Objective: The objective of this study was to develop and evaluate a low-cost 3D-printed simulator to improve the ability of neurosurgical residents to handle and coordinate endoscopes in performing technically demanding procedures such as neuroendoscopic removal of ventricular tumors or endoscopic third ventriculostomy (ETV).



Methods: The simulator was developed, printed in-house, and evaluated in a trial involving neurosurgery residents who performed ETV and intraventricular tumor resection tasks using it. Participants completed a questionnaire that assessed various aspects of the simulator's effectiveness, including anatomical visualization, procedural understanding, competency enhancement, and subjective impressions.



Results: A total of 12 participants were included in the evaluation. The majority (n = 7, 53.85%) were male, with a mean age of 29.8 ± 3.27 years and 4 ± 2 years of neurosurgical experience. All participants agreed or strongly agreed (4.5 ± 0.50) that the 3D printed simulator helped develop systematic intraventricular visualization and understanding of surgical steps (4.42 ± 0.64). The handling of the endoscope was rated as realistic (4.5 ± 0.50), while the haptic qualities of the tumor were rated lower (3.83 ± 0.80; 3.92 ± 0.64). Training increased competence (4.25 ± 0.45) and coordination skills (4.5 ± 0.50), with 75% (n = 9) feeling more confident with neuroendoscopic instruments and 91.7% (n = 11) in future procedures.



Conclusion: The developed 3D-printed simulator offers an accessible and practical training resource for neurosurgical residents, addressing the limitations of traditional training methods. The simulator appears to improve procedural skills and the competence of future neurosurgeons, potentially improving patient safety and outcomes in neurosurgical practice.
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1 Introduction

Manual training to refine technical skills remains critical to training and education in all surgical specialties (1). Performing technically demanding procedures at a high level of safety is a crucial element of neurosurgical operations. Since the caseload in a subspecialized surgical discipline may be relatively low depending on the catchment area of the medical institution, providing a safe and effective training opportunity for neurosurgical residents is a focal point of state-of-the-art teaching hospitals.

The demand for the acquisition of advanced surgical skills is well established in neurosurgical training, necessitating extensive hands-on training and experience to overcome a steep learning curve (2–6) However, contemporary challenges have reduced operative exposure during residency, including resident work hours restrictions and increased efficiency of operation time (7–11). Consequently, there is excellent potential for simulation-based medical education (1, 2, 5, 12, 13).

This trend toward simulation training is pronounced in technically challenging neurosurgical procedures such as neuroendoscopic surgery, which involves intricate instrument manipulation, a potentially disorienting endoscopic environment, and poses distinct challenges due to the scarcity of practice cases (4–6). Additionally, mastering this method requires proficiency in ambidextrous manipulation, increased eye-hand coordination, and acclimatization to conceptualization in multiple dimensions (9). As traditional training models, such as cadavers and animal samples, face limitations in availability and ethical concerns, simulation-based tools, such as simulators and virtual reality (VR) systems, have emerged to address these challenges and improve the acquisition of specific clinical skills (7, 14–18).

Recent developments include advanced VR systems and 3D-printed anatomical models (12, 17, 18, 19). These simulation tools offer advantages such as a safe training environment, portability, reusability, and cost-effectiveness. However, they may need to fully replicate anatomical dissection's intricacies or complex procedures. In response to the need for effective neuroendoscopic training, we present a low-cost 3D-printed simulator developed and manufactured in-house. This simulator allows multiple intraventricular procedures such as neuroendoscopic removal of intraventricular tumors or endoscopic third ventriculostomy (ETV) and aims to improve endoscope handling skills and coordination.

This work aims to describe, compare, and validate our 3D-printed model and its benefits for educating young neurosurgeons. A systematic review was conducted to compare it with the current literature.



2 Methods


2.1 Developing the 3D model

Magnetic resonance imaging (MRI) (Philips Ingenia Elition X, Koninklijke Philips N.V., Amsterdam, the Netherlands) and computed tomography (CT) scans (Siemens SOMATOM, Siemens Healthcare GmbH, Erlangen, Germany) were combined to obtain the necessary data sets to design the neuroendoscopic training simulator. These datasets, sourced from the internal Picture Archiving and Communication System (PACS) database, were anonymized before being imported into medical image analysis software (Materialise Mimics v25.0, Materialise, Leuven, Belgium) using the Digital Imaging and Communications in Medicine (DICOM) format and then modified to the specific needs of simulation training. Therefore, no ethical consent was required for this study.

Radio-density-based segmentation used predetermined Hounsfield unit (HU) thresholds to delineate bone (226; 3,071) and soft tissues (−700; 225) to reconstruct the patient's skull and ventricles, respectively. Subsequently, both voxel-based models were transformed into 3D mesh representations and exported as Standard Tessellation Language (STL) files, serving as the foundation for simulator development.

To ensure the cost-effectiveness and flexibility of the training model, an emphasis was placed on making its components reusable and adaptable. Therefore, a modular approach was selected for the simulator design in computer-aided design (CAD) software (Geomagic Freeform Plus v2022.0.34, Oqton Inc., San Francisco, California, USA). The skull model was divided into three parts (top, middle, bottom), interconnected with protrusions and recesses for easy assembly postproduction. Furthermore, the shape of the ventricle model was modified to mimic the distended proportions seen in patients with hydrocephalus, facilitating realistic training scenarios.

One variant of the ventricle had openings in both the lateral ventricles and the third ventricle floor. These facilitated the insertion of a flexible membrane, allowing simulation of endoscopic fenestration during ETV and septostomy. The second version of the model, tailored for training in intraventricular tumor aspiration, omitted these openings so they could be filled with water for optimal tumor resection. Instead, it maintained open lateral ventricles for membrane placement, as in the first iteration. Furthermore, the patient's basilar artery was reconstructed to provide an additional anatomical reference point for surgical training.

Two distinct additive manufacturing (AM) techniques were utilized for the in-house printing of models representing both hard and soft tissues. The upper and lower parts of the skull, together with the basilar artery, were printed using polylactic acid (PLA) filament (Bambu Lab PLA Matte, Bambulab, Shenzhen Tuozhu Technology Co., Ltd., Shenzhen, China) using a fused filament fabrication 3D printer (Bambu Lab X1-Carbon, Bambulab GmbH, Shenzhen, China). A proprietary slicing software (Bambu Studio v1.8.2, Bambulab GmbH, Shenzhen, China) was used to generate the necessary gcode files (Figures 1–3).


[image: Figure 1]
FIGURE 1
Lateral view of the 3D-printed model fully assembled.
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FIGURE 2
Lateral view of the 3D-printet model without the upper skull part.



[image: Figure 3]
FIGURE 3
Lateral view of the ventricle model assembled in the lower part of the skull.


The ventricles were manufactured using a Stereolithography 3D printer (SLA) (Formlabs 3B, Formlabs Inc, Sommerville, Massachusetts, USA) and respective slicing software (Preform v.2.4.0-2216, Formlabs Inc, Sommerville, Massachusetts, USA). A soft and translucent elastomeric material (Elastic 50A resin V2, Formlabs Inc, Sommerville, MA, USA) was used to replicate the flexible nature of the tissue and enhance haptic perception during surgical training. Furthermore, the middle part of the skull model was manufactured in a rigid transparent material (Clear resin v4, Formlabs Inc, Sommerville, Massachusetts, USA) to optimize external visualization of the position of the endoscope tip positioning externally (Figures 4, 5). A gelatine layer could be placed on top of the ventricle, simulating the brain parenchyma when accessing the ventricle with the endoscope. Before assembly, all SLA 3D-printed parts were post-processed according to the manufacturer's guidelines (Supplementary Video S1).


[image: Figure 4]
FIGURE 4
Frontal overview of the ventricle model.
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FIGURE 5
Occipital overview of the ventricle model and the basilary artery.




2.2 Cost analysis and production time of the 3D-printed model

The skull model was 3D-printed with PLA filament and Clear resin with a fill density of 15%, which took approximately 24 h to print. Printing of the skull model consumed 795 g PLA and 250 ml of clear resin, corresponding to $77. By printing the middle part of the skull with PLA instead of Clear resin, the price can be reduced by $45. Elastasis 50A resin was used to print the ventricles, which took 22 h. It takes the same time to print 1 or 2 ventricles, as the number of layers stays the same when placing two models in the same printing bed. 120 ml of elastasis was consumed, corresponding to $35. In conclusion, the whole model costs either $67 or $112 depending on the materials used for the middle part of the skull model and can be printed in 24 h. However, these cost calculations only include raw material consumption, excluding the 3D printer, license fees, energy consumption, and costs of working time.



2.3 Study participants and evaluation

The study group that evaluated the 3D printed simulator consisted of neurosurgery residents from different departments in Switzerland with mixed levels of training. The trial was carried out during a neuroendoscopy course at the Institute of Anatomy of the University of Basel, Basel, Switzerland. Each participant performed an ETV and intraventricular tumor resection with the Söring Endoscopic Neurosurgical Pen (ENP, Söring GmbH, Quickborn, Germany) under the instruction and supervision of a senior board-certified neurosurgeon.

Each participant followed the same surgical steps in the same case and model. Subsequently, a questionnaire was completed that contained demographic questions, questions about handling and executing the two tasks, and questions about anatomical orientation and subjective impressions of the model. The handling and teaching effectiveness of the 3D model were qualitatively assessed (Figure 6). Participants were asked to rate their level of agreement with each of the 12 questions using a 5-point Likert scale, with the following scores: 1, strongly disagree; 2, disagree; 3, neither agree nor disagree; 4, agree; and 5, strongly agree. It should be noted that a rating of 1 signified poor applicability, while a rating of 5 indicated excellent applicability of the model.
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FIGURE 6
Results of the resident survey of the 3D printed neuro endoscopy model (n = 12).




2.4 Literature review

The systematic review of the literature was conducted according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines (20). PubMed and Embase databases were searched for relevant publications from 2010 to January 2024. For the database search, a search string around the following concepts was created: “neurosurgical procedures”, “neuroendoscope,” “ventriculostomy,” “simulation training”, “anatomic models,” and “three-dimensional printing”. All studies reporting neuroendoscopic intraventricular procedures performed on a 3D-printed model and in full-text English language were included. systematic reviews, case reports, and studies reporting intraventricular procedures that were not performed endoscopically and did not involve a 3D-printed model were excluded.

The study identification and selection process was carried out using cloud-based software (Rayyan—a web and mobile app for systematic reviews. Systematic Reviews 2016) and is summarized in the PRISMA flowchart (Supplementary Figure S1). Of the 388 identified publications, 89 were duplicates and 281 were excluded. Eighteen reports were sought for retrieval, 14 did not report the use of endoscopes or intraventricular application, and one was not a full-text article. Ultimately, three articles met our inclusion criteria.

In the systematic review, the included publications’ cohorts (10–20 participants) were primarily neurosurgical residents with varying experience levels. Each resident tested the model and completed a questionnaire for evaluation. Descriptive statistics were used to rate the model's appearance and the reproducibility of the procedure.

When looking at production design, time, and costs, the three different models were all designed through Digital Imaging and Communications in Medicine (DICOM) images, which had been converted and coded for 3D printing. Regarding production costs, Garling et al. proposed in 2018 a silicone-based ETV simulator and mimetic endoscope for $123, which can be produced in 48 h using free open-source software (9). In 2020, our group (Licci et al.) proposed a synthetic neuroendoscopic ultrasonic tumor removal simulator that can be printed in 4–7 h for $94 using open-source software. There is no information about the production time and cost of the simulator proposed by Weinstock et al. in 2017. The simulator has interchangeable plug-and-play components. They describe the cost as a study limitation and investigate the possibility of iterations with lower external fidelity to reduce production costs (8).

Both Licci et al. and Weinstock et al. focus on residents’ ratings and opinions to demonstrate the effectiveness of their models as innovative training and teaching tools for neuroendoscopic procedures. In contrast, Garling et al. focused on the model itself and described its production precisely and in detail, as well as the production of a mimetic endoscope. The survey in the study by Licci et al. also addresses the personal learning experience of the individual participants. 70% (n = 7) of the participants strongly agreed that this model improves proficiency when training individuals to remove ventricular tumors using endoscopic techniques (7).

In the study by Garling et al., the questionnaire contains mainly questions about the technical feasibility of the simulator and little about its teaching potential. However, 87% (n = 13) of the participants strongly agreed that the simulator was helpful in resident training (7–9). All surveyed agreed (mean Likert score 4.88) that the model effectively simulated the surgical procedure (8).



2.5 Statistical analysis

Descriptive statistics were conducted to summarize the ratings’ results. All results are given as mean scores with standard deviation and percentage. Statistical analysis was performed within the R database [R Core Team (2022). R: A language and environment for statistical computing, Vienna, Austria].




3 Results


3.1 Overall demographics

A total of 12 participants were included. Ten completed the questions about their sex, age, experience as a neurosurgical resident, and the caseload of the corresponding operations in real-life patients. The majority (n = 7, 53.85%) of the participants were men. The mean age was 29.8 ± 3.27 years. The average neurosurgical experience was 4 (±2) years, with an average lifetime caseload of 7.5 ± 3.74 cases. Two participants had never performed endoscopic neurosurgical procedures before (Table 1).


TABLE 1 Baseline characteristics of the participants.

[image: Table 1]



3.2 Rating of the 3D printed simulator

All participants (n = 12) agreed or strongly agreed (4.5 ± 0.50) on the model, helping to develop a systematic way of intraventricular visualization and, consequently, a clear understanding of the individual steps of surgical procedures (4.42 ± 0.64). Furthermore, all rated endoscope handling is comparable to real surgical settings (4.5 ± 0.50). The questions about realistic haptic qualities of the ventricular tumor and its removal and mechanical properties were rated lowest (3.83 ± 0.80; 3.92 ± 0.64). However, all participants strongly agreed that training with this model helps increase competence in endoscopic ventricular tumor removal procedures (4.25 ± 0.45) and helps develop the coordination skills needed for neuroendoscopy (4.5 ± 0.50). Of the 12 participants, 75% (n = 9) felt more confident using neuroendoscopic instruments, while in 91.7% (n = 11) a stronger confidence for future neuroendoscopic procedures was described. The results of the questionnaires are summarized in Figure 6.

Tutors reported that the simulator's standardized anatomy facilitated a structured, step-by-step approach to teaching and assessing learning objectives. They noted that the ability to repeat specific parts of the procedure was beneficial in achieving proficiency in both dexterity and understanding. Additionally, the simplification of anatomy to essential reference structures improved orientation for both participants and instructors. This standardization enabled tutors to switch between different groups without having to adapt to new anatomical variations, thereby enhancing the consistency and efficiency of the training process.




4 Discussion

Our study introduces a cost-effective, in-house designed and 3D-printed reusable endoscopy simulator with a modular setup, built to enhance neurosurgical residents’ endoscope handling skills and coordination. Questionnaire-based evaluation revealed positive feedback on the effectiveness of the simulator in developing a systematic approach to intraventricular visualization, understanding surgical procedures, and increasing competency in endoscopic removal of ventricular tumors. Participants consistently rated the model well throughout our evaluation, indicating its effectiveness as a training tool. Our endoscopic training model is significantly more cost-effective than cadaver specimens. With a printing cost of $67, it is, to our knowledge, the most economical 3D-printed simulator for training neuroendoscopic procedures according to the current literature.

Traditional training models, such as cadavers and animal specimens, have limitations and ethical concerns for surgical training. First, the limited resemblance between animal and human brains undermines the reliability of animal models (7, 9). Furthermore, dedicated procedures like neuro-endoscopic training are hindered by the scarcity of cadaveric samples exhibiting the required anatomical changes, i.e., ventriculomegaly, thereby restricting their utility. Additionally, formaldehyde used for preservation purposes poses toxicity risks and can induce discomfort during practice sessions (7, 9). Regarding costs, a single human cadaveric head can vary from approximately $600 to $1,400 (21) while Mladina et al. describe a cost of $1,520 for a single resident to train (22). Furthermore, substantial expenses of maintaining an experimental laboratory in vivo must be considered (4, 7). Thus, due to their limited availability and applicability primarily to restricted training scenarios, they represent a costly and less accessible alternative. The minimal material expenses of our model offer a considerable advantage over cadaveric specimens. Additionally, since both the model and the digital data set can be reused, there is significant potential to reduce costs and time during production when reproducing the model. Moreover, the use of 3D-printed models proves advantageous in countries where laws restrict the use of cadavers in medical education and training programs (22).

When comparing our newly developed 3D-printed simulator to the previous version described by our group (Licci et al.) in 2020, multiple improvements were made based on the feedback received (7). A major upgrade in functionality is its multipurpose usage, so ETV, tumor aspiration, septostomy, and aequedoctoplasty can be performed on the same model when part of the modular build is exchanged. The adaptable components may be replaced individually, increasing efficiency since the large part of the simulator does not need to be replaced. By implementing new materials, the ventricle system could be flexibly printed and mimic its real-life elastic properties. Overall, we could reduce the total cost by $27 (29%) per model. When comparing the simulator evaluation, the overall feedback in both studies shows a high level of agreement across all elements, while, in our survey, there were disagreements about the quality of details for orientation and the haptic feedback when aspirating the tumor. Even though we used the same tumor models and the ventricle was printed with new and flexible materials, this feedback may indicate a grown expectation towards 3D-printed training models since the exposition to such models and their quality has increased strongly over the last years.

Different publications have shown the beneficial effect of 3D models on improving understanding of anatomy and surgical procedures (7–9, 11, 17–19). Recent developments in VR systems and 3D-printed anatomical models offer advantages such as a safe training environment, portability, reusability, and cost-effectiveness (7–12). Such models allow resident surgeons to perform repeatedly step-by-step procedures without concerns about patient safety. Moreover, a trainee can perform up to an entire basic procedure rather than incrementally acquiring it through training in a real patient, which can shorten the long learning curve (5, 6). VR simulators are recognized as effective technical skill training platforms, with systems now developed for endoscopic surgery. Although their initial maintenance costs are comparatively high among the different simulation-based training options, they offer the most visually comprehensive experience, superior to physical models, and have the advantage of simulating various procedures an infinite number of times at no additional cost (21). Some VR simulators also aim to include a real-time feedback system that provides information about instrument positions, force levels achieved, and trainee performance (5, 21). However, VR platforms usually lack tactile feedback compared to synthetic simulators. Second, the tools used during the simulation are not the actual operating instruments and do not allow realistic training like bimanual instrumentation (5). Therefore, 3D-printed synthetic simulators, including our model, excel in handling training instruments and procedural content. Additionally, Langridge et al. show that 3D printed models outperformed virtual 3D imaging and traditional 2D educational models regarding learning and comprehension. Their study revealed a statistically significant disparity in anatomy quiz scores between trainees who used 3D printed models and those who relied on 2D or 3D imaging for preparation (23). Both VR and 3D printed simulators have their benefits and disadvantages. The selection of the simulator should be based on specific learning objectives (5, 7, 21).

3D-printing technology is becoming an increasing part of medical education. Collaborative efforts, such as the exchange of knowledge and expertise among researchers and physicians, are crucial to advancing the development and use of simulation-based training tools around the world. While 15 years ago, the cost of a 3D printer ran from $10’000 to $500’000 and was restricted in accessibility, nowadays, this technology can be purchased by a broader group and can only cost as much as a smartphone (24, 25). Although the initial investment in the equipment may be considerable, many of these simulators can theoretically be reused indefinitely, making them more cost-effective in the long run. Enhancing the availability of 3D printing technology in low- and middle-income countries is a highly sustainable and effective strategy to expand global access to neurosurgical care. Dos Santos Rubio et al. report an illustrative case of a neurosurgical emergency in the Caribbean—a region with several differences in financial status, healthcare policies, and languages and characterized by challenging geographical conditions—to highlight the need to improve neurosurgical care and access by sharing tasks with the use of new technologies and networks (26). An expansive global network facilitates advanced training for neurosurgeons around the world and could empower surgeons in remote regions. By fostering the exchange of these cutting-edge technologies and expertise through accessible platforms, clinicians can gain fundamental neurosurgical skills, including burr hole evacuation, placement of the external ventricular shunt, and craniotomy, bridging the gap between regions with varying levels of medical infrastructure (26).

Through the assessment through the questionnaire, certain limitations of our model emerged, necessitating their resolution to facilitate further development progress. Although all respondents acknowledged the model's validity, we found some disagreements concerning the level of intraventricular details and the quality of tumor removal. This suggests room for improvement and technical improvements. Furthermore, the ventricular anatomy could be improved by adding crucial structures such as the choroid plexus and intraventricular vessels. In addition, this study is constrained by its relatively small sample size, which may impact the generalizability of the findings. Also, since some participants had never performed a real-life endoscopy before, their comparative evaluation of the model could be limited, especially the haptic perception, since there is a lack of comparison. The tutor's feedback was not evaluated, so rating the simulator from the teacher's perspective could add additional validation.



5 Conclusion

Our in-house designed, low-cost 3D-printed endoscopy simulator provides an accessible and practical training resource for neurosurgical residents, effectively improving their endoscope handling skills and coordination. Although it addresses the limitations of traditional training methods and contributes to procedural skill acquisition and competency, further advances are needed to improve and expand its application in training.
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'NOTECHS, operating theater team non-technical skills system (assessment tool)
9SAQ, safety attitudes questionnaire.
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N?| First author
(reference)

Year

Teamwork
among

Type
(intervention/
observation)

Method

Themes and findings

1| Hénaux (23) 2019 | Scrub nurses and Observation Audio and video recordings analyses Familiarity; teamwork decreases workflow
neurosurgeons disruption
2 [ Lau (29) 2012 | All neurosurgical OR® | Intervention Creation of an educational safety video | Underlined in video is the importance of
members teamwork and communication for safety
3 | Le Duff 25) 2023 | Scrub nurses and Intervention “Virtual OR® of Errors” scenario, VR training can improve NTSs (among
other OR® members craniotomy which is teamwork)
4 | Lepinluoma (26) | 2013 | Surgeons, anesthetist: Q ires pre- and p Checklists improve safety-related
circulating nurses of checklist performance, better communication, and
teamwork
5 | McLaughlin (27) | 2014 | All neurosurgical OR® | Observation Questionnaire ‘Time-out process improves safety, not
members teamwork
6 | Michinov (28) 2014 | Neurosurgeons and | Observation Development of behavioral marker system | Scale is a structured approach to assessing
other OR members for assessing neurosurgical NTSs® NTSs®, teamwork also, in
7 | Pfandler (29) 2018 | Surgeons, anesthetists, | Observation Interviews, observations, consensus on | Define steps of vertebroplasty for all OR®
nurses professions; guide for teamwork training
8 | Plandler (30) 2019 | Spine surgeons and | Observation Observational Teamwork Assessment for | Higher level of tech skills associated with
other OR® members Surgery in simulated vertebroplasty better NTS", teamwork also, in spine
environment surgeons
9 | Sharp (31) 2005 | Neurosurgeons Observation Review of surgical series Mentoring new surgeons, selecting their
cases to flatten LC* (teamwork
10 | Stevens (32) 2019 | All neurosurgical OR” | Observation Neurodynamic models from Similar electroencephalography traces in
members electroencephalography-derived measures | team members, reflecting teamwork
11 | Zuckerman (33) | 2012 | OR nurses and other | Intervention Introduction of the Surgical Debrief Invention to pilot application of a
OR® members Checklist debriefing module to improve teamwork;
safety
12| Ferroli (34) 2012 | All neurosurgical OR® | Observation Analysis of near misses through an Lack of teamwork is a contributing factor
members aviation-derived prototype of incident | to near misses
reporting
13 | Couat (35) 2013 | All neurosurgical OR® | Observation Direct observation, analysis of video of | Briefing and checKlists in OR® improve
members surgery teamwork and performance
14 | Oszvald (36) 2012 | All neurosurgical OR® | Observation Review of surgical series Pre-operative time-out synchronizes
members team members (improves teamwork),
improves safety
’N, number.

"OR, operating room.
VR, virtual reality.

*NTS, non-technical skills.

°LC, learning curve.
'nsqy, neurosurgery.
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assistant surgeon, surgeon acting like scrub nurse

[~ Debriefing
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Three-to-four weeks after simulation
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Control group

median
(IQR)

Control
group mean
D)

Visual aid
group median
IQR)

Visual aid
group mean
SD)

Mean
difference

p-value
(Mwu
test)

Procedure | 1 felt the procedure was clearly 4,00 (4-5) 400 (4-5) 404 (0.89) 430 (0.72)
related explained.
statements | 1 feel my expectations are well 4.00 (3-4) 400 (3.5-5) 380 (0.87) 415 (091) 035 015
‘managed.
1 understand the benefits of the 400 (3-5) 500 (4-5) 388 (1.17) 426 (0.90) 038 026
procedure
1 understand the risks of the 5.00 (4-5) 5.00 (5-5) 4.56 (0.51) 4.82 (040) 026 0.05
procedure.
T would be able to explain the 400 (3-4) 500 (4-5) 388 (0.78) 444 (075) 056 0.01
risks of the procedure to
someone else.
1 feel overwhelmed with medical 2,00 (1-3) 200 (1-2) 240 (1.15) 170 (0.72) -070 0.03
information.
Objective | Risk recall score 600 (6-7) 600 (55-7) 612 (1.17) 5.89 (1.37) 023 0.68
assessment | AIM 325 (3-4) 40 (3.38-4.75) 341 (0.95) 3.97 (0.88) 056 0.02
1AM 363 (325-4.13) 400 (35-4.75) 356 (0.83) 400 (0.84) 044 0.06
sUs 70.0 (60-80) 750 (68.75-8875) | 69.10 (13.27) 7648 (13.89) 7.38 0.06
MWU, M: /hitney U-test, IQR, range, AIM, of measure, IAM, ir measure, SUS, system usability scale.
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Validated scale
Procedure related questions

Description
This section was composed of seven Likert scale statements (“Strongly
disagree” to “Strongly agree) and was used to assess participant’s feelings
towards their respective consent processes. The following statements were
designed specifically for this study.

Questions included
1. 1 felt the procedure was clearly explained
2. T understand the benefits of the procedure
3. 1 understand the risks of the procedure
4. I feel my expectations are well managed
5. 1 would be able to explain the risks of the procedure to
someone else
6. I feel overwhelmed with medical information

Knowledge assessment

Questions were based on the information provided to both groups in cach
video and used to assess participant knowledge/recall of the procedure and
its associated risks. The answers to each question were present in both
videos.

1. The needle for lumbar puncture is inserted in the

3. What is the risk of infection to skin, brain or spinal cord?
a. More than 1 in 10,000
b, Equal to 1 in 10,000
¢ Less than 1 in 10,000
4. What is the risk of a headache following a lumbar puncture?
a. 10%
b 30%
o 0%
5. What is the risk of back pain following  lambar puncture?
a
. 15%
o 20%
6. What is the lifetime risk of death in the UK from a road traffic
accident?
a. Approximately 42 in 10,000
b.  Approximately 48 in 10,000
c. Approximately 52 in 10,000
7. What is the risk of bleeding following a lumbar puncture?
a. Less than 1%
b.  Less than 2%
¢ Less than 5%

‘The system usability score
(sUs)”

A reliable tool for measuring the usability of a system, a product or a
method. It consists of a 10 item questionnaire, where the individuals provide
responses ranging from “Strongly Agree” to “Strongly Disagree”.

1) 1 think that, if T needed to, I would like to use this consent

process

2) I found the consent process unnecessarily complex

3) 1 think that the way the risk was presented for this consent

process was appealing

1 think that I would need the support of a technical person to

be able to use the consent process

5) Ifound the various functions in the consent process were well
integrated

6) T thought there was too much inconsistency in the consent
process

1 would imagine that most people would learn to use this

consent process very quickly

8) 1 found the consent process very cumbersome of use

9) 1 felt very confident using this consent process

10) T needed tolearn a lot of things before I could get going with

this consent process

9

7

Acceptability of
intervention measure
(AIM)*

Intervention
appropriateness measure

(1AM)®

Acceptability is the perception among individuals that a given method is
agreeable and satisfactory.

A Scale was created for each group and the average score of the following
responses was recorded. The value of each response ranged from 1 to 5.

Appropriateness is the perceived relevance and compatibility of the
proposed method for consent among participants.

A Scale was created for each group and the average score of the following
responses was recorded. The value of each response ranged from 1 to 5.

1) This consent process meets my approval
2) This consent process is appealing to me
3) 1like this consent process

4) I welcome this consent process

1) This consent process is fitting

2) This consent process is suitable

3) This consent process is applicable

4) This consent process seems like a good match
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Number of participants
Gender

Male

10 (58.82%)

Female

7 (41.18%)

Medical specialty

Neurosurgery

12 (70.59%)

Pediatric surgery

1 (5.88%)

Medical student

4 (23.53%)

Mean age (years)

2841 (= 6.83)

Mean medical experience (years)

359 (+ 4.97)
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Number of participants

Gender

Male

7 (53.85%)

Female

2 (16.67%)

Non identified

3 (25%)

Mean age (years)

298 (= 327)

Neurosurgical experience (years)

4(=2)

Average lifetime caseload (cases)

75 (+ 3.74)
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Source

Kubben et al. (21)

Cohort

Medtronic StealthStation

NS +iMRI

Number of
patients

NR

13% (median)”

Ns

NR

6.5% (median)®

Zhang et al. (22)

Brainlab iPlan 2.6

NS +iMRI

NR

95.50% (mean)

Ns

NR

89.85% (mean)

Chen et al. (23)

Brainlab iPlan 2.6

NS +iMRI

390 min

96% (median)

NS

378 min

84% (median)

Fujii et al. (24)

Brainlab Curve Dual Display™

NS +iMRI

465.8 min

NR

NS

483.6 min

Lu et al. (25)

Medtronic

NS +iMRI

355.85 min

TRIA i7

NS

302.45 min

Zhang et al. (26)

Brainlab iPlan Cranial 3.0

NS +iMRI + 3D 1H-MRS

NR

Akay et al. (27)

Medtronic StealthStation $7

NS +iMRI (DTI)

NR

Incekara et al. (25)

Brainlab SG

NS +iUS|

97% (median)

G

NS

95% (median)

De Witt Hamer
etal. (29)

Brainlab iPlan 3.0 Senior Team

iUs

NR

66% (median)

Junior Team

NS

NR

92% (median)

Unsgird et al. (30)

SonoWand Invite

NS +iUS.

NR

NR

Hou et al. (31)

Brainlab iPlan 3.0

NS +iUS + iMRI

270 min

72.50%

95.43% (mean)

Chan et al. (32)

Name not reported

NS +iUS + 5-ALA

290.4 min

56.25%

NR

Cordova et al. (33)

Name not reported

NS +5-ALA

NR

NR

94.30%
(median)

Della Puppa et al. (34)

Name not reported

NS +5-ALA

NR

93%

NR

Bettag et al. (35)

Brainlab VectorVision Sky

NS +5-ALA

NR

100%

24470% (mean)

Hauser et al. (36)

Medtronic StealthStation S7

NS +5-ALA +iMRI

NR

82%

NR

Coburger et al. (37)

Brainlab iPlan 3.0

NS +5-ALA +iMRI

NR

99.70% (mean)

NS +iMRI

NR

82%

97.40% (mean)

Eylipoghu et al. (38)

Brainlab VectorVision

NS +5-ALA +iMRI

NR

136% (median)

NS +iMRI

NR

100%

NR

Schatlo et al. (39)

Name not reported

NS +5-ALA +iMRI

NR

45%

NR

NS +5-ALA

NR

30%

NR

Margetis et al. (40)

Brainlab

N + Indigo Carmine dye

NR

NR

97.1% (mean)

‘Wang et al. (41)

Name not reported

NS + Sodium Fluo-rescein

229.11 min

86.67%

NR

NS

285.13 min

60%

NR

Picht et al. (42) Brainlab iPlan 2.0 SG NS +nTMS + IOM 93 219min | 61% | 85.40% (mean)
G 10M £ NS 34 28min | 45% | 75.90% (mean)
Krieg et al. (43) Brainlab SG NS +nTMS + PET + 70 201min | NR | 34.3% (rate)®
5-ALA
G NS +PET £5-ALA 70 208min | NR | 54.3% (rate)’

ORI W (P
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Source
Kubben et al. (21)

Medtronic

Cohort

NS +iMRI

13 months (median)

NR

NS

15.5 months (median)

NR

Zhang et al. (22)

Brainlab iPlan 2.6

NS + iMRI

19.6 months (median)

12,5 months (median)

NS

13 months (median)

6.6 months (median)

Chen et al. (23)

Brainlab iPlan 2.6

NS + iMRI

28 months (median)

18 months (median)

NS

18 months (median)

15 months (median)

Fujii et al. (24)

Brainlab Curve Dual
Display™

NS +iMRI

NR

NR

NS

NR

NR

Luetal. (25)

Medtronic StealthStation
A7

NS + iMRI

NR

NR

NS

NR

NR

Zhang et al. (26)

Brainlab iPlan Cranial 3.0

NS +iMRI +3D 1H-
MRS

NR

12 months

Akay et al. (27)

Medtronic s7

NS+ iMRI (DTI)

15.3 months (mean)

36.4% (PFS at 6 months)

Incekara et al. (28)

Brainlab

SG

NS +iUS

12.4 months (median)

7.5 months (median)

G

NS

12.2 months (median)

7.7 months (median)

De Witt Hamer et al.
9)

Brainlab iPlan 3.0

Senior
Team

iUs.

NR

NR

Junior
Team

NS

NR

NR

Unsgird et al. (30)

SonoWand Invite

NS +iUS

10.9 months (median)

42% (PFS at 6 months)

Hou et al. (31)

Brainlab iPlan 3.0

NS +iUS +iMRI

NR

NR

Chan et al. (32)

Name not reported

NS +iUS +5-ALA

NR

NR

Cordova et al. (33)

Name not reported

NS+5-ALA

81% at 6 months, 52% at 9 months,
39% at 12 months

45% at 6 months, 29% at 9 months,
23% at 12 months

Della Puppa et al.
(34)

Name not reported

NS+5-ALA

NR

NR

Bettag et al. (35)

Brainlab VectorVision Sky

NS +5-ALA

NR

NR

Hauser et al. (36)

Medtronic StealthStation $7

NS +5-ALA + iMRI

15.3 months (mean)

36.4% (PES at 6 months)

Coburger et al. (37)

Brainlab iPlan 3.0

NS +5-ALA + iMRI

18 months (median)

6 months (median)

NS+ iMRI

17 months (median)

6 months (median)

Eyiipoglu et al. (35)

Brainlab VectorVision

NS+ 5-ALA + iMRI

18.5 months (median)

NR

NS +iMRI

14 months (median)

NR

Schatlo et al. (39)

Name not reported

NS +5-ALA + iMRI

17.9 months (median)

106 months (median)

NS+ 5-ALA

13.8 months (median)

7 months (median)

Margetis et al. (40)

Brainlab

NS + Indigo Carmine
dye

NR

NR

Wang et al. (41)

Name not reported

NS + Sodium Fluo-
rescein

11.5 months (median)

9.5 months (median)

NS

9.6 months (median)

7.5 months (median)

Picht et al. (42)

Brainlab iPlan 2.0

NS+ nTMS + 10M

NR

NR

I0M =NS

NR

NR

Krieg et al. (43)

Brainlab,

NS+ nTMS + PET +
5-ALA

15.7 months (mean)

NR

NS + PET +5-ALA

11.9 months (mean)

NR
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Characteristic
Sex.

Male

Female

Year in medical school

Medical school name/city

Uludag University/Bursa

Bahcesehir University/Istanbul

Cerrahpasa University/ Istanbul

Haceltepe University/Ankara

Atatiirk U

Erciyes U

Okan University/ Istanbul

Kocaeli University/Kocaeli

Ufuk University/ Istanbul

Health and Technology University/ Istanbul
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| can imagine the anatomy better with the VR model than with
D images.

| understood the pathology better with the VR model than with
2D images.

| could follow the explanations better with the VR model than
with 2D images.

| was able to memorise the most important points better with
the VR model than with 2D images.

Thanks to the VR model, | can visualise the pathology better
than with 2D images.

I understood the pathology faster with the VR model than with
2D images.

The VR model facilitates the understanding of the planned
surgical procedure compared to 2D images.

The VR model makes it easier for me to close my own gaps in
understanding better than 2D models.

The possibility to view structures in the VR model from all
perspectives facilitates the understanding of the anatomy.

The possibility to move the VR model in space facilitates the
ing of the anatomy to 2D images.

Through the VR model, my motivation to understand the
pathology is greater than with 2D images.

| can imagine that patient education is more comprehensible
with VR models than with 2D images.

| can imagine that teaching with VR models is more efficient
than with 2D images.

| can imagine that more precise preoperative planning is
possible with the VR model than with 2D images.

| was able to quickly find my way around the VR model and
found the presentation understandable.

The operation of the VR system was intuitive for me after a
short introduction.

| got dizzy/nauseous during the VR simulation.

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
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A Endovascular Procedures Taught using XR

Angioplasty; n=1
|

I Flow Diversion; n=1

Thrombectomy; n=5

B Endovascular Neurosurgery Training: Leveraging XR for Diverse Pathologies

-

\

\ Vertebral artery dissection;
n=1

Arteriovenous
malformation; n=1
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Negoro et al., 2011
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Briganti et al. (18)

XR
modality

XR device

Syngo 3D
Aneurysm
Guidance Neuro

Pathology

Intracranial aneurysm

Procedure

Main findings

VR predicted a mean stent diameter of 1.14 mm (0.72 mm;
s.d.) and length of 5.56 mm (3.05 mm), but the actual stent
diameter and length were 0.19 mm (0.30 mm) and

244 mm (230 mm)

Trainee level

Educational
application

Hassan et al. (12,
19)

Proximie

Carotid stenosis, vertebral
artery dissection, carotid
‘web, arterial occlusion

Intracranial balloon
angioplasty, arterial
stenting, diagnostic
angiography

AR tele-proctoring platform has shown to successfully
guide neuro-endovascular fellows through complex
surgical procedures remotely; lower but not statistically
significant differences in contrast and fluoroscopy use with
AR

Neurointervention resident

Live Intra-operaive
Training

Schneider et al.
20, 21)

Mentice VIST

Stroke

‘Thrombectomy

Significant improvements in handling errors, reduction in
contrast volume, and fluoroscopy time for thrombectomy

6 attending neurointerventionalists, 4
neurointervention residents

Simulation

Kreiser et al. (22)

Mentice VIST

Intracranial aneurysm

Diagnostic angiography

Beginner surgeons showed significant decreases in total
procedure duration, fluoroscopy time and amount of
contrast used

4 expert neurointerventionalists, 5 beginner
residents, 1 medical student

Simulation

Raietal. (11)

Magic Leap-1

Intracranial aneurysm

Woven EndoBridge
deployment

Significant differences in livestream latency; 0.71 (SD, 0.03)
seconds for Wi-Fi, compared to 0.86 (SD, 0.3) seconds for
cellular data hotspot

Experienced procloring neurointerventionalist

Modeling

Deib et al. (4)

Magic Leap 1

Intracranial aneurysm

Usage of hand gestures to rotate and inspect aneurysm and
surrounding vasculature enhanced trainee performance
during procedures

Live Intra-operative
Training.

Elsawaf et al. (23)

Angio Mentor

Intracranial aneurysm,
stroke

Diagnostic angiography,
coiling, thrombectomy

Use of simulator allows for improvement in angiography/
catheter skills and overall improvement in performance
metrics for coiling and thrombectomy

Medical student, neurointervention residents

Simulation

Panse et al. (24)

Hololens 2

Intracranial aneurysm

Reduced fluoroscopy use with a rotatable 3-D volumetric

Attending neurointerventionalist

Modeling

Dardick et al. (25)

Angio Mentor

Intracranial aneurysm,
stroke

Coiling, thrombectomy

that analyzes gantry approach viability

Decreased time to in and

18 i residents

time to reach key anatomical landmarks in aneurysm
coiling

Simulation

Crossley et al.
(26)

Mentice VIST

Stroke

Thrombectomy

Designed VR simulation metrics that could

between expert and novice surgeons

10 attending

Simulation

Hussain et al.
@7

NR

Stroke

‘Thrombectomy

Strongly positive survey results: 29.5/30 (realism), 46/50
(technical issues), 97/110 (teamwork and communication)
for intra-professional education

Attending neurointerventionalist, vascular
surgery attending, diagnostic radiology
attending, anesthesiology attending, and
stroke team

Simulation

Ong et al. (28)

HTC Vive

Intracranial aneurysm

3.D segmentation was successfully visualized in VR for
neurosurgical planning opaque and translucent modes of
jization highlight unique features

Attending neurointerventionalist

Modeling

Nguyen et al. ()

Angio Mentor

Diagnostic angiography

Strong improvement in novices, who matched procedure
time of intermediate surgeons after two rounds

Neurointervention residents

Simulation

Fargen et al. (29)

Mentice VIST

Diagnostic angiography

Angiography skills improved significantly through use of
hands-on simulator course. Post-course test scores were.
significantly higher when compared to pre-course

Neurointervention residents

Simulation

Medical Advisory
Secretariat (30)

Mentice VIST

Intracranial aneurysm

Coiling

VR can be used not just for assessment in education with
metrics. More experienced surgeons had faster procedure
times and used less contrast under VR

Attending neurointerventionalists

Simulation

Negoro et al. (31)

Mentice VIST

Intracranial aneurysm

Coiling stent deployment

Dual-round training model: irst training is on VR, second
round is using 3-D models

Neurointervention residents

Simulation

Lessard et al. (32)

Prototype

Intracranial aneurysm

Coiling

Guidewire still needs to be manually segmented on a still
image; tested on 6 fluoroscopic sequences of 300 images
from. Wire Error: 0.19 mm (¢ =0.13) laterally and

0.46 mm (= 1.75) frontally

Live Intra-operative
Training

Subramanian
etal. (33)

Prototype

Stroke

In 3-6 h, generates 3D vasculature from biplane
angiograms for preoperative modeling

Modeling

Nowinski et al.
©9)

NeuroCath

Intracranial aneurysm

First design of MR device in endovascular neurosurgery; 3-
D and fluoroscopic views as well as haptic feedback

Live Intra-operative
Training
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Items
concerned

Structures involved

Paths of the step-wise
exposure

Consideration in surgical
planning

Sufficient space may lead o better
surgical maneuverability.

Cerebellum

Occipital condyle, jugular
tubercle, foramen
magnum

Cerebellar biventral
lobule, cerebellar tonsils

It may impede sufficient exposure.
Bony drilling may be time-
consuming or disturb the
stabilization of the occipitoatlantal
joint.

It may impede sufficient exposure.
‘The degree of brain retraction
should be minor whenever possible.

Brainstem

Medulla oblongata

Tt may impede sufficient exposure.
Retraction may cause respiratory or
circulatory risk.

Vertebrobasilar arteries,
PICA, AICA

It may impede sufficient exposure.
Mechanical irritation caused by
retraction may result in brain
ischemia or infarction. Damage
results in troublesome bleeding.

Sigmoid sinus, jugular
bulb, inferior petrosal
sinus

It may impede sufficient exposure.
Damage results in troublesome
bleeding. Ligation may cause serious
complications.

Cranial nerve

CNs VIXIT

It may impede sufficient exposure.
Damage results in complications
such as diplopia, facial paralysis,
hearing impairment, dysphagia,
dyspepsia, hoarseness, and weakness
of the neck muscles. Retraction of
the lower cranial nerves may cause
respiratory or circulatory risk.
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Questions

1. Are you interested in the neurosurgery?

87,8 (1:36)

Preworkshop

No (%)
73 (n:3)

Undecided (%)
487 (n:2)

95,1 (n:39)

Postworkshop

No (%)
487 (n:2)

Undecided (%)

2. Do you think neurosurgery is a suitable
department for you?

87,8 (:36)

7.3 (n3)

487 (n:2)

95,1 (1:39)

487 (n:2)

3. Do you think this camp will have an impact on your
choice of Neurosurgery department?

95,1 (m:39)

487 (n2)

4. Is this camp helpful for your choice?

95,1 (n:39)

4,87 (n:2)






OPS/images/fsurg-11-1433780/fsurg-11-1433780-t002.jpg
Is neurosurgery a passion?
Why science and neurosurgery should be together

What does a professional organization bring to neurosurgery?
Neurosurgery subspecialties

National and international neurosurgery training

Contribution of other branches of neurological sciences to neurosurgery:
Neuroradiology

Neuropathology: Contribution of genetics and molecular biology to tumor
surgery

Neuroanatomy: New learning models

Pain, epilepsy and stereotactic

Contemporary technical advances in neurosurgery: The changing face of
neurosurgery

Basic principles of peripheral nerve surgery

Head trauma

Minimally invasive cranial surgery

Minimally invasive spinal surgery

“BOARD” accreditation in neurosurgery

International “fellowship” programs
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Feedback (1: Strongly disagree, 10: Strongly agree)

Realism

‘The digital 3D model shows anatomical structures realistically.

10 [9-10]

‘The digital 3D model realisticall illustrates the superficial tumor and its relationship with ing structures.

10 [9-10]

The digital 3D model realistically simulates the surgical approach stages (skin incision, craniotomy, etc..

9 [8.75-10]

‘The digital 3D model offers a realistic surgical planning for brain tumor surgery.

95 [9-10]

Performance

‘The digital 3D model is good at showing skin and superficial landmarks.

8 [5-10]

‘The digital 3D model is good at showing bone and bony landmarks.

9 (7-10]

‘The digital 3D model is good at showing the surface anatomy (sulcus, gyrus).

9 [8-10]

‘The digital 3D model is successful in showing vascular structures (arteries, veins/sinuses).

9 [8.75-10]

‘The digital 3D model is successful in showing tumor boundaries and neighborhoods.

10 [8.75-10]

The digital 3D model is successful in showing fine anatomical details.

75 [475-9]

The digital 3D model is successful in reflecting the surface texture and color characteristics of anatomical structures.

9 [525-10]

Usefulness

‘The digital 3D model is useful for understanding the relationship between different layers and structures in 3 dimensions.

95 [9-10]

‘The digital 3D model is useful for medical students’ anatomy education.

10 [9-10]

‘The digital 3D model is useful for training of residents.

10 [10-10]

‘The digital 3D model is useful in ining patient and head position.

10 [8.5-10]

‘The digital 3D model is useful in choosing a patient-specific surgical approach.

10 [9.75-10]

‘The digital 3D model is useful for the development of surgical planning skills of neurosurgery residents.

10 [9-10]

‘The digital 3D model may reduce the possibility of errors in surgical planning.

10 [8-10]

‘The digital 3D model is superior to the cross-sectional MR study in terms of understanding the 3-dimensional relationship of the tumor with the
surrounding structures.

85 [8-10]

Practicing with digital 3D models may improve surgical planning skills.

10 [9-10]

Practicing with digital 3D models may contribute to the improvement of surgical technique.

9(7-10]

Practicing with digital 3D models may lead to faster acquisition of necessary skills.

10 [8.75-10]

Practicing with digital 3D models may help the surgeon during surgery by improving the ability to perceive individual 3D anatomy.

10 [9-10]

‘The inclusion of digital 3 models in surgical planning may increase the success of surgical procedures (extent of tumor resection, etc.)

10 [8.75-10]

digital 3D models into surgical planning may reduce surgical planning errors and

10 [9-10]

Practicality

Working with a digital 3D model is confusing.

101-2)

‘The digital 3D model is casy and practical to use.

9[8-10]

Other opinions

Use of digital 3D models in smartphone may contribute to its widespread use.

10 [7.5-10]

1 would like to make more use of digital 3D models during my education.

10 [10-10]

‘The digital 3D model should be used in surgical planning prior to surgeries of complex and difficult cases.

10 [9.75-10]

The 3D digital model should be used in every cranial neurosurgery case.

65 [5-8.25]
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