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Editorial on the Research Topic
 Advances in integrated surface—subsurface hydrological modeling





Aims and scope of the Research Topic

Integrated surface–subsurface hydrological models (ISSHMs) are at the heart of contemporary water science, combining surface flow dynamics with complex groundwater interactions at multiple scales, from hillslopes to entire continents. As global water systems are increasingly impacted by climate change, anthropogenic pressures, and infrastructure development, the demand for holistic, process-based modeling frameworks has intensified. This Research Topic in Frontiers in Water assembles cutting-edge contributions that advance the theoretical, methodological, and practical applications of ISSHMs. Collectively, these works address challenges in coupling, scaling, data assimilation, model accuracy, and computational efficiency, with implications spanning flood forecasting, groundwater management, sediment transport, and climate resilience (Figure 1).
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FIGURE 1
 Summary of main contributions to the Research Topic.




Innovations in model coupling and subgrid representation

One of the persistent challenges in integrated modeling lies in resolving hydrological processes across spatial and temporal scales. Peeples and Maxwell tackle this directly through the development of a subgrid channel formulation within the ParFlow model, offering a refined approach to representing channel hydraulics in coarse-resolution models. Their method significantly reduces flow bias compared to conventional coarse grids, thereby enhancing the accuracy of flood and streamflow simulations in large domains.

Similarly, Paniconi et al. explore model response and numerical challenges across hillslope and catchment scales using CATHY, revealing the hidden instabilities and limitations in ISSHMs under highly heterogeneous and nonlinear conditions. Their empirical findings underscore the necessity of robust coupling strategies, particularly in long-term simulations with dynamic boundary conditions and complex feedbacks.



Subsurface dynamics, climate sensitivity, and hydrological function

Understanding how subsurface systems respond to climatic, structural, and anthropogenic forcings remains a critical frontier in hydrological science. Tsypin et al. address this through a 62-year thermo-hydrological simulation of the North German Basin, combining climate-driven recharge variability from a hydrologic model with geologic heterogeneity in a groundwater flow model. Their modeling results highlight how permeability contrasts, structural dips, and recharge dynamics jointly shape groundwater flow and heat propagation, providing insight into subsurface climate memory and geothermal potential.

In the southern hemisphere, Moore et al. employ a Bayesian hydrochemical approach (BACH) to distinguish shallow and deep groundwater flow contributions to streamflow in New Zealand. Their findings reveal that deep, slow groundwater contributes significantly to streamflow—even during high-flow conditions—demonstrating the year-round relevance of deep aquifers.

Similarly, von Trapp et al. quantify bedrock groundwater contributions in a mountainous catchment using Radon data with a combined mass-balance and 1D steady-state advective solute transport model, accounting for groundwater inflow into the stream. Their findings reveal that bedrock groundwater discharge can supply up to 44% of streamflow during dry seasons, highlighting the hydrologic importance of deep and fractured bedrock in flow generation, especially in headwater systems.

Wei et al. introduce a streambank stability module into HydroGeoSphere, coupled with the surface water operations model, OASIS. Their study shows how reservoir releases and groundwater pumping interact with bank geometry to drive slope instability, emphasizing the need to include infrastructure and anthropogenic stressors in river basin models.



Advances in forecasting and operational hydrological modeling

ISSHMs also play a pivotal role in near real-time forecasting. Patakchi Yousefi et al. investigate the utility of deep learning-based precipitation correction in enhancing integrated hydrologic model accuracy. Although their U-Net CNN model effectively reduces forecast bias, the study finds that uncorrected ECMWF precipitation often leads to better soil moisture simulations, highlighting a paradox where better input statistics do not guarantee better hydrological performance. This result underscores the complex, nonlinear relationships between meteorological input and hydrological response, and the need for careful validation of machine learning corrections in operational workflows.

Goergen et al. demonstrate the predictive capabilities of ParFlow in reconstructing the catastrophic July 2021 floods in the Eifel-Ardennes region. Their ensemble hindcast approach captures both timing and magnitude of the floods without tuning, illustrating the potential of physics-based ISSHMs for disaster reconstruction and analysis. They also provide new perspectives on soil buffering capacity and the role of antecedent saturation in modulating flood severity.



Outlook and future directions

The collective contributions in this Research Topic reflect a vibrant and interdisciplinary community pushing the frontiers of integrated surface-subsurface hydrological modeling. Future work will need to address persistent challenges in:

	- coupling hydrological, ecological, and socio-economic processes;
	- incorporating machine learning within physically-based frameworks;
	- improving computational efficiency for high-resolution, long-term simulations;
	- quantifying uncertainties in scenarios of climate and land-use change.

As data availability expands and computing power increases, these integrated frameworks will become central to the design of resilient, data-informed water management systems.
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This study investigates the decades-long evolution of groundwater dynamics and thermal field in the North German Basin beneath Brandenburg (NE Germany) by coupling a distributed hydrologic model with a 3D groundwater model. We found that hydraulic gradients, acting as the main driver of the groundwater flow in the studied basin, are not exclusively influenced by present-day topographic gradients. Instead, structural dip and stratification of rock units and the presence of permeability contrasts and anisotropy are important co-players affecting the flow in deep seated saline aquifers at depths >500 m. In contrast, recharge variability and anthropogenic activities contribute to groundwater dynamics in the shallow (<500 m) freshwater Quaternary aquifers. Recharge fluxes, as derived from the hydrologic model and assigned to the parametrized regional groundwater model, reproduce magnitudes of recorded seasonal groundwater level changes. Nonetheless, observed instances of inter-annual fluctuations and a gradual decline of groundwater levels highlight the need to consider damping of the recharge signal and additional sinks, like pumping, in the model, in order to reconcile long-term groundwater level trends. Seasonal changes in near-surface groundwater temperature and the continuous warming due to conductive heat exchange with the atmosphere are locally enhanced by forced advection, especially in areas of high hydraulic gradients. The main factors controlling the depth of temperature disturbance include the magnitude of surface temperature variations, the subsurface permeability field, and the rate of recharge. Our results demonstrate the maximum depth extent and the response times of the groundwater system subjected to non-linear interactions between local geological variability and climate conditions.
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1 Introduction

Aquifers are sometimes perceived as more resilient and protected from the impacts of climate change and extreme weather events compared to surface waters (Rodella et al., 2023). This is despite the fact that climate variability directly affects the net balance between precipitation and evapotranspiration, which, in turn, defines groundwater recharge into aquifers. In addition, heavy precipitation events can lead to an increase in the runoff component of the water cycle, thereby leaving less water for infiltration (Taylor et al., 2013).

Other feedback effects between climate and groundwater are more complex to quantify. Climate determines human demand for water: during droughts, the demand for irrigation and public water supply results in increased pumping, which might lead to groundwater depletion and land subsidence. Conversely, return flows from surface-water-fed irrigation can cause groundwater accumulation (Taylor et al., 2013). Removal of water from terrestrial water storage contributes to sea-level rise, in addition to thermal expansion and ice melting (Konikow, 2011). Global sea-level rise induces saltwater intrusion into coastal freshwater aquifers (Werner and Simmons, 2009). Changes in the thermal state of an aquifer, as triggered by ongoing global warming, may affect groundwater quality by altering chemical equilibrium and microbiological activity (Riedel, 2019).

Groundwater flow dynamics is the result of non-linear interactions between three primary forcings: climate, geology, and topography (Toth, 1963; Condon and Maxwell, 2015) with a growing influence from human activities (e.g., irrigation, pumping, etc.). The effects of climate change on groundwater dynamics can be assessed by monitoring variations in groundwater levels and near-surface temperatures (Chen et al., 2004; Benz et al., 2017) or, on a more global scale, by analyzing changes in the Earth's gravity field (Thomas and Famiglietti, 2019; Güntner et al., 2023). Projected feedback effects on groundwater resources from climatic forcing are usually quantified by coupling groundwater and surface flow (hydrologic) models (Goderniaux et al., 2011; Dams et al., 2012) or, more recently, by relying on machine learning-assisted regression analysis trained on historical weather and groundwater records (Wunsch et al., 2022). These methods typically estimate changes in groundwater level and recharge/discharge in response to precipitation and surface temperature scenarios. Temperature data is mainly used in hydrologic modeling for computing evapotranspiration. Including thermo-hydraulic coupling into fully-saturated subsurface models opens up a set of additional applications such as estimation of historic recharge rates and tracing groundwater flow (Anderson, 2005; Mather et al., 2022).

In this study, we aim at quantifying how climate-driven forcing (in terms of time- and space-varying recharge and temperature), basin-scale geology (e.g., aquitard discontinuities, deformed strata, and contrasts in rock properties between geological units), and topographic gradients interact with each other to modify the regional groundwater flow and the thermal field. To achieve this, we look at the North German Basin (NGB) beneath Brandenburg (NE Germany) as an example of a porous aquifer system with a shallow-lying water table under a humid continental climate.

Brandenburg is one of the driest federal states in Germany, characterized by a negative and declining climatic water balance, i.e., with potential evapotranspiration (PET) exceeding precipitation (LfU Brandenburg, 2022). The annual mean surface temperature in the region has increased by ~1°C over the past 70 years, with additional recent evidence of rising temperatures at the water table (SenStadt, 2020). Since the onset of continuous observations, precipitation exhibited no statistically confident annual trend, rather showing a high annual variability with a 20% increase of winter precipitation and a minimal increase in the number of days with >10 mm of precipitation (Deutscher Wetterdienst, 2019; GERICS-Climate-Service Center Germany, 2019). The estimated groundwater recharge varies between 80 and 150 mm/a, compared to an average of 50–300 mm/a for the entire Germany (Bundesanstalt für Geowissenschaften und Rohstoffeand, 2019). In Brandenburg the majority of groundwater observation wells and groundwater-fed lakes showcase a decrease in water level with a long-term mean rate of 1–3 cm/a since 1970's. Though further changes in atmospheric temperature, precipitation volumes and intensity are expected to put additional stress on the availability of groundwater resources in the region, such effects so far remain to be quantified.

Previous thermo-hydraulic modeling studies in NGB addressed the role of aquitard discontinuities (Noack et al., 2013), of faults (Cherubini et al., 2014), of salt diapirs (Magri et al., 2005; Kaiser et al., 2013), and of interactions with surface waters (Frick et al., 2019) on groundwater and heat transport. These studies aimed to investigate the overprint of the regional gravity-driven groundwater flow and free convection in response to fluid density variations on the conductive heat transport regime in the subsurface. The underlying models commonly assumed steady-state pressure and temperature boundary conditions and approximated the hydraulic head by the surface elevation, therefore forcing the water table to coincide with the topographic relief.

However, to properly evaluate the impact of climate change on the groundwater flow dynamics and thermal regime requires to consider variable (in space and time) boundary conditions across the top of the groundwater model. The absolute position of the water table is a function of topographic elevation, water level in surface water bodies, recharge, and hydraulic conductivity, and is subject to diurnal, seasonal, and longer-term fluctuations. Under specific conditions (e.g., arid climate, high permeability, and steep relief) the water table may get disconnected from topography and become influenced predominately by recharge variability (Haitjema and Mitchell-Bruker, 2005). At the same time deep groundwater dynamics may carry memory effects from past climates, as evidenced in parts of Northern and Central Europe that are still in the process of pressure and temperature re-equilibration following the last glacial maximum, as suggested by postglacial seismicity (Sirocko et al., 2008), presence of relict permafrost in deep wells in Poland (Szewczyk and Nawrocki, 2011) and sub-glacial groundwater modeling (Frick et al., 2022). In order to understand the transient effects of such a complex non-linear system, we coupled a subsurface 3D groundwater model of Brandenburg with a near-surface distributed hydrologic model and simulated the 62-year-long behavior (1953–2014) of the coupled dynamics of groundwater flow and thermal field. The novelty of our approach stems from the integration of basin-scale flow modeling principles (thermo-hydraulic coupling, capturing heterogeneity of an entire sedimentary fill) with modeling tools typically applied in catchment hydrology (transient hydrometeorological forcing, utilizing the true depth of the water table as the boundary condition, rather than assuming the water table is a subdued replica of topography). To our knowledge, this is the first model of this kind, at least in the selected geographic area.



2 Materials and methods


2.1 Geological model

Geologically, Brandenburg belongs to NGB, the largest sub-basin within the intracontinental Central European Basins System (CEBS). It hosts up to 8 km-thick Permian to Cenozoic fill, structurally shaped during its multiphase tectonic evolution by rifting, thermal subsidence, salt tectonics, and more recently, by several stages of glaciation (Littke et al., 2008).

In our study, we make use of an available 3D structural model of the subsurface beneath Brandenburg (Noack et al., 2013). The model was built by integrating a set of depth structure maps and exploration wells and was further constrained against potential field data (Scheck and Bayer, 1999; Maystrenko et al., 2010; Stackebrandt and Manhenke, 2010; Figure 1). The original model spans over parts of five German states and the westernmost part of Poland. In this study we limited its spatial extent within administrative boundaries of the state of Brandenburg in order to ensure consistency of groundwater monitoring data, being collected and stewarded by the countries' administrative bodies independently. The model differentiates 12 geological units, which depth extent has been limited to a constant level of −6,000 m a.s.l. in order to encompass all permeable strata above.
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FIGURE 1
 (A) Location of the study area; (B) topographic map; (C) 3D view of the structural model. Black outline follows Brandenburg administrative boundary, except the southern latitudinal edge, which corresponds to the model 3D model limit.


The lowermost model unit includes all formations below the Zechstein salt: the Paleozoic basin fill (Rotliegend sandstone of Permian age, Permo-Carboniferous volcanics, and Carboniferous molasses) is lumped with the Variscan basement, given the high consolidation state and low permeability of these units (see Section 2.4). These rocks are overlain by the Upper Permian Zechstein formation, which dominantly consists of halite with some anhydrite and carbonate. Salt tectonics resulted in numerous salt diapirs, pillows, and walls from post-depositional mobilization, with vertical thickness locally reaching up to 4,000 m. Rim synclines around these salt structures provided accommodation space, which have been filled by Mesozoic-Cenozoic sediments (Scheck-Wenderoth and Maystrenko, 2013).

Stratigraphically above the Zechstein, the lower Triassic Buntsandstein unit is the deepest regional aquifer considered in the model. This succession, dominated by non-marine sandstones and siltstones, is an important target for deep geothermal energy in the NGB (Huenges and Ledru, 2011; Franz et al., 2018). Above it, the middle Triassic Muschelkalk unit, composed of limestones and interbedded marls, acts as a regional aquitard. The overlying units, Upper Triassic Keuper, Jurassic, Lower Cretaceous, Upper Cretaceous, and pre-Rupelian Tertiary, have a heterogeneous composition with permeable sediments represented by sand, silt, and limestone. These deposits form a single brackish to saline aquifer megacomplex, with salinity increasing with depth from ~1 g/l to >200 g/l (Gaupp et al., 2008). These saline aquifers are a potential target for a number of subsurface utilization projects (geothermal energy, aquifer thermal energy storage, H2 storage, CO2 sequestration; Bruhn et al., 2023). Due to salt movements, basin inversion, glacial erosion, and postglacial isostatic rebound, the thicknesses of each individual unit vary significantly with local manifestation of non-deposition and complete erosion of stratigraphic units.

The Keuper-to-pre-Rupelian Tertiary complex is overlain by the Rupelian Clay unit, which acts as the main aquitard separating the freshwater aquifers above from the saline aquifers below. The Rupelian aquitard is eroded locally, providing domains for cross-formational flow between the Tertiary—Quaternary section above the Rupelian Clay and the units below the base Rupelian unconformity. These hydrogeological windows are the widest in the southern part of the study area, where a greater stratigraphic succession is missing, such that Quaternary deposits lay directly on Paleozoic rocks (Figure 2A).


[image: Map illustration with two panels. Panel A shows a geological map with various colored regions labeled Pre-Rupelian, Upper Cretaceous, to Pre-Salt, with a legend and scale. Panel B displays a topographic map of the same area with green shading indicating different elevations, labeled from one hundred meters to five hundred meters.]
FIGURE 2
 Geologic controls on groundwater flow, as extracted from the 3D geological model, relevant surface-groundwater interactions: (A) Rupelian subcrop map with dashed areas corresponding to absence of Rupelian aquitard; (B) Quaternary thickness map, where thicknesses of 300–550 m correspond to SW-NE-oriented glacial channels.


The post-Rupelian Tertiary unit is mainly composed by fluvial and lacustrine clastic deposits. Tertiary lignite has been mined in the region since the end of the eighteenth century, with large open-case mines altering groundwater quality and levels from the second half of the twentieth century (Benthaus and Totsche, 2015; Tissen et al., 2019). Quaternary is the uppermost modeled unit, with its top defined by the surface topography. Lithologically, it consists of glacial, fluvio-glacial, and alluvial sands, silts, and muds with a total thickness of up to 540 m (Figure 2B). Maximum thickness is reached within NE-SW oriented glacial channels, likely formed by subglacial meltwater erosion (Sirocko et al., 2008). Quaternary channels incised deep into underlying Tertiary rocks, sometimes eroding the Rupelian Clay.

The present-day relief in Brandenburg has been shaped by the last three Pleistocene glacial and intraglacial cycles (Stackebrandt and Manhenke, 2010). Consequently, elevated belts of moraines align preferentially along WNW-ESE oriented axes, separated by wide ice-marginal valleys. Absolute elevations range from 0 to 200 m a.s.l., with elevations above 50 m being typical for plateau belts, and those below characteristic for valleys and floodplains. Large differences in height occur over short distances (Stackebrandt and Manhenke, 2010).



2.2 Model parametrization

We have assigned constant physical properties to each stratigraphic unit, chosen consistently with its predominant lithology (Table 1). Despite recent advances in facies-dependent petrophysical characterizations for specific sites and formations within the NGB (BGR-SGD, 2019; Norden et al., 2023), we chose to rely on a homogeneous parameterization due to the regional span of the model, which together with an uneven data coverage hinders a more differentiated litho- or sequence-stratigraphical mapping at a basin scale. The selected rock properties are consistent with published parametrized models of the same geographic area and with the results of sensitivity analyzes conducted herein (Noack et al., 2013; Frick et al., 2019). Permeability is typically much higher parallel to bedding than orthogonal to it. We approximated this anisotropy, by orienting principal directions of permeability vertically and horizontally. Assigned vertical component (Kz) is set one order of magnitude smaller than lateral components (Kxy). This is a common assumption for stratified sedimentary materials, while Kz/Kx(y) ratios measured in cores may vary substantially depending on mineralogy and lithology (Domenico and Schwartz, 1997). We assign an isotropic permeability of 1e-19 m2 to both, the pre-Salt and Zechstein units, which act as a natural impermeable base to fluid flow, while still allowing for heat conduction. Consequently, the model does not account for groundwater movement in Rotliegend sandstones, marginal carbonate-dominated facies of Zechstein formation, or weathered basement uplifts. Due to its composition, the Zechstein unit has a higher thermal conductivity than the rest of the basin fill, with salt structures acting as chimneys for conductive heat transfer on a basin scale (Noack et al., 2013).


TABLE 1 Petrophysical properties of the model units assigned in the numerical simulations.

[image: Table displaying geological units with their lithology, thermal conductivity, porosity, radiogenic heat production, specific heat capacity, bulk density, and permeability. Units range from Quaternary to Pre-Salt, each with varying properties. For instance, the Zechstein has a high thermal conductivity of 3.5 W/(m*K) and near-zero porosity. Values are sourced from studies by Noack et al. (2013), Frick et al. (2019), and Noack et al. (2022).]

Fluid properties are considered constant for all units (Table 1), with viscosity 0.001 Pa·s and fluid modulus 2.18e+9 Pa, except for the Quaternary unit, for which we set a higher fluid modulus equal to 2.18e+5 Pa to approximate the higher storativity in the aquifer with unconfined conditions, consistent with an equivalent specific yield of 0.1. In our study, we neglect variations in fluid density and viscosity with depth due to salinity and temperature stratification. Our choice stems from previous studies, which demonstrated how density driven free convection is unlikely to be a significant heat transport mechanism in the NGB (Kaiser et al., 2011). Given the modeled temperature range of interest (~200°C), an ~1 order of magnitude variations in water viscosity is expected (Kestin et al., 1978). Therefore, we may underestimate the hydraulic conductivity at greater depths. However, the impact of such variations in fluid viscosity on the regional Darcy flux can be considered of secondary relevance than that resulting from the heterogeneous permeability field, which also decreases with depth.



2.3 Numerical model set-up

We have conducted all simulations presented below with GOLEM, a Finite Element Method (FEM) modeling platform for thermal-hydraulic-mechanical and non-reactive chemical processes in fully-saturated porous media (Cacace and Jacquey, 2017). GOLEM relies on a pressure-based formulation to describe the groundwater mass balance as:

[image: Equation for fluid flow dynamics: φ times partial derivative of pressure \( p_f \) with respect to time \( t \), divided by bulk modulus \( K_f \), plus the divergence of \( -k \) over dynamic viscosity \( \mu_f \) times gradient of \( p_f \) minus fluid density \( \rho_f \) times gravity \( g \), equals zero. Labeled equation 1.]

where ϕ–porosity, Kf–fluid modulus, ρf —fluid density, k—permeability, μf–fluid viscosity, g—gravitational acceleration. The first term of Equation 1 describes the change in water storage under the assumption of incompressible rock matrix), and the second term describes the gradient of Darcy flux.

Equation 1 is implicitly coupled with an equation describing the conservation of the internal energy of the porous system, considering change in heat storage, as well as advective and conductive transport components as:

[image: Equation depicting heat transfer in a porous medium. The terms include density, specific heat capacity, temperature gradient, time derivative, thermal conductivity, pressure gradient, gravitational acceleration, and heat source. Constants and variables are expressed in standard notation.]

where c—specific heat capacity, b and f subscripts denote bulk or fluid properties, T—temperature, λ–thermal conductivity, Qr—rate of radiogenic heat production.

An earlier coupled simulation study in NGB suggested that free convection (density-driven flow due to temperature and/or salinity gradients) can be considered as a secondary source of groundwater flow acting only locally within the most permeable and thick Mesozoic section and in the absence of any significant hydraulic gradients (Kaiser et al., 2013). Since our study focuses on climatic drivers over a time window of six decades, which will affect primarily the shallow freshwater aquifers, we decided to neglect double-diffusive convection in our simulation set-up.

When converting the input geological model into a 3D FEM mesh, each modeled stratigraphic unit has been vertically subdivided into four computational layers, while a higher resolution has been applied to the Quaternary unit, which was refined by a factor of 10 to better approximate the dynamics near the surface-subsurface interface. The lateral resolution of the FEM mesh has been kept to 1 km x 1 km as in the original geological model. The final model, divided into 54 computational layers, consists of 1.59 million nodes, giving a total of 3.18 million degrees of freedom.

Equations 1, 2 form an initial boundary value problem, the closed form solution of which requires to specify a set of initial and boundary conditions. We have first derived steady-state conditions by solving separately for the hydraulic (Equation 1) and the thermal (Equation 2 with only the conductive term included). These uncoupled steady-state simulations have been used as initial conditions to run a coupled pseudo-transient simulation, the results of which have been later imposed to initialize the pore pressure and the temperature in the final transient simulation.

For the steady state runs, we assume hydrostatic conditions with respect to a spatially variable hydraulic loading at the surface as given by a fixed hydraulic head. The initial distribution of hydraulic heads for the Quaternary unit across the study area is based on ~100 groundwater level measurements taken in 1953 together with a trend from the water table contour map of 1999 (Landesamt für Umwelt Brandenburg, 2020). The resulting hydraulic heads grid has been converted into a pressure boundary condition (Figure 3A) as:

[image: The equation shown is \( P = -(Z - h) \cdot \rho g + P_0 \), labeled as equation (3).]

where P is the assigned pressure at the top boundary, P0 is 1 bar (pressure at the water table), Z is ground elevation, h is the hydraulic head.


[image: Four maps of a region, each showing different data. Map A displays hypsometric levels in varying colors from dark purple to orange. Map B shows temperature gradients from purple to yellow. Map C illustrates recharge levels with blue-green hues. Map D presents a temperature overlay with a focus on Berlin, indicated by a dashed outline, using colors from purple to yellow.]
FIGURE 3
 Source grids used for boundary conditions assignment: (A) pressure at the top boundary with groundwater level measurement points (Landesamt für Umwelt Brandenburg, 2023) and river boundary conditions; (B) basal temperature at −6,000 m a.s.l.; (C) mean annual groundwater recharge 1953–2014; (D) mean surface temperature 1953–2014 (Deutscher Wetterdienst—Climate Data Center, 2021).


To better approximate the shallow groundwater dynamics, we additionally integrate the 15 longest rivers in Brandenburg as a node set to which we assign a Type I (Dirichlet) pressure boundary condition with a constant value of 1 bar, thereby forcing groundwater level to match the model top at these locations.

We close the side edges of the 3D model, therefore assuming that no significant lateral flow or heat transport occurs into or out of the domain. This assumption particularly applies for the shallowest aquifer, for which the Oder river in the east, the Elbe river in the west, and watershed divides in the north and south act as natural hydraulic no-flow boundaries (Figure 1B). There is a higher potential of outflow from the deeper aquifers, that, according to regional geology, dip northward, extending beyond the model domain, while onlapping onto the basement high to the south. The impact of our choice of side boundary conditions is discussed further in Section 4.4. A Type I temperature boundary condition is assigned along the top surface as derived from grids of monthly averaged daily air temperature 2 m above the ground from the German Weather Service (Deutscher Wetterdienst—Climate Data Center, 2021) and averaged over a period of 1951–1953.

Along the base of the model, we assign no flow and a Type I temperature boundary conditions (Figure 3B). Given the extremely low permeability at a depth of −6,000 m, flow through this boundary can be indeed considered as negligible. The basal temperatures have been extracted from a lithosphere-scale thermal conductive model of Brandenburg, which has been additionally validated against temperature measurements from deep exploration wells (Noack et al., 2012). Basal temperature ranges from 230 to 160°C, reflecting difference in the thickness of the crystalline crust and the sedimentary cover. Lower temperatures in the southwest corner are caused by an almost complete absence of any sedimentary cover on top of the uplifted basement (Figure 1C). Without insulation from the low-conductive sediments, highly conductive basement rocks efficiently dissipate heat toward the surface. Higher temperatures in the center correlate with a thicker felsic upper crystalline crust, generating more heat from radiogenic decay, covered by 3–5 km of insulating clastic sediments (Scheck-Wenderoth and Maystrenko, 2013).

In a second step, we use the results from the uncoupled thermal and hydraulic runs as initial conditions to a pseudo transient coupled thermo-hydraulic simulation, that is, a transient simulation which has been run till reaching equilibrium conditions. For this run we impose the same set of boundary conditions as described above. We set a constant timestep of 1,000 years and considered steady state conditions if the maximum change in temperature and pressure per simulation step drops to values lower than 0.1°C or 10 kPa, respectively. Steady-state conditions were achieved after ~120,000 years.

In the final simulation step, we take the output of the pseudo transient coupled simulation as initial conditions for the transient thermo-hydraulic simulation to quantify the influence of time-varying climate-driven surface forcing conditions over the period from 1953 to 2014, with a timestep of 1 month. This period was chosen due to availability of all input data required to compute recharge in a hydrological model. As a caveat, the onset of the transient simulation coincides with increasing groundwater abstraction due to population growth and mining activities in Brandenburg.

The temperature boundary conditions imposed along the top surface have been derived from a spatial interpolation of the monitored monthly air temperature time series (Deutscher Wetterdienst—Climate Data Center, 2021). Mean surface temperatures across the study area vary between +8.5 and +10°C, with a decreasing trend from south to north and a positive thermal anomaly in the center of the study area associated with the urban heat island of the capital city of Berlin (Figure 3D). Time series of the surface temperatures indicates an annual difference between the coldest and the warmest months varying from 15 to 21°C, and an increase of mean annual temperature of ~1°C during the simulated period (Figures 4A, B).


[image: Three-part data visualization showing environmental metrics. Panel A features time series plots from 1960 to 2015, depicting temperature, recharge, baseflow, and net recharge. Panel B displays monthly box plots for surface temperature, peaking in July. Panel C presents monthly box plots for recharge, baseflow, and net recharge, with varying patterns throughout the year.]
FIGURE 4
 Hydrometeorological monthly time series, mean values across the study area. (A) Surface temperature and mHM output fluxes; dashed line corresponds to annual temperature mean; (B) boxplots of monthly temperature (B) and mHM output fluxes (C) across the study area for the entire simulation period.


Many hydrologic models that employ water balance components, climatic data, and physics of the unsaturated zone, are able to simulate groundwater recharge from watershed to global scales. For the current study, we make use of the mesoscale Hydrological Model (mHM; Samaniego et al., 2010). mHM is a spatially distributed hydrologic model that uses gridded observed surface temperature and precipitation as inputs. We make use of the results from a Germany-wide realization of mHM to derive time and space varying water fluxes, which we translate into boundary conditions at the top of our groundwater model. The output of the mHM model consists of monthly 5 km x 5 km grids as used in Rakovec et al. (2016) and Samaniego et al. (2019) covering the period 1953–2014, with the following response fluxes relevant to the current study, as defined in Samaniego et al. (2010):

[image: Equation showing C(t) equals beta subscript two two x subscript five of t minus one, labeled as equation four.]

[image: Equation representing a function \( q_4(t) \) equal to \( \beta_{23} x_6(t-1) \), with reference number \( (5) \).]

where C is percolation from the soil layers to the groundwater reservoir (i.e., groundwater recharge), [mm/d]; q4 is baseflow, [mm/d]; β22 is an effective percolation rate [1/T], which depends on the hydraulic conductivity of the soil; β23 is a baseflow recession rate [1/T], which defines how the release of water from the groundwater reservoir to surface runoff in the stream network must be distributed over time; x5 defines the amount of water storage in the lower soil reservoir, expressed in equivalent water height, [mm]; and x6 the amount of the water storage in the groundwater reservoir, [mm]; t is time index for each time interval.

mHM is a process-based bucket-type hydrological model with a spatial regularization on regular grids. All hydrological processes are calculated first separately for each individual grid. The flow from different runoff components (e.g., fast and slow interflow and baseflow) is then routed from cell to cell, according to the largest topographic gradient as derived from the digital elevation model. The spatial parameterization approach (multiscale parameter regionalization, MPR) leads to spatially consistent outputs of hydrological states and fluxes (Samaniego et al., 2010; Kumar et al., 2013). There is no subsurface lateral flow redistribution between grid cells in mHM, though this may be relevant especially at the regional scale, where groundwater recharge and discharge areas are usually situated away from each other (Jing et al., 2018).

We apply the net recharge flux, being the difference between recharge and baseflow fluxes in an mHM cell at any given time, as a Type II (Neumann) pressure boundary condition, where positive net flux indicates that recharge outweighs baseflow, and vice versa (Figure 4A). Given that for each grid cell of mHM the sole source of baseflow is recharge in the corresponding cell, over a sufficiently long period the net flux will be close to zero. It follows that cells with a high recharge flux also have a high baseflow component and vice versa. Lateral groundwater flow along a topographic gradient is not represented in the hydrological model (no lateral/horizontal fluxes between adjacent model cells). To alleviate for this limitation of the hydrologic model and to allow for lateral groundwater flow we have integrated the major rivers in the study area into the groundwater model with a constant pressure (1 bar), ensuring the presence of a regional hydraulic gradient at all times.

For the modeling and data analysis, we limited the mHM output to the spatial extent of the 3D geological model, and interpolated the data onto the mesh. Long-term recharge increases in the NW direction up to a maximum of >160 mm/a and spatially correlates with a seaward increase in precipitation (Figure 3C). Southern Brandenburg, characterized by a hilly terrain, also has relatively higher recharge rates. The lowest recharge (<60 mm/a) is modeled for the Berlin metropolitan area due to its urban land cover.

Figure 4C illustrates the 12-month long time series derived from averaging the mHM fluxes across the whole study area and the entire simulation period. Groundwater recharge peaks between January-March, and reaches its minimum in August-September, being therefore temporally linked to the seasonality of evapotranspiration rather than precipitation. The peak in baseflow typically lags 1–3 months behind the peak in recharge followed by a 7–11-month long recession. According to the sign of net recharge flux, groundwater typically gains storage from November to March and loses storage from April to October.



2.4 Data for model validation

The final output of thermo-hydraulic simulation contains modeled pressure and temperature at every mesh node for monthly timesteps. We use the open-source ParaView software (Ayachit, 2015) for post-processing and analysis, including back-calculation of hydraulic heads from the pressure field.

We validated the model results against published groundwater level and temperature data. The groundwater monitoring network of Brandenburg comprises ~1,900 observation wells and piezometers with daily to quarterly measurements (Landesamt für Umwelt Brandenburg, 2023). While the earliest groundwater level records date back to the 1920's, a more uniform spatial coverage (>500 localities) is only available from 1970 onward, making possible to have a higher-confidence validation dataset for the modeled time series (Figure 3A). Observation wells tap exclusively Quaternary and Tertiary unconfined, confined, and perched aquifers. Differences in well construction, spatial clustering of sometimes conflicting data, and uncertainty in the well penetration levels make it challenging to reconstruct consistent potentiometric maps over the entire Berlin-Brandenburg region for every timestep. We therefore utilize a limited set of gridded equipotential line maps that incorporate quality-controlled groundwater and surface water data (Landesamt für Umwelt Brandenburg, 2020), while relying on individual wells for time series analysis.

Groundwater temperature is monitored in ~200 observation wells in Berlin and ~200 wells in Brandenburg and is limited to 80 m below ground (SenStadt, 2020). Static measurements in the deeper pre-Cenozoic section come from corrected bottom-hole temperatures and repeated temperature logs in ~50 petroleum exploration wells (Förster, 2001; Norden et al., 2008). They have been previously used for calibration of steady-state models of Brandenburg (Noack et al., 2013), from which we derived the lower thermal boundary condition for calculating the deep thermal field in the present study (Supplementary Figure 1).




3 Results


3.1 Groundwater flow: the initial state

The aim of this model realization is to capture equilibrium groundwater conditions under a fixed, though spatially variable reference head and surface temperature prior to the onset of the transient simulation (1953). As such, it provides a first-order description of the groundwater dynamics and resulting thermal field through the entire stratigraphic section without considering the influence of climatic cyclicity (i.e., neglecting seasonal changes in recharge and surface temperature) or continuous climate warming.

Analytical models of gravity-driven flow in a homogeneous isotropic basin suggest that the superposition of the regional slope and local water table relief is responsible for forming flow cells that differ in distance between recharge and discharge areas and their depth of penetration (Toth, 1963). Consequently, groundwater flow in sedimentary basins is often subdivided into regional, intermediate, and local flow systems. In what follows we examine the results based on computed groundwater flowlines and Darcy flux, focusing on three stratigraphic intervals of interest: Buntsandstein, Keuper—pre-Rupelian, and post-Rupelian—Quaternary (Figure 5).


[image: Four-panel image visualizing geospatial data. Panel A: Map with elevation lines and color gradient indicating elevation levels. Panel B: Map highlighting geological units with colors. Panel C: Darcy flux overlay on a geological map with multiple colors showing flux rates. A legend details geological periods and their corresponding colors. Panel D: Cross-sectional profile showing geological layers in different colors, with depth indicated on the vertical axis. All panels have directional markers for orientation.]
FIGURE 5
 Groundwater flowlines under steady-state conditions: in Buntsandstein (A), in Keuper to pre-Rupelian Tertiary untis (B), in Quaternary (C), in all units along a S-N slice (D). Coloring of the maps show top aquifer elevations. Roman number annotations refer to locations shown on Figures 7, 10. Dashed areas refer to Rupelian windows, arrow glyphs indicate flow direction, streamline color indicate Darcy flux, dashed gray line—Oder-Elbe watershed divide, red squares—evidence of saltwater discharge at the surface as given by Rößling et al. (2010).


As an example of a regional groundwater system, we look at the Buntsandstein unit (Figure 5A), the deepest modeled aquifer, bounded below and above by impermeable Zechstein and Muschelkalk units. The spatial extent of individual flowlines (computed as the distance between the entry and exit points of the groundwater flow) spans over 100 km, indicating a regional, long-distance flow with long residence times. The dominant direction of the flow is from the south to the center and then to the northwest and northeast. Such an orientation is defined by the reservoir dip, which is, in turn, controlled by the basin configuration. In the southern marginal part of the basin, the Buntsandstein is uplifted to < -1,000 m a.s.l., while in the northwestern part it is buried below −3,500 m a.s.l. The Buntsandstein aquifer is likely recharged in the south of Brandenburg, where it lies at depths of < 200 m below ground directly underneath a thin Cenozoic cover in the absence of Muschelkalk and Rupelian aquitards. Following the steeply dipping Buntsandstein, Darcy flux ranges between 1e-4 and 1e-3 m/s, and water can freely flow downward. As groundwater flow becomes dominated by a more lateral component, Darcy flux decreases to 1e-5 – 1e-4 m/s. Groundwater flow is diverted locally, in the northeastern quadrant of the model, where large Zechstein salt diapirs and salt walls are present. Salt structures act as a local gradient anomaly being associated to elevated Darcy flux. Groundwater tends to sink into the salt rim synclines and to rise over salt structures, following the folded topology of the Buntsandstein reservoir. Due to the no-flow boundary along the model edge, groundwater leaves the aquifer via cross-flow to the adjacent units, eventually discharging at the surface. A larger basin model of the whole Northern Europe suggested that this deep groundwater flow actually continues north-west toward the most buried offshore parts of the NGB (Frick et al., 2022).

The intermediate flow system includes units from Keuper to pre-Rupelian Tertiary and lies between two regional aquitards, the Muschelkalk below and the Rupelian above. The thickness of this aquifer complex increases from < 1,000 m south of Berlin to more than 2,000 m in the north-western part of Brandenburg, where fluid circulation is also more active (Figure 5B). Erosional windows in the Rupelian aquitard provide pathways for groundwater cross-flow to and from the post-Rupelian—Quaternary aquifer complex. The intermediate flow system is recharged, where hydrological windows lie below topographic highs, while discharge occurs where the windows are found below topographic lows. Therefore, the flow travel distances structurally depend on the distance between adjacent erosional windows. The presence of saltwater springs and halophilic plants on the surface as mapped by Rößling et al. (2010) is consistent with the upward flow through Rupelian windows in the central and northeastern parts of the study area. Darcy flux ranges from 1e-5 to 1e-2 m/s with highest flux in the permeable Jurassic and Cretaceous units. Individual salt structures cause local diversion of the flow from the shortest path between inflow and outflow points. In rim synclines the vertical flow dominates over the lateral component of the flow.

Groundwater dynamics of the local flow system, that includes post-Rupelian Tertiary and Quaternary units, is fundamentally different from what has been described above (Figure 5C). Higher Darcy flux (1e-2 – 1e-1 m/s) and shorter travel distances lead to shorter groundwater residence times. There is no predominant flow direction or continuous streamlines at the scale of the whole Brandenburg. Instead, the present-day watersheds configuration controls the orientation of groundwater flow, which follows the topographic gradient, from elevated areas (glacial plateaus, acting as watershed divides) toward the nearest adjacent valley or stream. Due to the “hummocky” post-glacial relief of Brandenburg, groundwater forms numerous domains of recharge and discharge. A N-S drainage divide (gray line on Figure 5C) separates groundwater catchments contributing to the Elbe and Oder river basins.

Groundwater levels vary from −5 to 140 m a.s.l. across the study area (Figure 6A). Depth to the water table, calculated as the difference between surface elevation and groundwater level, lies predominantly between 0 and 30 m, with 5% of model cells having a deeper water table (Figure 6B). In places where recharge derived from mHM is abundant, the water table is shallower and the groundwater level shows a preferential correlation with the topographic elevation, i.e., the potentiometric surface replicates the topographic relief. As recharge decreases, groundwater level correlates less with the topography. At surface elevations >100 m, the groundwater level becomes more variable and does not follow the surface relief even in those model cells characterized by a high estimated recharge (Figure 6A). Model cells with a surface elevation to groundwater level ratio >2 can be explained by the additional artificial lowering of the water table from pumping and drainage.


[image: Scatter plots A and B compare groundwater level and recharge against surface elevation. Plot A includes annotations highlighting effects like pumping and topography on groundwater level, with a color gradient indicating recharge rates. Plot B shows a similar relationship without annotations, portraying a curved black line.]
FIGURE 6
 Controls on steady-state groundwater level. (A) Topography and groundwater level elevation, with 1:1 and 2:1 ratios shown as solid and dashed red lines for reference in solid red; (B) topography and depth to water table; a line of best fit shown in black. Each point represents a single grid cell of the groundwater model.




3.2 Groundwater flow: transient state

In order to visualize how variations of the imposed boundary condition over time affect the local groundwater system, we plot in Figure 7 time series of computed Darcy flux for two selected locations, on a glacial plateau (point V in Figure 5C) and in a river valley (point VI in Figure 5C). We found that variations in the vertical component of the Darcy flux show a high degree of correlation with variations in the net recharge. In late winter and spring, when recharge is higher than baseflow (i.e., net inflow), the vertical downward component of the Darcy flux is enhanced, while showing an opposite trend in summer and early fall. The lag time between net recharge and Darcy flux peaks at a depth of 25 m below ground varies from 1 to 6 months, being shorter in the valley location. Such correlation is even more evident if looking at specific years characterized by exceptionally high recharge (as in 1994 and in 2002), where we observed a reversal in the vertical flow component in the valley location, otherwise dominated by an upward flow (marked by green boxes in Figure 7). Seasonal changes in groundwater flux magnitudes and directions are limited to the post-Rupelian section: the annual cycle in the surface flux signal does not propagate through erosional windows, as can be seen from steady velocities at −200 m, corresponding approximately to the top of pre-Rupelian unit for both locations. We therefore observe no modification in the regional and intermediate groundwater flow during the whole 62-year time period investigated.


[image: Line graph displaying Darcy flux and net recharge from 1991 to 2003. Four lines represent different locations and depths: Location V at minus twenty-five meters (yellow) and minus two hundred meters (orange), and Location VI at minus twenty-five meters (blue) and minus two hundred meters (purple). Net recharge is depicted with dashed lines for Location V (red) and Location VI (pink). The horizontal axis covers the years, while the left vertical axis shows Darcy flux, and the right vertical axis shows net recharge.]
FIGURE 7
 Time series of net recharge flux and simulated vertical Darcy flux at two locations, shown on Figure 5C. Location V is on top of a glacial plateau, while location VI is in a river valley. Positive net recharge flux corresponds to the gain of groundwater storage, negative Darcy flux corresponds to downward flow.


Figure 8 depicts computed differences between modeled and observed water levels at the end of the transient simulation. The Pearson correlation coefficient of 0.98, with a RMSE of 1.92, indicates that the model predicts the observed groundwater level well with +/- 2 m of misfit over the study area. An anomalously high misfit of ±10 m in two localities in the southeast of the study area is associated with lignite mining activity (Lausitz region), which was on the rise until 1985, followed by a gradual closure and recultivation of open-cast mines. To access the coals seams in Tertiary and Quaternary units, the water level had to be lowered by 30–50 m. The area of misfit spatially correlates with depression cones, which extend well over the borders of the opencast mines (Benthaus and Totsche, 2015).


[image: Map and scatter plot illustrating groundwater data. Panel A shows a colored map of groundwater level differences in a region, with a color scale from blue (low) to red (high). Panel B is a scatter plot comparing modeled versus measured groundwater levels. The correlation coefficient is 0.98, and covariance is 85.75. A red line indicates a perfect fit.]
FIGURE 8
 Difference between measured hydraulic heads and those predicted by the transient simulation at the end of the transient simulation. (A) Map (B) cross-plot with each point corresponding to a grid cell of the groundwater model, red line is 1:1 line. Green polygons outline open-cast mines.


In valleys and floodplains, where groundwater level is near the surface and therefore less variable, the misfit between simulated and observed level lies within a confidence interval of ± 2 m. A misfit up to +8 m is found around topographic heights, where the groundwater level is also deeper. According to hydrogeological mapping, near-surface porosity and permeability is lower on the highs than in the river valleys (BGR-SGD, 2019). Therefore, we can anticipate higher magnitude fluctuations in these regions.

The amplitude of hydraulic head variations in the model is a function of the net recharge flux at the upper boundary and of the aquifer storativity. As commonly done, we can also make use of the relationship that estimates recharge following a Water Table Fluctuation (WTF) method (Healy and Cook, 2002). For a specific yield of 0.1, as the one assumed for the Quaternary unit, and given recharge rates as typical for Brandenburg (60–180 mm/yr) the expected seasonal range of water table fluctuation, i.e., the difference between the highest and the lowest position of the water table in a given year, is between 0.3 and 0.9 m, assuming an equal duration of rise and fall of 6 months. If we compute the seasonal fluctuations based on all measured wells, we arrive at values of 0.17 m [10th percentile (P10)], 0.68 m (P90), and 0.41 (P50). Modeled average seasonal fluctuations in the groundwater level range between 0.25 m (P10) and 0.48 m (P90) with P50 of 0.36 m, thereby in agreement with measured values. We note a positive correlation between magnitudes of seasonal fluctuations and recharge, with the maximum fluctuations in NW and SE, and the lowest fluctuations in the center (Berlin) and in E-NE (Figure 9). We also note an overprint of the local geology: in the Quaternary glacial channels the average seasonal fluctuations are lower than outside of the channels because of the greater porosity and higher storage.


[image: Panel A shows a gradient map of a region with elevation and waterways highlighted, featuring a color scale from dark purple to light yellow. Panel B displays a scatter plot with points indicating a positive correlation between recharge rate (millimeters per year) and an unspecified variable, correlation coefficient 0.73, and covariance 0.59. Axes are marked in increments.]
FIGURE 9
 Average groundwater level difference between an annual maximum and minimum for the transient simulation: (A) spatial distribution of the seasonal groundwater level fluctuations. (B) Cross-plot between annual groundwater level fluctuation and recharge, with each point corresponding to a grid cell of the groundwater model; black line is a line of best fit.


To further validate the model outcomes, we cross-plot the simulated groundwater level time series against measurements for several representative observation wells, within different geomorphological and hydro-geological settings (Figure 10).


[image: Four line graphs display groundwater data over time for different wells. Each graph includes measured groundwater heads, modeled heads, a four-year moving average, and net recharge flux. The first graph shows shallow water table data for well I, the second for well II with deep water table, the third for well III in a shallow urban area, and the fourth for well IV in a lignite mining region. Trends, fluctuations, and significant time periods such as seven and eight years are marked on well II's graph. The data spans from 1970 to 2015.]
FIGURE 10
 Groundwater levels (GWL): measured and modeled, and net recharge flux time series for selected observation wells shown on Figure 5C. All presented wells are screened in the Quaternary unit. Numbers in the brackets refers to well ID in Brandenburg Water Information Platform (Landesamt für Umwelt Brandenburg, 2023), from where the monitoring data is available for download.


Well I is representative of a river valley or floodplain setting, characterized by a very shallow water table (0–5 m below ground). The wellhead location is ~0.5 km away and 4 m above a river. We observe a good agreement between modeled and measured groundwater level behavior with short-wavelength fluctuations correlating to the assigned net recharge flux. The seasonal magnitude in groundwater level change ranges between 0.1 and 1 m with highest levels in spring and lowest in late summer—early fall. Our model also captures years with exceptionally high levels (e.g., 1975, 2011) and the extended periods of low level running throughout 1989–1994. Local disagreements between model and observations of up to 0.5 m can be seen in the period between 1972 and 1974. We also note that the modeling results can capture the longest observed period of sustained decline in the levels from 2011 to 2015.

Well II is representative of a hilly terrain setting, characterized with a deeper water table (>20 m below surface). The well is located on the Fläming ridge, SW Brandenburg. We note a poor correlation between observed and modeled groundwater level dynamics, with the measurements lacking any clear indication of seasonal variability but rather following a 7–8-year cycles with a smooth and likely delayed response to large recharge pulses (arrows on Figure 10). This smoothed response is likely due to the travel time of infiltrating meteoric water through a thicker unsaturated zone, a process not explicitly considered by mHM, and therefore not reflected in the net recharge or modeled level time series. Indeed, after applying a moving average filter with a 48-month window to the modeled heads, we have been able to reproduce the periodicity in the modeled time series (dashed line). We also note a ~2 m groundwater level decline as monitored over the entire time window, while the modeled level exhibited a weaker long-term trend. A stronger decline of the measured levels could be explained by the fact that groundwater has been used for crop irrigation in the surrounding area on top of the Fläming ridge since the 1990's, representing an additional sink which is not captured by our model (NABU-Brandenburg, 2021).

Well III represents an example of long-term water table behavior in an urban area (SE Potsdam). The water table is shallow, 3–4 m below ground. During two periods, in 1976 and 1983, modeled levels deviate from the historical record by up to +0.7 and +1 m, respectively. The modeled trend is solely driven by climate forcing, as the groundwater model does not include other sinks, such as pumping. Conversely, the climatic variability of the measured levels shows a clear interference typically caused by a drawdown from groundwater abstraction. The affected time period is indeed associated with the maximum population growth and new housing development in post-war Potsdam. The average annual city water consumption rose during these times from 36 k m3/d in 1967 to its peak of 65 k m3/d in 1988 before dropping sharply in the 1990's (Zühlke, 2018). In the remaining period (from 1988 to 2014) modeled and observed groundwater level behavior match, an indication that by that time groundwater extraction has stabilized, and that the annual hydrologic cycle has become the primary control to the observed fluctuations.

Well IV denotes the influence of open-cast mining on groundwater levels in Brandenburg's Lausitz region. The observation well with a shallow water table (1–2 m deep) is located 3 km away from an ex-coal mine, which was in operation between 1983 and 1996 (Seese-Ost), and then was partially filled with water to form artificial lakes (lakes Bischdorf and Kahnsdorf). The measured levels began declining in 1985, followed by a recovery since 1995. In the same period, modeled levels exhibited only seasonal fluctuations. The maximum deviation between measured and modeled levels of 1.1 m was reached in 1992. Despite the strong anthropogenic overprint, recharge influence on groundwater levels was not suppressed as seen from peak levels in 1994 and relatively stable low levels during a dry period in 1996–1997.



3.3 Groundwater temperature

The steady-state thermal field beneath Brandenburg has been extensively studied in previous works (Noack et al., 2012, 2013), which compared the effect of basement heterogeneity on the conductive heat transport and modifications to the resulting basin-wide thermal regime by additional advective forces in the sedimentary section. Here we focus on discussing the transient behavior of shallow groundwater temperatures due to the spatially and temporally varying recharge and surface temperatures.

In doing so, we based our analysis on temperature maps extracted at different depths relative to the surface (500, 100, and 25 m), rather than depth maps relative to sea level or top aquifer maps since this enables more consistently quantify the overprint of surface processes on the thermal distribution. We therefore compared the temperature at the start (1953) and the end (2014) of the transient simulation as well as the difference between summer and winter seasons. We further note that at 500 and 100 m below the surface, the temperature distribution does not exhibit any significant temporal fluctuation, so for those intervals we discuss only the initial-state maps (Figure 11).
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FIGURE 11
 Temperature at 500 m (A) and 100 m (B) below ground at the start of the simulation (no seasonal difference) and average temperature in 1980–2014 in January (C) and in July (D) at 25 m below ground. A-A' refer to the cross-sections on Figure 12; VII, VIII—well locations, for which temperature time series are presented on the Supplementary Figure 2.


At depths of 100 m and greater, temperature patterns are primarily the result of contrast in thermal rock properties between salt, basement and the sedimentary overburden (Figures 11A, B). Lower temperatures in the south are caused by an uplift of the highly conductive crystalline basement in the presence of a thin sedimentary cover. In the rest of the study area, a thick sedimentary cover provides enough thermal insulation to accumulate heat and maintain relatively higher temperature (Figure 12A). The presence of small-wavelength positive thermal anomalies can be associated with occurrences of Zechstein salt structures acting as conductive heat transport chimneys, leading to a dipole shaped heat anomaly: on top of the salt structures, the temperatures are increased due to heat refraction within the highly conductive salt rock and then “trapped” by the less conductive post-Zechstein sandstones, mudstones and limestones.
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FIGURE 12
 (A) Steady-state temperature distribution in the basin. (B) Average temperature difference between January and July (1980–2014). Location of cross-sections shown on Figure 11.


The additional role played by heat advection from imposed pressure (hydraulic head) gradients can also be noticed at all depth levels. Low-wavelength negative temperature anomalies could be associated to domains characterized by higher hydraulic heads, characteristic for topographically elevated areas (NW, NE, and the south), where hydraulic gradients drive downward flow (recharge areas). Most of these anomalies have a circular shape, and they don't align spatially with hydrogeological windows in the Rupelian aquitard. An opposite thermal signature occurs, for example, below a N-S river valley with lower heads in the NE corner of the model, where upward groundwater flow causes a local warming.

At depths shallower than 100 m, the temperature distribution carries both geological and climatic signatures. For example, at 25 m below ground, the mean temperature for January is +9.9°C, and for July it is +10.8°C (Figures 11C, D), while mean air temperature is −0.2°C and +18.2°C, respectively. The basement high in the SW quadrant and elevated areas with higher head in the east and northwest cause a relative cooling down by 1–1.5°C below the background. Above shallow salt diapirs and in the deeply incised valley in the northeast, temperatures are above the average, reaching up to +15–20°C. Additionally, we note a northward cooling trend of 0.5–1°C, which resembles the pattern of the average surface temperature imposed as the upper boundary condition (Figure 3D).

According to the analytical solution proposed by Stallman (1965), the magnitude of seasonal surface temperature change and total thermal conductivity provide first-order control to the depth to the neutral zone, defined here as a depth where seasonal temperature fluctuations can be considered as negligible (< 0.1°C), while the additional advective component due to downward or upward flow is capable of deepening or raising its depth level. Based on the Quaternary rock properties and the annual average delta in surface temperature for Brandenburg (18°C), the top of the neutral zone is expected to be at 20 m below surface, with the additional effect from downward groundwater flow of 0.01 m/d lowering it to 30 m below surface. Monthly temperature-depth profiles measured in a selection of wells in Berlin find the top of the neutral zone, between 15 and 20 m below ground (SenStadt, 2020). Accordingly, the comparison of July and January temperature distribution at 25 m below ground reveals that most of the study area exhibit no or minimum seasonal change (Figures 11C, D). Patchy areas where the seasonal difference is well-pronounced could be linked to higher heads (Figure 3A) and to glacial channels, where the porous Quaternary unit is the thickest. However, we must note that the effect of surface temperatures within the channels is likely to be overestimated due to the lower vertical mesh resolution. Thirty-five percent of the cells in the uppermost model layer have a thickness >15 m, and 15% of the cells >20 m. Thus, the vertical resolution does not allow to entirely map the top of the neutral zone or temperature at the water table. This said, we can nevertheless determine areas where the seasonal fluctuations propagate substantially deeper than the first computational layer (Figure 12B). Seasonal fluctuations, reaching a maximum depth of 100–150 m, are associated with higher hydraulic gradients (their magnitudes being proportional to the imposed flux), and occur almost entirely within the Quaternary unit, with the Rupelian aquitard effectively limiting the downward propagation of the advective front.

In order to analyze the climate-induced warming effects over the 62-year period, we calculated the difference in the average groundwater temperatures between the last and first 3 years of the simulation and looked at this difference at the depth of 25 m below surface (as a proxy for a top of the neutral zone) (Figure 13A). In most of Brandenburg, the temperature increase is < 0.17°C, i.e., the temperature below the neutral level was not significantly affected during the simulation timeframe. A scattered groundwater heating of up to 2°C at this depth level is observed only locally across Brandenburg and it is associated with elevated hydraulic heads, being additionally facilitated in case of reduced thickness of the Quaternary unit thus forcing flow downward around less permeable underlying rocks (post-Rupelian Tertiary and Rupelian; Figure 13B). Such mechanism can propagate the six decades-long groundwater heating signal of at least 0.2°C to the depths of 150 m below the surface. In instances where these advective forces overlap with hydrogelogical windows, the warming signal may propagate deeper into the saline aquifers, where the second regional aquitard, the Muschelkalk, provides an additional barrier to the advective front.
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FIGURE 13
 Temperature difference between the first and last 3 years of the transient simulation (1953–1956 and 2011–2014). The plotted data is averaged annually to remove the effect of seasonal fluctuations. (A) Map at 25 m below the surface. Gray dots indicate areas of reduced Quaternary thickness (<25 m). (B) Cross-section; main aquitards are shown in gray.


In Berlin, the most populous city within the model domain, the urban heat island effect due to land use and waste heat adds onto the climatic warming signal, as reflected in the upper boundary condition grids (Figure 3D). The annual mean surface temperature in Berlin has increased during the modeling period by 2°C. After the year 2000, at any month, the temperature in the center of the city is 1–2°C above the Brandenburg average. The warming trend is also reflected in groundwater temperatures: well measurements are indicative of an increase of ~1.5°C in the past three decades (SenStadt, 2020; Supplementary Figure 2). Unlike groundwater level data, groundwater temperature monitoring in Berlin and Brandenburg is sparse, and the depth of the temperature probe relative to the water level in the well is not always documented. This hinders a quantitative comparison of modeled results against the available measurements. This said, though on a more qualitative level, we can note that modeled temperature time series exhibit depth-depended damping of temperature fluctuations, seasonal phase shifts, and a long-term warming trend (Supplementary Figure 2).




4 Discussion and conclusions

Based on a 3D thermo-hydraulic groundwater simulator one-way coupled to a distributed hydrologic model, we have been able to reconstruct the time-dependent pressure and temperature evolution within the sedimentary units in the region of Brandenburg. In this section, we explore model results further with a focus on the relative control that the imposed recharge, the topographic relief, and the heterogenous hydrostratigraphy have on the shallow thermal and pressure fields. Unlike in synthetic box models or 1D analytical solutions, extracting individual effects from our data-driven 3D model is challenging. As shown in the previous section, all driving factors at play, that is the thickness of the Quaternary unit, discontinuities in the Rupelian aquitard, ground steepness and elevation, and net recharge, are quite variable in space (and time). In the following discussion, we aim at discussing these driving forces more systematically and decoupling what can be considered primary and secondary factors controlling flow configuration (4.1), groundwater temperature (4.2), and groundwater level fluctuations (4.3).


4.1 Groundwater flow configuration

We found that hydraulic gradients, acting as the main driver to the groundwater flow in the studied basin, are not exclusively influenced by present-day topographic gradients. Instead, structural dip and stratigraphic layering of geological units and the presence of permeability contrasts and anisotropy all concur to shape the flow in pre-Rupelian aquifers, while recharge variability and anthropogenic groundwater use can be pointed as the sources of hydraulic head and Darcy flux variations in the Quaternary unit.

Several stages of structural deformation and the paleogeographic evolution of the NGB led to a high level of hydrogeological stratification and variable thickness of the stratigraphic formations. This geological heterogeneity is reflected in a relatively complex pressure field and a groundwater system not bounded to individual reservoir units, but characterized by extensive cross-flows and sharp changes in the main flow direction. Regional aquitards (Rupelian, Muschelkalk, and Zechstein) act as hydraulic barriers, responsible for flow reorganization. Vertical flow is more vigorous within steeply dipping strata, adjacent to salt structures or along the southern rim of the basin, and where hydrological windows provide hydraulic communication between otherwise stratigraphically disconnected compartments. The resulting vertical flux has the greatest potential to locally overprint the conductive thermal signature (see also Section 4.2).

The regional flow system in the Buntsandstein and the intermediate flow system, spanning from Keuper to pre-Rupelian Tertiary are not in direct contact with surface waters, with a possible exception of the southern basement uplift, and are dominated by groundwater storage. In these aquifers, groundwater ages are older than the simulated period of six decades and therefore unlikely to be affected by the recent climate variability.

In the Buntsandstein, the deepest modeled aquifer, groundwater flow is controlled by the geometry of the geological units. Indeed, groundwater flows predominantly from south to north/northwest following the regional dip of 1–2°. Consequently, groundwater age also increases from south to north. Inflow of groundwater into the aquifer occurs in the south of Brandenburg, where the Buntsandstein subcrops directly below a thin Quaternary unit due to erosion and non-deposition of the strata in between. This is the only area where we would expect a potential overprinting of the regional flow modulated by long-term climatic variations.

Inflow into the Keuper—pre-Rupelian Tertiary aquifer complex occurs preferentially via leakage from the overlying Quaternary and post-Rupelian Tertiary aquifers. As such, it is genetically connected to two conditions: presence of hydrogeological windows in the Rupelian aquitard and the existence of a hydraulic gradient forcing a downward groundwater flux (Figure 5D). The latter is controlled to a large degree by the present-day topographic relief. Areas where the hydraulic gradient forces upward groundwater fluxes can provide flow paths for outflow of deep Cl−-rich groundwater via hydrogeological windows thereby posing a potential risk of salinization to the drinking-water aquifers. Initial evidence from brackish springs and lakes above the shallow-buried salt domes has been verified by groundwater sampling (Rößling et al., 2010) and modeling (Kaiser et al., 2013; Chabab et al., 2022). At the typical depths of this aquifer complex (>500 m), we did not observe any influence of recharge variability on the groundwater dynamics during the simulation period. However, sustained lower recharge rates over a longer period of time can potentially lead to a pressure decline in freshwater aquifers, and force further brine uprising from saltwater aquifers.

The situation is different if considering the local flow system. In Quaternary and post-Rupelian Tertiary aquifers, groundwater flows inside catchments, from watershed divides toward the drainage network. Those aquifers receive recharge across the upper boundary, either in terms of percolation from the unsaturated zone or due to leakage from incorporated rivers. As a result of the one-way coupling to mHM, recharge occurs in our model where and when the net flux of percolation and baseflow to/from the groundwater storage in mHM is positive. As such, the amount of recharge estimated by mHM only partly follows the actual topography, being principally a function of precipitation, evapotranspiration, soil properties, and land use. As an example, consider the Fläming ridge in SW Brandenburg (Figure 1B). This is the most elevated area in Brandenburg, and yet it does not receive as much recharge as the hills in the NW of Brandenburg, which experience a greater impact of oceanic air masses and receive more precipitation than average (Figure 3C). As a result, the depth to the water table in the south is greater than that in the north, despite a comparable topographic elevation. This leads to different shallow groundwater dynamics than when considering a constant-head boundary condition as a subdued replica of the topography, as usually done in basin-scale groundwater modeling studies. In the latter, recharge is limited to high-elevation areas (highest head) and discharge to low-elevation areas (lowest head), without any consideration of the amount of water effectively reaching the water table.



4.2 Overprint of recharge on shallow groundwater temperatures

A gradual and continuous groundwater warming trend as well as the overprint of seasonal fluctuations are strongest in areas of elevated hydraulic head and hydraulic gradients. The factors controlling the penetration depth of the temperature disturbance are imposed groundwater recharge, Darcy flux, and the magnitude of surface temperature variations.

Advective heat transport by groundwater flow can significantly overprint the conductive subsurface temperature field. This is particularly the case beneath recharge and discharge areas, where advective processes depress or increase heat flow, respectively (Ingebritsen et al., 2006). In practice, such deviations in groundwater temperatures profiles from a purely conductive geotherm can be used to estimate vertical water fluxes, and thus present and past recharge rates (Anderson, 2005; Kurylyk et al., 2017). Our initial simulation, that considered constant annual surface temperatures as Type I boundary condition, demonstrates how topographic highs of only a few tens of meters, if sufficient time for equilibration is given, can result in localized negative temperature anomalies throughout the entire sedimentary succession (Figure 12A), with high Peclet numbers pointing to their advective nature (Supplementary Figure 3). However, it is clear that climatic cyclicity and oscillations hinder temperatures in any groundwater system from reaching a true steady state.

In the transient simulation, we have demonstrated that the seasonal groundwater temperature cycling due to conductive heat exchange with the atmosphere is occurring in the upper 20 m and that an additional advective transport component can deepen this feedback. Given that the Quaternary unit is modeled with a homogeneous vertical permeability and a typical thickness >100 m, most of the change is indeed occurring in this unit, with the key factors controlling the depth of the neutral level being the hydraulic gradient, defined either by hydraulic heads or recharge flux, and the magnitude of the annual air temperature variation. Hydrogeological windows in the Rupelian Clay that were thought to play a key role in the vertical advective flow (Noack et al., 2013) cannot trigger this process, but can deepen the thermal front propagation only if the local hydraulic conditions are favorable. In some exceptional cases of very high Darcy flux in the absence of Rupelian aquitard, seasonal temperature fluctuations could reach greater depths, as deep as 100–150 m in our model. The same mechanism is also responsible for the mean increase of ~1.5°C in modeled groundwater temperature from 1953 to present-day in response to the global warming and the urban heat island effect below the city of Berlin, with a modeled anomaly lying within ±0.5°C of the monitored values (Figures 11C, D; Supplementary Figure 2). Additional point sources to the near-surface warming within the study area were attributed to tunnels, underground car parks, and mining operations (Henning and Limberg, 2012; Tissen et al., 2019; Noethen et al., 2023), which have not been incorporated in our model.

Advection-driven undulations of the neutral zone and continuous groundwater warming may impact the state-wide utilization of shallow geothermal heat in Brandenburg, which, as of 2022, consisted of more than 20,000 ground source heat pumps (Ministerium für Wirtschaft, 2023), that, by design, target depths with constant mean annual temperatures.



4.3 Groundwater level trends

Despite the lack of modeled heterogeneity in the Quaternary reservoir architecture, and neglecting the details of the hydrodynamics within the unsaturated zone, we have been able to reproduce the seasonal amplitudes of observed groundwater level fluctuations over several decades by properly selecting effective rock properties and considering the assigned net fluxes. However, approximating the multi-annual periodicity and long-term trends with the model has proven to be more challenging.

Modeled groundwater levels predominantly follow the seasonal recharge cycle, showing no delay, with highs during February-March and lows in August-October. Nevertheless, wells characterized by a deeper water table show a smoother and delayed response to recharge pulses (e.g., Well II on Figure 10). We interpret this behavior as an indication of a damped signal from precipitation due to the hydrodynamic dispersion of the advancing wetting front as water infiltrates through a thick unsaturated zone. Indeed, we found such effects to positively correlate with the thickness of the unsaturated zone, becoming increasingly visible for a thickness higher than 10 m. Lischeid et al. (2021), on the basis of principal component analysis of wells and groundwater-fed lakes in Brandenburg, correlated such attenuation to low-frequency patterns in the groundwater time series. Thus, it can be argued that the “deeper” wells are likely to be more suitable to analyze long-term water level trends, since the seasonal signal has been, at least partially, filtered out (Dong et al., 2019; Lischeid and Steidl, 2023).

Inter-annual groundwater level variations in Brandenburg have been attributed to progressive accumulation of soil moisture deficits in the deeper unsaturated zone (Lischeid and Steidl, 2023) or teleconnections between precipitation and the North Atlantic Oscillation (Landesamt für Umwelt Gesundheit und Verbraucherschutz Brandenburg, 2014). mHM recharge fluxes for Brandenburg follow a 5–7-yr periodicity, but in the absence of any damping effect, the seasonal signal is stronger, therefore masking the low-frequency signal in modeled groundwater time series.

In Figure 14 we compare long-term groundwater level trends estimated from a regression analysis, following the procedure described in Länder-Arbeitsgemeinschaft Wasser (2011). The trends based on actual measurements between 1976 and 2013 are presented in accordance with the results from Landesamt für Umwelt Gesundheit und Verbraucherschutz Brandenburg (2014). One caveat of ~37 years of head time series with a single linear regression is evidenced by a reversal in the groundwater trends as seen in some of the wells. For example, the Lausitz mining district underwent a period of mine drainage, followed by mine flooding (Benthaus and Totsche, 2015; Well IV on Figure 10), and the Berlin metropolitan area saw high abstraction rates in the post-war era to supply its growing population and recovering industry, followed by a recovery phase starting from 1990's onward as more sustainable water management strategies were introduced (Frommen and Moss, 2021).
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FIGURE 14
 Groundwater level trend (1976–2013). (A) Calculated from well measurements (Landesamt für Umwelt Brandenburg, 2023); (B) Extracted from the model at well locations; (C) annual average hydraulic heads in observation wells in Brandenburg, mHM input fluxes: precipitation and PET; (D) Distribution of modeled and measured groundwater trends.


Despite these assumptions, the majority of wells depicts a decrease in the groundwater level at a rate of 1–3 cm/yr (Figure 14A). Wells with similar behavior are often clustered within a radius of several kilometers. Falling levels are found to correlate spatially with areas where the surface elevation is greater than ~50 m. Highest rate of decline (>10 cm/yr) is found in areas of active or past coal mining in the south of Brandenburg, while lowest values (close to negligible) are seen in the river valleys, occasionally neighbored by wells with rising levels. Falling groundwater levels cannot be directly associated with decline in annual precipitation, which does not exhibit any statistically significant trend (Figure 14C) in the time interval considered. Instead it can be explained by (a) changes in water balance; (b) anthropogenic factors; (c) memory effects in the unsaturated zone.

Regarding the climatic water balance, the observed rise in surface temperatures due to global warming caused an increase of PET in the study area (Figure 14C), which likely led to an increase in the actual evapotranspiration, given no obvious trend in annual precipitation. Coupled groundwater-surface water models from other regions have been able to demonstrate how a higher evapotranspiration can deplete groundwater due to reduced infiltration through the soil and water loss from a shallow-lying water table (Condon et al., 2020).

Local anthropogenic factors depleting groundwater storage in Brandenburg include pumping, coal mine drainage, wetland drainage and other land use changes (Germer et al., 2011). As an evidence, it is typical for neighboring monitoring wells in Brandenburg to show opposing water level trends (Lischeid et al., 2021). Recent high magnitudes of water level decline in local groundwater-fed lakes could only be simulated by superposition of several anthropogenic and natural factors altering the water balance (Somogyvári et al., 2023).

Finally, an apparent monotonic decades-long decline of groundwater levels may arise from memory effects, for example, due to a progressive soil moisture deficit accumulation with depth initiated by a meteorological drought, an effect sometimes referred to as the “drought cascade” (Changnon, 1987; Lischeid and Steidl, 2023).

While inspecting the long-term head behavior based on the model results, we note a higher spatial variability with opposing trends in neighboring grid cells and less clustering than in the observation data (Figure 14B). Clustering can only be seen for wells showing a weak trend (−1 to 1 cm/yr) mostly within lowlands, where the imposed fixed head in the river cells limits the actual rise or fall of groundwater levels. When compared to the observations, the model underestimates the long-term groundwater level decline (Figure 14D). The main explanation is that the net recharge flux derived from mHM does not exhibit a statistically significant trend over time, neither for the entire Brandenburg (Figure 4A), nor in specific locations (Figure 10). Instead, the inflow and outflow components of the groundwater storage in mHM balance each other out on the long-term. Indeed, if we compute the total volume of simulated recharge and discharge over the whole study area for the 1953–2014 period we arrive at an estimate of 2.560e+5 km3 and 2.558e+5 km3, respectively. This results in a cumulative sum of the net recharge fluxes at the scale of individual cells at the end of the simulation to be only −12 to +31 mm. The associated change in groundwater levels would be therefore minimal, that is in the order of few centimeters. Consequently, modeled long-term groundwater level trends are generally weaker than measured ones. This comes back to some inherent limitations of mHM (and of any bucket hydrologic models), that is, in the absence of a deep percolation component, each grid cell of a groundwater reservoir maintains a mass balance between recharge and baseflow over time. Therefore, any single-year increase or decrease of recharge will be compensated by a corresponding baseflow change such that the long-term annual average head will not be significantly affected.

To address these challenges, decoupling cell-based recharge and discharge by lateral redistribution of subsurface water fluxes between grid cells may improve modeling of the long-term groundwater level evolution. On a watershed scale, baseflow routing can be applied to assign Type II boundary condition along river nodes (Jing et al., 2018), but for the Germany-wide mHM model, the routing scheme has not been implemented so far. An alternative could be to assign only positive recharge fluxes from the hydrologic model as a boundary condition while computing the corresponding discharge rates as a function of the hydraulic conductivity, hydraulic gradient, and river network configuration directly in the groundwater model. In such case, a careful calibration of the aquifer parameters becomes crucial to close the water balance.

In addition to input fluxes (precipitation and evapotranspiration), land cover is another transient parameter affecting recharge flux in mHM. Three land cover classes (natural, agricultural, and artificial) are defined for four periods: 1950–1999, 2000–2005, 2006–2011, 2012–2015. Changes in land cover have an immediate impact, resulting in a step-like change of output water fluxes. However, land cover class changes occurred in only 6% of the cells, mostly in the vicinity of Berlin (agricultural to artificial) and in the mining district (natural to artificial; Supplementary Figure 4). Thus, the impact of land cover on the model results is limited.



4.4 Model limitations and uncertainties

The uppermost model unit (Quaternary) encompasses three aquifers, all of which are utilized for water supply in Brandenburg, along with corresponding aquitards separating them (Stackebrandt and Manhenke, 2010). In our study, we have approximated this complex architecture of fluvio-glacial deposits characterized by mixed lithologies and abundant discontinuities via unit-averaged effective rock properties, typical for poorly consolidated sand. Recent efforts have been focused on providing a more accurate parameterization of these aquifers, either through higher-resolution structural models (Frick et al., 2019; Chabab et al., 2022) or via stochastic parameter distribution (Truong et al., 2023). The incremental level of heterogeneity in the shallow geology is expected to locally decelerate or enhance surface-to-groundwater interactions.

The sensitivity of the simulation outputs to the mesh resolution was conducted during the FEM mesh set-up. Initially, we carried out test simulations without any vertical refinement, that is the FEM resolution equals the vertical stratification of the input geological model. We found that these runs provided with erroneous output P/T values. In a second stage, we gradually increased the vertical resolution of the numerical mesh until numerically stable and physically consistent (against observations) results were attained. Further mesh refinement is recommended for greater resolution and thus, the accuracy of temperature and Darcy flux profiles in the first tens of meters below the surface, which are sensitive to the high-frequency variations in the upper boundary conditions.

The structural framework of the model does not incorporate faults, which are attributed to basement uplifts, salt diapirism and Pleistocene isostatic adjustment in NGB (Sirocko et al., 2008; Scheck-Wenderoth and Maystrenko, 2013). Some of these faults exhibit significant displacement and a surface expression, however data on faults permeability is not available. Introducing faults would add an extra degree of freedom to the model and can significantly overprint the thermo-hydraulic state at least locally. Previous modeling studies indicated that warm fluids rising along presumably permeable faults can be responsible for a positive anomaly of up to 15°C at a depth of 450 m and a similar magnitude of advective cooling within recharge domains (Cherubini et al., 2014).

Our model does not consider groundwater extraction as an additional sink in the groundwater balance. For a single watershed in Brandenburg (Nuthe), groundwater extraction is estimated to be 8% of groundwater recharge with a total rate of 6 mm/a Landesumweltamt Brandenburg (2009). In Lausitz, the drainage of opencast mines produced a widespread depression in the water levels. Future efforts should characterize such additional fluxes as groundwater extraction, irrigation, riverbank filtration, and lateral inflow/outflow across the model boundaries. Satellite gravimetry may provide an independent, though lower resolution, evidence of groundwater storage reduction in Brandenburg, while multi-scale modeling seems appropriate for evaluating a contribution of the basin-scale flow to the model's water balance A screening analysis suggested that the effect of open vs. closed boundaries on the local groundwater system is minimal since the flow is bounded by smaller-scale catchments and hydraulically connected to the resolved rivers (Figure 5C). The situation differs in regional groundwater system, which showcases an evidence of lateral outflow beyond the model domain (Supplementary Figure 5). However, these boundary effects can be considered of secondary relevance for current study, given that the internal flow geometries within the limits of Brandenburg are not significantly affected by our choice of open vs. closed boundary conditions, and, in principle, in agreement with a flow pattern obtained from the larger-scale model of CEBS (Frick et al., 2022; Supplementary Figure 5).

Our model simulates groundwater flow in a fully saturated domain. Fluxes applied at the top of the model have been derived by one-way coupling the groundwater model to a hydrologic model simulation (mHM) with its own uncertainties and limitations. The mHM setup for Germany used in the present study includes a large number of discharge gauges from upland and headwater regions for model calibration. In contrast, the contribution of pure lowland catchments is rather low and thus limits the performance of the model in lowlands. However, due to the MPR, the effect of parameter changes on the model output is lower in mHM compared to other hydrological models. Simulated fluxes in mHM, like in many other hydrologic models, are calibrated against river discharges but in the majority of the cases not against groundwater levels or other measurements from the subsurface, and are thus subject to uncertainty in soil and rock properties. The travel-time of infiltrating water through the thick unsaturated zone and the delay of recharge pulses are likely to be underestimated.

Given that groundwater accounts for 87.6% of Brandenburg's public water supply and 55.9% of its non-public water supply (Statistisches Bundesamt, 2022), forecasting the system's evolution with respect to climate scenarios becomes crucial for water management. On one hand, climate models suggest an increase in winter precipitation for Brandenburg (GERICS-Climate-Service Center Germany, 2019), which would lead to an overall increased groundwater recharge. On the other hand, rising temperatures will lead to higher evapotranspiration, having an opposite effect on groundwater recharge. Additionally, an increase in the intensity of individual precipitation events may cause a higher surface runoff, further reducing flux through the soil to the water table. Consequently, projecting the trend of groundwater levels due to climate change is challenging, even without considering pumping rates and irrigation. The same applies to groundwater temperatures, which, despite an overall warming trend, may be further altered by advection from evolving recharge rates and their seasonal distribution. Increasing shallow aquifer temperatures might affect groundwater composition, ecosystem, and energy potential, prompting the need for innovative adaptation strategies and heat utilization concepts (Riedel, 2019; Tissen et al., 2019). Present-day subsurface conditions reconstructed by this study can serve as a starting point and input for the next generation of predictive models exploring these effects over longer simulation periods (i.e., 100's−1,000's of years).

In addition to freshwater availability in Quaternary aquifers, climatic impacts on the groundwater dynamics is of relevance for site selection and proper planning and design of geothermal energy utilization concepts as well as in relation to the integrity of subsurface storage projects in saline and brackish formations. In this regard, future work is required to improve current modeling solutions in order to better approximate hydraulic and thermal heterogeneity, and anisotropic conditions in target reservoirs and neighboring aquitards. A use of layer-parallel orientation of Kxy, rather than horizontal, has proven to produce more accurate fluid flow vectors (Poulet et al., 2023). Sensitivity analysis of model parameters, such as permeability, thermal conductivity, and storativity, would become instructive in establishing confidence in model forecasts.
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Integrated hydrological model (IHM) forecasts provide critical insights into hydrological system states, fluxes, and its evolution of water resources and associated risks, essential for many sectors and stakeholders in agriculture, urban planning, forestry, or ecosystem management. However, the accuracy of these forecasts depends on the data quality of the precipitation forcing data. Previous studies have utilized data-driven methods, such as deep learning (DL) during the preprocessing phase to improve precipitation forcing data obtained from numerical weather prediction simulations. Nonetheless, challenges related to the spatiotemporal variability of hourly precipitation data persist, including issues with ground truth data availability, data imbalance in training DL models, and method evaluation. This study compares three (near) real-time spatiotemporal precipitation datasets to be used in the aforementioned IHM forecast systems: (1) 24 h precipitation forecast data obtained by ECMWF’s 10-day HRES deterministic forecast, (2) H-SAF h61 satellite observations as reference, and (3) DL-based corrected HRES precipitation using a U-Net convolutional neural network (CNN). As high-resolution data, H-SAF is used both as a reference for correcting HRES precipitation data and as a stand-alone candidate for forcing data. These datasets are used as forcing data in high-resolution (~0.6 km) integrated hydrologic simulations using ParFlow/CLM over central Europe from April 2020 to December 2022. Soil moisture (SM) simulations are used as a diagnostic downstream variable for evaluating the impact of forcing data. The DL-based correction reduces the gap between HRES and H-SAF by 49, 33, and 12% in mean error, root mean square error, and Pearson correlation, respectively. However, comparison of SM simulations obtained from the three datasets with ESA CCI SM data reveals better agreement with the uncorrected HRES 24-h forecast data. In conclusion, H-SAF satellite-based precipitation data falls short in representing precipitation used for SM simulations compared to 24 h lead time HRES forecasts. This emphasizes the need for more reliable spatiotemporally continuous high-resolution precipitation observations for using DL correction in improving precipitation forecasts. The study demonstrates the potential of DL methods as a near real-time data pre-processor in quasi-operational water resources forecasting workflows. The quality of the preprocessor is directly proportional to the quality of the applied observation.

Keywords
 integrated hydrological model; convolutional neural network; soil moisture simulation; precipitation correction; bias correction; water resources forecasting; near real-time hydrological forecasting; operational hydrological modeling


1 Introduction

Water resources forecasting is important for many sectors. Information on the availability and distribution allows for a sustainable management of water, for example in agriculture, domestic and industrial water supply, or ecosystem functioning. IHMs play a vital role in water resources forecasting, predicting the impacts of climate change on water availability and assessing risks associated with hydrological extremes (Qi et al., 2016; Tuo et al., 2016). The accuracy of simulations obtained by these models heavily relies on the quality of atmospheric forcing data from numerical weather prediction and climate models (Bennett et al., 2022). Amongst the forcing data, precipitation is key, the main driver for the terrestrial surface and subsurface water budgets and also impacting the land surface energy balances (Fekete et al., 2004; Fersch et al., 2020; Jabbari et al., 2019; Pan et al., 2010; Tanhapour et al., 2023). While enhancing precipitation accuracy alone does not ensure improved hydrological predictions, errors in model-based precipitation data, especially for heavy rainfall events, strongly affects the accuracy of hydrological predictions (Li et al., 2023; Qi et al., 2016; Saadi et al., 2023a, 2023b).

Operational, near real-time, high-resolution water resources forecasting systems that integrate coupled atmosphere-land-subsurface processes on a (sub-) continental scale offer comprehensive information to a wide array of stakeholders by representing a wider range of water and energy processes within the terrestrial water cycle (Tijerina-Kreuzer et al., 2021). Two representative examples of impact-scale hydrological forecasting systems are the national water model (NWM) over the US by National Oceanic and Atmospheric Administration (NOAA) based on WRF-Hydro (Cosgrove et al., 2024; Gochis et al., 2020; Gochis and Chen, 2003; Senatore et al., 2015; Towler et al., 2023; Yucel et al., 2015) and a monitoring and forecasting system based on the IHM ParFlow/CLM (Kollet et al., 2010; Kollet and Maxwell, 2006; Kuffour et al., 2020) in a setup for subsurface water resources over central Europe (DE06) as described by Belleflamme et al. (2023). These systems primarily operate with a one-way coupling approach, where atmospheric forcings drive land and subsurface processes without explicit consideration of feedbacks from the land surface and subsurface to the atmosphere.

In flood forecasting and rainfall-runoff studies, the role of precipitation accuracy and its correction using conventional, or machine learning methods have been explored (Huang et al., 2023; Saadi et al., 2023a; Tri et al., 2022; Wijayarathne et al., 2020; Xu et al., 2023). Yet, there is a notable scarcity of research especially on DL-based precipitation correction in water resources forecasting systems. For example, the correction of short-term, medium or long-term precipitation forecasts used as forcing data within the previously mentioned systems is commonly implemented through a statistical bias correction or adjustment, or data assimilation (DA). For reference, within the context of the forecasting systems mentioned above, NWM 2.1 utilizes quantile mapping bias correction (adjustment) for long-range precipitation and other atmospheric forcing data from Climate Forecast System (CFS) forecasts (Cosgrove et al., 2024; Panofsky and Brier, 1968). The ParFlow/CLM DE06 experimental 10-day deterministic forecasts use as atmospheric forcing mainly the high-resolution deterministic medium-range forecasts (HRES) from the European Centre for Medium-Range Weather Forecasts (ECMWF) (refer to Belleflamme et al., 2023) that are based on a 4D variational Data Assimilation (Bannister, 2001).

The effectiveness of precipitation correction methods is measured through statistical evaluation, e.g., comparing probability distributions, error metrics, and spatiotemporal correlations between corrected precipitation and observed data (Li et al., 2021; Liu et al., 2020; Patakchi Yousefi and Kollet, 2023). However, implementing and evaluating these correction methods as well as nowcasting, forecasting, and downscaling applications of precipitation imposes challenges such as the availability and quality of ground truth data, data imbalance (e.g., in data-driven methods), and the selection of meaningful evaluation metrics, which is well known from flood forecasting applications (Hess and Boers, 2022; Lam et al., 2023; Ravuri et al., 2021; Wang et al., 2021). In the following paragraphs, these challenges are explained in greater detail.

High spatiotemporal variability of precipitation necessitates reliable ground truth data from in-situ observations, yet conventional sources of measuring precipitation have limitations, such as spatial representativity issues in rain gauge observations and beam-blockage gaps in weather radar data (Kidd et al., 2017; Yaswanth et al., 2023; Yousefi et al., 2023). Although satellite data cover larger areas, uncertainties stemming from cloud cover and retrieval algorithms affect their accuracy or lead to data gaps (Tian et al., 2009). Addressing data gaps involves estimating missing data through statistical or data-driven algorithms (Sattari et al., 2020; Mital et al., 2020). However, many data-driven bias correction or forecasting studies rely on reanalysis data sources such as COSMO-REA6, COSMO-REA2, ERA5, and ERA-interim, offering consistent and continuous coverage but constrained by coarse resolution and model-related errors (Bi et al., 2023; Han et al., 2021; Patakchi Yousefi and Kollet, 2023).

There is an inherent data imbalance in precipitation data, where heavy rainfall (i.e., larger than 10 mm/h) occurrences are relatively rare compared to lighter events. This poses a challenge to traditional machine learning loss functions which are commonly designed to perform well on balanced datasets (Dablain et al., 2023; You et al., 2023). Customized loss functions such as treat score, dice loss, and weighted loss have shown promise in mitigating data imbalance issues and directing model training toward heavy rainfall events (Hess and Boers, 2022; Larraondo et al., 2019; Li et al., 2021; Rojas-Campos et al., 2023; You et al., 2023).

Typical metrics such as root mean squared error are not ideal but useful for training data-driven methods, but evaluation using these metrics may not capture a comprehensive assessment. On the other hand, temporal metrics averaged over time mapped over space overlook the spatial structure in evaluation. Multi-component spatial metrics such as SPAEF address the problem of accounting for the spatial and temporal features (Dembélé et al., 2020; Demirel et al., 2018; Koch et al., 2018; Yorulmaz et al., 2023). Such metrics can be used for indirect evaluation using hydrological models to simulate various states and fluxes within the land and subsurface compartments, encompassing variables such as soil moisture (SM) content, groundwater levels, surface runoff, streamflow, and other related processes. Model results and diagnostics are then compared against observed data, serving as a benchmark to estimate the effectiveness of precipitation data and/or correction methods (Casanueva et al., 2016; Fang et al., 2015; Lafon et al., 2013; Luo et al., 2018; Pan et al., 2010; Teng et al., 2015).

Within the ML realm, Deep Learning (DL)-based precipitation correction methods using Convolutional Neural Networks (CNNs) have gained popularity due to their independence from statistical assumptions, and ability to learn complex non-linear error relationships (Hess and Boers, 2022; Kim et al., 2021; Ronneberger et al., 2015; Sun et al., 2019; Wang et al., 2023; Zhang et al., 2023). In this context, Patakchi Yousefi and Kollet (2023) utilized U-Net architecture in a merging framework to learn and correct errors between model- and reanalysis-based daily precipitation data; in this study, U-Net, a type of CNN, was shown to outperform the commonly used quantile mapping bias correction (Cannon et al., 2015; Piani et al., 2010). However, the impact of DL-based precipitation correction on hydrological simulations has not been evaluated so far.

This study introduces novelty by integrating U-Net architecture known for its efficiency against quantile mapping and versatility among DL methods as a corrector of atmospheric forcing data in operational IHM forecasting system. We introduce a dynamic mask in training the DL network on available space–time grids to address the data gaps in satellite-based precipitation. The hydrological impact of precipitation data corrected using DL and used as forcing data in operational, near real-time, high-resolution hydrological forecasting systems. For the impact assessment, the precipitation datasets including model-based short-term forecasts, near real-time satellite-based observations, and DL-based corrected precipitation derived from the first two datasets are compared against each other. Our analysis primarily focuses on assessing SM as a downstream variable due to its immediate hydrological response from precipitation, rather than a more complicated variable such as evapotranspiration influenced by a larger number of states and fluxes. SM reference data is available as a spatial representation for comparison with simulated data. The evaluation serves two main objectives: first, to investigate the effectiveness of DL-based correction on improving precipitation data, and second, to compare the influence of different (DL-corrected) precipitation data on the fidelity of hydrological forecasts. Overall, this research contributes to advancing our understanding on the role of precipitation data in hydrological forecasting—operational or experimental—and thereby supports informed decision-making in water resource management.

The manuscript is organized as follows: section 2 presents the methodology, including the study domain and data, the DL-based precipitation correction, and the hydrological simulations. Section 3 presents the results and discussion on hyperparameter tuning, on the evaluation of precipitation correction, on the comparison of SM simulations, and the validation of precipitation products. Section 4 summarizes the conclusions drawn from the study.



2 Methodology

We begin with a general introduction to our methodology in section 2.1 and the study area and data in section 2.2. In section 2.3, we explain how we utilize the DL method to correct precipitation simulations. In section 2.4, we describe the hydrological model setup. Finally, in section 2.5, we describe the evaluation methods used in the study.


2.1 General methodology

The goal of this study is to evaluate the hydrological impact of various precipitation data, and DL-based precipitation correction in an experimental, near real-time, high-resolution hydrological IHM forecasting system. We evaluate three precipitation datasets used as forcing data: (1) short-term atmospheric forecast data, (2) near real-time observations, and (3) DL-based corrected precipitation using the first two datasets. To achieve these goals, we need short-term atmospheric forecast data, near real-time observational precipitation data, an operational hydrological forecasting system, a DL framework for precipitation correction, and an evaluation method to implement and investigate our methodology (Figure 1).

[image: Flowchart detailing weather prediction and evaluation processes. Section A covers weather prediction systems: ECMWF for 24-hour forecasts and H-SAF for real-time observations. Section B describes DL-based corrections with data preprocessing and DL model tuning. Section C compares datasets: HRES model, H-SAF observation, and DL-corrected HRES-C. Section D involves the hydrological system ParFlow/CLM. Section E evaluates rainfall and soil moisture using rain gauge observations and ESA CCI data. The diagram shows interconnected processes and data streams for improved atmospheric forcing datasets.]

FIGURE 1
 Schematic diagram of the overall methodology and data flow path of the study: weather prediction (A) and experimental hydrological forecasting systems (D), DL-based correction of precipitation (B), and implementation and evaluation of three types of precipitation data used among the other atmospheric forcing data (C,E). mpr, rpr, and mpr represent precipitation data obtained by HRES model, H-SAF satellite observations, and corrected using DL method, respectively. mhres, sm, mhsaf, sm, and mhresc, sm represent SM simulations (obtained from ParFlow pressure field outputs) by ParFlow/CLM given the three corresponding atmospheric forcings. mtas, mps, mvas, muas, mhuss, mrsds, and mrlds represent the short-term atmospheric forecast obtained from HRES for air temperature (tas), surface air pressure (ps), meridional (vas) and zonal (uas) wind speed, specific humidity (huss), visible (rsds) and infrared (rlds) downward radiation at the surface, respectively.


For the atmospheric forecasting and observational data (Figure 1A), we choose the HRES forecasts by ECMWF (European Centre for Medium-Range Weather Forecasts, 2016) and the near real-time satellite-based precipitation product (h61) by Satellite Application Facility on Support to Operational Hydrology and Water Management (H-SAF) (EUMETSAT, 2021a, 2022; Martins Costa Do Amaral et al., 2018). Apart from ENS (ensemble probabilistic forecasts), and SEAS (seasonal forecasts) used for probabilistic and/or longer term forecasts, HRES is commonly used for short-term forecasts up to 10 days. Our focus is the first 24-h is due to the increased complexity and uncertainty associated with longer lead times, requiring sophisticated methods to address lead time errors. This study focuses on short-term forecasts to assess the immediate impact of DL-based correction.

The choice of H-SAF data is motivated by its high resolution among satellite data, spatial coverage, and near real-time data availability, which makes it a candidate for use in near-real time hydrological forecasts. The alternatives, such as lower-resolution data from other satellites or radar-based datasets covering only specific regions, are deemed less suitable for our study.

As a demonstrator for the hydrological forecasting, we choose the ParFlow/CLM IHM with its DE06 setup, tailored to water resources forecasts and implemented in an experimental near-real time workflow over central Europe (Figure 1D; Belleflamme et al., 2023). The ParFlow/CLM model is known for its versatility and applicability indicating that our findings can offer insights with broader usefulness across different geographical contexts.

We use the DL framework proposed by Patakchi Yousefi and Kollet (2023) to learn and correct the mismatches between HRES precipitation forecast and H-SAF observations (Figure 1B). The method was initially applied to gridded daily reanalysis data without space–time gaps. However, here we implement it with satellite-based data at a higher spatial resolution and at hourly time scale. This introduces new challenges, such as unavailable data in time and space in H-SAF satellite-based observations and more data imbalance because of the higher temporal resolution. To manage the gaps and data imbalance problems, we introduce customized loss function.

The evaluation of the hydrological impact of the various precipitation datasets and DL-based precipitation correction involves comparing the three precipitation datasets against rain gauge observations and assessing the SM simulations derived from these datasets against ESA CCI SM data used as a reference (Figure 1E).



2.2 Study domain and data

The study domain mainly consists of Central Europe, with two different grid definitions. The first grid definition is for the implementation of the DL-based framework on precipitation forcing data (Figure 1C), and the second one is for high-resolution 3D ParFlow/CLM simulations (Figure 1D).

The first grid definition (Figure 2A) is a 2D grid with a resolution of 0.1° × 0.1°, consisting of 196 × 125 grid points within the geographical bounds of 1.1°W–18.4°E and 44.1°N–56.5°N. This grid corresponds to a subset of HRES global grid. H-RES, apart from the ECMWF’s other ensemble runs, provides a high-resolution and deterministic 10-day weather forecast. Data assimilation in HRES involves a sequential 4D-Var assimilation scheme that updates a previous model forecast with new observations including ground-based, satellite-based and other meteorological measurements for initialisation (Bannister, 2001; Bonavita and Laloyaux, 2020). While sharing core characteristics with other forecast ensemble members, HRES stands out with its more detailed analysis, higher resolution, and improved representation of land-sea processes (Owens and Hewson, 2018). HRES data is downloaded for the given study domain (Figure 2A) and is preprocessed to be used for analysis and DL training. The preprocessing steps involve converting the precipitation units from m to mm, cumulative into instantaneous, and selecting the first 24 h forecast for each day, and merging them into a single NetCDF file using Climate Data Operators (CDO).

[image: Panel A shows a map of Central Europe with national borders. Panel B displays a globe highlighting the same region. Panel C features a larger map of Europe with a shaded rectangle focusing on Central Europe. Panel D is a detailed relief map of the region, indicating terrain and elevation.]

FIGURE 2
 Study domain and grids of HRES (A), H-SAF (B), resampled and trimmed H-SAF (C) data, and DE06 grid (D). Maps shown on panels (A,C) are mapped in Plate Carree projection. Panel (B) is shown in geostationary (azimuthal) projection, and (D) is shown in EUR-11 rotated-pole projection as used in the DE06 setup.


Satellite-based data from H-SAF, P-AC-SEVIRI-PMW (referred to as H61B in this section and H-SAF throughout the rest of the manuscript) is an hourly accumulated precipitation dataset. H61B is derived by integrating Passive Microwave (PMW) sensor and SEVIRI (visible and infrared) instrument data. H61B improves prior H-SAF precipitation data by classifying rainfall as convective or stratiform through adjustments in the rain rate-brightness temperature relationship (EUMETSAT, 2021b, 2022). H61B data spans from latitude 60°S to 67.5°N and longitude 80°W to 80°E, and is rectified, projected, and resampled into a defined grid (Figure 2B). The spatial resolution is ~4.8 km at nadir, but it decreases in areas away from the nadir point, reaching ~8 km over Europe. To obtain H-SAF data for the first domain and grids, a reference algorithm by Mueller et al. (2018), is used to establish the relationship between the pixel locations to geographic coordinates. The data from the full disc area is trimmed for size reduction (Figure 2B), resampled to the 0.1° × 0.1° HRES grid using remapbil bilinear interpolation function (Figure 2C), and then trimmed to fit the study domain (Figure 2A). Resampling is necessary to match the input and output dimensions of the data for calculating the mismatches in corresponding grids required for the U-Net architecture.

The second grid definition (Figure 2D) has a resolution of 0.0055° × 0.0055° (∼0.611 km × 0.611 km) in the lateral direction, covering 2000 × 2000 grid cells. This grid extends over 15 terrain-following vertical model layers with increasing thickness from the land surface to the model bottom. The uppermost layer reaches from the surface to 2 cm depth and the lowest layer extends from 42 to 60 m below the surface. This is called the DE06 grid in the ParFlow/CLM setup, a high-resolution hydrological model that simulates the water and energy cycles in the study domain. For more information about the DE06 setup, the reader is referred to Belleflamme et al. (2023). All the precipitation data are remapped using remapbic bicubic interpolation function onto the DE06 grid (Figure 2D) to be used in ParFlow/CLM simulations.



2.3 Precipitation correction


2.3.1 DL network setup

We employ a Deep Learning (DL)-based framework introduced by Patakchi Yousefi and Kollet (2023). This approach relies on the non-linear space–time relationships between the extracted features from the input data, and the mismatch between the model-based HRES and H-SAF reference data. The framework consists of two steps (Equations 1, 2). First step is to learn the mismatch data:

[image: Mathematical expression describing a function \( \text{DL}_{p,r}(I_{p,r,i,t}, w_{p,r}) \) that maps \( I_{p,r,i,t} \) to \( \delta_{p,r,i,t} \), where \( \delta_{p,r,i,t} = m_{p,r,i,t} - r_{p,r,i,t} \). The equation is labeled as equation 1.]

where [image: Mathematical expression showing DL subscript pr, followed by parentheses containing variables I subscript pr, i, t, and w subscript pr.] represents the DL network with inputs [image: Italicized mathematical notation \( I_{pr,i,t} \).] to be trained on the mismatch data [image: Mathematical notation displaying a lowercase delta symbol followed by subscript letters "pr," "i," and "t."] for precipitation [image: The image shows the mathematical notation "pr," which is commonly used to denote the projection operation in mathematics and computer science, such as projecting elements from a Cartesian product onto one of its components.] as a modeled [image: The mathematical expression shows the variable \( m \) with subscripts \( pr, i, t \).], and observed [image: Mathematical notation showing the variable "r" with subscripts "pr, i, t".] atmospheric variable over time [image: The image shows a stylized lowercase letter "t" in a serif font, likely representing a mathematical variable. It is depicted in a bold, italicized style.] and location [image: Please upload the image or provide a URL so I can help generate the alternate text for it.].

The second step is to remove mismatches from [image: Mathematical notation displaying the variable \( m_{pr,i,t} \).] using the trained weights in the network independent from observations:

[image: Equation showing \( \hat{m}_{pr,i,t} = m_{pr,i,t} - \hat{\delta}_{pr,i,t} \) labeled as equation two.]

where the corrected HRES precipitation (HRES-C) [image: Mathematical expression showing \( \hat{m}_{pr,i,t} \), with the "m" symbol beneath a circumflex, and subscript terms "pr," "i," and "t".] is obtained by removing the predicted mismatch [image: Mathematical notation showing delta subscripted with variables "pr, i, t" and a circumflex accent above the delta symbol.] from the original modeled data [image: Mathematical expression showing the variable \( m_{pr,i,t} \) with subscripts pr, i, and t in italics.].

The U-Net architecture employed in this study for precipitation correction follows the work of Patakchi Yousefi and Kollet (2023), featuring a U-Net CNN (Ronneberger et al., 2015) with a distinct feature of squeeze-and-excitation (SE) blocks between the two convolutional functions both in the up-sampling and down-sampling steps. The SE blocks contain global average pooling followed by convolutional operations with relu and sigmoid activations. Global average pooling layer computes the average value of all feature maps for each batch and channel, summarizing the information into a single representative value. This map is reshaped and processed through two 1 × 1 convolutional layers. The SE blocks perform channel-wise attention, emphasizing informative features and suppressing less useful ones (Hu et al., 2019). The architecture incorporating the layers and blocks discussed above is illustrated in Figure 3.

[image: Diagram of a U-Net-SE architecture showing the flow of data through encoding, skip connections, and decoding stages. The left section illustrates the input and encoding path with DoubleConv layers. The middle shows concatenation points for skip connections, leading to a decoding path with ConvTranspose2d layers. The right section details components like DoubleConv, SE blocks, Dropout, Conv2d, MaxPool2d, and Batchnorm2d, with parameters like kernel size, stride, and activation functions. Boxes are color-coded to distinguish different layers and operations within the architecture.]

FIGURE 3
 Schematic representation of the U-Net convolutional neural network architecture used in this study with Conv2d, SE, Dropout, MaxPool2d, Batchnorm2d, GlobalAveragePool2D, ConvTranspose2d, Concat, and Multiply layers from Keras library.


Previous similar studies emphasize including spatiotemporal information to improve U-Net predictions (Bastos et al., 2021; Teimouri et al., 2019). In our approach, we include a total of seven input channels. These channels include modeled precipitation data at [image: The image shows a lowercase italic letter "t" in a serif font.] and [image: Mathematical notation showing the variable \( t \) minus one.], geographical coordinates (latitude and longitude), altitude maps and calendar information specifying year, and day of the year (assigned to all pixels in the corresponding image). Each input channel undergoes batch normalization layer (Keras library in python), immediately after the input layer to standardize each channel’s values by subtracting the batch mean and dividing by the square root of the batch variance. This normalization step ensures that all channels contribute effectively to the learning process by maintaining consistent scaling with trainable parameters. All corresponding input and target data with 196 × 125 dimension are filled with zero padding to obtain images with the nearest square dimensions of 256 × 128 for training in U-Net.



2.3.2 U-Net training

We employ and compare two loss functions: Mean Squared Error (MSE) and Weighted MSE (WMSE). We employ and compare two loss functions (Equations 3, 4):

[image: Mathematical equation for mean squared error (MSE) over time, denoted \( MSE_T \). It sums over \( N_T \) and \( N_S \) with factors \( M_{land,i} \) and \( M_{avail,i,t} \), and square of the difference between predicted (\(\hat{\delta}_{pr,i,t}\)) and observed (\(\delta_{pr,i,t}\)) values.]

where [image: Mathematical notation showing "MSE" with a subscript "T".] represents the loss during the training period; [image: It seems like there is a misunderstanding. The text you provided appears to be mathematical notation rather than an image. If you have an image you'd like to describe, please upload it or provide more context.] and [image: The image shows a mathematical notation with an uppercase "N" subscripted with an uppercase "S".] represent the number of data points in time and space; [image: Mathematical notation showing the variable "M" with the subscript "land, i."] and [image: Mathematical notation showing \( M_{\text{avail}, i, t} \).] represent binary masks for land and H-SAF data availability; [image: Mathematical notation depicting the symbol delta with a circumflex accent above it, followed by the subscripts "pr, i, t".] and [image: Mathematical expression showing the Greek letter delta with subscript variables "pr," "i," and "t".] represent the predicted and actual precipitation mismatches over location [image: Please upload the image you would like me to generate alt text for.] and time [image: Stylized lowercase letter "t" with a slightly italicized script font and a decorative tail.]. [image: The image shows the mathematical notation "MSE" with a subscript "V", indicating mean squared error with a specific variable or condition denoted by "V".] [image: Mathematical expression showing "MSE" with the subscript "TE".] are similarly defined for validation data, as well. The MSE loss function is formulated to reduce the mean squared error between predicted and actual precipitation.

The WMSE loss function is defined as

[image: Mathematical formula for weighted mean squared error (WMSE) with variables and summation symbols. The formula includes weight \(W_{pr,j,t}\), land mask \(M_{land,j}\), availability mask \(M_{avail,j,t}\), and differences \(\delta_{pr,i,t}\). The expression is squared and summed over indices \(i\) and \(j\), normalized by \(N_T N_S\).]

where [image: The image shows the mathematical notation "WMSE" with a subscript "T".] represents the weighted loss during the training period; [image: Mathematical notation showing the variable \( W \) with subscripts \( pr, i, t \).] corresponds to the intensity weights calculated for each pixel [image: Please upload the image or provide a URL for which you need the alternate text.] and time [image: Italic lowercase letter 't' in a serif font on a plain background.] over the training period. [image: Italicized text displaying "WMSE" with a subscript "V".] [image: Mathematical expression displaying the variable WMSE with the subscript TE.] are similarly defined for validation data, as well.

The WMSE loss function introduces intensity-based weighting to emphasize higher-intensity precipitation events. To calculate [image: A mathematical notation showing the variable "W" with subscripts "pr," "i," and "t."], we obtain the probability of H-SAF precipitation categorized into three levels: dry (up to 0.1 mm/h), light (0.1 to 2.5 mm/h), and moderate to heavy (more than 2.5 mm/h). Toprioritize moderate to heavy over dry and light categories, we calculate the [image: \( W_{pr,i,t} \) in a stylized serif font, likely representing a variable with subscripts pr, i, and t.] for each category such that the sum of inversely weighted probabilities for each precipitation category equals to one. The calculated weights are presented in Table 1. Furthermore, in both loss functions, we utilize a stationary land and a dynamic data availability mask specifically to train the loss function over land grids where H-SAF data is accessible.



TABLE 1 Probability of occurance (%) for each precipitation intensity over the training dataset for HRES, H-SAF and HRES-C.
[image: A table showing rainfall intensity categories in millimeters per hour alongside their corresponding probabilities from HRES and H-SAF. For 0 to less than 0.1, probabilities are 80.167% and 79.231%, with an assigned weight of 0.01. For 0.1 to less than 2.5, probabilities are 19.140% and 19.980%, with a weight of 0.04. For 2.5 and above, probabilities are 0.685% and 0.779%, with a weight of 0.95.]



2.3.3 Hyperparameter tuning

A simple hyperparameter tuning (HPT) is employed to optimize the performance of U-Net. The tuned parameters include initial learning rate (LR), batch size (BS), and the number of filters in the first U-Net network layer. The LR values tested are 0.01, 0.001, and 0.0001, the considered batch sizes are 2, 4, 8, and 16, and the number of filters in the first layer of the U-Net architecture is chosen from 8, 16, 32, and 64. The possibility of reaching an optimum result with a wider range of combinations is possible. However, the current selection of 48 different combinations is reasonable, given the computational resources required for more extensive search.

The study period for precipitation correction is between 2020-07-01 13UTC and 2023-04-25 12UTC. The data is randomly split 50/50 into training and validation sets. The validation set consists of multiple clusters of 10 consecutive days (240 h) within the study period with an equal duration of hours as the training set.

In HPT, the goal is to find the best combination of hyperparameters that result in better and robust skill in predicting mismatches, toward the final goal of improving HRES data. Therefore, for each parameter combination, and in each training epoch, model training is performed using the training set and validated with the validation set. If there is no improvement in validation loss after 8 epochs, the training is stopped (early stopping). If the validation loss does not improve after 2 epochs, the learning rate is reduced by a factor of 0.5. Following these runs, we analyze the results to identify the HPT combination that leads to the least validation loss and save it for producing the corrected HRES. The results from HPT are provided in Section 3.1.




2.4 ParFlow/CLM simulations

We employ the ParFlow v3.8.0 integrated hydrological model which utilizes partial differential equations (PDEs) to simulate variably saturated subsurface and groundwater flow, integrated with overland flow, which constitutes the upper boundary condition (Kollet and Maxwell, 2006; Kuffour et al., 2020; Maxwell et al., 2015). The physics-based methodology of ParFlow yields consistent results across time and space scales, ranging from watershed hydrodynamics to large-scale continental simulations (Maxwell et al., 2015; Saadi et al., 2023a). ParFlow can be run efficiently on large HPC systems, including GPUs (Burstedde et al., 2018; Hokkanen et al., 2021; Kollet et al., 2010).

In this study, the model uses the same setup with the same external parameter files for slopes, soil hydraulic properties, land cover, etc. as in the experimental forecasts runs by Belleflamme et al. (2023). The Community Land Model (CLM) in ParFlow/CLM, enhances the representation of energy and mass fluxes by adding land surface exchange processes such as interception and evapotranspiration (Kuffour et al., 2020). We use ParFlow/CLM model outputs from the aforementioned study from 2020-06-30 13UTC up to the next 24 h for our runs as the initial conditions. From 2020-07-01 13UTC and onwards, three different precipitation forcing data are tested with dedicated ParFlow/CLM model runs: H-RES, H-SAF, and corrected HRES (HRES-C). The model is run on the GPU compute nodes of the JUWELS Booster HPC system at the Jülich Supercomputing Centre.



2.5 Evaluation methods

To assess the fidelity of the precipitation data, we employ a variety of evaluation metrics at hourly and monthly time scales such as Mean Error (ME), Root Mean Squared Error (RMSE), and Pearson Correlation (COR). ME quantifies the overall bias against the reference data, indicating whether the predictions tend to overestimate or underestimate actual values. RMSE measures variability and magnitude of deviations from reference data. COR is utilized to indicate the strength and direction of the linear relationship between simulated (or predicted) and reference values. COR and RMSE metrics are also used to evaluate simulated SM. These metrics are calculated according to Patakchi Yousefi and Kollet (2023).

COR and RMSE metrics are used for comparing simulated against observed SM. Additionally, we evaluate the spatial patterns using the SPAEF multi-component metric that accounts for the spatial correlation, variability rate, and histogram match. For further details on the SPAEF metric, refer to Koch et al. (2018).

False Alarm Ratio (FAR) and Probability of Detection (POD) are utilized to evaluate the reliability of specific precipitation thresholds of 0.1, 2.5, and 10 mm/h by different datasets. FAR measures the ratio of falsely identified events above a threshold to the total number of identified events above that threshold. POD represents the proportion of correctly identified precipitation events above a specific threshold out of all events that exceeded that threshold. For more information regarding POD and FAR, the reader is referred to Amjad et al. (2020).




3 Results and discussion

In this section, we present and discuss key results from calculating the intensity weights in section 3.1, network hyperparameter tuning in Section 3.2, precipitation correction in Section 3.3, comparing SM simulations in Section 3.4, and validation of precipitation products in Section 3.5.


3.1 Intensity weights

The inverse intensity weights were calculated by first calculating the probability of occurrence for each precipitation category based on the H-SAF training dataset. The assigned weight is shown for each precipitation category.



3.2 Hyperparameter tuning

While exploring the efficacy of the loss function based on WMSE in HPT experiments, a marginal improvement (less than 1%), between the WMSE and the MSE was observed for both training and validation (not shown). Given the limited impact of the WMSE on overall model performance, we proceed with the MSE results in our subsequent analyses and discussion.

Figure 4A shows the training (solid colored lines) and validation (dotted colored lines) MSE loss over the training epochs for the top five HPT settings according to the validation loss. The remaining gray lines represent the rest of the experimented HPT settings. We found that larger initial filter numbers (IFN) and batch sizes (BS) contribute to a smaller training loss and validation loss (i.e., model robustness). The best HPT setting (LR = 0.001, BS = 16, LRF = 0.5, and IFN = 64) is shown with the blue line.

[image: Panel A shows a line graph comparing mean squared error (MSE) across 25 epochs with various learning rates, batch sizes, and initial feature numbers. Panel B displays a hexbin plot for the training set with MSE 0.183, and Panel C shows a similar plot for the validation set with MSE 0.188, both depicting mismatch in millimeters per hour. Panels D and E present histograms of probability density showing mismatch distribution for training and validation sets, respectively, with clear peaks near zero.]

FIGURE 4
 Training and validation loss comparisons for hyperparameter tuning (HPT) experiments for MSE loss function. Panel (A) shows the training and validation loss over training epochs for the top five HPT settings. Panels (B–E), respectively, represent the scatter and probability density function (PDF) diagrams for predicted [image: Mathematical notation showing a delta symbol with a hat, followed by the subscript \( p r, i, t \).] against actual [image: Greek letter delta with subscript pr, i, t.] data.


Figures 4B,C show the mismatch scatter diagram for actual [image: Mathematical notation showing a delta symbol with subscripts p, r, i, t.] against predicted [image: Mathematical notation displaying the symbol delta with a circumflex accent, subscripted by "pr, i, t".] training and validation datasets. The consistency between the training and validation (in terms of predicting mismatch) sets is reflected by similar MSE values of 0.183 and 0.188 mm/h, respectively. Nevertheless, prediction skill is limited concerning negative mismatches (i.e., instances where HRES indicates low or zero precipitation) to be pronounced during seasons characterized by increased spatiotemporal variability, such as summer and fall, with increased likelihood of convective precipitation (Patakchi Yousefi and Kollet, 2023).

Figures 4D,E present the Probability Density Functions (PDFs) for mismatch data in the training and validation datasets, ranging from −2.0 to +2.0 mm/h. The distribution indicates a bias toward positive mismatches, because HRES generally forecasts higher precipitation rates than H-SAF observations. Overall, there is notable agreement between the actual and predicted mismatches, with the majority of the data concentrated between −1 and + 1 mm/h.



3.3 Precipitation correction

In the following, we further discuss our comparison results on the corrected HRES data (HRES-C) and the original HRES data against H-SAF between 2020-07-01 13UTC and 2023-04-25 12UTC. At this point, our assumption is that satellite-based precipitation (H-SAF) represents the reference. So, the better the agreement between HRES-C or HRES against H-SAF, the better the assumed precipitation accuracy.

Figures 5, 6 provide a spatiotemporal assessment of hourly error metrics, mean error (ME), root mean squared error (RMSE), and Pearson correlation (COR), across four seasons comparing HRES and corrected HRES-C data against H-SAF in the study region over the study period. Figure 5A illustrates the initial overestimation by HRES against H-SAF, depicting ME >0, while Figure 6A shows a post-correction improvement with ME ~0. Seasonal variations of RMSE are shown in Figures 5B, 6B, with increased error rates during the summer season, particularly in the southern regions corresponding to the Alps.

[image: Three rows of maps depict seasonal precipitation metrics over Europe at an hourly scale: MBE, RMSE, and COR. Row A shows MBE with values ranging from negative in blue to positive in red. Row B displays RMSE with low values in blue and high in red. Row C illustrates COR with values from low in red to high in purple. Each season—DJF, MAM, JJA, SON—is shown across columns with means and standard deviations indicated.]

FIGURE 5
 Maps of seasonal mean error (ME, A), root mean squared error (RMSE, B), and Pearson correlation (COR, C) metrics shown for HRES against H-SAF over four seasons in hourly scale.


[image: Nine-panel map showing seasonal data for Europe at an hourly scale. Panels, labeled A to C, depict metrics: NME, RMSE, and COR. Seasons DJF, MAM, JJA, and SON are presented with mean and standard deviation values. Color gradients represent different data ranges, from negative to positive in millimeters per hour.]

FIGURE 6
 Maps of seasonal mean error (ME, A), root mean squared error (RMSE, B), and Pearson correlation (COR, C) metrics shown for HRES-C against H-SAF over four seasons in hourly scale.


Figure 7 presents maps illustrating the percent improvement achieved through the implementation of correction across four seasons as a quantitative comparison of alignment of HRES-C and HRES with respect to H-SAF, which is assumed as the ground truth. The average improvement in ME, RMSE, and COR is generally positive across all seasons when compared to H-SAF. An exception is observed in the summer season, where the average improvement in ME is negative. This discrepancy can likely be attributed to the presence of convective precipitation during summer, which tends to be more localized and intense, introducing uncertainties in both model- and satellite-based data.

[image: Twelve maps display percentage improvement in three metrics (ME, RMSE, COR) across four seasons (DJF, MAM, JJA, SON) on an hourly scale. Each map is color-coded from red to green to show varying improvement levels, with red indicating less improvement and green indicating more. Means for each season are annotated on individual maps. Maps illustrate spatial variations in improvement percentages over a geographic area marked by latitude and longitude lines.]

FIGURE 7
 Maps of mean improvement [i.e., reduction in mean error (ME, A) and root mean squared error (RMSE, B) and increase in Pearson correlation (COR, C) in hourly scale] of HRES-C over HRES shown in percentage over four seasons.




3.4 Soil moisture simulations

Volumetric SM is used to study the impact of H-RES, H-SAF, and HRES-C precipitation forcing datasets on ParFlow/CLM simulations. To evaluate the accuracy and consistency of SM simulations, COR and RMSE metrics are used. The comparison is drawn against the ESA CCI SM data from 2020-07-01, to 2022-12-31, using daily and monthly values for comparison. For this, ParFlow/CLM data representing the uppermost soil layer (0–2 cm depth) are aggregated (averaged values of all nearest neighbor grids) to the coarser ESA CCI grid with a resolution of 0.25°.

The results depicted in Figure 8 surprisingly reveal that the SM simulations driven by the HRES 24 h forecast present lower RMSE and higher COR than those generated by satellite-based precipitation (H-SAF) or the corrected forecast (HRES-C). This unexpected outcome is particularly interesting considering the anticipated better agreement in SM simulations with ESA CCI through satellite-driven precipitation or DL-corrected forecasts. The existing 4D-Var assimilation scheme of HRES with a diverse array of observations, including in-situ and remotely sensed data, potentially establishes the reliability of the HRES 24 h precipitation forecast in representing SM dynamics as it appears to closely mirror the trends observed in ESA CCI SM data.

[image: Maps and graphs analyze soil moisture data across Europe using different models. Panels (A-F) show daily correlations and RMSE values, with variations in blue and red shades. Panels (G-N) display time series of daily and monthly means from 2020 to 2022. Legends indicate data sources: ESA CCI SM, ParFlowCLM (HRES, H-SAF, and HRES-C).]

FIGURE 8
 Comparison of daily (A–G) and monthly (H–N) uppermost 2 cm volumetric SM simulations obtained by H-RES, H-SAF and HRES-C precipitation datasets run by ParFlow/CLM against ESA CCI SM. Panels (A–C) and (H–J) show the distribution of correlation, and panels (D–F,K–M) show the distribution of root mean square error of SM values over the study area between 2020-07-01 and 2022-12-31. Panels (G,N) show the daily and monthly time-series of SM over six random locations (a–f) pinned on the study area.


Figure 8 reveals consistency in the patterns observed between H-SAF and HRES-C simulation outcomes across daily and monthly correlations, with a slightly better performance observed in the former dataset. This consistency highlights the effectiveness of the DL-based correction method in forcing SM simulations that closely mirror the SM driven by H-SAF dataset.

The HRES dataset shows the best overall SPAEF performance (Figure 9). Both HRES and H-SAF have similar histogram match ratios, but H-SAF shows a higher CV ratio, indicating greater variability mismatch and lower spatial COR, indicating less consistency in spatial patterns with ESA CCI SM data. While HRES-C dataset achieves the highest spatial COR, indicating accurate spatial pattern representation, it does not lead to an overall improvement in the SPAEF metric.

[image: Graph series depicting spatial metric values over time for HRES, H-SAF, and HRES-C. Each graph includes SPAEF, Spatial COR, CV ratio, and Histogram Match ratio with corresponding average values and standard deviations. Time ranges from mid-2020 to early 2023. The graphs show variations in spatial metrics, with distinctive patterns and trends for each category.]

FIGURE 9
 Daily time-series the spatial metrics for SM simulations using HRES (A), H-SAF (B), and HRES-C (C) precipitation datasets against ESA CCI SM. The metrics include the Spatial Efficiency (SPAEF) and its components: spatial Pearson correlation coefficient (spatial COR), coefficient of variation (CV) ratio, and histogram match ratio. The average values of the metrics are shown in mean ± standard deviation. In figure, we analyze the spatial performance of the SM simulations driven by the HRES, H-SAF, and HRES-C precipitation datasets using the Spatial Efficiency (SPAEF) metric and its components: spatial Pearson correlation coefficient (spatial COR), coefficient of variation (CV) ratio, and histogram match ratio. The SPAEF metric, ranging from −∞ to 1, quantifies the agreement between simulated and observed SM, where higher values indicate better spatial performance.




3.5 Precipitation data validation

In Section 3.2, the assessment reveals that HRES-C agrees well with H-SAF concerning ME, RMSE, and COR. However, as explored in Section 3.3, the alignment of SM simulations with observations (ESA CCI data) is not consistently improved. This discrepancy prompts a re-evaluation of the precipitation data using in-situ measurements (i.e., rain gauge station data), focusing on H-RES, H-SAF, and HRES-C, to understand the reasons for the observed gaps.

In the re-evaluation, 16 rain gauges were randomly picked across Germany with available data from July 2020 to the end of 2022 and located the nearest pixel from the precipitation datasets to the station locations. The monthly time-series of the three precipitation datasets and the rain gauge station data as well as H-SAF data quality index (QI) is provided in Figure 10A. Figure 10B shows the locations of these stations over the map of H-SAF mean data availability (mean ratio of available data during the study period) shown in percentage. Figure 10C shows the station locations over the map of mean QI provided by H-SAF metadata and averaged over the study period.

[image: Panel A shows time-series line graphs of monthly precipitation from various stations in Germany, with different colored lines representing data from different sources. Panel B illustrates a map with color gradients representing the H-SAF Mean Data Quality Index across Germany, using a spectrum from purple to red. Panel C displays a similar map depicting the H-SAF Mean Data Availability, with a gradient from blue to red. Both maps include black crosses indicating station locations.]

FIGURE 10
 Comparison of H-RES, H-SAF, and HRES-C against rain gauge observations. Panel (A) shows time-series of monthly precipitation sum (mm/month) as well as average H-SAF quality index (QI) for 16 randomly selected rain gauge stations across the study domain from July 2020 to the end of 2022. Panels (B,C), respectively, show the maps of H-SAF data availability and quality index (H-SAF-QI) across the study domain. Locations of randomly selected rain gauge stations are pinned over the maps.


According to Figure 10A, the monthly sum of precipitation obtained by HRES-C generally matches H-SAF, resembling our findings in downstream simulations (Figure 8). However, HRES demonstrates a better agreement with rain gauge data. H-SAF underestimates precipitation compared to the rain gauge data, in line with findings from a validation report noting a slight underestimation in all precipitation classes for the H61B H-SAF product (EUMETSAT, 2022).

The H-SAF Quality Index (QI) steadily increases from March to July 2022, indicating improved data reliability during this period (see the gray lines over time-series in Figure 10A). The mean QI is calculated over all station locations and compared against the COR in Figure 11A as well as mean RMSE and ME in Figure 11B. There seems to be a positive relationship between the reduction in absolute ME and COR as well as increment in RMSE and the mean QI of each station. Therefore, the quality and accuracy of HRES-C could potentially be attributed to errors and uncertainties in H-SAF both before and after July 2022. While assessing changes in performance post-July 2022 is possible by training the network after this date and evaluating the changes in performance, this is out of the study’s scope.

[image: Two scatter plots analyze H-SAF QI percentage relationships. Plot A shows a positive correlation between COR and H-SAF QI, with data points clustered around a green trend line. Plot B compares H-SAF QI against ME (blue) and RMSE (orange) in mm/month, with separate trend lines indicating slight positive and negative correlations, respectively.]

FIGURE 11
 Scatterplots representing the relationship between average H-SAF QI (%) and COR (A) as well as ME and RMSE (B) over 16 rain gauge stations.


Figure 12 and Table 2 provide an evaluation of hourly error metrics for H-RES, H-SAF-O, H-SAF, and HRES-C. H-SAF-O represents H-SAF data without preprocessing to account for its effects of trimming and remapping on HRES domain and grids. In comparison, HRES demonstrates better performance with lower ME (in absolute value), reduced RMSE, and higher COR against the 16 randomly chosen rain gauge stations.

[image: Nine box plots comparing different metrics across four categories: H-RES, H-SAF, H-SAF-O, and H-RES-C. The metrics include ME, RMSE, COR, POD for thresholds of 0.1, 2.5, and 10 millimeters per hour, and FAR for the same thresholds. Each plot shows variations in metric values with colored boxes indicating data distribution across categories.]

FIGURE 12
 Boxplot comparison of H-RES, H-SAF, H-SAF-O, and HRES-C against rain gauge observations. H-SAF-O is the non-preprocessed H-SAF data used to account for the effect of preprocessing the data on evaluation results. POD and FAR, respectively, represent the probability of detection and false alarm ratio for three precipitation rates.




TABLE 2 Overall hourly error metrics for H-RES, H-SAF, H-SAF-O, and HRES-C precipitation data presented as mean ± standard deviation.
[image: A table comparing various statistical measures for four models: HRES, H-SAF, H-SAF-O, and HRES-C. The metrics include ME, RMSE, COR, POD, and FAR at different rainfall intensities. Each model's performance is quantified with values and their uncertainties presented alongside each metric.]

Preprocessing H-SAF grid-wise to align with HRES exhibits slightly, but not significantly, higher ME and RMSE and a lower COR than H-SAF-O. Moreover, HRES-C shows improvements over both H-SAF and H-SAF-O, showing better metrics in ME, RMSE, COR, and POD of more than 0.1 mm/h.

For light precipitation events (POD > = 0.1 mm/h), HRES exhibits the highest detection rate, followed by HRES-C, while H-SAF and H-SAF-O show significantly lower POD. In terms of moderate precipitation (POD > = 2.5 mm/h), HRES shows higher detection, while the other products have lower detection rates. None of the products effectively detect high-intensity precipitation events (POD > = 10 mm/h). Regarding FAR, HRES and HRES-C have lower false alarm rates for light and moderate precipitation compared to H-SAF and H-SAF-O. For high-intensity events, HRES-C stands out with the lowest FAR, indicating a much lower rate of false alarms compared to H-SAF and H-SAF-O.




4 Conclusion

In this study, we evaluated the immediate and downstream impacts of implementing U-Net CNN DL-based correction on HRES precipitation using the satellite-based H-SAF h61 precipitation observations toward operational hydrological simulations over central Europe. The findings of this study highlight the effectiveness of using the DL-based precipitation correction in improving the accuracy of precipitation forecast. The corrected precipitation data (HRES-C) exhibited greater agreement in mean error, root mean squared error, and correlation with the assumed reference data (H-SAF), compared to the forecast data (H-RES). This shows the potential of DL-driven methods in correcting precipitation data despite the data imbalance of hourly precipitation and spatiotemporal gaps in satellite-based data.

For soil moisture (SM) simulations, the HRES 24-h forecast used as forcing data shows greater spatiotemporal agreement with the referenced ESA CCI SM data compared to both H-SAF and HRES-C. The additional evaluation of these three datasets against 16 rain gauge data supports these findings with higher consistency of HRES with the rain gauge observations compared to the other datasets. This highlights the importance of reference data quality in DL-based correction approach and challenges the assumptions on the better representativity of H-SAF satellite-based observations as ground truth for short-term correction or near real-time application in operational hydrological forecasting.

Future research should focus on the limitations related to deterministic aspects in DL-based correction methods, e.g., to account for uncertainties in the reference data. Furthermore, the accuracy of forecast data is expected to diminish over time, particularly as the forecast lead time extends. We focused on implementing the correction over the initial 24-h forecast from H-RES. Yet, we recognize the potential for improvements in longer-term forecasts.
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Both natural processes and human activities alter streamflow conditions, which can significantly affect streambank erosion and stability, leading to consequences such as sedimentation of reservoirs, contamination of streams, loss of productive land, and damage to infrastructure. Hydrological conditions, which are often controlled by water management decisions and infrastructure (e.g., reservoirs and dams), are a major factor affecting streambank erosion and stability. Extensive research has explored the relationships between hydrology, water management, and streambank stability. However, limited studies directly address the impacts of water management decisions, particularly reservoir operations, on the driving mechanisms of streambank stability such as changes in pore water pressure, pressure differentials between the surface and subsurface, and gravitational forces versus shear stress. This study builds upon these existing concepts by integrating them into a model that accounts for both the effects of water management and inherent hydrologic conditions on streambank stability.
The module estimates streambank stability using a factor of safety approach, with hydrologic conditions derived from an established integrated hydrologic model, HydroGeoSphere, coupled with the surface water operations model, OASIS. This module is validated and then demonstrated using simulations from the Lower Republican River Basin in Kansas, United States. Results indicate that several water management decisions, such as groundwater pumping and timing of reservoir releases, may negatively affect streambank stability by changing pore water pressure, the weight of the bank material, and the pressure differential between the surface and the subsurface. Given that most of the rivers and streams of the world are regulated by reservoir operations, this work demonstrates that water management practices need to be considered in simulations of streambank stability.
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1 Introduction

Land use changes, combined with shifting hydrologic conditions, have a significant impact on sediment transport in river systems. Factors such as urbanization, construction of water conservancy projects, groundwater withdrawals, and climate change all contribute to these changing dynamics. For example, the construction of dams and reservoirs was found to decrease downstream sediment loads significantly due to reservoir trapping efficiency (Yang et al., 2007), and groundwater pumping and the subsequent decline in groundwater levels can destabilize streambank materials through pore pressure changes (Casagli et al., 1999). Increased stream discharge due to precipitation events or reservoir releases can also increase streambank erosion through increased shear stress (Springston, 2007). Bank erosion has been shown to be a major contributor to overall watershed sediment yields and is essentially controlled by two dominant processes: hydraulic forces acting on the channel boundary (e.g., shear stresses) and gravitational forces acting on the channel banks (e.g., hydrostatic stresses) (Simon et al., 2000). When they occur concurrently, streamflow can erode the bank toe, which increases the bank angle and, subsequently, the gravitational forces acting upon the bank, resulting in instability and bank failure when those forces exceed the shear strength of the bank material (e.g., Osman and Thorne, 1988). Therefore, it is critical to understand how water management affects hydrologic conditions, streambank stability, and, ultimately, sediment loading within managed watersheds.

In this study, the focus is on hydrostatic pressure and its role in streambank stability. Hydrostatic pressure results from the weight of water acting directly on the bank, leading to elevated pore water pressure within the soil. This pressure weakens the soil’s internal cohesion, making the bank more prone to failure. Unlike velocity-induced shear stress, which results from the dynamic forces of flowing water, hydrostatic pressure is a static force that plays a critical role in destabilizing the streambank by altering pore water conditions (Rinaldi et al., 2004; Fox et al., 2007; Shields et al., 2009). Building on previous work, such as that of Brookfield and Layzell (2019) which focused on shear stresses, this paper emphasizes hydrostatic pressure as the primary factor contributing to streambank failure and explores its implications for future erosion modeling and stability assessments.

Some recent studies, such as those by Bigham et al. (2024) and Kadhim et al. (2024) have investigated sediment dynamics and streambank stability, focusing on factors like flow velocity, slope angle, soil type and flow regulations. However, they do not directly address the impacts of water management decisions, particularly reservoir operations, on the driving mechanisms of streambank stability. This study builds upon these existing concepts by further developing a model that accounts for both the effects of water management and inherent hydrologic conditions, including hydrostatic pressure, on streambank stability.

Streambank failures occur in various forms, with planar failures being particularly common in steep, cohesive banks, and are the focus of this work. These failures involve sections of the bank sliding along a nearly flat plane, forming a wedge shape slide or slab failure, due to a combination of increased pore water pressure and weakened internal cohesion (Osman and Thorne, 1988; Langendoen, 2000; Simon et al., 2000; Chu-Agor et al., 2008; Midgley et al., 2012). In addition to planar failures, other types of failures, such as rotational failure, cantilever failure and piping or sapping failure, can also significantly impact streambank stability (e.g., Langendoen, 2000; Rinaldi and Darby, 2007; Patsinghasanee et al., 2018). A thorough understanding of these failure mechanisms is essential for accurately assessing the stability of streambanks in different hydrological conditions.

Hydrologic models are commonly used to simulate hydrological processes and support water management decisions (Midgley et al., 2012). Many models are available for simulating integrated (surface and subsurface) hydrologic conditions (e.g., Brunner and Simmons, 2012; Maxwell et al., 2015; Taie Semiromi and Koch, 2019) and water management strategies (e.g., Hydrologics, 2009; Valerio et al., 2010; Qiu et al., 2019); however, they do not capture streambank erosion processes. Several models that simulate or quantify streambank stability exist (e.g., Midgley et al., 2012; Chu-Agor et al., 2008; Simon et al., 2000; Langendoen, 2000; Osman and Thorne, 1988); however, these models do not directly link to the influence of water management decisions on the hydrologic conditions driving erosion. Recent studies have explored related topics, such as modeling rainfall-induced landslides using the concept of local factor of safety (Abbasov et al., 2024) and investigating slope stability influenced by reservoir water level fluctuations and precipitation (Kafle et al., 2022), which highlight the effect reservoir operations can have on local slope stability. However, these studies do not provide a modeling framework to simulate both the temporal and spatial changes in groundwater and surface water conditions and their effects on streambank stability.

Some research has examined the links between hydrology, water management, and streambank stability, addressing the importance of factors such as pore water pressure, shear stress, and pressure differentials. The mechanisms driving changes in pore water pressure are often tied to variations in groundwater levels and reservoir releases, which can alter the balance of forces within streambank material, affecting stability (e.g., Casagli et al., 1999). Additionally, the pressure differential between the surface and subsurface influences the rate of bank erosion, as sudden changes in water levels can destabilize streambanks by creating imbalanced forces (e.g., Simon et al., 2000). For example, while surface water levels may fall quickly from a precipitation event, the streambanks may take longer to drain. This causes a difference between the subsurface pore pressure in the streambanks and the adjoining surface water. Without the hydrostatic pressure provided by surface water, the streambanks are more susceptible to failure.

This work builds on an existing modeling framework that captures the integrated surface/subsurface flow system, including water management (e.g., reservoir operations, surface diversions, groundwater pumping). This framework couples the control volume, finite element integrated hydrologic model, HydroGeoSphere (HGS) (Aquanty, 2023), with the optimized linear programming-based surface water operations model, OASIS (Hydrologics, 2009), which was also linked to a module that estimates fluvial erosion in previous research (Brookfield and Layzell, 2019). Here, a streambank stability module is developed to run independently or coupled to the HGS modeling framework to investigate how streambank stability may change due to changes in surface and subsurface hydrologic conditions caused by water management decisions.

All models used in this study require parameterization to represent real-world conditions accurately. Some key parameters such as effective cohesion, internal friction angle, suction angle, and bank geometry are measured through field methods including soil sampling, groundwater monitoring, and Borehole Shear Testing, which are discussed in detail in the following sections.

The primary objective of this study is to investigate how water management decisions, including reservoir operations and groundwater pumping, affect streambank stability. We hypothesize that changes in pore water pressure, surface-subsurface pressure differentials, and hydrologic conditions are critical drivers of streambank instability. Additionally, this work aims to develop a computationally efficient module that simulates these effects using the simplified factor of safety approach. The combination of both scientific inquiry and module development allows for a more comprehensive understanding of streambank erosion processes. Addressing issues such as water availability, sediment loading, and streambank stability is crucial for many regions globally (e.g., Yang et al., 2007), including the demonstration site of the Republican River Basin.



2 Module development and validation

A streambank stability module was developed in Python to work with output from the integrated hydrologic model, HydroGeoSphere (HGS), which was previously coupled with the surface water operations model, OASIS. The module takes the data output from the coupled HGS/OASIS model, such as surface and subsurface hydrologic conditions (e.g., pore water pressure, groundwater levels), and estimates streambank stability using the simplified factor of safety (Fs) approach, through one-way feedback from HGS/OASIS to the module. The HGS and OASIS models are iteratively coupled, providing two-way feedback at each OASIS timestep, ensuring the surface water operations modelled by OASIS are reflected in the hydrologic conditions simulated by HGS (Brookfield et al., 2017).This is consistent with the approach used to simulated fluvial erosion with HGS/OASIS presented by Brookfield and Layzell (2019). In this work, we focus on simulating planar failure, a common type of streambank failure where a section of the bank slides along a nearly flat plane. This occurs when changes in pore water pressure reduce the shear strength of the bank material, leading to instability (Langendoen, 2000).


2.1 Module development

To minimize data and computational requirements, streambank stability is estimated using the Fs approach with the Vertical Slides Method (Langendoen, 2000). In this approach, streambanks are separated into several vertical slices (Figure 1). Fs is estimated using a physically-based approach, based on (1) the forces acting on a streambank, with normal forces, shear forces, and gravity acting in the vertical direction, and (2) hydrostatic forces, with components perpendicular to gravity (Figure 2). An Fs value of less than 1 indicates an unstable streambank, values significantly greater than one are considered stable, and values at or just above 1 indicate streambanks that are at high risk of becoming unstable (Langendoen, 2000).

[image: Diagram of a streambank showing a failure plane with five numbered soil layers. The streambank height is labeled H, and the height of water is labeled h. The angles beta and theta are marked at the base intersection of the failure plane.]

FIGURE 1
 A simplified streambank cross-section split into five slices, where H is the height of the streambank, β is the angle of the failure plane, θ is the angle of the streambank, and h is the height of the failure plane at any point along the cross-section.


[image: Two diagrams labeled a) and b) depicting blocks on inclined planes. In a), block 1 is on a yellow plane with forces \(W_1\), \(N_1\), \(S_1\), \(I_{n1}\), and \(I_{s1}\) indicated. In b), block 5 is on a yellow plane with a blue overlay, showing forces \(W_5\), \(I_{n4}\), \(I_{s4}\), and \(F_{wx}\).]

FIGURE 2
 Forces acting on streambank cross-section (A) slice one and (B) slice 5 (cf. Figure 1), where N is the normal force, S is the shear force on the slide’s base, W is the weight, Is is the vertical interslice shear force, In is the horizontal interslice shear force and Fw is the hydrostatic force.


Forces acting on each slice are calculated separately and combined using the approach outlined in Langendoen (2000), with the Fs value determined by Equation 1 (Simon, 2006).

[image: An equation is displayed with \( F_s \) on the left side, equal to a fraction. The numerator includes \(\cos \beta \sum_{j=1}^{N} (L_j c_j + S_j \tan \angle^b_j + (N_j - U_j) \tan \phi'_j)\) and the denominator has \(\sin \beta \sum_{j=1}^{N} N_j - F_w\). The equation is labeled with a number one in parentheses on the right.]

Where cj’ is the effective cohesion (Pa), Lj is the length of the slice base (m), Sj is the shear force mobilized at the base of the slice (N), ϕbj is an angle indicating the increase in shear strength for an increase in matric suction (degree), Uj is the porewater force on the base of the slice (N), ϕ’j is the effective angle of internal friction (degree), β is the angle of the failure plane (degree), Nj is the normal force (N), and Fw is the hydrostatic force along the whole streambank (N). Full details of the approach, including the development of a user interface, are provided in the Supplementary material.

Due to the limitations of this simplified, computationally-frugal method and the governing equation, this module is suited for scenarios where changes in hydrostatic pressure drive instability, rather than velocity-induced shear stress. Future work aims to include velocity-induced shear stress in the estimation of streambank stability. Full details of the approach, including the development of a user interface, are provided in the Supplementary material.



2.2 Module verification

As no analytical solutions or exact replicates of our approach are available to verify the developed streambank stability module, we utilize results from a similar and commonly used model, the Bank Stability and Toe Erosion Model (BSTEM) (US Army Corps of Engineers, 2015) for verification and a layer-refining approach to ensure convergence with increased spatial resolution. BSTEM is an Excel-based numerical tool used to assess streambank stability and predict toe erosion by analyzing soil mechanics, hydraulic effects, and vegetation impact, which is widely used by engineers, hydrologists, and environmental scientists. The default parameters used in the verification scenarios are provided in Table 1. The Fs values simulated by BSTEM and the module developed here are compared using different bank angles, bank heights, suction angles, friction angles, and effective cohesion values. The governing equations used by the two models are slightly different, as the streambank stability module uses the slices method (Vertical Slices Method), which is considered a “more classical geotechnical approach to planar failure” (US Army Corps of Engineers, 2015); however, BSTEM uses the layer method. The calculated normal force will be slightly different when using those two methods, and the slices method results are expected to be higher than layer methods without considering tension (US Army Corps of Engineers, 2015). Consistent with this, the module developed in this work has higher Fs values compared to BSTEM under the conditions assessed here (Figure 3). This suggests that our model estimates higher stability under similar conditions. However, the trends in Fs values under changing conditions are similar, and both models show similar increases/decreases in the factor of safety as the tested parameters change (Figure 3 for bank angle; Supplementary Figures S1–S4 for other parameters).



TABLE 1 Module Verification Data from Sutarto et al. (2014).
[image: Table displaying various parameters related to geotechnical properties. Columns include Test, Initial values, and Unit. Parameters listed are gravitational acceleration constant (9.81 N/kg), void ratio (0.54), specific gravity (3.28), suction angle (17.0 degrees), saturation (1.0), effective cohesion (6000 Pa), internal friction angle (34.88 degrees), angle of failure surface (32.0 degrees), water level (2.5 m), and streambank height (4.3 m).]

[image: Line graph showing the factor of safety (Fs) versus bank angle in degrees. Two lines represent models: Stability Model (triangles) and BSTEM (squares). Both lines trend downward from 30 to 60 degrees, with the Stability Model consistently higher than BSTEM across the range.]

FIGURE 3
 Factor of safety results from BSTEM and the streambank stability module across different bank angles.


The differences in Fs values between the streambank stability module and BSTEM could be attributed to several factors, including differences in the governing equations, simulation methods, approximate calculation methods, assumptions made, and streambank characterization. Each model is underpinned by its unique set of fundamental equations; as mentioned before, the BSTEM uses the layer method, which is different from the stability model, and the choice of numerical simulation methods can notably influence a model’s precision and responsiveness to parameter changes. The equations used in these test cases, though not identical, model equivalent physical processes. It is argued that comparing different approaches to the same physical processes can still provide valuable insights. Furthermore, each model employs its own strategies to simplify these complex systems, which can result in discrepancies between their outputs. However, given the consistency between trends in BSTEM and the module developed here, and the limited availability of other verification examples, the new module is considered representative of changing streambank stability conditions.

In the case of the streambank stability module developed in this work, it operates under the premise that the streambank is homogeneous and isotropic for ease of calculation. This simplification process encompasses factors such as soil cohesion, internal friction angles, the weight of the soil, moisture levels, and vegetative impact. However, in reality, streambanks are relatively heterogeneous in all these factors. Such variability can lead to noteworthy differences in model accuracy.

The newly developed module was also tested for spatial convergence. Using consistent input parameters, the number of slices varied from 2 to 100. Results indicate for the test case that the module converges to about 3.69 with 20 slices but approaches a reasonable estimate of 3.70 with about five slices (Figure 4). As a greater number of slices increases the computational burden of the module, it is ideal to balance accuracy with computational demand and therefore, we recommend using at least five slices in future simulations.

[image: Plot showing the relationship between the number of layers and factor of safety (Fs). Data points decrease sharply at first and then level off around a factor of safety of 3.69. A dashed line represents a three-period moving average, highlighting this trend.]

FIGURE 4
 The factor of safety results from the streambank stability module vary with the number of vertical layers.





3 Module demonstration

The new streambank stability module is applied to a drainage basin with existing coupled HGS/OASIS simulation results (Brookfield and Gnau, 2016). The goal is to demonstrate the module’s ability to discern temporal and spatial differences in streambank stability due to changing hydrologic conditions, including those induced by water management practices.


3.1 Site description

The Lower Republican River Basin (LRRB) is located in southern Nebraska and northern Kansas (Figure 5). The entire Republican River basin covers approximately 65,000 km2, with the rivers originating in northeastern Colorado (U.S. Department of the Interior, 2016). Approximately 31% of the basin is in Colorado, 30% is in Kansas, and 39% is in Nebraska. The dominant use of water in the basin is for agriculture, although water is also used for domestic, industrial, recreational, and wildlife purposes (U.S. Department of the Interior, 2016). Although aquifers underlie most of the basin, the basin is overallocated, and water resources are limited. As such, water management planning in the basin is directly linked to the economic health of the region. Brookfield and Gnau (2016) coupled HGS and OASIS to simulate future water resources in the LRRB (Brookfield and Gnau, 2016), and Brookfield and Layzell (2019) expanded this model to include fluvial erosion to consider some components of sediment transport in the basin.

[image: Map showing the Republican River in Nebraska and Kansas. It highlights USGS gaging stations and field sites along the river. Key locations include Harlan County Reservoir, Lovewell Reservoir, and Milford Reservoir. A small inset map shows the river's location relative to Colorado, Nebraska, and Kansas.]

FIGURE 5
 Map of Lower Republican River Basin study area.




3.2 Module parameterization

For the streambank stability module, several parameters were estimated from previous literature (e.g., void ratio and specific gravity), and others were measured in the field (e.g., bank height). In order to provide field constraints for the streambank stability module, cohesion (c’) and internal friction angle (Φ’) were measured at five locations in the LRRB (Figure 5) using a Borehole Shear Test (BST) device (Lutenegger and Hallberg, 1981). For each test, an expandable shear head was lowered into a 3-inch diameter borehole augured to a given depth in the streambank. An initial normal stress was applied to the material by expanding the shear head for 15 min. A vertical force was then applied to the shear head by a hand crank, and the peak shear stress was recorded. The test was repeated with progressively higher normal stresses applied to the material in order to construct a failure envelope and determine the variables c’ and Φ.’ At each field site, BST tests were performed at different depths, depending on the alluvial stratigraphy and sedimentology. Three tests were repeated to test for variability. Values representative of average site conditions and measurements are used for this module demonstration (Table 2). Results from the coupled HGS/OASIS model for the LRRB are used to characterize hydrologic conditions for this demonstration (Brookfield et al., 2017) specifically surface water depth, groundwater levels, and pore pressure. These hydrologic conditions varied spatially throughout the basin.



TABLE 2 Module parameters for LRRB simulations.
[image: Table listing parameters with their values and units. Parameters include gravitational acceleration constant (9.81 N/kg), void ratio (0.40), specific gravity (2.75), suction angle (17.0 degrees), effective cohesion (7,200 Pa), internal friction angle (32.6 degrees), angle of failure surface (56.0 degrees), and streambank height (2.70 m).]

To demonstrate how hydrologic conditions resulting from precipitation events and water management decisions (e.g., reservoir releases) affect streambank stability, results from the coupled HGS/OASIS model were selected for two different periods, reflecting “wet” and “dry” conditions. The two periods selected were July 2005 (severe drought) and July 2010 (wet conditions) based on regional climate data from the National Integrated Drought Information System (Drought.Gov, 2022). It should be noted that due to pervasive dry conditions in the basin over the past several decades, the “wet” scenario is characterized by a return to more normal hydrologic conditions (i.e., lack of severe drought) rather than abnormally wet conditions (i.e., extreme flooding). Streamflow was significantly lower in 2005 compared to 2010 at both the USGS gaging station near Hardy, NE (Station 06853500), just downstream of Harlan County Reservoir, and the gaging station at Clay Center, KS (Station 06856600), which is downstream of the inflow from Lovewell Reservoir via White Rock Creek (Figures 5, 6). Average groundwater levels across the basin also were much lower in 2005 compared to 2010, at 415.2 masl and 439.1 masl, respectively. Stream discharge at Hardy averaged 3.98 m3/s in July 2005 compared to 72.72 m3/s in July 2010, and downstream at Clay Center averaged 0.94 m3/s in July 2005 compared to 7.73 m3/s in July 2010. Water management in the LRRB, both between the wet and dry scenarios and between the two reservoirs, was also notably different. For example, in 2005 (dry scenario), Harlan Reservoir released no water and releases from Lovewell Reservoir were limited (Figure 7), likely due to lack of water availability as well as the administration of the Republican River Compact that allocates the waters of the river among the states of Colorado, Nebraska, and Kansas. In 2010 (wet scenario), both reservoirs released significantly more water as water storage demands had likely been met (Figure 7). The pattern of reservoir releases contributed to observed differences in streamflow. For example, in 2005 consistently low flows at the Hardy gage were a product of both drought conditions as well as lack of releases from Harlan Reservoir (Figures 6A, 7A). In contrast, releases from Lovewell Reservoir in the summer of 2005 were able to maintain streamflow at the Clay Center gage (Figures 6B, 7B). These differences allow us to simulate three different hydrologic conditions as a result of reservoir management: (1) wetter conditions when water is released from both reservoirs (2010); (2) dry conditions when water is unavailable for release (2005, upstream of White Rock Creek); and (3) dry conditions where water is available for release (2005, downstream of White Rock Creek).

[image: Bar graphs comparing mean monthly discharge from Hardy and Clay Center in 2005 and 2010. Panel a depicts Hardy's data, showing higher discharge in 2010 compared to 2005, notably in July and August. Panel b shows Clay Center's data, also with higher discharge in 2010, particularly from April to June. Both graphs use logarithmic scales.]

FIGURE 6
 Log-scale of average monthly streamflow for the Republican River in 2005 and 2010 (A) near Hardy, NE (USGS gage 06853500) and (B) at Clay Center, KS (USGS gage 06856600).


[image: Two bar charts compare mean monthly discharge in cubic meters per second for two reservoirs in 2005 and 2010. Chart a) shows Harlan Reservoir with values peaking in July, higher in 2010. Chart b) depicts Lovewell Reservoir with peaks in June and July, also higher in 2010.]

FIGURE 7
 Average monthly discharge for 2005 and 2010 from (A) Harlan County Reservoir and (B) Lovewell Reservoir.





4 Results

The Fs results are displayed spatially, using ArcGIS, at points that align with nodal coordinates from the HGS/OASIS simulations. A total of 737 HGS nodes along streams are simulated for each scenario. The wet and dry scenario results are presented independently. To facilitate a comparison between results from the two scenarios, a 1:1 plot comparing Fs values under wet and dry conditions is included (Figure 8) for each node along the main stem of the Republican River with an unstable streambank in at least one of the scenarios. As shown in the plot, most values fall below the 1:1 line, indicating that the factor of safety is consistently, and sometimes substantially, lower under wet conditions than under dry conditions for the same locations.

[image: Scatter plot comparing the factor of safety in wet and dry conditions. Purple and red dots represent river nodes upstream and downstream of White Rock Creek, respectively. A diagonal line indicates a direct correlation.]

FIGURE 8
 Relationship between the factor of safety values under wet (high precipitation and elevated groundwater levels) and dry (low precipitation and reduced groundwater levels) conditions.


When comparing the regions upstream of White Rock Creek (purple) and downstream of White Rock Creek (red) segments, it becomes apparent that upstream nodes show a broader range of factor of safety values between the model scenarios, with several points displaying higher stability under dry conditions (points located in bottom-right portion of Figure 8). This may be due the differences in reservoir releases in the regions upstream and downstream of White Rock Creek. The upstream region is affected by releases from Harlan Reservoir, which had no releases in the dry scenario (2005) but did have releases in the wet scenario (2010, Figure 7). In contrast, downstream segments are influenced by releases from both Harlan and Lovewell Reservoirs, and Lovewell released water more consistently in both scenarios (Figure 7). This would contribute to the factor of safety values clustering more closely together and shows generally lower stability in wet conditions.


4.1 Wet scenario

Simulation results for the wet scenario indicate a total of 92 unstable nodal locations, with 83 unstable locations along the main rivers of the basin (Figure 9). For the 737 HGS nodes along the main stem of the Republican River and major tributaries (White Rock Creek and Buffalo Creek), the average Fs was 2.03, ranging from 0.01 to 2.34. The locations of potential failure are distributed relatively evenly throughout the LRRB, although the number of unstable locations declines slightly in the upper reaches of the basin (Figure 9).

[image: Map of the Republican River Basin highlighting major water bodies and reservoirs. Features include the Republican River, with tributaries like White Rock Creek and Buffalo Creek, and reservoirs such as Harlan County, Lovewell, and Milford. The map indicates the border between Nebraska and Kansas and is annotated with blue and red dots along the river, likely representing specific data points or locations. Scale is provided in miles and kilometers.]

FIGURE 9
 Map of streambank instability for the wet scenario. Red circles indicate nodes where streambank failure is predicted to occur (Fs ≤ 1).




4.2 Dry scenario

Results for the dry scenario indicate a total of 84 unstable nodal locations, with 70 along the main stem of the Republican River and major tributaries (Figure 10). For the 737 HGS nodes along these sections, the average Fs was 2.07, with a range from 0.01 to 2.34. In this scenario, the spatial distribution of unstable nodes is similar to the wet scenario for the lower half of the LRRB (i.e., downstream of White Rock Creek). However, there are notably fewer unstable locations located in the upper half of the basin, particularly closer to Harlan County Reservoir, which released no water during this period.

[image: Map showing the course of the Republican River through Nebraska and Kansas, labeled with Harlan County Reservoir, Lovewell Reservoir, and Milford Reservoir. Buffalo Creek and White Rock Creek are also marked. Red and blue dots highlight specific areas along the river.]

FIGURE 10
 Map of streambank instability for the dry scenario. Red circles indicate nodes where streambank failure is predicted to occur (Fs ≤ 1).





5 Discussion

As shown in Figures 8–10, the stability of streambanks in the LRRB is not the same under wet and dry conditions. There are parts of the basin where streambank stability is similar between scenarios, particularly in the lower half of the basin, which received water from reservoir releases under both wet and dry conditions (Figures 6, 7). However, streambanks in the upstream portion of the basin are more stable under dry conditions with no reservoir releases. This observation is likely due to the equilibrium, or lack thereof, between the surface and groundwater levels. Consistently low streamflow and groundwater levels result in low streambank saturation levels, thereby reducing the effect of gravitational forces (W1 and W5 in Figure 2) and inhibiting bank failure. If reservoir releases occur during dry periods, then we would expect downstream surface water levels to be higher relative to natural conditions, which could increase the hydrostatic force (Fw in Figure 2B) on the streambank and further support bank stability. However, prolonged increases in streamflow from reservoir releases can also increase the streambank pore pressure from bank infiltration, Saturation of the bank also increases the weight (i.e., gravitational forces), so that when releases cease and stream stage falls, the bank becomes more unstable (higher W and lower Fs). Moreover, the situation is further complicated under wet conditions by increased soil loading from precipitation events and pore pressures due to high saturation levels. This is likely the reason for increased instability in the wet scenario (precipitation + reservoir releases) and the downstream portion of LRRB during the dry scenario (reservoir releases).

Following this reasoning, we note that in July 2005, streamflow did not respond to precipitation events until the last event of the month (Figure 11A), as opposed to July 2010, where the stream responded to both precipitation events and reservoir releases (Figure 11B). Based on these patterns, we infer that under dry conditions, the soil moisture was so low in July 2005 that infiltrating water from precipitation was retained in the soil rather than transferred through the streambanks to the river by throughflow. However, in July 2010 (wet scenario), we infer that soil moisture levels were high enough to promote the throughflow of infiltrating water to the river, thereby increasing pore pressures in streambanks. While the modelled and observed stream stage at the Hardy gaging station was much lower than at the Clay Center gaging station for both the wet and dry scenario, likely due to differences in reservoir releases between the Harlan and Lovewell reservoirs, it is reasonable to propose that the stream levels were lower than they would have been under natural flow conditions (no reservoirs). This would cause a disequilibrium between the pore pressure of the streambanks (high) and the confining pressure from streamflow (low), contributing to streambank instability under wet conditions. These inferences are supported by simulated and observed groundwater levels, which were much higher in 2010 than in 2005. This higher ambient soil moisture increased the weight of the streambank material, thereby promoting streambank instability and bank failure. While not definitive from the available information, these inferences provide a conceptual idea of how water management could impact streambank stability in the LRRB, and are consistent with other studies (e.g., Kafle et al., 2022).

[image: Two line graphs compare streamflow and precipitation over 31 days in July for 2005 and 2010. Graph a) shows low streams and minimal precipitation in 2005, with a spike around the 26th. Graph b) indicates higher streamflow and more precipitation in 2010, with notable peaks around the 17th and 18th. Both graphs utilize blue bars for precipitation and black lines for streamflow.]

FIGURE 11
 Response of streamflow at the USGS gage station near Hardy, NE, to Harlan Reservoir releases and precipitation in (A) July 2005 and (B) July 2010.


In this study, we recognize several factors that may contribute to errors and uncertainties in the modeling approach and application. First, the simplified methods used may not fully capture real-world complexities including all of the different streambank failure methods, as discussed in the model development, limiting the model’s ability to accurately represent site conditions. Additionally, the HEC-RAS method (For further details, please refer to the supplementary material, Page 5) applied in our analysis may not always yield the minimum factor of safety value under certain conditions, such as when there are monotonic relationships between failure angle and factor of safety (US Army Corps of Engineers, 2015), which could affect the reliability of stability predictions. Another source of uncertainty is the assumption of homogeneous soil properties in the vertical profile. In reality, soil types and properties can vary significantly with depth, impacting both pore pressure distribution and overall stability. Future work could include sensitivity analyses and refinements in parameter selection to address these limitations, enhancing the model’s accuracy and applicability.



6 Conclusions

Here, the impact of changing hydrologic conditions, driven in part by water management decisions, on streambank stability is studied by developing a new module that estimates FS using results from coupled HGS/OASIS simulations. This module was verified using a previously published, commonly used model (BSTEM) and was tested for spatial convergence. The module was then applied to wet and dry scenarios in the LRRB for demonstration. In applying the verified module to the LRRB, it is evident that water management decisions can have an impact on the stability of streambanks. Results indicated that streambanks were less stable under the wet conditions than dry conditions, likely due to a combination of increased pore water pressures and soil loading. These conditions resulted from increased soil saturation levels and reservoir controlled streamflows that were likely lower than what would have naturally occurred. This was most evident in the upstream portion of the basin studied in this work, where noticeable differences in streambank stability between the wet and dry scenarios were evident. The upstream reservoir (Harlan County Reservoir) released no water during the dry scenario, resulting in very low streamflows in the upper part of the basin. In the lower half of the basin, releases from Lovewell Reservoir augmented downstream streamflow, and, as a result, streambank stability was found to be similar to that of the wet scenario in downstream reaches.

This research intends to provide a tool for the preliminary assessment of streambank stability under hydrologic conditions driven by water management decisions and operations. In future work, we will further explore more spatially variable streambank conditions and simulate longer continuous periods to capture the dynamic interactions and temporal variations in streambank stability. The work presented in this manuscript introduces a modeling framework that is suited for this future work. Additionally, we will investigate how changes in water management practices induced by climate change can affect streambank stability. We believe this future work can provide an even more comprehensive understanding of the factors influencing streambank erosion and stability within the context of water management decisions.
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In hydrologic modeling, the assumption of homogeneity within a cell averages all variability finer than the model resolution. This loss of information can impact a model's ability to accurately represent hydrologic processes, especially in highly heterogeneous domains. This study quantified the impact of this loss of information on surface water fluxes by comparing the outputs of a high-resolution and coarse hydrologic model applied to an idealized domain. This study also presented a framework for including subgrid information in the surface water physics of integrated hydrologic models. Channel width was used as a representative subgrid parameter to better characterize surface water flow in cells containing subgrid channels. A new, nonlinear relationship between flux and calculated flow depth was derived based on assumed bathymetry and known channel width. This flux relationship was incorporated into ParFlow, an integrated 3D subsurface flow and 2D surface flow hydrologic model. In all scenarios tested, the subgrid channel formulation applied to a coarse-resolution model produced peak flows that only differed from the high-resolution model by more than 1% in 11/400 of scenarios and never differed by more than 5%. This is a substantial improvement from the baseline formulation applied to a coarse-resolution model, where peak flow differed by more than 1% in 213/400 scenarios and had a maximum difference of 78%.
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1 Introduction

Large-scale, integrated hydrology models can represent regional hydrology by capturing surface-subsurface interplay and interactions across watershed boundaries. It is becoming increasingly necessary to quantify the terrestrial water cycle across large spatial scales to understand water availability and flood risk under climate stress. To do this, many studies have applied hydrology models to large-scale real world domains (Bauer et al., 2006; Goderniaux et al., 2009; Shen and Phanikumar, 2010; Sutanudjaja et al., 2011; de Paiva et al., 2013; O'Neill et al., 2021; Yang et al., 2023; Delottier et al., 2024). Physics-based modeling at these scales can be very computationally expensive, so other products and models have been developed based on remote sensing, data aggregation, or machine learning of surface (Miller et al., 2018; Mohanasundaram et al., 2021; Durand et al., 2023) and subsurface hydrology (Cools et al., 2006; Ma et al., 2024). These studies are helpful in defining regional hydrology but typically have the disadvantage of producing relatively coarse outputs. Low-resolution is necessary given the computational cost of high-resolution large-scale hydrologic modeling, but coarse models do not necessarily reflect the same hydrology that high-resolution models would (Foster et al., 2020).

Hydrologic models often assume homogeneity within a cell for both inputs and outputs. Each cell is treated as a representative elementary volume, which is necessary to solve the relevant partial differential equations. This can lead to coarse-resolution model outputs and the loss of natural spatial variability in inputs. Many studies have investigated the impact of subgrid information on the accuracy of hydrologic models and how this lost information can be reincorporated into the modeling process. Specifically, subgrid variability in both land surface processes (Shuttleworth, 1988; Leung et al., 1996; Ghan et al., 1997; Noilhan et al., 1997; Giorgi et al., 2003; Wang and Wang, 2007) and soil characteristics (Wood et al., 1992; Ghan et al., 1997; Kabat et al., 1997; Kreye and Meon, 2016) have been heavily studied. Generally, these studies find that the inclusion of subgrid information is influential on model output and increases model accuracy, yet it is still unclear to what extent subgrid information impacts the large-scale solution.

Subgrid topographic variability ranging in scale from microtopography to subgrid channels can also be impactful on hydrologic fluxes (Jan et al., 2018; Thompson et al., 2010). Subgrid topography has previously been incorporated into overland flow models utilizing a large array of methodologies. This has been done by defining an additional high-resolution grid of topography data within each coarse-grid cell to determine surface storage and flux (Volp et al., 2013; Zhang et al., 2023). The impact of microtopography on surface storage has been represented by developing and modeling storage-outflow curves (Hu et al., 2020). Known anthropogenic impacts on flow paths, such as roads and hedges (Carluer and Marsily, 2004; Gascuel-Odoux et al., 2011) as well as the anisotropic impact of microtopography such as crop rows on overland flow (Viero and Valipour, 2017) have also been incorporated into models. Subgrid topographic information has also been modeled via the use of effective parameters. An effective Manning's n value has been used previously to account for subgrid channels in overland flow calculations (Schalge et al., 2019). Similar to an effective parameter, Moretti and Orlandini (2018) proposed a different methodology to determine the elevation assigned to a cell based on the elevation of the highest Horton-order river within the cell, essentially creating an effective elevation. Additional studies have distilled new subgrid parameters out of subgrid topographic data. These parameters are new values assigned to each grid cell designed to represent lost information and can be used as inputs into the continuity and flux equations (Jan et al., 2018; Li and Hodges, 2019; Ferrari and Viero, 2020).

The issue of accounting for partially inundated cells in hydrologic models has been the subject of many studies (Bates and Hervouet, 1999; Defina, 2000; Casulli, 2009). Recent work has focused on explicitly modeling subgrid channels in 2D hydrologic models to better represent floodplain inundation. Neal et al. (2012) developed a methodology to identify subgrid channel cells and model their fluxes using the dynamic wave equation based on the subgrid parameters of channel width and channel bed elevation in the model LISFLOOD-FP. Viero et al. (2014) used the subgrid method developed by Defina (2000) to model subgrid channel flow in a coupled 2D surface and 2D saturated shallow subsurface model. Other studies have instead modeled channel flow directly as one dimensional stream elements with different geometries. These streams are in one- or two-way communication with other hydrologic processes operating on a regular grid. As an example, David et al. (2011) developed RAPID, an explicit channel network model embedded in a regular grid-based land surface model. Panday and Huyakorn (2004) also modeled channel and reach networks as a separate process from 2D overland flow. The goal of this study is to build on this previous work modeling subgrid channels to further improve the ability to represent surface water accurately across scales. A subgrid approach can increase local accuracy when representing the terrestrial water cycle at large scales without the computational cost of increasing resolution.

The goal of this work was to create a framework to develop and implement subgrid parameterizations in the integrated surface-subsurface hydrologic model ParFlow. The newly implemented subgrid parametrization was evaluated by quantifying the discrepancy in representing channels between coarse-resolution and high-resolution models across an array of input parameters. We then determined when a parameterization of subgrid channels would be most impactful on model accuracy. Channel width was used as a representative topographic subgrid parameter, which is used as an input in the flux equation of the kinematic wave approximation. This formulation is mathematically similar to the effective parameter implementation done by Schalge et al. (2019) but was implemented directly within the surface flux equations in an integrated hydrologic model. This new methodology of directly including subgrid information in the flux formulation allows for nonlinear depth-dependent corrections to the overland flow formulation, which was not possible with effective parameters alone. For example, this subgrid channel formulation was able to account for side-wall friction of subgrid channels while the effective parameter methodology proposed by Schalge et al. (2019) is not. While this is a simple example, this framework paves the way for complex subgrid formulations necessary for regional accuracy in large-scale integrated hydrologic models.



2 Methods

We developed and applied a subgrid parameterization of the kinematic wave equation in the overland flow module of ParFlow, a 3D subsurface and 2D surface flow integrated model which can efficiently be applied at large scales (Ashby and Falgout, 1996; Jones and Woodward, 2001; Kollet and Maxwell, 2006; Maxwell, 2013). This subgrid channel formulation and its derivative are embedded directly into ParFlow's nonlinear solver. We applied this subgrid formulation and the baseline ParFlow overland flow formulation to a coarse idealized model domain. We then compared their outputs to the baseline ParFlow overland flow formulation applied to a high-resolution model domain to determine if using a subgrid formulation resulted in flows that better matched a high-resolution model. Additionally, we compared these model formulation and domain combinations across an array of parameter and precipitation scenarios. This is to determine under what conditions the subgrid formulation increased the accuracy of the coarse-resolution model. Since this study is conducted on an idealized domain, accuracy is defined as how closely a coarse model's outflow matches the high-resolution model's outflow. This allows the accuracy of the baseline coarse model to be assessed as well as the improvements of the subgrid model to be quantified. All models, here defined as a combination of a model domain and an overland flow formulation, used in this study are described in Figure 1 and Table 1.


[image: Diagram illustrating different modeling approaches for overland flow in hydrology. It includes a detailed 1 km by 1 km subarea with a river, trees, and terrain. The inset panels show three models: (A) a high-resolution baseline model, (B) a coarse baseline model, and (C) a coarse subgrid model with subgrid channel formulation. Each model depicts varying grid resolutions and flow calculations.]
FIGURE 1
 Conceptual overview of modeling domain and the characterization of subgrid channels in the (A) high-resolution baseline model, (B) coarse baseline model, and (C) coarse subgrid model.



TABLE 1 Description of all models, defined as a combination of an overland flow formulation and a model domain.

[image: Table detailing three models. High-resolution baseline model has ParFlow kinematic wave formulation for a variable-resolution domain. Coarse baseline model uses the same formulation for a coarse-resolution domain. Coarse subgrid model adjusts the formulation with channel width in the hydraulic radius equation for coarse-resolution. Subfigures A, B, and C are referenced in Figure 1.]


2.1 Overland flow formulations
 
2.1.1 Baseline ParFlow formulation

ParFlow can calculate overland flux using either the diffusive wave or kinematic wave approximations. The baseline ParFlow overland flow formulation used in this study is based on the cell-centered Kinematic Wave Approximation using Manning's equation with the additional assumption that hydraulic radius is equal to pressure head (Kollet and Maxwell, 2006). This is executed in ParFlow as follows:

[image: Q equals the square root of S over n, multiplied by psi raised to the power of five-thirds, multiplied by dx. Equation labeled as one.]

where Q is discharge (L3/t), S is bottom slope (L/L), n is Manning's coefficient (t/L1/3), ψ is surface pressure head (L), and dx is cell size or resolution (L). Setting hydraulic radius equal to pressure head is a common assumption in hydrologic models which holds true when flow depth is much smaller than width, slopes are small and pressure is hydrostatic. Since homogeneity is assumed within each cell, all overland flow is represented as sheet flow across each cell. In this representation, flow depth is equivalent to pressure head within a cell and flow width is equivalent to cell size so the assumption that flow depth is much smaller than flow width holds true (Figure 2). However, in scenarios where flow within a cell is confined to a smaller area, such as a subgrid channel, representing flow as sheet flow can lead to an underestimation of the hydraulic radius and therefore an underestimation of flux.


[image: Baseline ParFlow Formulation shows a horizontal rectangle labeled "ψ" and "dx." Subgrid Channel Formulation depicts a vertical rectangle with "ψ + dx" and "W_C," indicating channel dimensions, with labels "dx" and "W_C."]
FIGURE 2
 Conceptual representation of baseline (left) and subgrid channel (right) overland flow formulations.




2.1.2 Subgrid channel formulation

The subgrid formulation methodology incorporates channel width as an additional parameter within the kinematic wave equation. This new, nonlinear relationship between flux and calculated flow depth replaces the current flux equation within ParFlow. Channel width in both horizontal directions are used as new inputs into ParFlow and are the basis of this new flux calculation. Flux direction is still determined based on cell slope, which is derived from topography.

Overland fluxes are determined using the same kinematic wave approximation as default ParFlow, but we no longer assume that the hydraulic radius is equal to pressure head. Instead, it is assumed that all flow is confined to a rectangular channel of known width (Figure 2). The hydraulic radius can then be calculated based on the depth and width of flow in the rectangular channel:

[image: Formula for \( R_H \) is given by \(\frac{\psi \times dx \times W_C}{2\psi \times dx + W_C^2}\).]

where WC is channel width (L), a new subgrid parameter. Depth of flow was calculated based on confining the known volume of surface water to the channel. Substituting this hydraulic radius into the kinematic wave equation results in an overland flux formulation of:

[image: Equation showing fluid flow rate, Q, equals the square root of S divided by n, multiplied by psi to the power of five-thirds, multiplied by dx, multiplied by an expression raised to two-thirds. That expression is dx times W sub C divided by two psi times dx plus W sub C squared. Equation is labeled as number three.]

Given the implicit solution in ParFlow, the derivative of this new flux equation with respect to ψ needs to be included in the Jacobian as well. That derivative is:

[image: Equation featuring \( \frac{dQ}{d\psi} = \frac{\sqrt{S}}{n} \times dx^{5/3} \times W_C^{2/3} \times \left( \frac{5}{3} \left( \frac{\psi}{2\psi \times dx + W_C^2} \right)^{2/3} - \frac{4dx}{3} \left( \frac{\psi}{2\psi \times dx + W_C^2} \right)^{5/3} \right) \).]

This new overland flow formulation and its derivative are added directly into ParFlow's nonlinear solver. As described in Kollet and Maxwell (2006), the surface and subsurface are directly integrated through a global variable of ψ, or pressure, at the surface-subsurface interface. This proposed overland flow formulation replaces the previous overland flow equation and is used in the overland flow boundary condition to simulate integrated surface-subsurface flows.

This formulation is executed in the positive and negative X and Y directions with channel width in both directions defined independently. This is so that channel width only impacts fluxes through a cell in the direction of a channel and not overland fluxes perpendicular to the channel. All overland fluxes from non-channel cells and from channel cells not in the direction of channel flow set WC equal to cell size. Since ψ is much smaller than dx in these scenarios, this collapses back down to the baseline ParFlow flux formulation.




2.2 Idealized test case

An idealized domain was created to compare all models across a large array of parameters in a controlled environment. This domain is a one cell by five cell rectangle with a channel running down the center of the domain (Figure 3). All models have a cell-size parallel to the channel equal to 1 km and all models except the high-resolution baseline model also have a cell size perpendicular to the channel equal to 1 km. The cell size perpendicular to the channel of the high-resolution baseline model is equal to the width of the rectangular channel. This is so the high-resolution baseline model domain only includes the channel without any overland cells to remove the additional variability associated with the parameterization of those overland cells. Rainfall is scaled for the high-resolution baseline model to account of the lower surface area of each cell. This high-resolution domain will be used as a benchmark to assess performance of the other formulations.


[image: Two 3D models illustrate different domain resolutions. The coarse model domain consists of larger segments, each one thousand meters by one thousand meters. The high-resolution model domain has smaller segments with the same height but labeled width \( W_c \). Both models show an arrow labeled \( Q \) indicating flow direction.]
FIGURE 3
 Idealized model domains.


All cells have equal unidirectional slopes downstream. Four hours of spatially invariable rainfall are applied at the beginning of each simulation and then the simulation continues with 0.1-h timesteps until outflow is approaching zero. To simplify the hydrology to allow better comparison of overland flow between models, the impacts of infiltration and groundwater interactions are neglected by setting permeability to nearly zero.



2.3 Parameter scenarios

To determine under what conditions the current ParFlow formulation differs from the subgrid channel formulation as well as when the coarse baseline model diverges from the high-resolution baseline model we ran all three ParFlow models across a large array of different input parameters. The Manning's n and bottom slope parameters are varied across ranges of realistic values (Yang et al., 2023). Four values of channel width ranging from 100 m to 1 km were tested to assess performance when channel width is similar to cell size as well as much smaller than cell size. Four values of rainfall intensity are also applied to assess performance across various water depths. Channel width is also used to determine cell size perpendicular to the channel in the high resolution model. All parameter values are listed in Table 2.


TABLE 2 All input parameters varied and their corresponding values.

[image: Table showing data for different channel widths, rainfall intensities, Manning's n values, and bottom slopes. For widths of 100, 200, 500, and 1,000 meters, rainfall intensities are 0.5, 1, 5, and 10 centimeters per hour respectively. Corresponding Manning's n values are 3.6e-3, 1.8e-2, 3.6e-2, 1.8e-1, and 3.6e-1. Bottom slopes are 1e-4, 1e-3, 1e-2, 1e-1, and 4e-1 meters per meter.]




3 Results


3.1 Coarse baseline model performance

Parameter scenarios in which the coarse baseline model differs from the high-resolution baseline model must first be identified to assess when subgrid formulations would be most applicable. Figure 4 shows how changes in channel width and rainfall intensity impact hydrograph characteristics at the outlet when comparing the coarse baseline model and the high-resolution baseline model. When channel width is equal to cell size, there is no difference between the low- and high-resolution baseline models, which is to be expected since the models are equivalent in this scenario. As channel width decreases, discrepancies in the peak flow volume begin to emerge between the coarse baseline and high-resolution baseline model.


[image: A grid of graphs shows water elevation over time for different rain amounts and water channel heights. Each graph compares high-resolution baseline, coarse baseline, and coarse subgrid data. Rainfall ranges from 0.5 centimeters to 10 centimeters, with channel heights from 100 meters to 1000 meters.]
FIGURE 4
 Difference in outflow between all three models based on rainfall and channel width.


The difference in peak flow between the coarse baseline model and the high-resolution baseline model across all parameter and rainfall scenarios is shown in Figure 5. As was seen in Figure 4, there is essentially no difference between the two models when channel width is equal to cell size. At the lowest channel width of 100 m, 1/10 the cell size, 35% of the scenarios result in a difference in peak flow of greater than 50% with 20% of scenarios resulting in a difference of greater than 75%. When channel width is 200 m, 1/5 the cell size, 35% of scenarios still result in a peak difference of greater than 50% and no scenarios have a difference of greater than 75%. When channel width is 500 m, 1/2 the cell size, no scenarios have a peak difference exceeding 50% with the greatest difference being 37.02%. Across all channel widths, peak flow differs by greater than 1% in 213 out of 400 scenarios. As channel width decreases, the number of scenarios which differ and the magnitude of those differences increase.


[image: A grid of heat maps comparing Manning's roughness coefficient and rain intensity for varying vegetation coverage heights. Each row represents different vegetation heights (100m, 200m, 500m, 1000m), and each column represents different amounts of rainfall (0.5cm to 10cm). Colors range from purple to yellow, indicating percent differences.]
FIGURE 5
 Percentage difference in peak flow between the coarse baseline and high-resolution baseline models. Here channel width is not an input in the coarse baseline model but instead is only used to define the domain resolution of the high-resolution model.


Within each rainfall-channel width scenario, bottom slope and Manning's n are also varied. These two overland flow parameters are influential on the discrepancy in peak flow between the two models when channel width is not equal to cell size. The difference in peak is greatest when Manning's n is high and bottom slope is low. This difference is further exacerbated in lower rainfall conditions, which are representative of when there is lower flow volume in the channel. Overall, the largest discrepancy in peak flow of 78.40% is seen in the scenario where channel width is 100 m, rainfall intensity is 0.5 cm/hr, Manning's n is 3.6e-1 s/m1/3, and bottom slope is 1e-4 m/m.

Despite the significant differences in peak flow, peak timing is consistent between the coarse baseline and high-resolution baseline models (Figure 4). While there are some scenarios that result in a single time step difference in the peak timing, these scenarios don't follow any trend relating to the parameters varied in this study. The shape of the rising and falling limb also varied significantly between the coarse baseline and high-resolution baseline models (Figure 4). Qualitatively, hydrograph shape of the coarse baseline and the high-resolution baseline models was most different in the low rainfall and small channel width scenarios.



3.2 Coarse subgrid model performance

The coarse subgrid model performed nearly identically to the high-resolution baseline model across nearly all scenarios (Figure 6). In only 11 of 400 total scenarios are there differences in peak flow greater than 1% and no scenarios exceed 5%. These differences are relatively small when compared to the differences seen between the coarse baseline and high-resolution baseline models of up to 78.40%. The differences in peak flow occur when channel width is small, rainfall is high, and flow is slow. Overall, the coarse subgrid model performed more similarly to the high-resolution model than the coarse baseline model across all parameter scenarios tested.


[image: Grid of fifteen heatmaps displaying percentage differences, arranged in five rows labeled "We" from 100m to 1000m. Each column represents rainfall amounts: 0.5cm, 1cm, 5cm, 10cm. A color bar on the right indicates values from 0 to 10%.]
FIGURE 6
 Percentage difference in peak flow between the coarse subgrid formulation and high-resolution baseline models. Here channel width is an input in the coarse subgrid model as well as used to define the domain resolution of the high-resolution model.


Small differences in peak flow are expected, as the high-resolution baseline model and the coarse subgrid model use different formulations for the kinematic wave equation. The subgrid formulation is based on the assumption of a rectangular channel while the coarse baseline formulation is based on the assumption that flow depth is negligible in comparison to flow width. These scenarios where differences arise highlight when the addition of side-wall friction is impactful on model accuracy, as it is included in the subgrid formulation but not the baseline formulation.




4 Discussion


4.1 Impact of subgrid formulation on coarse model accuracy

The coarse baseline model consistently underestimated peak flow across all rainfall scenarios when channel width was less than cell size. The magnitude of this underestimation was dependent on all parameters evaluated. The addition of the subgrid formulation to the coarse model resulted in the coarse model to perform much more similarly to the high resolution model. These results align with what was found by Schalge et al. (2019).

Rainfall volume was very influential on the accuracy of the coarse baseline model compared to the high resolution model. Lower rainfall scenarios resulted in a higher peak difference between the coarse baseline and high-resolution baseline models across all channel widths, slopes, and n values. Since lower rainfall corresponds with lower flow volume, this implies that the difference between coarse and high-resolution baseline models are most pronounced in low-flow conditions. In high rainfall conditions (when flow depth was high), channel width was much less impactful on peak flow than in low rainfall scenarios (Figure 7). Therefore, in these high flow scenarios the addition of a subgrid formulation only resulted in small improvements from the coarse baseline.


[image: Line graphs comparing the proportion of total flow over time under low and high rainfall conditions. The x-axis represents time in hours, and the y-axis shows the proportion of total flow. Various line styles and colors represent different coarse subgrid grid sizes: 100, 200, 500, and 1000 meters, plus a coarse baseline. Under low rainfall, peak flow occurs around 2 hours, while under high rainfall, it peaks around 1 hour. Different grid sizes show variations in flow proportions.]
FIGURE 7
 Impact of rainfall and channel width on difference between coarse baseline and subgrid formulation models.


Combinations of high n values and low slopes, resulting in slow flow, also resulted in the greatest differences in peak flow across all rainfall and channel width scenarios. Collectively, this implies that smaller fluxes, such as those from tributaries, in areas with topography and vegetation which result in slow flow would be the most misrepresented by coarse models. These tributaries are likely also small, potentially with widths much smaller than the cell size, which further exacerbates the underestimation of these fluxes. Systematically underestimating tributary fluxes could have a large impact on the overall hydrology of a region. This could compound when there are multiple tributaries with underestimated flows feeding into the same river. The addition of channel width as a subgrid variable was able to mitigate this underestimation and when applied to the coarse model domain resulted in fluxes nearly identical to the high-resolution baseline model.



4.2 Impact of channel length on coarse model accuracy

All three models across all parameter and rainfall scenarios were also applied to a thirty-cell idealized domain to determine if a longer flow length would result in a larger discrepancy in peak flow or peak flow timing between the coarse baseline and high-resolution baseline model. The outflow of the coarse baseline, high-resolution, and coarse subgrid models were all compared at the outlet of the 30 km channel model.

In the 30 km channel length model, there is still very little difference between the high resolution model and the coarse subgrid model. The few scenarios where these two models differed after 5 km of channel still differed after 30 km, but in peak timing as opposed to peak flow. This is because both the high-resolution baseline model and the subgrid model reach the same constant outflow where inflow from upstream cells is equal to discharge, the high-resolution baseline model just reaches this outflow slightly earlier. This illustrates that over longer channels and time frames, the subgrid model output approaches that of the high-resolution baseline model.

The same trends in peak flow difference between the coarse baseline and high-resolution baseline models observed in the five-cell domain were also observed at all locations in the thirty-cell domain but were further exacerbated at longer distances from the origin. Figure 8 shows the percent difference in peak between the coarse baseline and coarse subgrid model at the end of the 30 km channel. When compared to Figure 5, there are more scenarios which have higher peak flow difference between the two models. The increase in peak discrepancy between the coarse baseline model and the high-resolution baseline model as channel length increases shows that the impact of underestimating flux between subgrid channel cells compounds over distance. Therefore longer channels will be most misrepresented when not accounting for subgrid channels. Despite more scenarios having a larger peak difference between the coarse baseline model and the high-resolution baseline model, the maximum percentage difference between peaks does not change and it can be clearly seen that the maximum peak difference is dependent on channel width (Figure 8).


[image: Heatmap grid showing percent difference in flow characteristics across varying watershed widths (100m to 1000m) and different Manning's n values. Each row represents a watershed width. Columns represent increasing rainfall scenarios (0.5cm, 1cm, 5cm, 10cm). Color scale on the right indicates percent difference from 0 to 100.]
FIGURE 8
 Percentage difference in peak flow between the coarse baseline formulation and high-resolution baseline models at the outlet of the 30 km channel.




4.3 Using nondimensional parameters to define applicability subspace

The Froude Number and the Kinematic Wave Number (KWN) are non-dimensional values based on flow parameters and have been used to define ranges of applicability of the Kinematic Wave Approximation and the Diffusive Wave Approximation (Vieira, 1983). These dimensionless values were used in this study to investigate the relationship between domain parameters and accuracy of a coarse-scale model compared to a high-resolution baseline model. Under the assumption of uniform flow and substituting in the Chezy equation, the Froude number can be calculated by:

[image: Equation showing F subscript zero equals C multiplied by the square root of the tangent of theta divided by g, labeled as equation 5.]

where C is Chezy roughness which is equivalent to 1/n*(R1/6), θ is the bottom slope angle, and g is gravitational acceleration. The Kinematic Wave Number is defined as:

[image: Equation for \( k \) equals the cube root of the fraction \(( g^2 L \sin(\theta) )\) over \(( C^2 q^2 )\), labeled as equation six.]

where L is defined in Vieira (1983) as the length of the channel at which values are measured and q is lateral inflow into the channel. In this study, we define L as cell length parallel to the channel and q as flux through the cell. This definition allows the kinematic wave number to be calculated for any cell in a hydrologic model and will serve as a non-dimensional value which can be used in conjunction with the Froude number to classify conditions in any given cell to determine if a coarse model output will closely match a higher-resolution model. It is useful to classify these scenarios using non-dimensional parameters so this analysis can be applied to other model resolutions or subgrid parameters of interest.

The Froude Number and Kinematic Wave Number were used to determine if there is a non-dimensional pattern where the coarse model performed most differently than the high-resolution baseline model. These cases where differences in peak flow are highest are cases where the subgrid formulation would be most impactful. Figure 9 shows where all 400 parameter combinations fall in the Froude Number and KWN space. The color bar represents the same values as shown in Figure 5, which is the percentage difference between the coarse and high-resolution baseline models for the same parameter values. As seen before, smaller channel width and longer channel length have higher percent differences between the two models. The upper left portion of the sample space, high KWN and low Froude Number, also has higher percent difference between the two models. Low Froude Number and high KWN also corresponds with high Manning's n and low bottom slope across all three models, as was also seen in Figure 5. While there isn't a specific cutoff where a subgrid formulation is necessary, when the Froude Number is less than one is when most large differences between the coarse baseline model and the high-resolution baseline model arise. Analysis of non-dimensional values such as the Froude Number and KWN can be used as guidance regarding when coarse models may not be accurately capturing overland flow in subgrid channel cells and when a subgrid formulation would most improve overland flow accuracy.


[image: Six scatter plots display the relationship between channel width and Froude number, using channel width as 100 meters, 200 meters, and 500 meters. The plots are arranged in two rows, showing data colored by percentage difference, ranging from orange to blue. A black line marks Froude equals one in the top right plot. Each plot illustrates variations across different scenarios.]
FIGURE 9
 Kinematic Wave Number and Froude Number of coarse model across channel width and channel length scenarios. Color represents the difference in peak between the coarse baseline and high-resolution baseline models.




4.4 Future work to improve accuracy of subgrid formulations

We used an idealized model domain to benchmark the performance of the subgrid channel formulation, but the only subgrid variability this captures is subgrid channels. This was important to verify this formulation against a high-resolution model without additional sources of variability, but doesn't evaluate the accuracy of this formulation when applied to a real domain which also contains subgrid microtopographic variation outside of channels. To understand how this subgrid channel formulation, as well as future subgrid formulations, are able to improve the accuracy of modeled fluxes, they should be tested on real-world domains. This will also help identify which subgrid parameters are most impactful on the accuracy of overland flow.

An additional challenge in applying subgrid formulations to real-world models is determining the values of new subgrid parameters. There are many ways how channel width has been determined in previous studies including using empirical relationships (Schalge et al., 2019) or satellite data (Neal et al., 2012). When new subgrid formulations are derived, methodologies to assign effective values to the real-world parameters values will also need to be developed so they can be applied to real domains.




5 Conclusions

Subgrid formulations and parameterizations are important next steps in increasing accuracy while maintaining efficiency within large-scale hydrologic models. This study has shown that an additional parameter, channel width, can be incorporated into flux formulations in an integrated surface-groundwater model to increase model accuracy without increasing resolution or runtime. This coarse subgrid model performed nearly identically to the high-resolution baseline model in all scenarios tested in an idealized domain.

The scenarios in which the coarse baseline model differed most from the high-resolution baseline model were identified to determine under what conditions a subgrid formulation would be most impactful at improving accuracy. The largest difference between the coarse baseline and high-resolution baseline model occurs when flow velocity is low (i.e. when Manning's n is high and channel slope is low), when flow volume is low, and when channel width is much smaller than cell size. When these three flow conditions are combined, there was up to a 78.4% difference in the peak flow between the coarse baseline model and the high-resolution baseline model. This difference in peak was completely mitigated via the use of a subgrid formulation in the coarse model.

Future studies should build on this framework of implementing subgrid formulations into integrated surface-groundwater models to further increase accuracy in more complex systems. This study focused on assessing the accuracy of a subgrid formulation in an idealized domain to isolate the impact on channel flow, but in real-world domains with additional heterogenities, additional subgrid parameters incorporated into flux formulations could further improve accuracy. Large-scale hydrologic modeling is an important next step in answering pertinent hydrology questions and subgrid formulations are necessary to increase their accuracy at coarse resolutions.
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A Corrigendum on
 Subgrid channel formulation in an integrated surface-subsurface hydrologic model

by Peeples, A., and Maxwell, R. M. (2025). Front. Water 6:1520913. doi: 10.3389/frwa.2024.1520913




In the published article, there was an error. A correction has been made to Methods, Idealized test case, paragraph 2. The model timestep was incorrectly stated to be 1 hour when it is was 0.1 hours. This sentence previously stated: “Four hours of spatially invariable rainfall are applied at the beginning of each simulation and then the simulation continues with hourly timesteps until outflow is approaching zero.”

The corrected sentence appears below:

“Four hours of spatially invariable rainfall are applied at the beginning of each simulation and then the simulation continues with 0.1-h timesteps until outflow is approaching zero.”

A correction has been made to Results, Coarse baseline model performance, paragraph 3. The units for Manning's n were incorrectly reported as being s/m1/3 when the values given were in min/m1/3. This sentence previously stated: “Overall, the largest discrepancy in peak flow of 78.40% is seen in the scenario where channel width is 100 m, rainfall intensity is 0.5 cm/hr, Manning's n is 6e-3 s/m1/3, and bottom slope is 1e-4 m/m.”

The corrected sentence appears below:

“Overall, the largest discrepancy in peak flow of 78.40% is seen in the scenario where channel width is 100 m, rainfall intensity is 0.5 cm/hr, Manning's n is 3.6e-1 s/m1/3, and bottom slope is 1e-4 m/m.”

There was an error in Table 2 as published. The units for Manning's n were incorrectly reported as being s/m1/3 when the values given were in min/m1/3. The corrected Table 2 and its caption appear below.


TABLE 2 All input parameters varied and their corresponding values.

[image: Table displaying values for channel width, rainfall intensity, Manning's n, and bottom slope. Channel widths: 100, 200, 500, and 1,000 meters. Rainfall intensities: 0.5, 1, 5, and 10 cm/hr. Manning's n: 3.6e-3, 1.8e-2, 3.6e-2, and 1.8e-1 s/m^(1/3). Bottom slopes: 1e-4, 1e-3, 1e-2, 1e-1, and 4e-1 m/m.]

There was an error in Figure 5 as published. The units for Manning's n were incorrectly reported as being s/m1/3 when the values given were in min/m1/3. The corrected Figure 5 and its caption appear below.


[image: Grid of colored heatmaps showing percentage difference with varying rainfall and Manning's n values across different widths (We = 100m, 200m, 500m, 1000m). Color scale from purple (0%) to yellow (100%) on the right.]
FIGURE 5
 Percentage difference in peak flow between the coarse baseline and high-resolution baseline models. Here channel width is not an input in the coarse baseline model but instead is only used to define the domain resolution of the high-resolution model.


There was an error in Figure 6 as published. The units for Manning's n were incorrectly reported as being s/m1/3 when the values given were in min/m1/3. The corrected Figure 6 and its caption appear below.


[image: Grid of color-coded heatmaps showing the percent difference across various conditions. Columns represent different Manning's n values, and rows represent different Wc values of 100, 200, 500, and 1000 meters, with rainfall amounts of 0.5, 1, 5, and 10 centimeters. The color bar on the right indicates a range from 0 to 10 percent difference.]
FIGURE 6
 Percentage difference in peak flow between the coarse subgrid formulation and high-resolution baseline models. Here channel width is an input in the coarse subgrid model as well as used to define the domain resolution of the high-resolution model.


There was an error in Figure 8 as published. The units for Manning's n were incorrectly reported as being s/m1/3 when the values given were in min/m1/3. The corrected Figure 8 and its caption appear below.


[image: Heatmap array displaying the percentage difference in outcomes for various parameters. The columns represent different rainfall amounts (0.5 cm, 1 cm, 5 cm, 10 cm) while rows indicate different watershed extents (100 m, 200 m, 500 m, 1000 m). The x-axis represents Manning's n values (3.6e-1 to 3.6e-2), and the y-axis shows stream slope (4e-1 to 3e-3). Color gradient from purple to yellow indicates the percentage difference, ranging from 0 to 100%.]
FIGURE 8
 Percentage difference in peak flow between the coarse baseline formulation and high-resolution baseline models at the outlet of the 30 km channel.


The authors apologize for these errors and state that they do not change the scientific conclusions of the article in any way. The original article has been updated.
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Selected runs with a physics-based model of surface water–groundwater interactions are used to examine in detail some numerical challenges and surprising behaviors that result from discretization, nested solution schemes, coupling, boundary condition, and other factors. Regardless of the spatial scale of the model domain (field, hillslope, catchment, …), the processes that are simulated by this class of integrated models can exhibit widely varying dynamics within and across the different subsystems comprising the land surface, the unsaturated zone, and deep groundwater formations. The presence of heterogeneities, nonlinearities, and complex boundary conditions can exacerbate numerical difficulties in resolving exchange fluxes across subsystems and lead to unexpected or undesired results, including localized numerical oscillations and an upper bound on adaptive time stepping. The need for accurate tracking of surface–subsurface exchanges and for better control of aspect ratio and mesh distortion can also influence and constrain spatial and temporal discretization choices. Finally, model performance assessments can be highly sensitive to the response variables of interest. We will illustrate some of these issues via test case simulations at large (13.66 km catchment transect) and small (450 m2 hillslope) spatial scales, run at time scales from 10 days to hundreds of years.
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1 Introduction

Interactions between groundwater and surface water systems play a critical role in regulating important hydrological, ecological, and biogeochemical processes such as baseflow, flooding, riparian zone vegetation growth, and hyporheic zone denitrification and oxygen redistribution (Irvine et al., 2024). Recent advances in integrated groundwater–surface water models make it possible to explore in detail the interactions between the flow of water and the transfer and transport of solutes (which can include contaminants, nutrients, microorganisms, and gasses) within and across surface (overland, streams, lakes) and subsurface (aquifer and soil) domains (Paniconi and Putti, 2015). There are however persistent challenges in the development of reliable and efficient numerical models for these phenomena. When passing from subsurface-only (or surface-only) models to integrated models, customary difficulties associated with heterogeneity and variability in parameters and state variables, nonlinearities and scale effects in process dynamics, and poorly known boundary conditions (BCs) and initial system states (e.g., Sanchez-Vila et al., 2006; Vereecken et al., 2016) are compounded (more complex BCs, nested levels of iteration and time stepping, etc.) and new hurdles are introduced, namely the need to use appropriate and robust coupling schemes and representations of process interactions and feedbacks (e.g., Discacciati et al., 2002; Dawson et al., 2004; Furman, 2008).

In this study we will restrict our attention to physics-based hydrological models, i.e., models built from the governing equations for surface and subsurface water flow and solute transport, specifically the Saint-Venant or shallow water equations for surface routine, the Richards equation for variably saturated subsurface flow, and the advection–dispersion equation for mass transport. The equations are resolved via appropriate discretization techniques that allow for a detailed representation of parameter variability and boundary condition complexity. These models require reliable numerical techniques for their resolution (e.g., Miller et al., 2013; Farthing and Ogden, 2017). There is by now a quite substantial literature on the seemingly successful application of physics-based integrated surface–subsurface hydrological models (ISSHMs), including a number of model intercomparison and case studies (e.g., Sulis et al., 2010; Maxwell et al., 2014; Kollet et al., 2017; Omar et al., 2021).

While the proliferation of integrated models reflects the considerable need for these tools in a diversity of fields and applications, it is also true that hydrology-focused research studies will not typically report in detail on negative aspects of numerical performance, such as convergence difficulties, localized inaccuracies, and other anomalous behaviors. Indeed, continuing research on any already accepted model will generally focus more on adding process complexity to the model rather than on resolving legacy flaws and limitations (which workarounds – such as grid refinement – can on occasion alleviate). At the same time, studies in the numerics literature do not generally use models that are at the same level of detail (in representing heterogeneities and boundary conditions, for instance) as the current generation of ISSHMs. Thus there can be a long gap before a state-of-the-art numerical scheme demonstrated for an ideal configuration can be adapted for more complex, general-purpose models. As an example of this, the theoretical framework for a mass-conservative scheme for surface–subsurface coupling based on boundary condition switching under infiltration scenarios (Sochala et al., 2009) has not yet been extended to evaporation and mixed (storm–interstorm) scenarios. As another example, theoretically advantageous alternatives to standard Picard or Newton iteration (Paniconi et al., 1991; Kelley, 1995) for linearizing Richards’ equation, such as the L–scheme (List and Radu, 2016; Stokke et al., 2023), exist but have not yet been fully vetted for ISSHMs, where factors such as highly varied BC types and strong subsurface heterogeneity can introduce implementation and performance challenges.

Given the complexities of physics-based ISSHMs and their continuing evolution, it is important to highlight some of the undesirable or unexpected numerical results that can occur when running these models, as this may in some measure help guide the development of new or improved equation solvers and discretization schemes for strongly coupled and highly nonlinear systems, and ultimately contribute to future improvements to ISSHMs. Moreover, the coupling itself, manifested across an interface between disparate flow domains and through intricate boundary conditions or exchange terms, can raise new issues for both established and emerging numerical schemes for solving the flow equations, and test simulations with an ISSHM can help to identify these.

Within this context, we seek to illustrate in this study, via example simulations, some of the numerical challenges and surprising behaviors that arise in the use of a physically based, integrated model of surface water and groundwater flow. The approach here is empirical rather than systematic, with the only strictly organizational element being in the selection of the two test cases: one at a quite large spatial scale (a 13.66 km catchment transect) run at very long time scales (hundreds of years) and the other at a small spatial scale (a 450 m2 hillslope) run at a time scale of days. We will use the CATHY (“catchment hydrology”) ISSHM (Camporese et al., 2010; Weill et al., 2011) for all the simulations. This is a widely applied and fully tested model that uses numerical schemes that are standard for this class of hydrological model. In the hillslope example we will examine how activating the coupling scheme and surface routing module in CATHY impacts rainfall–runoff partitioning, including a contribution to ponding that cannot occur when surface–subsurface interactions are not fully resolved. In the transect example we will explore different land surface boundary condition settings, temporal and spatial discretization challenges, and the meaning of a steady state when flow conditions are strongly nonlinear.



2 Methods


2.1 CATHY model

CATHY is a coupled surface water–groundwater model with subsurface flow represented by the 3D Richards equation, solved by Galerkin finite elements, and surface flow represented by a path-based (quasi-2D) Saint-Venant equation, solved by a Muskingum-Cunge finite difference scheme. Analogous numerical schemes are used for the 3D advection–dispersion and quasi-2D advection–diffusion solute transport equations. A preprocessing analysis of the digital elevation model (DEM) of the topographic data identifies the drainage network and distinguishes overland (hillslope) and channel (stream) flow cells, which can then be parameterized separately (Orlandini et al., 2003; Orlandini and Moretti, 2009). This novel path-based representation of surface routing allows for a unified treatment of overland and channel flow and transport (same governing equation, different parameterizations).

Coupling between the subsurface and surface flow modules is through a boundary condition switching approach (Putti and Paniconi, 2004), whereby Neumann (specified flux) or Dirichlet (specified head) conditions are dynamically imposed according to the saturation status of a surface node (ponded, saturated, unsaturated, and air dry). At each time step, once the subsurface equation is solved, a water balance is calculated at each surface node between the atmospheric water supply (precipitation) or demand (potential evapotranspiration), the capacity of the soil to infiltrate or exfiltrate this water, and any ponded water already present at the surface. Any excess of water accumulated at the surface (ponding) becomes available for routing by the surface solver if it exceeds a threshold parameter (minimum water depth before surface routing can occur). Through this procedure, CATHY automatically tracks both infiltration excess (Hortonian) and saturation excess (Dunnian) overland flow generation mechanisms. This boundary condition-based coupling algorithm is one of three common approaches used in ISSHMs (e.g., Haque et al., 2021), and it has been theoretically shown to ensure pressure and flux continuity at the land surface interface (Sochala et al., 2009), at least under the infiltration case that was analyzed. Note that transpiration is not included in the version of CATHY used in this study, thus potential evapotranspiration data input to the model is resolved (converted into an exfiltration flux from the soil) according to a BC switching scheme for actual evaporation that is analogous to the scheme used for rainfall–runoff partitioning.



2.2 Test cases

The hillslope-scale test case (Figure 1) is from the Biosphere 2 Landscape Evolution Observatory (LEO). See Niu et al. (2014a) and Scudeler et al. (2016a) for a description of LEO and of the CATHY experiments on this hillslope. For the runs reported in this study we used a uniform discretization at the surface (Δx = Δy = 1 m; 30 m × 15 m total) and 20 layers of equal thickness vertically (Δz = 7.5 cm; 1.5 m total), for a grid of 10,416 nodes. The average terrain slope is 17.6% (10°), with a maximum slope of 30.6% (17°) around the outlet or convergence zone.

[image: Three-dimensional wireframe mesh plot depicting a terrain-like surface within a box. Axes are labeled x (meters), y (meters), and z (meters) ranging from zero to eleven point one five, zero to thirty, and zero to ten, respectively. The surface shows a gentle undulation.]

FIGURE 1
 The LEO hillslope test case showing the uniform mesh discretization.


The transect test case (Figure 2) is from the 425 km2 Tony Creek subcatchment near the town of Fox Creek in west-central Alberta, Canada. See Meneses-Vega et al. (under review)1 for a detailed presentation of the 700 km2 Fox Creek study area and of the CATHY applications in both two-dimensional (2D transect) and fully 3D configurations. For the runs reported in this study we used a uniform discretization along the transect (Δx = 20 m; 13.66 km total) and 15 layers of varying thickness vertically (from 15 cm to 60 m; 300 m total), for a grid of 32,832 nodes (this includes a 3-node discretization in the no-flow transverse direction since CATHY is a 3D model). A finer layering was used near the surface and toward the base of the domain, in order to more accurately resolve the atmospheric forcing and free drainage boundary conditions. The average terrain slope is 1.7% (1.0°) on the transect segment to the right of the creek (valley bottom) and 1.6% (0.9°) to the left, with a maximum slope of 6.8% (3.9°) along the right streambank.

[image: Graph showing elevation profiles along a transect, with distance on the x-axis ranging from 0 to 12,500 meters and elevation on the y-axis from 500 to 900 meters above sea level. Various colored lines represent different elevation levels, displaying a v-shaped valley pattern around 5,000 meters.]

FIGURE 2
 The Tony Creek transect test case showing the vertical mesh discretization.


The soil and aquifer parameter values for these two test cases are summarized in Table 1.



TABLE 1 Parameter values for the two test cases.
[image: Comparison table of hydrogeologic properties between LEO hillslope and Tony Creek transect. For saturated hydraulic conductivity, LEO is \(4.05 \times 10^{-5}\) \(\text{m/s}\), while Tony Creek is \(4.5 \times 10^{-6}\) lateral and \(4.5 \times 10^{-7}\) vertical, except bottom layer \(2.0 \times 10^{-9}\). Porosity is 0.41 for LEO and 0.35 for Tony Creek. Residual water content is 0.057 for LEO and 0.08 for Tony Creek. Van Genuchten \(n\) is 2.28 for LEO and 2.2 for Tony Creek. Van Genuchten \(\psi_{a}\) is \(-0.0806\) for LEO and \(-0.15\) for Tony Creek. Specific storage \(S_{s}\) is \(5.0 \times 10^{-4}\) for LEO, \(8.1 \times 10^{-5}\) for 50-year and \(1.0 \times 10^{-2}\) for 729-year simulations in Tony Creek.]




3 Results


3.1 LEO hillslope example

For the CATHY simulations on LEO, the hillslope was initially completely unsaturated, with a pressure head distribution obtained from a long-term drainage experiment. Drainage occurs across a Dirichlet (zero pressure head) boundary condition imposed at the 16 nodes along the bottom of the downslope face of the hillslope, with the highest outflows in the middle of this face, in correspondence with the hillslope’s planform. The soil for this experiment was considered homogeneous and isotropic (these assumptions were relaxed in subsequent LEO trials with CATHY, reported in Niu et al., 2014a; Pasetto et al., 2015; Scudeler et al., 2016a), with saturated hydraulic conductivity Ks = 4.05 × 10−5 m/s, porosity θs = 0.41, specific storage Ss = 5 × 10−4 m−1, and van Genuchten (1980) soil water retention curve parameter values of: fitting exponent n = 2.28, residual moisture content θr = 0.057, and air entry pressure head ψa = −0.0806 m (see Table 1). The experiment was of a 10-day (8.64 × 105 s) duration and comprised four precipitation events generated by the rainfall generator at LEO: 180 mm/h (5.0 × 10−5 m/s) for a duration of 20 min, 0.9 mm/h (2.5 × 10−7 m/s) for 2 d, 9 mm/h (2.5 × 10−6 m/s) for 12 h, and 90 mm/h (2.5 × 10−5 m/s) for 3 h (Figure 3). Since Ks is smaller than the rainfall rate of the first event, infiltration excess runoff is generated during this event. For the middle two (low rainfall) events, no surface runoff is produced. For the last event, notwithstanding the initially quite dry soil conditions and the presence of a Dirichlet BC at the base of the hillslope, Dunne saturation excess runoff is produced over a portion of the hillslope. We will examine more closely the surface saturation response of the hillslope in the next section. Here we will look instead at the fluxes that are generated.

[image: Line graph showing flux in cubic meters per second over time in seconds. Initial spike at 0 seconds reaches above 0.02, followed by a flat line with minor variations, and a smaller spike near 600,000 seconds.]

FIGURE 3
 Atmospheric forcing for the 10-day (8.64 × 105 s) LEO experiment showing the four rain events.



3.1.1 Flux partitioning

The impact of surface–subsurface interactions can be seen in Figure 4 were fluxes imposed (atmospheric BC) and generated by the model (actual, overland, and return flow) are plotted for the first (top graph) and last (bottom graph) rain events for CATHY simulations with and without coupling (in no-coupling mode, only the subsurface module is run). In the first (Horton runoff-generating) event, when the rainfall period ends the actual flux (infiltration rate) falls to zero in the subsurface-only run, whereas in the coupled run infiltration persists because there is some water that has accumulated at the surface from the runoff generation and routing processes, seen as the green overland flow curve (negative after the rain event because it is subtracted from the rainfall rate). Even during the rainfall period, the actual flux is slightly higher in the coupled case because any ponded water amount is “added” to the rainfall rate, creating a stronger head gradient for infiltration after the “time to ponding” is reached. There is no return flow (exfiltration across a ponded or saturated surface) for the first event because below the land surface the soil profile is still unsaturated.

[image: Two line graphs represent flux against time in seconds. The top graph shows flux ranging from positive to negative values between 86500 and 88000 seconds. The bottom graph depicts a similar pattern, ranging from positive to negative flux between 690000 and 710000 seconds. Red, green, and blue lines indicate different data sets.]

FIGURE 4
 Atmospheric input (rainfall) flux (black), actual flux across the land surface (red), overland flow rate (green), and return flow rate (blue) for CATHY in coupled (surface–subsurface flow and transport) mode (solid lines) and uncoupled (subsurface flow and transport only) mode (dotted lines) for the first (top graph) and last (bottom graph) rain events of the LEO hillslope test case. The dashed green line is for a subsurface flow only (i.e., no transport) run.


For the last (Dunne runoff-generating) event, we again see post-event persistence of infiltration for the coupled run, of a smaller magnitude and duration here because the rainfall rate is much lower than the first event. During the rainfall period, the actual flux is now slightly lower in the coupled case than in the subsurface-only case. This is because there is now return flow occurring in the fully saturated portion of the hillslope (downslope around the convergence zone), making the net (downward) infiltration lower. Later in the simulation (and not shown here), some of this exfiltration eventually reinfiltrates into the soil. The dashed green curve in the plot for the last rain event is from a CATHY run with no coupling and no solute transport (so subsurface flow only). We observe that overland flow is higher when transport is active, indicating an additional dispersive or mixing layer impact on surface–subsurface interactions (Gatel et al., 2020; Gatto et al., 2021) that is highly complex and possibly conditioned by how boundary conditions are treated. This effect requires further study, as indeed do many aspects of solute transport handling in ISSHMs, which has received much less attention in the literature compared to flow modeling. Solute transport will not be considered in the Tony Creek example.



3.1.2 Surface saturation response

For the same two events for which we examined flux partitioning across the land surface interface in Figure 4, we now look at the saturation response of this boundary. The top graph in Figure 5 shows the fraction of the hillslope surface that is saturated during the first and most intense of the four rain events. Since the rainfall rate exceeds the Ks of the surface, and since this event occurs early in the 10-day simulation period when the soil is still quite dry throughout the hillslope, only Horton runoff occurs here. Moreover, since Ks is homogeneous, when saturation does occur, it occurs over the entire hillslope, and thus the saturation fraction reaches 1. The time to ponding is quite rapid (about 500 s after the start of the rain event), and is roughly but not exactly equal over the entire hillslope, due to a nonuniform distribution of soil moisture at the start of the event. As in the preceding section, the inclusion or not of solute transport appears to influence the flow responses produced by the model. Also noteworthy is the difference between the coupled and uncoupled model at the end of the rain event. In the coupled case, even though the atmospheric flux is now zero, Horton saturation persists for a short period after the rain has ceased (and the degree of saturation gradually rather than abruptly drops to zero) because of the spatial distribution of ponded water that provides a supplemental input flux. This ponding-assisted Horton saturation is an interesting counterpoint to Horton-assisted upstream expansion of a catchment’s Dunne saturated areas reported in Zanetti et al. (2024). These phenomena are a direct result of using an integrated model, and they should be explored in more detail.

[image: Two line graphs depict the fraction of saturated surface over time in seconds. The top graph shows a steep increase in saturation during an intense rain event of 180 millimeters per hour for 20 minutes, followed by a sharp decline. The bottom graph represents a more gradual increase and decrease in saturation over a longer time period. Different colored lines represent various data sets in both graphs.]

FIGURE 5
 Coupled (black), subsurface only (red), and subsurface flow only (i.e., no transport) (green) saturation responses for the first (top) and last (bottom) rain events of the LEO hillslope test case. The blue curve in the bottom graph is the Horton contribution to surface saturation that is produced in the coupled case.


For the last rain event (bottom graph), Dunne runoff occurs for all model runs (and notwithstanding the Dirichlet BC at the base of the hillslope, as mentioned previously), and it is clearly spatially nonuniform due to topography, slope, and planform effects. The influence of surface–subsurface interactions is very marked here, with a higher peak in surface saturation (over 50% for the coupled run compared to under 40% for the uncoupled runs) and a more persistent tail in its spatial distribution as the runoff event recedes. The blue curve in this graph at near-zero shows the Horton saturation fraction for the coupled run. There is no Horton saturation for the uncoupled runs, as expected since the rainfall rate is lower than Ks for this event. The surprising occurrence of a small amount of Horton saturation in the coupled case is again due to the presence of ponded water.




3.2 Tony Creek transect example

For the CATHY simulations on Tony Creek, the transect was initially in vertically hydrostatic equilibrium with the water table 2 m below the surface throughout the domain. Different combinations of boundary condition settings and specific storage values were used, as described in the following sections. The soil and aquifer for this experiment were considered homogeneous (this assumption was relaxed in subsequent Tony Creek trials with CATHY, reported in see footnote 1) but not isotropic, with lateral Ks = 4.5 × 10−6 m/s, vertical Ks = 4.5 × 10−7 m/s (except for the bottom layer), porosity θs = 0.35, and van Genuchten soil water retention curve parameter values of: fitting exponent n = 2.2, residual moisture content θr = 0.08, and air entry pressure head ψa = −0.15 m (see Table 1). The atmospheric forcing consisted of a constant rainfall rate of 70 mm/y (= 2.22 × 10−9 m/s = 6.065 × 10−5 m3/s), and free drainage was imposed at the bottom of the domain, at a rate of 2 × 10−9 m/s (= 5.464 × 10−5 m3/s), or just slightly lower than the rainfall rate. To impose this rate in CATHY, the vertical saturated hydraulic conductivity of the bottom layer was set to the desired free drainage value.


3.2.1 50-year simulations with low specific storage

Figure 6 presents the results from several 50-year simulations using a specific storage (Ss) value of 8.1 × 10−5 m−1. The response variables shown, together with the imposed rainfall and free drainage fluxes, are the actual flux across the land surface, the return flow rate, and the overland flow rate. Five simulations were performed: Run 1, with no coupling (i.e., subsurface flow only) and with no boundary conditions imposed besides the atmospheric forcing; Run 2, with no coupling and with Dirichlet BC imposed at the stream node (valley bottom in Figure 2); Run 3, with no coupling and with seepage face BCs imposed along 4 nodes on either side of the valley and including the stream node; Run 4, no coupling and with seepage face BCs imposed along 25 nodes on either side of the valley and including the stream node; and Run 5, coupled with no BCs on the surface but with a designated outlet cell for the surface routing module. In addition to these response variables, Figure 6 also shows the fluxes across the seepage face boundary for Runs 3 and 4 and the outlet hydrograph for Run 5.

[image: Graph showing various flux measurements over time in seconds. The y-axis represents flux in cubic meters per second. Different colored lines represent five runs with varying boundary conditions and coupling scenarios, as indicated in the legend. Solid, dashed, and dotted lines differentiate actual, return, and overland flow, respectively.]

FIGURE 6
 Results for five 50-year (1.5768 × 109 s) simulations of the Tony Creek transect. Imposed incoming (rainfall = 70 mm/y = 2.22 × 10−9 m/s = 6.065 × 10−5 m3/s, solid blue line) and outgoing (free drainage = −63 mm/y = −2 × 10−9 m/s = −5.464 × 10−5 m3/s, dotted blue line) fluxes are shown, together with the actual flux across the land surface, the return flow rate, and the overland flow rate (respectively solid, dashed, and dotted curves) for: Run 1 (no coupling, i.e., subsurface flow only, and no BCs imposed on the surface besides the rainfall) in black; Run 2 (no coupling and Dirichlet BC imposed at the stream node) in green; Run 3 (no coupling and seepage face BCs imposed along 4 nodes on either side of the valley and including the stream node) in magenta; Run 4 (no coupling and seepage face BCs imposed along 25 nodes on either side of the valley and including the stream node) in orange; and Run 5 (coupled and no BCs on the surface but with a designated outlet cell for the surface routing module) in red. In addition, the brown curves are the fluxes across the seepage face boundary for Runs 3 (dashed) and 4 (dotted), and the dashed blue curve is the outlet hydrograph for Run 5.


In Figure 7 the land surface saturation responses for the coupled simulation (Run 5) and three of the uncoupled cases (Runs 1, 2, and 3) are shown. The responses for these latter 3 runs are visually identical. All of the responses in this graph are from the saturation excess runoff mechanism, except for a small occurrence of infiltration excess runoff for Run 2, discussed later in this section.

[image: Line graph showing the fraction of saturated surface over time in seconds. Two curves are depicted: a red curve with a peak around 0.2 fraction and gradually decreasing, and a black curve with a smaller peak around 0.05 fraction, remaining relatively stable. The horizontal axis is labeled from 0 to 1.5 billion seconds.]

FIGURE 7
 Land surface saturation response for the coupled simulation (Run 5) in red and for three of the no coupling runs: no BCs, Run 1 (solid black curve); Dirichlet BC at the stream node, Run 2 (dotted green curve); and seepage face BC along 8 nodes, Run 3 (dashed magenta curve). The curves for Runs 1, 2, and 3 are visually identical.


Figure 8 shows the ponding dynamics along a 200 m section across the stream channel valley, and centered at the stream node, for the coupled simulation (Run 5). In the time snapshots we see that noticeable ponding first occurs between the first and sixth month of simulation (at time 0 the water table is uniformly 2 m below the surface, and the rainfall rate is more than two orders of magnitude smaller than the vertical Ks), that the ponding levels increase until 10 years, and that they recede thereafter. It is also evident that the recession is very slow, and is perhaps reaching a steady state by the end of the simulation. Note that the spatial resolution for the output extracted for this graph is rather coarse, as only three nodes spaced 100 m apart were sampled out of the 11 nodes spaced 20 m apart.

[image: Line graph illustrating ponding head (in meters) over distance across a stream channel from 4100 to 4300 meters, with interpolated results sampled every five nodes. Multiple lines represent different time intervals: 0 years, 1 day, 1 month, 6 months, 1 year, 5 years, 10 years, 25 years, 40 years, and 50 years. The graph shows peak ponding height at the central node and decreasing values outward.]

FIGURE 8
 Ponding dynamics along a 200 m section across the stream channel valley, and centered at the stream node, for the coupled simulation (Run 5).


Several points emerge from the five 50-year Tony Creek transect simulations shown in Figures 6–8 (some of these remarks apply also to the 729-year simulations of the next section). In uncoupled (subsurface only) mode (Runs 1–4), the model is able to reproduce “expected” (for an uncoupled run) dynamics at the land surface even without imposing any of the standard boundary conditions that are typically applied in simulations of this sort. Indeed, the generated fluxes at the land surface (infiltration, surface runoff, return flow, etc.) are generally very similar between the no BC, Dirichlet BC, and seepage face cases. This underscores the role of topography in driving the hydrologic responses for transects (and watersheds) such as the one analyzed here (climate and soil parameters are uniform – except for vertical Ks at the bottom of the domain – and thus do not exert significant control over the spatiotemporal dynamics observed).

In coupled mode (Run 5) all the responses are very different from the uncoupled responses, underscoring the importance of including a proper representation of surface–subsurface interactions when these phenomena are of interest. This means not just capturing instantaneous interactions (e.g., rainfall exceeding infiltration capacity at a given point on the land surface), but also allowing for continuous interactions (e.g., overland flow generated at one point and reinfiltrating further downslope). This is apparent both in the land surface fluxes shown in Figure 6 and in the land surface saturation response shown in Figure 7. It is clear from Figure 7 that accounting for surface–subsurface interactions leads to a much greater fraction of the land surface actively contributing to the overall dynamics.

For the coupled run, we observe in Figure 6 a double hump in the rising limb of the outlet response (and also to some degree in the other response variables for this run). This response likely reflects different characteristic time scales of the shorter and steeper transect to the left of the stream and the longer right side. We also see for this run that the return and overland flow hydrographs are significantly higher than the outlet hydrograph. This is another manifestation of continuous or recycled interactions (as runoff is routed downslope), and of the fact that not all surface runoff reaches the outlet.

In the coupled run we also observe spurious numerical oscillations that may be indicative of time stepping or coupling algorithm constraints in the discretization schemes (Dagès et al., 2012; Fiorentini et al., 2015). This is a complex issue as there are numerous time stepping and iteration nestings in the numerical solution procedure (linearization of Richards’ equation; different characteristic time scales and time step constraints between the saturated zone, the vadose zone, overland flow, and channel flow; BCs that can switch from iteration to iteration and from time step to time step). Since the oscillations were only observed for the coupled run, it is not thought to be an issue connected to resolution of the subsurface flow system. It also does not appear to be an issue with the substepping scheme of the surface flow solver. This scheme is based on a Courant number criterion wherein the number of surface solver time steps is calculated at each subsurface solver time step (Camporese et al., 2010). Many tests for the Tony Creek transect were run using both tighter and looser Courant targets (the target is normally set to a value of 1.0). Increasing the target value allows for larger surface routing time step sizes, while decreasing it means that more substeps are taken within each subsurface time step. Neither increasing nor decreasing the Courant target had an impact on the oscillations. Dismissing the surface or subsurface solvers, taken separately, as possible causes, the explanation for the observed oscillations is thought to lie in the coupling scheme. For instance, the boundary condition switching algorithm may need to be improved to allow a smoother buildup of ponding heads when Dirichlet BCs are activated, or the convergence criterion on the subsurface solver needs to be based not only on convergence of the nodal pressure head solution (as is currently the case), but also on convergence of the BC switching procedure (to Dirichlet or Neumann type) at any given surface node. The oscillations are concerning and these conjectures need to be further investigated, but it should also be noted that this behavior is localized and does not persist, intensify, or otherwise affect the overall solution. In other words, this erratic behavior of an episodic nature does not point to numerical instabilities in the schemes used to resolve the surface and subsurface model equations and their coupling.

For the uncoupled runs, it is clear that by allocating a greater portion of the land surface to be a potential seepage face, the outflow across this BC increases while the overland and return flow rates are diminished, as is the amplitude and variation of the actual flux across the surface. The 4-node (Run 3) and 25-node (Run 4) seepage face BC configurations were chosen to approximately mimic, respectively, the Dirichlet BC case and the maximum extent of the variably saturated area that develops around the stream. A more detailed discussion of seepage face BCs in the context of coupled and uncoupled hydrological modeling can be found in Scudeler et al. (2017). For the Dirichlet BC simulation (Run 2), not visible in the hydrographs in Figure 6 is that initially, and until the water table reaches the surface at the stream location, this BC acts as a source of water, meaning that an important mass balance error is being committed since this water does not actually exist. This even causes a small amount of Horton runoff (to a maximum land surface saturation fraction of 0.1% in the first 20.4 d of the simulation). Therefore, care is needed when applying Dirichlet BCs at the land surface, as they may not serve their intended purpose (a drain or sink of water, for instance) during the entire course of a simulation.

It is worth noting that ponding (and thus also land surface saturation) develops at other points along the transect besides along the stream channel, in particular where there are small topographic dips (see Figure 2). However, the ponding levels observed are very small (<1 mm, compared to a peak of almost 2 m at the stream, as shown in Figure 8), and they drop to zero well before the end of the 50-year simulation.



3.2.2 729-year simulations with high specific storage

Very many simulations of the Tony Creek transect were run before arriving at the 50-year scenario described in the previous section. Three recurring, and to some degree surprising, outcomes in these trials were (a) that, although driven by steady and uniform atmospheric forcing and bottom leakage, it was not altogether clear that the flow system was approaching a steady state; (b) that any emergence of a steady state, and the eventual rate at which such a state was being approached, appeared to depend on the response variable being examined; and (c) that there was evidently a very strict and persistent upper limit to the time step size that could be used during the simulation. With regard to point (c) it was moreover observed that altering the value of the specific storage coefficient had a direct impact on the apparent maximum time step size that could be used during a simulation. Since in the governing subsurface flow equation for a saturated system, in both its continuous and discretized forms, Ss also has a direct impact on the system’s evolution to steady state (larger Ss implies slower dynamics), it was decided to further pursue issues such as the three enumerated above by running a longer simulation with a larger value of Ss. Note that any hypothesized direct link between a system’s storage coefficient, its rate of progression toward a steady state, and eventual upper constraints on time step size in a numerical discretization of the system’s governing equation may be quite tenuous for a nonlinear system (e.g., unsaturated or variably saturated zone), as indeed we are dealing with here, as opposed to a fully saturated system (saturated domain).

Following the above reasoning, in this section we present the results from simulating the Tony Creek transect for a 729-year period and with a specific storage value of Ss = 0.01 m−1. The time series of the actual flux, return flow, overland flow, and groundwater recharge response variables are shown in Figure 9. The results are plotted on a linear time axis (top graph) as well as on a logarithmic time axis (bottom graph). The latter gives a better picture of the early-time behavior of the response variables, including the onset of rainfall–runoff partitioning and overland flow. Moreover, while in the top graph it might appear that the response variables are all asymptotically approaching a steady state value, in the bottom graph it is not at all evident, except for the groundwater recharge, that a steady state is imminent.

[image: Two graphs show flow rate over time in meters per second. The top graph runs from approximately 2.5e9 to 2.25e10 seconds, with curves labeled "overflow," "reflow," "atmpot," "gwr," "amtact," and "fd." The bottom graph spans from 1 to approximately 1e10 seconds, displaying similar labels. Both graphs illustrate complex flow rate dynamics with intersecting and diverging lines, highlighting variations in flow rate over time.]

FIGURE 9
 Results for a 729-year (2.3 × 1010 s) simulation of the Tony Creek transect. The run is driven by a constant rainfall (black line; labeled “atmpot”) of 70 mm/y (2.22 × 10−9 m/s) and a free drainage flux of −2 × 10−9 m/s (magenta; “fd”). The response variables shown are the actual flux across the land surface (red; “atmact”), the return flow rate (blue; “reflow”), the overland flow rate (turquoise; “ovflow”), and the groundwater recharge flux (brown; “gwr”). The results are plotted on a linear time axis (top graph), as well as on a logarithmic time axis (bottom graph).


Another response variable, the water table level, is shown in Figure 10 and suggests as well that a steady state is still elusive after 729 years. It seems from these results that the water table will keep dropping at the highest elevations, and perhaps even in the valley around the stream node, eventually leading to the creek becoming a losing stream (i.e., the valley becoming a point of groundwater recharge) rather than a gaining stream. Much longer simulations would be needed to establish this.

[image: Graph showing water table elevation over time along a transect distance. The elevation ranges from 800 to 950 meters. Various colored lines represent different years: 0.5, 5, 50, 100, 200, 400, 600, and 729, indicating changes in water table over time. The land surface is marked with black dots.]

FIGURE 10
 Water table dynamics for the 729-year simulation.


Moreover, as the water table drops and the depth of the unsaturated zone increases in the upslope regions of the transect, the amount of return flow decreases (less groundwater is contributing to it), and as a result the actual flux across the land surface (see Figure 9) gradually decreases in magnitude. In fact it appears to approach zero (from negative values) and does not return to positive values, meaning that in this later stage of the simulation, practically all of the incoming rain exits the transect (there may be some small contribution from mixing with groundwater, i.e., pre-event water, around the variable source areas). This runoff is mostly through return flow (i.e., subsurface runoff), although there is also a small component of direct runoff on the variable source areas. Therefore, except around these topographic depressions or variable source areas, the unsaturated and saturated zones become essentially decoupled.

As a general remark on the results shown in Figures 9, 10, it should be noted that the correct tracking (in a mass balance sense) of the large variety of incoming and outgoing fluxes, across the land surface in particular, is not a simple matter, and becomes even more complex for conventional scenarios where atmospheric forcing alternates between rainfall and evaporation. One approach for tracking the dynamics of surface–subsurface interactions is through analysis of the patterns of streamflow intermittency and of disconnected clusters of ponded water that are formed and dissipated in storm–interstorm scenarios (e.g., Ward et al., 2018; Senatore et al., 2021; Özgen-Xian et al., 2023; Zanetti et al., 2024). Another strategy that makes direct use of ISSHMs is to perform a meticulous dissection of fluxes and stores of water across each node or element face comprising the discretized land surface, adapting boundary conditions as needed (Putti and Paniconi, 2004; Sochala et al., 2009). This latter approach underscores the important and yet often neglected role that boundary conditions play in controlling surface–subsurface dynamics.

There is a strong interest in using ISSHMs as one of the many tools for estimating groundwater recharge (e.g., Waldowski et al., 2023), an important variable in water resources management. When computed in CATHY, we observe very high spatial and temporal variability in recharge (Figure 11; see also the “gwr” curve in Figure 9). Notwithstanding this variability, when taken cumulatively (over the entire transect and the entire simulation), as shown in Figure 12, the behavior of groundwater recharge is very smooth, and even quite linear. Moreover, the yearly average derived from the cumulative recharge is 64 mm (47.2 m / 729 y), which is quite consistent with several other estimates for the Tony Creek subcatchment and Fox Creek region (see footnote 1). It should be noted that there are numerous thorny issues surrounding groundwater recharge estimation, both in its conceptualization and in its calculation via numerical models and other techniques (e.g., Camporese et al. under review).1 The recharge results presented here will thus likely be revisited in future studies.

[image: Line graph showing groundwater recharge flux (meters per second) over a distance along a transect (meters). Multiple colored lines represent different time intervals: 0, 0.5, 5, 50, 100, 200, 400, 600, and 729 years. Peaks and fluctuations are visible across the distance, with a key indicating color and pattern for each time interval.]

FIGURE 11
 Spatial distribution of groundwater recharge flux computed by CATHY for the 729-year simulation.


[image: Line graph showing cumulative groundwater recharge over time. The x-axis represents time in seconds, ranging from zero to twenty-two point five billion, while the y-axis represents cumulative groundwater recharge in meters, ranging from zero to fifty. The graph depicts a consistent upward linear trend.]

FIGURE 12
 Cumulative (over space and time) groundwater recharge computed by CATHY for the 729-year simulation.




3.2.3 Spatial and temporal discretization challenges

Much attention in subsurface and coupled surface–subsurface flow modeling is devoted to issues of spatial grid resolution and temporal discretization (e.g., Dawson et al., 2004; Sulis et al., 2011; Liggett et al., 2012; Lipnikov et al., 2016), which is understandable given the complexities of resolving such highly nonlinear and strongly coupled systems whose processes also typically evolve at widely differing characteristic scales. There is thus much scope in CATHY and other ISSHMs for improving discretization schemes, linearization and coupling algorithms, and the accuracy of groundwater velocity and other fluxes that are important derivatives of the primary variable calculations, essential for incorporating solute transport, soil–plant interactions, and other phenomena (e.g., Keyes et al., 2013; Scudeler et al., 2016b).

On this note, we will conclude the Tony Creek transect example with two illustrations of the numerical issues that can arise from spatial and temporal discretizations. As alluded to at the beginning of the previous section (point c), there was indeed an apparent maximum time step size, Δt, that could be achieved for these runs, and this limit or threshold was quite different for the two values of specific storage coefficient: a Δt on the order of 50 min was the upper limit for the run with Ss = 8.1 × 10−5 m−1, while for the Ss = 0.01 m−1 case it was approximately 3.5 d. Similar outcomes were obtained using other Ss values. Interestingly, the Δt and Ss ratios for these two cases are both around 100, indicating a possible linear scaling relationship.

Figure 13 shows the behavior of the adaptive time stepping scheme used in CATHY (D’Haese et al., 2007) during a very narrow time interval of one of the transect simulations. In CATHY, as well as many other Richards equation-based models, the time step size is allowed to gradually increase so long as the iterative procedure used to solve (linearize) the equation converges rapidly. When convergence difficulties are encountered, on the other hand, the solution procedure performs a “back step,” wherein the time step is repeated with a much smaller Δt. The pattern shown in Figure 13 occurs repeatedly over the course of a simulation, and adds an additional constraining factor to the model’s computational efficiency, on top of the more familiar control on Δt exerted by the temporal resolution and degree of variability in the atmospheric forcing inputs.

[image: Graph showing time step size in seconds versus time in seconds. The plot exhibits a stepped pattern, annotated with red arrows labeled "Back step," indicating decreases in time step size. The data fluctuates between approximately eight hundred and sixteen hundred seconds.]

FIGURE 13
 Adaptive time stepping (each “*” is a time step) with two back step occurrences shown for a short time interval extracted from a Tony Creek transect simulation.


There are additional considerations on this issue that warrant attention. When variably saturated conditions prevail, as in the cases examined here, where the water table drops significantly over the course of the simulation (see Figure 10), Ss is not the only storage parameter involved. The general storage term in variably saturated flow models based on Richards’ equation contains also the specific soil moisture capacity (dθ/dψ, where θ is moisture content and ψ is pressure head) and the porosity, and these parameters would presumably also affect time step behavior. Furthermore, as mentioned earlier, the intuitive connection between larger Ss and slower dynamics is predicated on a linear equation (saturated groundwater flow); the behavior under (strongly) nonlinear conditions (e.g., a continually dropping water table) is not as intuitive. Heterogeneity, not addressed in the tests presented here (see Gauthier et al., 2009 for a CATHY-related example), would likely complicate matters further if, in addition to hydraulic conductivity, storage parameters are also spatially variable.

With regard to spatial discretization, it is generally advisable, when dealing with 2D and 3D domains, to avoid highly distorted elements within a computational grid, as these can lead to solver convergence problems and solution inaccuracies. In integrated surface water–groundwater modeling, mesh skewness typically arises in discretizing steep terrain, but it can occur also over relatively flat terrain where distortion is accentuated by very high aspect ratios between the horizontal and vertical discretizations, especially when applying ISSHMs at large spatial scales. This is illustrated in Figure 14 for the Tony Creek transect. As mentioned in Section 2.2, the average terrain slope on each side of the Tony Creek transect is quite mild (~1.7%). Even locally, the steepest slope, along the right streambank, reaches only 6.8%. (This is in contrast, for instance, to the much steeper terrain gradient for the LEO hillslope, of 17.6%.) However, the 20 m horizontal grid size used for the Tony Creek transect, combined with a 15 cm vertical grid size for the critical topmost layer, results in an aspect ratio Δx/Δz of 133. For an average slope of 1.7%, this gives a vertical drop of 34 cm over a 20 m lateral distance, which is more than double the layer thickness. Where the terrain is locally steeper the drop is much greater, as shown in Figure 14.

[image: Graph showing elevation in meters above sea level versus distance along a transect in meters. Three lines, blue, red, and black, indicate different data sets or conditions. Each line passes through circular or square data points. Elevation varies from 801 to 804 meters, while the distance ranges from 4300 to 4340 meters.]

FIGURE 14
 Zoom on two cells (Δx = 20 m for both) and 2 layers (Δz = 15 cm between the black and red lines that demarcate the topmost layer; Δz = 75 cm between the red and blue lines demarcating the second layer) of the Tony Creek transect discretization.


In the simulations presented for this study, we did not conduct a detailed analysis of aspect ratio impacts, to the extent for example of attributing specific numerical problems observed to mesh distortion versus other factors, but it is certainly an issue that warrants further attention in the context of integrated hydrological modeling. An aspect ratio of 133 was not considered unreasonable in view of a prior study (Paniconi and Wood, 1993) where satisfactory results were obtained with aspect ratios as high as 150, provided the convergence criterion on the iterative solver for Richards’ equation was not too stringent. Calver and Wood (1989), on the other hand, recommended stricter limits on aspect ratio (Δx/Δz ≤ 20) for subsurface flow models. There can be significant trade-offs between keeping computational costs low (large aspect ratios) and maintaining accurate numerical solutions (small aspect ratios), as investigated for instance by Badrot-Nico et al. (2007) for the advection–diffusion equation. In addition to imposing limits on the spatial grid, the fine vertical grid spacing typically used for near-surface layers in order to resolve flux partitioning also restricts the temporal discretization, adding another facet to the accuracy–cost trade-off. There is a need to extend analysis of these issues to ISSHMs, as coupling may introduce additional factors that constrain mesh aspect ratios. In the specific case of CATHY and other DEM-based ISSHMs, another limitation arises from the use of a nonuniform surface grid. Mesh refinement where the terrain is steeper would allow for smaller aspect ratios without unduly amplifying computational costs. This is an important research topic for this class of ISSHMs.





4 Conclusion

Through the small-scale hillslope and large-scale transect examples examined in this paper, we have highlighted some numerical issues that can occur in integrated hydrological modeling, and we have illustrated some of the unexpected or anomalous responses that can arise in simulating such strongly coupled, nonlinear systems. In the LEO hillslope test case, we showed that although qualitatively similar results can be obtained in the capture of flux partitioning across the land surface boundary between coupled and uncoupled runs of the model, the fine details (for, e.g., timing and duration of overland flow) can be quite different. Moreover, there are phenomena that cannot be reproduced without properly resolving surface–subsurface interactions, such as enhanced ponding due to the interplay between the infiltration excess and saturation excess mechanisms of runoff generation. A general point that was emphasized through both the hillslope and transect examples is that correct tracking, including in a mass balance sense, of surface water–groundwater interactions is very challenging, and there is much scope for future research on this central constituent of ISSHMs.

In the Tony Creek transect test case, we showed that, in subsurface-only mode, similar responses for key fluxes at the land surface are reproduced in simulations with and without “guideposts” such as seepage face or Dirichlet boundary conditions placed at or along the stream. However, the responses obtained in coupled mode are significantly different, illustrating the important contribution made by interactions across the land surface that can occur in a continuous or recycled manner, such as downslope reinfiltration. Moreover, it was pointed out that care must be taken when assigning Dirichlet BCs at the surface, in order to avoid unintended (non-physical) sources or sinks of water. In further simulations of the Tony Creek transect, we explored the nature of steady state flow under the flow conditions that prevailed in these runs, featuring strong coupling (exemplified for instance by persistent land surface saturation and high levels of localized ponding) and an expanding unsaturated zone (exemplified by a continually dropping water table). It was observed that if any semblance of a steady state did emerge in this nonlinear flow system, it was in any case highly dependent on the response variable being examined. In these steady state trials, it was moreover found that there was a sustained upper limit to the allowable time step size for any run, and that this upper limit depended strongly on the value of the specific storage coefficient parameter. Thus time stepping is constrained not just by factors such as the temporal resolution and variability of atmospheric (and any other) forcing terms and the strength of coupling and nonlinearity, but also by parameters controlling the internal dynamics of the system such as storage coefficients. Finally, in the transect simulations we suggested that grid aspect ratio issues can arise not just in modeling very steep terrain, but also gently sloping terrain, in particular for large-scale applications.

In addition to challenges associated with complex boundary conditions, mesh irregularities (skewness and aspect ratio), and the resolution and tracking of surface water–groundwater interactions, attention to improving linearization schemes (variants and adaptations of standard Picard and Newton iteration) and refining the substepping scheme in the surface routing module (for, e.g., using more flexible and adaptive criteria linked to ponding levels) are required to ensure robust and accurate results from ISSHM simulations. For models like CATHY, further theoretical development and testing of the boundary condition switching algorithm is needed, and the idea of adding another level of nesting to the model, namely iterative coupling between the surface and subsurface solvers, should be explored.

Overall, it is hoped that the results from the test cases presented in this study have provided some guidelines for further improvements to the coupling and discretization schemes used in ISSHMs. There is no doubt moreover that new numerical issues will emerge as physics-based integrated hydrological models continue to evolve and expand, to more fully include vegetation processes (e.g., Manoli et al., 2014; Brunetti et al., 2019) and ecohydrology in a broad sense (e.g., Niu et al., 2014b; Guswa et al., 2020), and as these models are pushed to ever larger scale applications (Lemieux et al., 2008; Ala-Aho et al., 2015).
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In mid-July 2021, a quasi-stationary extratropical cyclone over parts of western Germany and eastern Belgium led to unprecedented sustained widespread precipitation, nearly doubling climatological monthly rainfall amounts in less than 72 h. This resulted in extreme flooding in many of the Eifel-Ardennes low mountain range river catchments with loss of lives, and substantial damage and destruction. Despite many reconstructions of the event, open issues on the underlying physical mechanisms remain. In a numerical laboratory approach based on a 52-member spatially and temporally consistent high-resolution hindcast reconstruction of the event with the integrated hydrological surface-subsurface model ParFlow, this study shows the prognostic capabilities of ParFlow and further explores the physical mechanisms of the event. Within the range of the ensemble, ParFlow simulations can reproduce the timing and the order of magnitude of the flood event without additional calibration or tuning. What stands out is the large and effective buffer capacity of the soil. In the simulations, the upper soil in the highly affected Ahr, Erft, and Kyll river catchments are able to buffer between about one third to half of the precipitation that does not contribute immediately to the streamflow response and leading eventually to widespread, very high soil moisture saturation levels. In case of the Vesdre river catchment, due to its initially higher soil water saturation levels, the buffering capacity is lower; hence more precipitation is transferred into discharge.

Keywords
 integrated hydrological model; ParFlow; July 2021 flood; Eifel-Ardennes; terrestrial water cycle


1 Introduction

During 14 and 15 July 2021, extreme flooding affected parts of western Germany and eastern Belgium, as well as parts of Luxembourg and the Netherlands (Cornwall, 2021; Davies, 2021a; Davies, 2021b; Mohr et al., 2023). In Germany and Belgium, the event caused more than 200 fatalities (EM-DAT, 2021). Widespread substantial damage and destruction of infrastructure and properties occurred, with aggregated losses of about US$ 58bn associated with the event (Munich Re, 2025). For Europe, these are extreme numbers associated with flooding in recent history (Paprotny et al., 2018).

An area most extensively affected was the Eifel-Ardennes low mountain range and parts of the Lower Rhine Embayment in western Germany, with Federal States North Rhine-Westphalia and Rhineland-Palatinate, and eastern Belgium, including some of the Meuse River tributaries (Lehmkuhl et al., 2022; Mohr et al., 2023) (Figure 1).

[image: Weather map showing total precipitation from July 12 to July 15, 2021, in the Rhine region. Areas are color-coded with rainfall levels from 0 to 200 millimeters. Key locations labeled include Aachen, Cologne, and Bonn. An inset map shows the region's location in Europe.]

FIGURE 1
 Geographic overview of the study region and 72 h accumulated hourly precipitation from Monday, 2021-07-12 06UTC, to Thursday, 2021-07-15 06UTC [mm 72 h−1]; please note the non-linear colorbar scale. The Eifel-Ardennes low mountain range lies between the rivers Moselle, Rhine, and Meuse; the triangle Jülich, Bliesheim, Cologne roughly borders the Lower Rhine Embayment. Yellow: ParFlow model catchment boundaries as used in the analysis. Black squares: gaging stations under consideration with place names. Bright blue: major rivers and their tributaries (those rivers under special consideration are labeled: Ahr, Erft, Kyll, Vesdre). Off white dots: city names for improved orientation. Low, interspersed precipitation values are artifacts in the radar-based data. Numbers behind place names give the mean altitude of the place or gage. The inset shows the topography of the complete 2,000 × 2,000 grid point ParFlow hydrologic model DE06 domain with the study region (red) and analysis catchments (yellow) and country borders (black). Data sources: DWD RADOLAN RW (precipitation) (Weigl and Winterrath, 2009; DWD, 2025); River and Catchment Characterization and Model database v2.1 (river network) (de Jager and Vogt, 2003).


Several studies investigated the 2021 flood event, e.g., in the realm of meteorological conditions, precipitation-runoff prediction, precipitation uncertainty or counterfactuals. Synoptic conditions, the hydrologic event description, including collected observations, the hydro-morphodynamics, the valley morphology, and changes thereof due to erosion, sediment and debris transport, that jointly contributed to the flood generation and evolution, are described, analyzed, and summarized comprehensively in the companion papers of Mohr et al. (2023) and Ludwig et al. (2023).

The first order driver of the extreme floods was widespread, persistent, and intense rain, associated with a quasi-stationary, blocked extratropical cyclone with an occluded front, orographic lifting at the Eifel-Ardennes low mountain range, and unstable moisture-laden air masses. These synoptic conditions were analyzed extensively, e.g., in reports by Junghänel et al. (2021) or Schäfer et al. (2021) with a focus on Germany and by Journée et al. (2023) for Belgium. In an extensive hindsight analysis of the event, the July heavy precipitation event was ranked by Ludwig et al. (2023) as one of the five heaviest precipitation events in Germany within the past 70 years. Figure 1 shows the observed 72 h precipitation sums preceding and during the built-up of the main flood events from 12 to 15 July based on the RADOLAN radar precipitation product (Weigl and Winterrath, 2009; DWD, 2025). Widespread precipitation totals exceeding 100 mm 72 h−1, locally up to 150 mm 72 h−1, and more than 75 mm 24 h−1 during 14 July, with local amounts up to 100 mm 12 h−1 during the afternoon of 14 July affected most of the drainage and river networks of the Eifel-Ardennes area north of the Moselle river, west of the Rhine river and east of the Meuse river on 14 and 15 July during the main flood events. Strongly impacted regions were in the catchments of the rivers Ahr, Erft, Kyll, Vesdre (see the catchments highlighted in Figure 1). Whether the extreme July 2021 precipitation can be attributed to climate change remains inconclusive in a study by Tradowsky et al. (2023); there is, however, an increased likelihood and severity of extreme precipitation events for the larger Western European region in a future climate.

Hydrologic observations of the event are either incomplete, as most gaging stations were destroyed, or existing rating curves cannot be applied to the stage observations that exceeded high water marks (McMillan et al., 2012; Roggenkamp et al., 2024). Mohr et al. (2023) contains hydrograph and water level reconstructions for some gages. Based on field surveys Roggenkamp et al. (2024) derive a peak discharge between 1,000 m3 s−1 and 1,250 m3 s−1 for the Ahr river at gage Dernau, which is five times larger than the previous peak discharge on record.

The 2021 event is usually characterized as a pluvially triggered flash flood (e.g., Lehmkuhl et al., 2022). A high antecedent precipitation, as an important preconditioning of the subsurface water storage, in combination with shallow soils, in many cases steep valley slopes, high gradient valleys, and heavy, widespread, persistent precipitation, that supposedly caused infiltration as well as saturation excess overland flow, are often considered as the root causes for the flood, with a further intensification and modulation through morphodynamic changes and debris transport in the river valleys (Lehmkuhl et al., 2022; Mohr et al., 2023; Roggenkamp et al., 2024). Another common explanation in this context, with a focus on soil water retention, assumes that shallow soils on top of impermeable bedrock have high infiltration rates, especially in forested areas through macropores, but only little buffering capacity. Once soils are saturated, precipitation water propagates to the streams through fast interflow along preferential flowpaths on top of impermeable bedrock, with little overland flow outside the riverbeds.

In Ludwig et al. (2023) the operational flood forecasting model LARSIM is able to reproduce the reconstructed Ahr flood discharge for a selected gage, based on observed precipitation and a storyline approach with pseudo global warming atmospheric simulations. Also, the lumped conceptual GR4H model and the integrated surface-subsurface hydrological model (ISSHM) ParFlow in the DE06 setup and configuration, as described below, can realistically reproduce some hydrographs, based on improved radar precipitation products and adjusted Manning’s roughness coefficients (Saadi et al., 2023). However, given the complexity and the morphodynamic changes during the event, streamflow parametrization tuning seems unfeasible. Also, the hydrodynamics of the event could be simulated for the lower Ahr river downstream of Altenahr at spatial resolutions down to 1 m with the RIM2D and SERGHEI models by Khosh Bin Ghomash et al. (2024). In a counterfactual precipitation scenarios study, Voit and Heistermann (2024) can generate peak flows, which are on average up to a factor 2 higher than the reconstructed discharge.

Still knowledge gaps exist, and debates continue on the physical mechanisms that generated the 2021 flood event. For example, many of the analyses see preferential flow and surface runoff as drivers of the rapid streamflow response. What to our knowledge has not been considered so far is that a rapid subsurface stormflow in hillslopes in the (shallow) vadose zone and saturated zone can be triggered by an intense rainfall event, which introduces a significant amount of water into the subsurface. This can produce a pressure wave. The celerity, i.e., the speed at which this pressure wave propagates, is much faster than the Darcy flux velocity. Such a pressure wave can lead to rapid subsurface hydrologic response processes, e.g., groundwater flooding in the river valley convergence zones with shallow water tables, increased river baseflow, or saturation excess overland flow (Rasmussen et al., 2000; McDonnell and Beven, 2014; Zhao et al., 2017). We hypothesize that this might also be one of the drivers for the magnitude and the rapid rise of the hydrographs during the 2021 event.

In this context, we reconstruct the event with a 52-member ensemble of the ISSHM ParFlow (Kollet and Maxwell, 2006, 2008; Kuffour et al., 2020), including the Common Land Model. ParFlow is run at a spatial resolution of 611 m with 15 vertical subsurface model levels down to 60 m depth for a mid-European model domain and provides a spatially and temporally consistent high-resolution reconstruction of the flood event. These ParFlow simulations allow studying the flood and ponding height generating processes in a numerical laboratory approach complementing existing and ongoing discussions and analyses of the 2021 flood event.

Physics-based ISSHMs such as ParFlow, where 2D/3D surface and subsurface hydrodynamics are treated in continuum approach allow for an explicit simulation of transport processes and feedbacks, toward more realistic process and terrestrial water cycle representations. ISSHMs show, e.g., added value due to redistribution of surface and groundwater, streamflow aquifer interactions, ponding and flowing water in river convergence zones, evolution of river networks, km-scale heterogeneity, hill-slope processes, including human interventions, etc. (Clark et al., 2017; Kollet et al., 2017; Brookfield et al., 2023).

Based on the uncalibrated physics-based ISSHM ParFlow, through a process-based analysis, the goals of this study are: (i) To demonstrate the prognostic capabilities of the ParFlow/CLM DE06 ensemble—originally set up for water resources applications—to show whether the dynamics and magnitude of the July 2021 flood event are captured; and (ii) to further explore the physical mechanisms that generated the horrendous flood wave and water ponding heights of more than 7 m on the valley floor over extremely short time scales of only a few hours. However, as the modeling approach is limited in the detailed representation of the complex small-scale topography and hydrogeology of the catchments, does neither resolve nor include any morphodynamic changes during the event, and cannot consider impacts due to infrastructures such as dams or obstruction at bridges, an exact reproduction of the reconstructed events is neither intended nor expected. We also do not touch upon any forecast aspect backed by model skill scores, despite the fact that the ParFlow ensemble we use is based on a forecast simulation. While we focus our analyses on four strongly affected catchments of the rivers Ahr, Erft, Kyll, Vesdre (see the catchments highlighted in Figure 1), the ISSHM provides a hydrologic reconstruction of the event at the local scale over the complete Eifel-Ardennes region. The results encompass the complete state of the hydrologic system from groundwater across the variably saturated soil zone to the land surface including streams and vegetation and allow to interrogate the evaluation of the hydrologic states that led up to the event.

After a brief description of the study region (Section 2.1), the model setup is presented (Section 2.2). In the ensuing sections, we focus on the hydrometeorological evolution of the July 2021 floods (Section 3.1), before studying the discharge, subsurface storage, and precipitation evolution in four severely affected, meso-scale catchments (Sections 3.2 and 3.3). Section 4 discusses the findings and concludes with a summary and outlook.



2 Materials and methods


2.1 Geographic setting and scope of the study

The Eifel-Ardennes low mountain region ranges between 200 and 500 m altitude. Mountain peaks reach up to 750 m (Figure 1). The river network is characterized by narrow valleys. Soils are generally shallow and rocky, prevailing are Cambisols and Luvisols according to the SoilGrids database (Hengl et al., 2017). The region is characterized by an oceanic, moist climate. Long-term mean annual precipitation sums in the area range between 600 mm per year in rain-shadowed regions of the Lower Rhine Embayment to 1,400 mm in the elevated parts of the Ardennes-Eifel. The four catchments under consideration are the Ahr (753 km2), Erft (549 km2), and Kyll (835 km2) in Germany, and the Vesdre (669 km2) in Belgium. Typical long-term mean average river discharge for the gages in Figure 1 is about 7 m3s−1 at Altenahr (Ahr), 2.5 m3s−1 at Bliesheim (Erft), 9 m3s−1 at Kordel (Kyll) and 10.6 m3s−1 at Chaudfontaine (Vesdre) (DGJ, 2025; SPW-MI, 2025).

Extreme rainfall happened on 13 and 14 July (see Figure 1; Section 3.1) with main flood events taking place on 14 and 15 July 2021 with discharge peaks occurring in the afternoon of 14 July and the morning hours of 15 July in the most affected catchments (Mohr et al., 2023). Our study encompasses a timespan from Tuesday, 13 July 2021 12UTC, to Friday, 23 July 2021 12UTC. All analyses are done for Coordinated Universal Time; this 2 h time delay with respect to local time needs to be considered when comparing to in-situ reconstructions of the events.

Many drainage and river networks in the Eifel-Ardennes region and part of the Lower Rhine Embayment were affected, i.e., damage was wide-spread. Other areas in North Rhine-Westphalia, Belgium, and the Netherlands also experienced severe flooding, as well as parts of Southern Germany, Switzerland, and Austria where flooding, flash floods, and mudflows happened (Mohr et al., 2023). In the following, we delineate the effective river catchments of the applied hydrologic model with reference to some main gaging stations; these model-defined catchments coincide with the real catchments. The selected gages are close to the river mouths. Except for the Vesdre river, gages and analysis catchments are also selected to avoid highly managed catchments.



2.2 Hydrologic model and experimental forecasting setup

The hydrologic model used in this study is ParFlow v3.8 in its GPU version (Hokkanen et al., 2021), a parallel, fully coupled, physically based ISSHM. ParFlow simulates surface flow with a 2D kinematic wave equation which acts as the upper boundary condition for the subsurface flow with the 3D Richards equation in a continuum approach (Kollet and Maxwell, 2006, 2008; Kuffour et al., 2020). The ParFlow built-in Common Land Model (CLM) parameterizes the moisture, energy, and momentum balances and determines the flux partitioning at the land surface as a function of the time-variable external atmospheric forcing, vegetation properties, and external parameter fields, such as land cover or rooting depth (Maxwell and Miller, 2005; Kollet and Maxwell, 2008). Through the land surface energy budget CLM resolves net precipitation from evapotranspiration, and interception over vegetated surfaces, and infiltration. The ParFlow simulations of this study are taken from an experimental, quasi-operational forecasting system for a hydrologic Germany domain with 2,000 × 2,000 model grid points, centered over Germany at 611 m spatial resolution (DE06) (see inset in Figure 1 for the complete model domain). The DE06 setup, configuration, external parameter fields and their generation, as well as the experiment design are introduced for the first time in detail in Belleflamme et al. (2023). In the DE06 setup, ParFlow has 15 vertical layers with a variable grid spacing ranging from 0.02 m at the land surface to 18 m near the bedrock resulting in a depth of 60 m using a terrain-following grid. The land sea mask and the D4 slopes are calculated from the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Global Digital Elevation Model (GDEM) at about 30 m resolution (Abrams et al., 2020). A hydrologically adjusted DEM from the MERIT database is used to adjust the slopes to follow the river trajectories (Yamazaki et al., 2019). The static land cover information is from a 100 m resolution 2018 Corine v20 version (CLC2018) (EEA, 2018), which is transferred to 18 International Geosphere-Biosphere Programme (IGBP) land cover types, that are translated to Plant Functional Types (PFTs) of CLM. Soil hydraulic parameters (porosity, permeability, Van Genuchten (1980) parameters saturated and residual water content, alpha, and N values) are derived through a remapping to USDA soil texture classes from SoilGrids v2017 at 250 m resolution (Hengl et al., 2017) and for hydrogeology the International Hydrogeological Map of Europe 1:1,500,000 (IHME) hydrogeological types are used (Duscher et al., 2015). Supplementary Figure S1 gives a spatial overview of some of the most relevant external parameters. The model timestep as well as the output interval is 1 h. ParFlow simulates the complete 3D subsurface water budget as well as the interactions at the surface. It must be emphasized that the DE06 simulations have undergone a careful setup and configuration (see Belleflamme et al., 2023) combined with a multi-decadal spinup, but other than that, the model is not calibrated or tuned at all, e.g., for soil moisture distributions or discharge.

Our flood event reconstruction makes use of three types of simulations taken from the stream of ParFlow DE06 hydrologic forecast simulations. The analysis timespan ranges from Tuesday, 13 July 2021 12UTC, to Friday, 23 July 2021 12UTC, encompassing the 14 and 15 July main event days and a single forecast initialization and time frame. The baseline is the 10-day deterministic DE06 ParFlow forecast driven by the ECMWF HRES deterministic weather forecast (Owens and Hewson, 2018) at 1 h temporal and 0.1 deg. spatial resolution (resampled to the 611 m ParFlow grid) as atmospheric forcing (ParFlow-HRES). To sample a large range of atmospheric conditions and precipitation forecasts, additional 50 ParFlow DE06 10-day forecast ensemble members are considered (ParFlow-ENS), driven by the 50-member ECMWF ENS probabilistic weather prediction ensemble. ParFlow-HRES and -ENS use the same initial conditions of 2021-07-13 12UTC, based on the ParFlow-CLIM climatology run. ParFlow-CLIM consists of a sequence of seamlessly concatenated 24 h deterministic ParFlow-HRES forecasts from 12UTC to 12UTC of the following day. ParFlow-CLIM simulations are initialized at 2007-01-01 from a multi-decadal spinup. Except for the atmospheric forcing, all simulations of the study use the same configuration and explicitly calculate overland flow.

The ParFlow DE06 forecasts are not associated with any official hydrologic forecasting or early warning system, the production is research-driven without any mandate or data delivery obligation. However, as the ISSHM is run daily since the beginning of 2021, is based on an automatic workflow, with a strict forecast clock, covers a national level, uses operational weather forecasts as a driver, and has been run with only few interruptions, we term the system “quasi-operational.”

The ParFlow model has been extensively tested, validated, and used in many different types of applications, Kuffour et al. (2020) provide an overview. Related to the flood event simulation skills of ParFlow needed for this study, Kollet et al. (2017) demonstrate in their ISSHM intercomparison study the physical models’ capability to simulate, e.g., hill-slope processes in an idealized tilted v-catchment setup. Lapides et al. (2020) find a good agreement of ParFlow’s overland flow simulation with an analytical solution to the kinematic wave equation and lab experiments. In a real data parameter and input uncertainty study, Pomeon et al. (2020) use a high resolution ParFlow for flash flood hindcasting with NSE values of up to 0.85.

The ParFlow DE06 setup and configuration underlying this study was evaluated by Belleflamme et al. (2023) with respect to important water cycle components: monthly volumetric soil moisture anomalies from 2011 to 2020 show a spatial mean root mean square error (RMSE) of 0.02m3 m−3 when compared to ESA CCI satellite data, and a Pearson correlation coefficient (r) of >0.5 for 80% of the grid elements; evapotranspiration is compared to the GLEAM dataset with an RSME of 0.15 mm day−1 and r > 0.5 for 86% grid elements; water table depth yields in a comparison with 5,799 wells from 2011 to 2016 an RSME of 0.32 m and r > 0.5 for 49% of the wells; river discharge at 231 GRDC gages shows from 2011 to 2019 a r > 0.5 at 96% of the gages and at 70% of the gages the Nash–Sutcliffe efficiency score (NSE) is improved compared to the mean flow benchmark. The ParFlow DE06 setup and configuration is also used in Saadi et al. (2023) who can reproduce reconstructed Eifel rivers’ hydrographs in model parameter and atmospheric forcing sensitivity study. Thus, we are confident that the relevant processes are adequately represented in the model and provide a consistent and interpretable spatiotemporal view of the event.




3 Results


3.1 Atmospheric drivers and soil moisture evolution

The synoptic situation characterizing the low-pressure system which caused the wide-spread large rainfall amounts (see Figure 1) has been extensively analyzed, e.g., by the DWD (Junghänel et al., 2021), the RMI (2021), or the ECMWF (2021) and comprehensive analysis in Ludwig et al. (2023). The ECMWF HRES and ENS41 weather forecasts, Figures 2A–D,I–K taken from the ParFlow-HRES and ParFlow-ENS41 atmospheric forcing, show that the flood-causing rain events were mainly restricted to July 13 and July 14 along a stationary front. We show the ENS41 ECMWF weather forecast ensemble member as it yields the highest discharge in our simulations (see Section 3.2). According to the meteorological analysis by the DWD (Junghänel et al., 2021), based on the observational HYRAS dataset (Razafimaharo et al., 2020), the 30-year July spatio-temporal average precipitation for the Ahr catchment is 70 mm vs. 115 mm 72 h−1 from July 12 to 14; for the Erft catchment numbers are 68 mm month−1 vs. 130 mm 72 h−1, and for the Kyll catchment 73 mm month−1 vs. 126 mm 72 h−1. Precipitation rates during July 13 were on average below 25 mm day−1 for the German catchments. The maximum hourly precipitation rates anywhere in the catchment from RADOLAN observations were 24.3 mm h−1 for the Ahr, 31.8 mm h−1 for the Erft, 24.4 mm h−1 for the Kyll, and 17.0 mm h−1 for the Vesdre throughout July 13 and 14. This suggests that sustained, wide-spread intense rainfall, instead of convectively driven rain bursts, triggered the flood, which resulted ultimately in saturation excess instead of infiltration excess runoff production. Most rain gage precipitation amounts reached record highs beyond 100-year return periods; many measured more than 150 mm in 24 h (Junghänel et al., 2021). Considering the HYRAS numbers above it should be noted that the RADOLAN radar observations are exceeded in the radar climatology RADKLIM dataset by DWD (Winterrath et al., 2017) with more widespread > 100 mm 72 h−1 precipitation, or quantitative precipitation estimates products in Saadi et al. (2023) with > 150 mm 24 h−1.

[image: Grouped images of precipitation and saturation forecasts over time. Top rows show precipitation forecasts from July 13 to July 16, 2021, using HRES and combined HRES & ENS41 models, with varying color gradients indicating precipitation sums from below 20 mm to over 150 mm. Bottom rows depict soil saturation levels at 0 to 0.3 m depth using ParFlow model simulations linked to the forecasts, visualized with colors representing saturation percentages from below 30% to above 95%. Each model comparison is designed to illustrate different data dimensions and timeframes.]

FIGURE 2
 Temporal evolution of precipitation and soil moisture over the study area. First row (A–D): 24 h precipitation sums [mm d−1] from ECMWF HRES deterministic forecasts at the time indicated above the plot. Second row (E–H): Soil water saturation [%], instantaneous field at 00UTC, mean of the upper 0.3 m (5 model layers) from ParFlow-HRES. Third and fourth row (I–N): As (A–H), but for ECMWF ENS41 forecast and ParFlow-ENS41 simulation. The instantaneous soil water saturation always results from the field of 24 h precipitation sums shown above. Because the ParFlow-HRES and -ENS41 runs are started at 2021-07-13 12UTC with the same initial conditions, the HRES and ENS41-based fields in column 1 are the same; the precipitation sums at 2021-07-14 00UTC (B) are a combination of HRES (00 to 12UTC) and ENS41 (12 to 24UTC). Please note the non-linear scaling of the color bars.


The ECMWF forecasted daily precipitation sums in Figure 2 resemble the order of magnitude of the aforementioned precipitation amounts from different observational products. The smooth precipitation fields result from the bicubic resampling of the atmospheric forecasts to the 611 m ParFlow grid. As outlined in the introduction, our study does not depend on an exact reproduction of the observed hydrometeorological extreme events in terms of the spatial distribution, timing, and precipitation rates, as our interest is in the dynamics and the physical mechanisms of the event. The ECMWF HRES 24 h accumulated precipitation field of 2021-07-15 00UTC (Figure 2C) does not resemble the radar-based observation of Figure 1, irrespective of the difference in the aggregation time span. Using the same color scale, ECMWF ENS41 more closely resembles the peak precipitation in the center of the analysis domain and the vicinity of the affected rivers’ source areas; for many grid elements more than 150 mm total precipitation were forecasted on for July 14 (Figure 2J).

In both ParFlow simulations shown, the intense precipitation, especially during 14 July (Figures 2A–D,I–K), results in a sharp increase in instantaneous soil water saturations of the upper 0.3 m in Figures 2E–H,L–N which coincides with the spatial distribution of precipitation. In ParFlow-HRES the spatial average soil water saturation over the entire analysis region (Figure 1) increases from 70% on 13 July at 00UTC to 75% saturation on 14 July and to 88% on 15 July. Hence, the soils in large parts of the catchments still have some capacity to store parts of the precipitation at the onset of the event. Spatial averages over the four analysis catchments show maximum saturation values between 91% for the Erft and 97% for the Vesdre catchment. From the four analysis catchments, the Vesdre catchment in ParFlow-CLIM shows a notably different preconditioning Figure 2E with saturations greater than 95% for most grid elements and nearly full saturation at the onset of the event (Figures 2F,L). Section S2 of the supplement contains a comparison of the ParFlow volumetric soil moisture to the ESA-CCI satellite observations.



3.2 Flood characteristics

Figure 3 shows the hydrographs at Altenahr, Bliesheim, Kordel, and Chaudfontaine gage locations (see Figures 1, 2). Discharge is derived from ParFlow’s overland flow calculation at these locations in the river convergence zones.

[image: Four hydrographs showing discharge over time for different gauges: Ahr at Altenahr, Erft at Bliesheim, Kyll at Kordel, and Vesdre at Chaudfontaine. Each graph includes lines for ENS median, min/max, and Q25/Q75 discharges, HRES discharge, CLIM discharge, pre-2021 flood HHQ, and maximum discharge. The graphs show peak values and compare them with historical flood levels, indicated in red. Discharge is measured in cubic meters per second.]

FIGURE 3
 Discharge (Q) [m3s−1] for four gages of the analysis catchments. (A) Ahr river catchment, gage Altenahr, (B) Erft river catchment, gage Bliesheim, (C) Kyll river catchment, gage Kordel, (D) Vesdre river catchment, gage Chaudfontaine. Note the initialisation time at 2021-07-13 12UTC from the ParFlow-CLIM simulation from where the different model realizations diverge (ParFlow-CLIM, -HRES, -ENS[1..50]). Blue solid line: ParFlow-HRES; bright blue solid line: ParFlow-CLIM; blue/bright blue shaded area: minimum and maximum / 25th and 75th quantile of ParFlow-ENS[1…50]; blue dashed line: median of ParFlow-ENS; thick blue dotted line: hydrograph of peak discharge ParFlow run (HRES and ENS-41) (HRES causes peak discharge for Chaudfontaine); red solid line: pre-July 2021 observed peak discharge in [m3s−1] from DGJ (2025) and SPW-MI (2025); gray numbers (Qpeak_rec), upper right corner: estimated and reconstructed 2021 flood discharge in [m3s−1] from Dewals et al. (2021) and Mohr et al. (2023).


The ParFlow-HRES baseline Altenahr and Chaudfontaine hydrographs (Figures 3A,D) are characterized by steep rises during 14 July afternoon and peak discharge during the night from 14 to 15 July and during the day of 15 July, as an immediate response to the precipitation forcing (Figures 2, 4). The ParFlow-HRES Kordel and Bliesheim hydrographs show a similar behavior, albeit with a much lower peak discharge (Figures 3B,C). In all cases the historical pre-July 2021 maximum discharge values for the investigated gages Altenahr (HHQ = 236m3s−1), Bliesheim (HHQ = 56m3s−1), Chaudfontaine (HHQ = 275m3s−1), Kordel (HQQ = 218m3s−1) (DGJ, 2025; SPW-MI, 2025) are clearly exceeded (except for Kordel) in the ParFlow simulations (Figure 3), which agrees with observed event exceedances of water levels as compiled soon after the event in Kreienkamp et al. (2021). Except for Chaudfontaine the daily 12UTC reinitialized ParFlow-CLIM discharge matches ParFlow-HRES which hints to a good HRES forecast skill and indicates that the frequent atmospheric forcing reinitialization in ParFlow-CLIM does not affect the simulation’s temporal consistency.

[image: Four line graphs labeled A to D display cumulative precipitation, subsurface storage change, and discharge across different gauges: Altenahr, Bliesheim, Kordel, and Chaudfontaine. The x-axis represents time in hours (UTC) from July 13 to July 19, and the y-axis measures cumulative changes in millimeters per hour. Various lines and shaded areas depict ENS, HRES, and CLIM data, indicating median, minimum, maximum values, and specific simulations. Each graph shows different trends in precipitation and discharge over time.]

FIGURE 4
 For the gaged catchment areas as defined in Figures 1, 2 of the (A) Ahr, (B) Erft, (C) Kyll, (D) Vesdre catchments: Cumulative precipitation (P, green colors), discharge (Q, blue colors), and total subsurface storage change (ΔS, brown colors) per unit catchment area in [mm h−1] with respect to 2021-07-13 12UTC. Light green: ECMWF-HRES precipitation for ParFlow-CLIM; green: ECMWF-HRES precipitation for ParFlow-HRES; green shading: minimum and maximum of ECMWF-ENS[1…50]; green dashed line: median of ECMWF-ENS[1…50]; thick green dotted: precipitation of peak discharge ParFlow runs (HRES and ENS-41). Light blue/brown solid line: ParFlow-CLIM discharge/storage; blue/brown solid line: ParFlow-HRES discharge/storage; blue/brown shaded area: ParFlow-ENS[1…50] minimum and maximum discharge/storage; blue/brown dashed line: ParFlow-ENS[1…50] median discharge/storage; thick blue/brown dotted line: discharge/storage of peak discharge ParFlow runs (HRES and ENS-41). For Chaudfontaine peak discharge is caused by HRES and curves are overlain.


The large precipitation bandwidth in the ECMWF driving data ensemble with reference to timing, total amounts, intensity, and spatial distribution (data not shown) leads to highly differing hydrographs and discharge peaks simulated by ParFlow, as indicated by the shading in Figure 3. In a study by Saadi et al. (2023), that investigated the effect of different quantitative precipitation estimate datasets from meteorological radar observations, ParFlow peak discharge with a DE06-derived configuration also shows a large bandwidth.

The ParFlow-ENS41 for Altenahr, Bliesheim, and Kordel and ParFlow-HRES for Chaudfontaine yield the highest peak-flows. Although the study’s primary goal is not to exactly reproduce the event, the ISSHM ParFlow can capture the timing, evolution, and the order of magnitude of the reconstructed event remarkably well, if only those ParFlow simulations out of the 52 simulations are considered which yield the highest discharge (thick blue dotted line in Figure 3). The behavior of this hindcast ensemble clearly underlines the importance of using large atmospheric forcing data ensembles and many hydrologic ensemble members, as emphasized also, e.g., by Cloke and Pappenberger (2009) or Harrigan et al. (2023).

Mohr et al. (2023), their Table 1 and Figure 6 for Germany, and Dewals et al. (2021) for Belgium give overviews of the event’s approximated hydrographs and water stages or peak discharge values, that could be estimated or reconstructed (Figure 3, gray numbers in the plots), despite largely incomplete hydrologic observations due to many destroyed gaging stations, and the fact that empirical water stage-discharge relationships are not applicable under such extreme flood conditions.

The event’s extremeness becomes even more obvious when considering the detailed reconstructions and event descriptions in DGJ (2025), Mohr et al. (2023) or Roggenkamp et al. (2024). The long-term mean discharge of the Ahr river at gage Altenahr is 6.3m3s−1; the daily mean discharge was approximated to about 600 m3s−1 (±50 m3s−1) on July 15, as opposed to the previously highest daily mean of 162 m3s−1 on 21 December 1993. On 14 July the water level was about 1 m at 10UTC, which equals about 60m3s−1 discharge, reaching about 550 m3s−1 between 19 and 20 CEST before the measurements ceased. In the Roggenkamp et al. (2024) reconstruction a peak discharge is quantified between about 1,000 m3s−1 and 1,250 m3s−1 with a water level above the riverbed of about 6 m for the place of Dernau, shortly downstream of gage Altenahr. These values exceed the previous highest peak on instrumental record of about 236 m3s−1 with water levels of about 3.7 m on 2 June 2016 by up to a factor of 5 (DGJ, 2025; Roggenkamp et al., 2024).

One of the main results of this study is the proven capability of the ParFlow ISSHM, in its DE06 setup and configuration designed for water resources forecasts, to capture the extreme July 2021 flood event without any additional calibration or tuning.



3.3 Storage buffer characteristics

To better understand the ambient hydrologic conditions that led to the event and its evolution, we estimate and inspect the storage buffer of the different watersheds, which strongly impacts the onset and peak of flooding. Figure 4 juxtaposes the cumulative precipitation forcing and discharge responses at the gages per unit catchment area of the different ParFlow simulations, and in addition also the total subsurface water storage change since the start of the simulation. The storage is calculated from the relative saturation output of ParFlow, based on the model porosities and layer thicknesses.

In our purely model-based assessment, the July 2021 hydrometeorological extreme event is constrained to 14 and 15 July. The large precipitation bandwidth of the ECMWF-ENS ensemble, ranging for example in the Ahr catchment from precipitation totals from 2021-07-13 12UTC to -07-15 00UTC from about 15 mm 36 h−1 to about 150 mm 36 h−1 is characteristic for all catchments. For the actual event, the ECMWF-HRES sums and the median of the ECMWF-ENS show a similar behavior. The steep and steady rise of ECMWF-HRES and ECMWF-ENS median cumulative precipitation in the forecasts agrees with the assessment from Section 3.1. Precipitation fell nearly entirely during the 2nd half of 14 July and caused the extreme runoff generation and flooding in the Kyll and Ahr river valleys and along the Erft in the Lower Rhine Embayment region late on 14 July and on 15 July. The Vesdre catchment received about the same amount of precipitation during 14 July, but with an earlier onset and a slower temporal evolution of the flooding.

The order of magnitude of ECMWF-HRES precipitation totals matches with radar observations (see Figure 1) and analyses in Ludwig et al. (2023) or Saadi et al. (2023), however with an underestimation of about 15-20 mm 36 h−1 for the Ahr, Erft, and Kyll catchments (data not shown). The coarser resolution atmospheric model runs, such as the 9 km resolution ECMWF-HRES and 18 km -ENS datasets are typically associated with a lower extreme event precipitation intensity (e.g., Ban et al., 2021). This also shows with the highest precipitation sums (which also cause the highest discharge). Precipitation rates between the ECMWF-ENS41 and ECMWF-HRES are very similar, however the ECMWF-ENS41 precipitation onset is about 12 h earlier in case of Ahr, Erft and Kyll catchments and yields eventually about double the precipitation amount than ECMWF-HRES. In general, many ECMWF-ENS ensemble members produce plausible precipitation amounts.

The lower slopes of the cumulative runoff as opposed to the cumulative precipitation indicate that water continues to infiltrate. The Ahr and Kyll catchments show a behavior where on average about one third of the total precipitation is buffered by the subsurface. For the Erft catchment buffering capacity is about half of the precipitation. In the Vesdre catchment with higher initial saturation levels (Figure 2) and less subsurface buffer, about all precipitation is transformed into discharge, with a time lag of about 24 h. The ratios of storage change to the precipitation sum ratios remain similar for all simulations per catchment, starting off from the same initial conditions at 2021-07-13 12UTC, which indicates that infiltration continued and storage capacity is not yet exceeded.

Per unit catchment area, the cumulative discharge-precipitation ratios at 2021-07-17 00UTC for the highest discharge simulations are 71% (ParFlow-ENS41) (110 mm discharge vs. 155 mm precipitation) for the Ahr, 46% (73 mm discharge vs. 160 mm precipitation) for the Erft, 57% (74 mm discharge vs. 129 mm precipitation) for the Kyll, and 96% (ParFlow-HRES) (157 mm discharge vs. 163 mm precipitation) for the Vesdre.

This, as well as the fact that the ENS precipitation ensemble and runoff ensemble do only partly overlap, indicates a substantial buffering capacity in the modeled system, which is reflected also in the estimation of the cumulative subsurface water storage change (Figure 4). The modeled buffering capacity also reduces the spread in the hydrological response with respect to the atmospheric forcing in almost all catchments.

The 2nd main result of the study is that for the Ahr, Erft, and Kyll catchments between about 30 and 50% of the precipitation can infiltrate, avoiding even higher discharge peaks, despite already high antecedent soil moisture saturation. For the Vesdre catchment with less subsurface buffer, about all precipitation transforms into discharge.




4 Discussion

In this study, we used the ISSHM ParFlow in a high-resolution experimental, quasi-operational forecasting setup for water resources assessments, to provide a spatially and temporally consistent event reconstruction and an analysis of the hydrologic characteristics and physical mechanisms that led to the extreme July 2021 flood event and its evolution in the Eifel-Ardennes low mountain range in western Germany and eastern Belgium.

In a purely simulation-driven numerical laboratory approach, without specific additional calibration or tuning, ParFlow with the DE06 setup and configuration can reproduce the extreme July 2021 flood event in a hindcast ensemble with a lead time of 24 h in terms of magnitude, timing, and location when compared to available information from detailed reconstructions of the floods. This is also due to the driving ECMWF-HRES and -ENS precipitation forecasts, whose large variance encompasses the observed precipitation amounts.

In terms of the hydrologic modeling, the study shows that an uncalibrated physically based ISSHM can simulate extreme events that are beyond the currently available observational data records, which arguably renders calibration meaningless. This demonstrates the prognostic capabilities of the ParFlow DE06 ensemble. Thus, the proposed modeling approach is an applied, highly versatile monitoring and forecasting system especially useful in ungaged or data-scarce regions, and when trans-regional or transnational exchange of data is limited. The high-resolution model approach, that can be run efficiently on state-of-the-art GPU-clusters, cannot only be used for water resources applications, but is able to capture the sub-daily dynamics of extreme flooding and provide useful information at the local scale.

Despite the successful reproduction of the July 2021 flood event, the simulation-driven numerical laboratory approach has uncertainties and limitations which affect the results. For example, external surface and subsurface parameters are simplified. The ParFlow DE06 setup uses a very recent, but static land cover dataset. The soil and subsurface hydraulic properties, i.e., the description of the complex hydrogeology of the Eifel-Ardennes region, are based on SoilGrids soil texture classes, which are reclassified into U. S. Department of Agriculture (USDA) soil types to be used with the USDA ROSETTA pedotransfer function model (Schaap et al., 2001) for Van Genuchten parameters. Below the SoilGrids depth-to-bedrock the permeability, porosity, Van Genuchten parameters saturated and residual water content, n and alpha, are assigned to IHME hydrogeological types. In the DE06 setup, the Manning’s surface roughness coefficient is constant; in their study on the July 2021 flood, Saadi et al. (2023) used spatially varying Manning’s parameters to obtain reconstructed peak discharge, which may help to adjust the model to changing morphodynamics in the river valleys during the event. The 611 m horizontal grid spacing does not resolve the very steep and narrow river valleys of the Eifel-Ardennes mid mountain ranges; the scale-consistent river parameterization as developed by Schalge et al. (2019) for ParFlow is not used. A first order uncertainty additionally exists through the atmospheric forcing data. In our study this is accounted for by using the 50-member ECMWF-ENS forecast in conjunction with the ECMWF-HRES forecast, which introduces a considerable resolution gap (18 km and 9 km versus 0.611 km). Even for high-resolution meteorological radar quantitative precipitation estimates, Saadi et al. (2023) documented underestimations of the RADOLAN data of up to 20%. Because the hindcast ensemble is based on quasi-operational forecasting simulations and the goal is to demonstrate the capabilities of this quasi-operational setup, we only consider precipitation induced uncertainties.

Note, ParFlow ISSHM in the DE06 setup reaches reconstructed discharge magnitudes (Figure 3) at the four analysis gages, when those hydrologic model ensemble members (ParFlow-ENS41, ParFlow-HRES) are considered that are driven by the highest cumulative precipitation amount from the atmospheric forecasts. By tuning (reducing) Manning’s coefficient with historical flood events and landscape and soil heterogeneity in the DE06 setup, Saadi et al. (2023) simulate the reconstructed peak discharge also with a precipitation forcing equivalent to ECMWF-HRES. In this study, because DE06 is always forced with an atmospheric ensemble, the event is albeit captured. Also, ECMWF-HRES is close to RADOLAN precipitation sums, which are arguably too low when compared to quantitative precipitation estimates based on different radar retrieval algorithms in Saadi et al. (2023) or with reprocessed RADKLIM data (Winterrath et al., 2017; DWD, 2025). Furthermore, the extensive DE06 evaluation by Belleflamme et al. (2023) yields good agreement with observations and the DE06 setup and configuration needs to be suitable for a wide range of applications and catchments without additional tuning. Because of the physical consistency of the ISSHM ParFlow simulations, the DE06 ensemble can be used to further explore the physical mechanisms that generated the widespread extreme flood and water ponding heights in Eifel-Ardennes valleys during the 2021 event. Due to the surface and subsurface water interaction, the dynamics of the 2021 flood event in our modeling study are different than those of flash floods, that develop rapidly and are dominated by infiltration excess overland flow.

An important driving mechanism for the extreme July 2021 flood event was sustained, intense rainfall over a timespan of about 12 h over the almost complete area of the catchments under consideration. The high average amounts of catchment-wide precipitation might have caused fast pressure responses of the drainage system in the center of the valleys, leading to rapidly rising hydrographs and eventually high discharge peaks along the river networks. Considering the ParFlow-ENS41 simulation in the Ahr, Erft, and Kyll catchments, we hypothesize that the slope of the cumulative discharge per unit catchment area in Figure 4, which is smaller than the slope for cumulative precipitation and subsurface storage change, might be indicative of a relatively slow interflow, i.e., the contribution to the river discharge at the gage is delayed due to slow subsurface water movement. The fast reaction of the hydrograph at the gages (Figure 3, dotted lines) with only little temporal delay to the precipitation signal (Figure 4, dotted lines) might however be an indication of a strong and fast pressure response in the subsurface, i.e., a pressure wave, induced by heavy precipitation loading, that propagated quickly through saturated soils eventually leading to high exfiltration in the river valleys, i.e., the convergence zones, with high water tables, accompanied by little sheet flow outside the river channels.

The initial soil moisture state is highly relevant in the initiation and evolution of flooding, especially with widespread intense precipitation events that affect the complete catchment, because soil moisture storage acts as an effective precipitation buffer (Merz et al., 2020). However, contrary to common beliefs, a considerable soil moisture buffer exists in our study during the onset of the event. Also, given the complex topography, and varying valley cross sections with funneling effects and blocking situations due to debris, accurate discharge forecasts are arguably impossible under these conditions. Thus, instead of focusing only on discharge, the study additionally interrogated the spatiotemporal evolution of the storage buffer characteristics, which are a key factor in the generation and magnitude of the flood event.

In the simulations, the upper soil in the Ahr, Erft and Kyll catchments can buffer between about one third to one half of the precipitation that does not contribute immediately to the streamflow response. This in turn suggests that under higher ambient soil moisture conditions at the beginning of the precipitation event, discharge and peak flows may be even larger, which is disconcerting in view of the experienced catastrophic destruction and loss of lives. In case of the Vesdre catchment, due to its initial moisture state with higher soil water saturation levels, the buffering capacity is lower; hence more runoff is simulated in comparison to the other catchments.

This study adds a process-based analysis to the body of existing literature on the 2021 Eifel-Ardennes flood. With the ParFlow DE06 setup and configuration the capability of a transferable, uncalibrated ISSHMs is demonstrated to identify a combination of critical hydrometeorological system states in advance of an extreme event and to simulate and reconstruct the flood event based on simulated initial conditions. Given the large ensemble precipitation spread with even higher plausible daily precipitation sums, and the importance of the soil water buffer, sensitivity studies could be designed to systematically quantify the discharge behavior of flood-prone mesoscale catchments with similar topographic conditions under different initial soil moisture conditions in combination with large-scale, extreme precipitation ensembles.
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We investigated the contribution of bedrock groundwater to streamflow as a function of catchment scale in a headwater stream. Synoptic surveys were conducted during hydrologically important periods of the year using multiple environmental tracers in stream water, soil water, and bedrock groundwater, along a first-order montane stream, in west-central Montana. Sampled analytes included 222Rn, used to constrain total subsurface flux, and major and minor elements, used in end-member mixing analysis (EMMA) to identify the contributions of soil and bedrock groundwater to the stream. Partitioning between soil-derived and bedrock-derived groundwater was then analyzed as a function of the incremental and accumulated sub-catchment sizes. Radon results indicated that subsurface water contributions accounted for the majority of streamflow at all surveyed times. EMMA results revealed that the bedrock groundwater contribution to streamflow varied between 26% during peak snowmelt and 44% during late summer. Streamflow generation was dominated by soil groundwater contribution along the entire reach, but the bedrock groundwater contribution increased consistently with accumulated sub-catchment size. However, groundwater contributions were not well-correlated with incremental sub-catchment size. The scale at which increased bedrock groundwater discharge can be correlated with sub-catchment size appears to be >1 km2 for our study. Our results are consistent with a conceptual model where streamflow is predominantly generated by a 3D subsurface nested flow system. Local subsurface heterogeneities control the stream source at local scales but begin to average out at scales >2 km2. Our study indicates that, while soil groundwater is the dominant source, bedrock groundwater remains an important and predictable contributor to streamflow throughout the year, even in a snow-dominated, mountainous headwater catchment.

Keywords
groundwater—surface water interactions, streamflow generation, mountain hydrology, environmental tracers, mountain aquifer


Introduction

Upland mountain watersheds host active hydrologic systems that play important roles in the storage and release of water to the larger stream network (Hale et al., 2016; Hale and McDonnell, 2016; Liu et al., 2004; Williams et al., 2015). These groundwater systems are locally important sources of streamflow (Asano et al., 2022; Gabrielli et al., 2012; Uchida et al., 2003) and recharge regional groundwater systems, which discharge to larger streams in the lowlands (Beisner et al., 2018; Fan et al., 2013; Frisbee et al., 2011; Gardner et al., 2011; Gleeson and Manning, 2008; Smerdon et al., 2012). The amount of bedrock groundwater discharge in montane streamflow is important for conceptualizing watershed function and predicting hydrologic resource availability in the future (Condon and Maxwell, 2019; Meixner et al., 2016; Williams et al., 2015). However, groundwater flow systems are marked by extreme heterogeneity in hydraulic characteristics and the resulting flow path length and rate; as a result, groundwater discharge volumes and locations are all highly variable (Beisner et al., 2018; Gardner et al., 2011; Hale et al., 2016; Harrington et al., 2013; Smerdon and Gardner, 2021). Neither the spatial scale at which 3D groundwater flow becomes an important and predictable source of streamflow nor the seasonal variation in these processes are well-documented at present.

Subsurface water is an important source of streamflow, even in snow-dominated watersheds (Liu et al., 2004). Subsurface sources are commonly conceptualized as originating from both bedrock (weathered bedrock and saprolite) and soil reservoirs (Anderson et al., 1997a; Carroll and Williams, 2018; Hale et al., 2016; Hale and McDonnell, 2016; Salve et al., 2012; Torres et al., 1998). In this study, we refer to shallow groundwater in the soil zone as soil groundwater and deeper, fractured-bedrock groundwater as bedrock groundwater. The relative importance of soil and bedrock reservoirs depends on the soil and bedrock hydraulic characteristics (Flint et al., 2008; Gardner et al., 2020; Katsuyama et al., 2005; Pfister et al., 2017; Uchida et al., 2002, 2006). The amount of groundwater in a watershed significantly influences dynamic properties, such as hydrograph variability (Asano et al., 2022; Gardner et al., 2010; Pfister et al., 2017) and mean transit time (Asano et al., 2002; Asano and Uchida, 2012; Hale et al., 2016; Pfister et al., 2017; Uchida et al., 2006).

Soil water lateral flow and bedrock groundwater circulation are tightly coupled (Appels et al., 2015; Carroll et al., 2019; Gardner et al., 2020; Tromp-van Meerveld et al., 2007; Uchida et al., 2002). As a result of this coupling, the location and amount of bedrock recharge are controlled by subsurface permeability distribution, hillslope position, and bedrock topography, which affect the lateral soil moisture distribution and location of vertical drainage (Appels et al., 2015; Gardner et al., 2020). The relative contributions of soil and bedrock groundwater to stream water are expected to vary temporally (Spencer et al., 2021). The celerity of subsurface response depends on the soil and bedrock hydraulic properties (Anderson et al., 1997a,b).

Groundwater discharge location, rate, and flow path source can be highly localized and variable because they depend upon the local geology and surface characteristics (Beisner et al., 2018; Bergstrom et al., 2016; Gardner et al., 2011; Harrington et al., 2013; Smerdon et al., 2012). In addition, the localized bedrock and soil water contributions from hillslopes are buffered by the local alluvial groundwater system, and they can be mixed and transported within this system before reaching the stream (Jencso et al., 2010). Despite the spatial heterogeneity at local scales, it is clear that the contribution from deeper bedrock groundwater systematically increases with increasing drainage area at regional scales (Asano et al., 2022; Frisbee et al., 2011, 2012). Since there is observed heterogeneity in the amount and location of groundwater discharge occurring locally, which contrasts with predictable increases in groundwater discharge at larger, integrated scales, it appears that groundwater discharge in streams is an emergent property.

Is there, in fact, a scale at which groundwater discharge volume becomes more predictable? If so, does this scale change temporally? In this article, we investigate how the amount and location of bedrock and soil groundwater discharge vary as a function of space and time in a montane, first-order watershed in west-central Montana. The study objectives are to constrain the amount of bedrock vs. soil groundwater discharge along a stream reach as a function of seasonal changes in catchment wetness and increasing spatial scale. Leveraging a high-resolution network of gauging stations, we conducted a multi-tracer interrogation of the incremental sources of streamflow generation. We estimate the total volume of subsurface discharge and distinguish the contributions of soil and bedrock groundwater discharge along the stream. We then explore relationships of the bedrock groundwater contribution as a function of the incremental and integrated upland characteristics.



Study area

The Cap Wallace Watershed (CWW) is located in west-central Montana, ~56 km northeast of Missoula on the north slope of the Garnet Range (Figure 1). The catchment drains 6 km2 of forested land and is a tributary of the Blackfoot River. The CWW ranges in elevation from 1,163 m at the confluence of Cap Wallace Creek (CWC) and Elk Creek to 1,918 m at the ridge tops. Vegetation consists primarily of second-growth western larch (Larix occidentalis) on the north-slope mid and upper elevations, Douglas-fir (Pseudotsuga menziesii) on north-facing, low-elevation slopes, and Ponderosa Pine (Pinus ponderosa) on south-aspect slopes. North-aspect slopes have well-developed soils, whereas south-aspect slopes lack soil coverage and are generally covered by steep talus fields. Due to topographic variation in the radiation balance and resulting microclimatic effects (Holden et al., 2011a,b), south-aspect slopes remain significantly drier throughout the year (Hoylman et al., 2019).


[image: Topographic map showing elevation in the N.F. Elk Creek watershed area, with contour lines and color gradient from brown to green. Various wells are marked, including stilling wells, soil wells, and bedrock wells. A scale bar indicates distance, and an inset map shows the location within Idaho and Montana. A legend explains the symbols and elevation values.]
FIGURE 1
 Map of the Cap Wallace watershed on the north slope of the Garnet Range. Outlines indicate sub-watersheds, with drainage areas in km2 given in white ellipses. The inset map shows east-central Idaho (ID) and west-central Montana (MT) with the relative location of Missoula (MSO).


At the Lubrecht Flume SNOTEL station (site #604; 1,425 m), the average annual precipitation over the record period of 10 years is 514 mm. Nearly 50% of precipitation falls as snow, classifying the Cap Wallace as a snowmelt-dominated watershed. In 2017, temperatures ranged from −27.6°C to 34.2°C with an annual average temperature of 6.1°C (Figure 2). Peak snow water equivalent typically occurs in late March, with snow melt taking place during April, May, and early June. May and June are typically cool and rainy, while July, August, and September are generally hot and dry, with precipitation beginning again in October.


[image: Line graph showing weather data from October 2016 to September 2017. Black line represents total precipitation accumulation in millimeters. Cyan line shows snow water equivalent. Black bars depict daily precipitation inputs. Red line indicates daily average temperature in degrees Celsius. Red dashed line marks freezing temperature. Precipitation ranges from 0 to 600 mm and temperature from -20 to 25°C.]
FIGURE 2
 Lubrecht climate data for the 2017 water year. Data source: Lubrecht SNOTEL (site #604). 2017 was a heavy precipitation year with many days below freezing.


The Garnet Range is part of the Northern Rocky Mountains and was formed through folding and thrusting associated with the Jurassic Sevier and Cretaceous Laramide Orogenies (140–55 Ma). Subsequent extensional normal faulting was initiated in the early Eocene as a result of Basin and Range tectonics, triggering the uplift of metamorphic core complexes in the Northern Rockies (Portner et al., 2011). The CWW is situated on the flank of a large granitic batholith called the Garnet Stock, which intruded the area during the Late Cretaceous (Lonn et al., 2010). CWC follows an east–west trending normal fault. Quaternary glacial and alluvial deposits cover the narrow valley bottom and stream floor, while the hillslopes are composed of gravelly, silt-loam soils (Soil Survey Staff, Natural Resources Conservation Service, United States Department of Agriculture, n.d.) that overlie several kilometers of argillites, siltites, and quartzites of the Precambrian metasedimentary Belt Supergroup. Soils are classified as Typic Haplustalfs (well-draining with a lower clay horizon), with depths ranging from 0.5 to 2 m that are thicker in hollows and thinner in upper elevation ridges (Hoylman et al., 2018). The north-aspect slope is composed of the Garnet Range Formation, a siltstone with hummocky sand lenses, which lies unconformably across the valley from the stratigraphically lower Bonner Quartzite, a massive, slightly metamorphosed, arkosic sandstone that makes up the south-aspect slopes (Lonn et al., 2010). These formations have been subject to tectonism associated with compression from major mountain-building events and subsequent active extension due to gravitational relaxation, leading to a dense fracture network within the bedrock (Brenner, 1968; Gardner et al., 2020).



Methods

We measured multiple environmental tracers in soil, groundwater, and stream water to perform hydrograph separation along CWC. We conducted synoptic sampling along CWC for discharge of the stream and dissolved 222Rn and major ions at four hydrologically important times: (1) early-spring baseflow (March), (2) the rising limb of spring snowmelt freshet (April), (3) the falling limb of freshet (May–early June), and (4) summer baseflow (late June–October).


Field methods

Cap Wallace Watershed is instrumented with 36 shallow soil wells, three groundwater wells, and seven stilling wells for measuring stream discharge. Shallow soil wells are 1–2 m deep, fully screened, and pounded with a steel rod until refusal. Bedrock groundwater wells were drilled to depths of 10–20 m using a man-portable drilling rig. Bedrock wells were fully screened, and the annulus was filled with the sand pack from the bottom to 7 m below the land surface and then cased and the annulus sealed with bentonite to the land surface. Stilling wells were spaced at ~1 km intervals, strategically located downstream of converging sub-watersheds with large contributing areas to estimate the hillslope contribution from sub-watersheds along the stream (Figure 1). Field data collection began during the winter of 2017. Solinst pressure transducers were installed in stilling, soil, and groundwater wells to continually monitor and record stage measurements along the stream and contributing hillslopes.

Throughout the spring, summer, and fall of 2017, synoptic discharge measurements were made repeatedly at each stilling well using dilution gauging (Gooseff and McGlynn, 2005). Replicate measurements were collected at multiple stilling well locations during each sampling period. On average, replicates of stream discharge differed by ±4% of one another, but during baseflow, one replicate recorded a discharge value of 54% lower than the original measurement (28 August 2017). There are several potential reasons for this discrepancy. In particular, this measurement was collected at one of the lowest recorded flows. Low flows have been shown to complicate the dilution gauging technique when hyporheic exchange occurs (Moore, 2004). Because this replicate was identified as an outlier, this baseflow measurement was not used in our determination of the average uncertainty in replicate measurements (5%); however, it is clear that as we approach low flows, our ability to accurately measure the flow is reduced.

During synoptic discharge measurement campaigns, each stilling well location was sampled for 222Rn and major ions (Ca2+, K+, Mg2+, Na+, F−, Cl−, NO3-, SO42-). Sample bottles were rinsed three times with sample water. Samples for 222Rn analysis were collected underwater in airtight 250 mL glass bottles to avoid exchange with the atmosphere. Major ion samples were filtered using a 0.45-μm disposable filter and stored in acid-washed polyethylene bottles. Cation samples were acidified with 0.2 mL of nitric acid. Field parameters, including pH, temperature, oxidation-reduction potential, and electric conductivity, were collected using an In-Situ Aqua TROLL 600 sonde. Precipitation samples were collected at the Jones Pond Montana Mesonet site ~10 km away and were measured throughout the year. Integrated snowmelt samples were collected during the melt season using a snow core to collect complete snowpack samples and melted in the laboratory refrigerator. Water samples were collected from soil and groundwater wells, using a peristaltic pump in April 2017. Prior to collection, wells were purged until field parameters remained constant (~2–3 × the volume of the well).



Laboratory methods

222Rn samples were analyzed within 48 h of collection using a Durridge Instruments RAD7 spectral alpha-decay detector. A sample of 250 ml was analyzed using the WAT-250 protocol, with 5 min of degassing (bubbling) followed by five rounds of counting, where each counting round was 5-min long. The RAD7 was purged for >20 min between each sample. Concentration was determined from the last four counting rounds (20 min total). The obtained concentrations were corrected to account for decay during the period between sample collection and analysis using the formula:

Ctc= Cie(t132.4)      (1)

where Ctc is the time-corrected radon concentration in Bq/L, Ci is the initial radon concentration prior to correction (Bq/L), and t is the time elapsed between collection and analysis in hours. Samples for the analysis of anions were run on a DIONEX DX500 (IC) and cations on a Perkin-Elmer OPTIMA 5300 (ICP-OES). Detection limits and accuracy for IC and ICP-OES analyses are presented in Table 1. All 222Rn and major ion samples were analyzed at the University of Montana's Environmental Biogeochemical Laboratory.

TABLE 1  Limits of detection and precision of field and laboratory duplicates for ion chromatography (IC) and inductively coupled plasma emission spectroscopy (ICAP-OES) analyses.


	Parameter
	Ca
	K
	Mg
	Na
	F
	Cl
	SO4
	NO3





	Limit of detection (mg/L)
	0.102
	0.51
	0.102
	0.51
	0.015
	0.100
	0.100
	0.100

 
	Error % (lab)
	±1.35
	±1.40
	±1.20
	±1.12
	±3.86
	±2.31
	±1.78
	±0.21

 
	Error % (field)
	±3.20
	±1.80
	±3.90
	±3.30
	±6.57
	±1.86
	±0.19
	±5.14







Errors associated with field and laboratory duplicates are within acceptable range for geochemical interpretation.





Modeling approach and data analysis

Two different modeling techniques were used to identify and estimate the sources of streamflow. First, in-stream radon concentrations were used to estimate total subsurface discharge. End-member mixing analysis (EMMA) was then conducted on major ions in stream, soil, snowmelt, and groundwater to estimate the appropriate number and type of end members. The obtained end members were then used in a mass-balance mixing model to quantify end-member contributions to the stream. Mixing fractions were compared with landscape topographic characteristics. The effects of different internal landscape characteristics on spatial heterogeneity and duration of subsurface flow were quantified seasonally at spatial scales ranging from 0.4 to 6 km2.



Radon modeling

222Rn is advantageous as an analyte because it is not present in the atmosphere and is non-existent in overland flow, direct snowmelt, and precipitation. Meanwhile, all subsurface waters with a residence time of over a few hours have measurable 222Rn, and all waters with a residence time over ~2 weeks achieve secular equilibrium and have relatively constant 222Rn concentration for a given lithology. Thus, 222Rn concentrations can be used to isolate subsurface streamflow sources. Estimating subsurface inflow from 222Rn requires a model that accounts for subsurface discharge, gas exchange with the atmosphere, and radioactive decay. A 1D stream transport model was created to simulate longitudinal radon activity (Cook et al., 2003) using the equations:

∂Q∂x=I(x)-L(x)-E(x)      (2)

Q∂c∂x=I(ci-c)+wEc-kwc-dwλc      (3)

where c is the concentration of radon in the stream (Bq/L), ci is the concentration in bedrock or soil groundwater (Bq/L), I is the groundwater inflow rate (m3/m/day), w is the stream width (m), d is the mean stream depth (cross-sectional area/width) (m), k is the gas exchange velocity (m/day), λ is the radon decay coefficient (per day), Q is the stream discharge (m3/day), E is the evaporation rate (m/day), and L is the stream extraction rate from pumping or diversions (m3/m/day). Equation 2 is the mass balance equation for water in the stream, and Equation 3 is the 1D steady-state equation for advective solute transport in the stream with groundwater inflow, atmospheric gas exchange, and in-stream radioactive decay. We assumed an atmospheric 222Rn concentration of zero, no production of 222Rn within the stream, and steady-state flow conditions.

The ultimate goal of the 222Rn fitting was to assess the amount of subsurface-derived discharge vs. overland discharge, assuming that soil and groundwater with residence times over 2 weeks have similar radon concentrations and overland flow has zero radon concentration. The distributed total groundwater discharge (soil plus bedrock) was estimated by fitting the observed 222Rn stream discharge. Radon and discharge values were fit by varying stepwise groundwater discharge (Gardner et al., 2011). Groundwater inflow was assumed to be constant over 500 m steps, which resulted in 10 unknown groundwater inflow steps along the stream reach. The number and location of groundwater steps were held constant at all sampling times. Steps in the radon concentration correspond to boundaries of the stepwise constant groundwater inflow. The total number of observations for inversion is 14, resulting in an overdetermined system.

To quantify incremental gains from subsurface sources at each stilling well, we calculated the ratio of subsurface discharge to total streamflow gain (Fss):

Fss= Qss1- Qss2ΔQt      (4)

where Qss1is the upstream modeled subsurface discharge (L/s), Qss2 is the downstream modeled subsurface discharge (L/s), and ΔQt is the measured difference in streamflow from upstream to downstream (L/s).

The parameters used for radon modeling are shown in Table 2. Those that were not directly measured in the field were estimated based on a series of equations also detailed in Table 2. Following the approach of Cook et al. (2003), a sensitivity analysis was conducted by varying each individual model parameter by ±50%, while holding the other parameters constant to observe the associated effect on estimated subsurface inflow. Particular interest was given to the parameters not measured in the field since they were the largest source of uncertainty in the model.

TABLE 2  Details of the parameters used in 222Rn modeling.


	Parameter
	Units
	Value
	Method of collection or estimation





	In-stream radon concentration (c)
	Bq/L
	Avg. 0.907; 0.074–4.64 ±15%
	Measured in field and analyzed using the RAD7 Alpha Decay Spectrometer at the University of Montana; spatially and temporally variable

 
	Total river length (x)
	km
	5
	Measured in field

 
	Evaporation rate (E)
	mm/day
	0
	Assumed negligible

 
	Initial radon concentration (c)
	Bq/L
	Avg. 0.37; 0.12–0.60 ±15%
	Concentration of most upstream sampling location (variable); measured in field

 
	Atmospheric radon concentration
	Bq/L
	0
	

 
	Radon decay coefficient (λ)
	/day
	0.18
	Constant

 
	Gas transfer velocity (k)
	m/day
	Avg. 16.6; 5.5–27.7
	Estimated from the study of Raymond et al. (2012)

 
	Groundwater inflow Concentrations (ci)
	Bq/L
	32.0
	Highest measured concentration in groundwater samples; measured in field and analyzed using the RAD7 Alpha Decay Spectrometer at the University of Montana

 
	Stream width (w)
	m
	0.75
	Mean value of widths measured in field

 
	Stream depth (d)
	m
	0.15
	Mean value of depths measured in field






As the gas transfer velocity (k) is difficult to constrain in low-order mountainous streams due to their variable geometries, flow velocities, and temperatures, special attention was given to the effect of k on estimated subsurface inflow rates. Four common equations that depend on slope, velocity, and depth (Raymond et al., 2012) were used to approximate the gas transfer velocity range.



End-member mixing analysis

End-member mixing analysis was performed following the approach of Hooper (2003). Details of the specific application of EMMA in this article can be found in Supplementary material. Here, we used four tracers (calcium, magnesium, sodium, and chloride, see Results) to constrain a two-end-member mixing model. The end members chosen were the reprojected average bedrock and soil groundwater compositions from all samples throughout the year. End-member concentrations were held constant over time. However, most bedrock and all soil groundwater samples were collected in spring when water tables were shallow enough to be sampled. Our end members are referred to here as soil groundwater and bedrock groundwater, where soil water represents shallow groundwater in the soil zone, and groundwater represents bedrock groundwater in fractured bedrock. We estimated uncertainty for the EMMA results by propagating the error due to EMMA misfit through the mixing calculation details, which can be found in Supplementary material. Error bars on mixing plots are given as the mean relative error δ¯QQ¯ for all samples, which was 13%.



Terrain analysis

To explore the topographic characteristics that influence streamflow generation, the catchment was delineated into “sub-catchments.” All-terrain analyses were performed using the SAGA GIS software (Conrad et al., 2015). A 10-m resolution digital elevation model of the study area had sinks filled, and the stream network burned in. The CWW boundary was delineated by creating flow direction and accumulation grids to determine the contributing area for each stilling well. The watershed was then divided into seven sub-catchments based on those areas. In the process, each sequential downstream sub-catchment integrated all upstream sub-catchments; we refer to these sub-catchments as “accumulated” sub-catchments. “Incremental” sub-segments contributing between stilling wells were determined by subtracting the upstream sub-watershed from the downstream sub-watershed (Figure 1). Mean elevation, Topographic Wetness Index (TWI), and upslope accumulated catchment area (UAA) were calculated for each accumulated and incremental sub-catchment. Linear regression was then performed to assess the modeled end-member discharge correlation to terrain attributes for both the incremental and accumulated areas.

To analyze the relationship between landscape and end-member discharge in an incremental sense, fractions of end-member discharge gained in each sub-catchment were calculated by quantifying the solute concentration of water entering the incremental reach (ΔC) at each stilling well along the reach using the following formula:

ΔC=QdCd-QuCuΔQ      (5)

where Qd is downstream discharge (L/s), Cd is downstream solute concentration (mg/L), Qu is upstream discharge (L/s), Cu is the upstream solute concentration (mg/L), and ΔQ is the net change in discharge from the upstream stilling well to the downstream stilling well (L/s). Incremental solute concentrations, such as calcium, magnesium, sodium, and chloride, were calculated for each tracer used in mixing models. These solute concentrations were applied in mass-balance mixing models (Supplementary material) to quantify fractional gains in groundwater and soil water from one sub-catchment to the next. Modeled end-member fractions were compared against the mean elevation and TWI values as well as the area for each incremental sub-catchment to evaluate the relationships between internal catchment characteristics and discharge. To evaluate these relationships for the accumulated area, the elevation, TWI, and UAA values for the sub-watershed draining to each stilling well were compared to the original EMMA-modeled groundwater and soil water contributions at each stilling well location. Both accumulated and incremental analyses were conducted for each synoptic sampling campaign in order to evaluate seasonal change.

Hydrometric data from soil wells at various landscape positions were used as a proxy for determining when the catchment was “wet,” as the data indicated the interconnectedness of the water table over time. Full hydrographs for soil and groundwater over the study period can be found in Gardner et al. (2020). Soil water connection was evaluated through binary plots of saturated vs. unsaturated conditions.




Results

Radon concentrations ranged from 0.074 to 4.25 Bq/L and showed the same general spatial pattern across varying discharges (Figure 3). During each sampling period, a significant increase in radon activity was observed approximately halfway down the observed reach (~2.5 km). This increase coincides with the location of a large contributing hillslope area from the south (Figure 1). The difference between duplicate samples ranged from 0 to 40%, with low-concentration samples exhibiting larger variability, consistent with Poisson statistics of radioactive decay. For example, at a concentration of 0.074 Bq/L (corresponding duplicate 0.111 Bq/L), there is a 40% variability, while at a concentration of 2.527 Bq/L (duplicate 2.597 Bq/L), there is a 2.7% variability.


[image: Eight graphs display observed and modeled discharge and radon levels from March to October 2017. Each graph compares discharge (green) and radon (black) over distance, with varying patterns across the months.]
FIGURE 3
 Longitudinal profiles of measured and modeled 222Rn concentration and stream discharge. Black and green dots represent measured in-stream 222Rn concentration and discharge, respectively. Dashed black and green lines represent modeled 222Rn concentration and streamflow. Error bars of 15% added as an average field of duplicate errors.


Figure 4 shows total subsurface discharge estimates along with modeled and observed total stream discharge. The longitudinal profile of the accumulated subsurface discharge closely follows the increase in total stream discharge. For each interval, subsurface discharge accounts for 19–100% of the incremental gains in streamflow, with an average of 81% (Figure 5). In May and mid-June, the months of highest rainfall, the influence of non-subsurface discharge is strongest, with subsurface discharge accounting for, on average, 68% and 59%, respectively, of the incremental gains in streamflow. Non-subsurface discharge generation estimates predominantly occur near the center of the reach (2.5–3 km downstream of the headwaters) at the convergence of two large hillslopes.


[image: A series of eight line graphs displaying discharge data from March to October 2017. Each graph shows measured stream discharge with error bars, total modeled stream discharge, accumulated modeled subsurface discharge, and modeled subsurface discharge. The x-axis represents distance in kilometers, while the y-axis shows discharge in cubic meters per second. Each graph highlights seasonal variations and measurement discrepancies.]
FIGURE 4
 Longitudinal profiles of stream discharge. The green line, green dots, and black line correspond to the primary y-axis and represent accumulated modeled total stream discharge, measured stream discharge at each stilling well location, and accumulated modeled subsurface discharge along the reach. The dashed black line corresponds to the secondary y-axis and shows modeled subsurface inflow in m3/m/d. Error bars of 20% added as an average field duplicate error.



[image: Nine bar charts depict the modeled discharge fraction versus distance in kilometers for different months in 2017. Each chart, representing months from March to October, shows dark green bars for subsurface discharge across various distances, with red error bars indicating variability. Each timeframe captures a unique distribution pattern.]
FIGURE 5
 Incremental gains in modeled streamflow as a fraction of subsurface to total streamflow at each gauging location along the reach. The darker green color indicates the fraction of the accumulated discharge accounted for by a subsurface discharge between gauging station locations. Error bars estimated from 20% uncertainty in groundwater discharge estimate using our Rn transport model (Goble, 2018).


Reprojected mean groundwater and soil water end-member concentrations are provided in Table 3. The two end members chosen, spanned the sample variance and the residual error in modeled vs. observed concentration showed no structure. The fractions of soil and bedrock groundwater in stream water samples are shown in Figure 6. The bedrock groundwater discharge fraction ranged from 0 to 0.45, with an average of ~0.2. In general, bedrock groundwater becomes a larger component of streamflow as the distance downstream increases, with the highest fraction of groundwater discharge occurring at the farthest downstream gauging location. Figure 7 shows the percentage of bedrock groundwater at the outlet as a function of time. Groundwater at the outlet fluctuated between 26 and 44% and averaged 38% of total streamflow. The fraction of bedrock groundwater to total streamflow at the outlet was highest during the late spring (2 June 2017) and lowest during mid-spring (19 May 2017).

TABLE 3  Solute concentrations used in EMMA mass-balance mixing models.


	Tracer concentration (mg/L)
	Groundwater
	Soil water





	Calcium
	7.94
	2.72

 
	Chloride
	1.22
	1.30

 
	Magnesium
	3.93
	1.84

 
	Sodium
	8.47
	2.39







[image: Eight grouped bar charts display monthly variations in modeled catchment water fractions from March to October. Each chart shows data for groundwater and soil water across different distances in kilometers. Green represents soil water, and blue represents groundwater, with bars stacked to show proportions. The x-axis indicates distance, while the y-axis shows water fractions ranging from zero to one.]
FIGURE 6
 Longitudinal profiles of mixing model results showing how soil and bedrock groundwater were partitioned along the reach for each sampling campaign. Stream chemistry and discharge measurements were occasionally unavailable in circumstances where it would have been dangerous to collect them (i.e., the presence of bears), if samples became contaminated or if sample bottles were broken prior to chemical analysis.



[image: Line graph showing groundwater percentage and stream flow from March to October. Groundwater percentage peaks in early June, then declines, with data points marked by blue dots. Stream flow decreases steadily, represented by a green line. Error bars are present.]
FIGURE 7
 Seasonal fluctuation of the groundwater fraction of total streamflow at the outlet.


Table 4 summarizes linear regression results for incremental and accumulated terrain characteristics with the bedrock groundwater mixing fraction. Linear regression of cumulative mean terrain indices and soil and bedrock groundwater fractions revealed strong relationships with both cumulative average elevation and cumulative upslope accumulated area (Figure 8, Table 4). R2 values ranged from 0.52 to 0.98 over the 7-month study period. While the R2 values ranged from 0.05 to 0.81 for the incremental terrain characteristics, they tended to switch drastically from high to low values throughout the year. No systematic trend was found relating incremental end-member discharges with incremental TWI and area (Figure 9, Table 4).

TABLE 4  Summary of r2 values from cumulative and incremental regression against mean elevation, topographic wetness index, and sub-watershed area.


	Type
	Attribute
	Mar
	Apr
	May
	Early June
	Late June
	Early July
	Late July
	Oct





	Incremental
	Elev.
	0.45
	0.93
	0.89
	0.87
	0.92
	0.96
	0.73
	0.96

 
	
	TWI
	0.47
	0.22
	0.59
	0.78
	0.93
	0.74
	0.35
	0.69

 
	
	Area
	0.09
	0.05
	0.00
	0.00
	0.04
	0.00
	0.11
	0.23

 
	Accumulated
	Elev.
	0.52
	0.99
	0.89
	0.89
	0.94
	0.98
	0.71
	0.93

 
	
	TWI
	0.66
	0.96
	0.80
	0.95
	0.97
	0.98
	0.62
	0.90

 
	
	Area
	0.71
	0.91
	0.80
	0.86
	0.89
	0.92
	0.85
	0.96







[image: A series of eight scatter plots with regression lines display the relationship between average accumulated elevation and the modeled fractions of precipitation from groundwater and soil water. Each plot represents different months: March, April, May, Early June, Late June, Early July, Late July, and October. The blue gradient indicates the time since methane production in years. Each plot also shows R-squared values, indicating the fit's strength, with values ranging from 0.52 to 0.98. Groundwater plots show a positive trend, while soil water plots indicate a negative trend.]
FIGURE 8
 Regression results from a cumulative analysis of end-member discharge against elevation and UAA. Blue dots and diamonds are color-coordinated with cumulative mean UAA to show relative fractions of modeled groundwater and soil water discharge along the reach.



[image: Eight-panel scatter plot showing the relationship between mean sub-catchment elevation and proportion of water contribution for different months. Each panel compares groundwater and soil water, with regression lines and error bars. R-squared values and distinct markers for groundwater (dark blue) and soil water (open circles) are provided for each month from March to October. A color bar on the side indicates elevation changes.]
FIGURE 9
 Regression results from the incremental analysis of end-member discharge against elevation and UAA. Blue dots and diamonds are color-coordinated with sub-catchment areas to show the relative incremental fractions of modeled groundwater and soil water discharge.


Figure 10 plots the r2 values from cumulative and incremental regression with binary soil well responses as a function of time. Soil wells with high TWI values tended to stay continually saturated, whereas those with lower TWI values exhibited more transient-like behavior in response to climatic forcing. In both cases, the r2 value was highest (0.98 and 0.81, respectively) in early July, ~3 weeks after the largest catchment “wet-up.”


[image: Two side-by-side line graphs display p-values for elevation fluctuations and soil well response over time. Both graphs compare data from April 2016 to February 2017. Blue dots mark significant p-values at different time points. Statistical significance is indicated with asterisks above each line.]
FIGURE 10
 Blue dots show the r2 values from cumulative (Left) and incremental (Right) regression of elevation values against modeled end-member fractions through time. Black lines near the top of the plot are binary soil well responses with corresponding TWI values in which the length of the line corresponds to the amount of time a soil well was saturated.




Discussion

Radon results indicate the majority of runoff in CWC is derived from subsurface sources (soil and bedrock groundwater) throughout the year, even during the snowmelt cycle, consistent with prior observations in alpine catchments (Liu et al., 2004). These results may be expected in later parts of the season (late summer and fall) when the overland flow is expected to be zero in our catchment. However, the fact that subsurface flow dominates during snowmelt (March, April, and May) indicates that direct runoff through the snowpack is not a major source of water for our stream. Radon results are consistent with soil hydrometric data. Soil wells with low TWI values (generally located at higher elevations with less accumulated area) exhibit transient behavior to catchment wet-ups (Figure 10) (Gardner et al., 2020). Some wet-ups had durations on the order of hours to days, suggesting that soil water in these landscape positions is rapidly lost through lateral inter-flow and/or infiltration to the bedrock aquifer.

While incremental discharge source plots show that subsurface sources account for the majority of streamflow gains, there are some instances where non-subsurface sources are estimated to be more important in streamflow generation (Figure 5). Non-subsurface streamflow generation occurred throughout the year but had the strongest influence on stream chemistry during the late spring to mid-summer (May through late July). These instances occurred primarily in the middle section of the reach, where multiple convergent zones from large hillslopes converge (Figure 3). Hydrometric data from soil wells indicate that the catchment was at its most saturated state during the May and June periods (Figure 10). Thus, during May and June, we hypothesize that non-subsurface sources could be due to saturation excess and overland flow in these large contributing drainage bottoms or soil and/or preferential/piping flow in the unsaturated zone. The fact that our radon modeling indicates some non-subsurface flow during the baseflow periods (late July and October) is likely due to model error. A probable source of error is the discharge of short residence time flow paths that have low Rn.

End-member mixing analysis provided an independent test of the discharge source findings, along with the ability to further divide stream-flow composition. The results indicate that the stream is generally composed of shallow saturated soil water at the headwaters and that shallow soil water is the dominant source of streamflow generation, but bedrock groundwater discharge increases with downstream distance, even during periods of snowmelt and heavy rainfall. Our bedrock groundwater discharge fractions are generally comparable with those of other mountain aquifer studies (Somers and McKenzie, 2020). The increasing influence of bedrock groundwater with downstream distance argues for a 3D watershed conceptual model consistent with those proposed by previous researchers evaluating groundwater flow in mountainous catchments in the western U.S. (Carroll et al., 2018; Frisbee et al., 2011, 2012). However, this study demonstrates that this emergent relationship exists in headwater catchments >2 km2 in scale.

Temporal analysis indicates surprisingly low variability in modeled end-member proportions throughout the observed time period; however, early summer months have the highest proportion of bedrock groundwater discharge. Several large precipitation events (~60 mm/day) occurred in early June. These precipitation events could have rapidly filled the subsurface reservoirs, which could, in turn, drive increased discharge through a variety of mechanisms, including groundwater ridging, preferential recharge, and high fractured bedrock celerity. Rapid groundwater reactions to precipitation inputs are consistent with the experimental observations of Anderson et al. (1997a). However, our observed late-season bedrock groundwater ratios of streamflow are surprisingly low. Several previous hydrograph separation studies have assumed that baseflow is entirely composed of groundwater (Genereux et al., 1993; Pinder and Jones, 1969). Indeed, our results indicate that shallow soil groundwater is a substantial portion of streamflow during the late season. These results could be explained by several different mechanisms. For example, the substantial difference in the hydraulic diffusivity of soil and fractured bedrock can lead to situations where the fractured bedrock discharge exhibits a rapid response to infiltration, which is then followed by a long-term storage release from porous soil (Anderson et al., 1997b). Additionally, soil interflow and groundwater recharge and discharge have been shown to be tightly coupled at the scales of hillslopes (Gardner et al., 2020) and catchments (Carroll et al., 2019), and this interaction is capable of sustaining groundwater recharge and soil water throughflow throughout the year (Gardner et al., 2020).

Soil groundwater remains the dominant source of subsurface discharge over our entire reach throughout the year. However, bedrock groundwater discharge becomes an increasingly higher fraction of discharge as the amount of accumulated area increases. These observed trends of high soil groundwater discharge and increasing bedrock groundwater contribution with increased catchment scale imply that streamflow represents an integration of individual hillslope responses and larger-scale deeper groundwater flow paths (Figure 11). We attribute the increasing contribution of bedrock groundwater discharge with increasing accumulated area due to the integration of more heterogeneity and higher groundwater discharge zones (Asano et al., 2022; Frisbee et al., 2011). However, we demonstrate this relationship at a landscape scale that is orders of magnitude smaller than what has been observed in previous research. The relationship was generally consistent across variable streamflow states, with small temporal inconsistencies that are likely associated with dynamic catchment properties, such as climate and soil moisture, highlighting the importance of antecedent conditions.


[image: Illustration of a coastal aquifer showing underground water flow. The diagram highlights surface features such as hills and valleys, and underground layers with water arrows indicating flow paths.]
FIGURE 11
 A 3D conceptual model of CWW showing the creek as an integration of hillslope surface and unsaturated slow (red arrows) and local (short blue arrow) regional groundwater (long blue arrow) flow paths that contribute to streamflow at lower elevations as well as individual hillslope responses. Stilling well locations are shown as triangles, groundwater wells as blue squares, and soil wells as red circles.


The lack of trend in bedrock groundwater discharge with incremental sub-watershed area suggests that a minimum scale exists below which it is difficult to observe trends in bedrock groundwater discharge with terrain metrics. This lack of trend could result from two proposed processes: (1) regional groundwater flow paths could contribute to streamflow in a non-linear fashion due to geologic heterogeneities and (2) valley-bottom exchange of water. Linear trends in modeled soil and bedrock groundwater contributions against elevation and upslope accumulated area should not necessarily be expected, as a sub-catchment high in the watershed could export its regional groundwater to locations lower in the watershed. Thus, in the case of active regional groundwater flow, low-elevation sites would receive disproportionally more groundwater than high-elevation sites, potentially explaining the observed correlations with accumulated catchment area.


Caveats and limitations

Our estimates of the bedrock groundwater discharge fraction are affected by the total flow and our error in gauging low flows. For example, on 8 June 2017, a 0.25-L/s increase in streamflow was recorded when going from stilling well “CWSTW6” (located ~2.5 km downstream from headwaters) to stilling well “CWSTW2-upper” (~3 km downstream from headwaters). Over this same reach, a 0.15-L/s increase in modeled subsurface discharge was calculated, implying that 60% of discharge gained was obtained from the subsurface while 40% was obtained from the surface or unsaturated sources. However, the observed 0.25-L/s increase is small compared to the uncertainty in discharge measurements. In addition, estimated subsurface inflows are subject to uncertainty in model parameters. Groundwater inflow estimates derived from 222Rn are sensitive to the gas transfer velocity (k), which is also one of the least constrained parameters in the radon transport model. Varying the gas transfer velocity by ±50% has a marked effect on estimated groundwater inflow: a 50% decrease in 222Rn would result in an estimated gain of 0.0 L/s, implying that 100% of streamflow comes from the surface, while a 50% increase in 222Rn would result in an estimated gain of 0.45 L/s, which was more than what was actually measured. In addition, radon modeling is limited to detecting subsurface sources that have an appreciably high concentration of 222Rn, which requires subsurface residence times of more than a couple of days, with secular equilibrium being reached only after ~2 weeks. It is possible that subsurface sources with brief residence times and thus low 222Rn concentration could go undetected.

Overall, these uncertainties could contribute to uncertainty in the exact volume and proportion of subsurface discharge sources for a given reach, particularly at low flows for any one of our data interpretations. However, if the errors are of similar magnitude for each reach, then the overall pattern across the watershed should remain. In addition, we have the added benefit of combining discharge, soil hydrometric data, and multiple stream tracers, which helps minimize the influence of error in any single data source. Given these factors, we argue that our results are suitable for characterizing the watershed's behavior and developing conceptual models of streamflow generation.




Conclusion

In this study, multiple environmental tracers were used to estimate the discharge of soil and bedrock groundwater along a 5 km reach of a snowmelt-dominated mountainous catchment at a variety of hydrologically important times. 222Rn modeling indicated that streamflow is generated predominantly from subsurface sources for all sampled periods. EMMA results indicated that streamflow chemistry could be explained by discharge from soil and bedrock groundwater. On average, bedrock groundwater comprised 38% of streamflow at the watershed outlet but fluctuated between a low of 26% in spring and a high of 44% in early summer. Bedrock groundwater discharge for individual stream segments was not well-correlated with landscape characteristics for incremental sub-watersheds draining to the segment (01 km2); however, it was well-correlated with the aggregated watershed landscape characteristics upstream of that segment (>2 km2). EMMA-derived mixing models showed that headwaters are dominantly composed of soil groundwater and that bedrock groundwater becomes an increasingly more important component to streamflow at larger catchment scales with lower elevations and higher UAA values, suggesting 3D topography-driven flow. For the accumulated watershed characteristics, correlations among landscape and end-member discharge were strong across variable states of catchment “wetness” conditions, and accumulated elevation or total upslope area were robust predictors of groundwater discharge during all seasons (r2 = 0.52–0.98). Groundwater discharge can be expected to constitute a significant source of streamflow generation in upland and montane catchments throughout the year. Bedrock groundwater flow paths follow a 3D nested flow pattern where recharge originating in upper reaches can discharge in further downstream reaches according to the heterogeneous subsurface architecture. Groundwater discharge locations are strongly controlled by local heterogeneities and cannot be well-predicted from the incremental contributing area at scales below 1 km2. As the watershed scale exceeds 2 km2, the aggregated average groundwater discharge from these 3D flow paths increases with an increase in drainage area. These findings could be useful to other researchers in developing conceptual models of streamflow generation in other watersheds.
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Groundwater and surface water are highly interconnected systems, with the connections varying spatially, temporally and by catchment. Representing this connectivity is of key importance for future effective water management, and to address the global decline of surface water flows. Previous studies have used baseflow separation methods to quantify the groundwater contribution to surface flow volumes. However, few studies have analysed the different dynamics of deep and shallower groundwater contributions to surface water flow rates across the flow regime and attempted to quantify this changing contribution. We analysed the distribution of fast (near-surface event flow), medium (seasonal shallow groundwater discharge) and slow (deeper groundwater) pathways into surface water flows for a case study involving 58 river water quality and flow monitoring sites across New Zealand. This involved a novel application of the chemistry assisted baseflow separation method (BACH). We found that shallow and deep groundwater pathways were the most significant contributor (>80% of the daily flow rate) to river flow at most sites at the 75th flow percentile, and for many sites even at the 95th flow percentile. These findings emphasise the need to better integrate groundwater into surface water management strategies, particularly as droughts intensify, floods become more frequent and severe, and legacy nutrient input increases under changing climate and land-use.
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1 Introduction

Groundwater has long been known to be a significant contributor to river flows (Beck et al., 2013). Despite this, the dynamics and disposition of surface- and ground-water interactions remain poorly understood. This knowledge gap has been linked to decreasing river flow trends globally (Scanlon et al., 2012, 2023; Seo et al., 2018a,b; Konikow and Leake, 2014; Taylor et al., 2013; Das et al., 2021; Gorelick and Zheng, 2015), as declining river flows are attributed to increased abstractions from inter-connected groundwater systems (de Graaf et al., 2019). These declining flows are impacting the chemistry and ecology of aquatic ecosystems (Rosenberry et al., 2008), the ability to assimilate nutrient and pollutant fluxes into streams and rivers (we refer to both as rivers in this paper), and the provision of drinking water (Fan et al., 2013; Bosch et al., 2017; Singh et al., 2019). A clear understanding of the importance of the groundwater contribution to surface waters is therefore critical for effective catchment management. This paper advances our understanding of the interconnections of the surface- and ground-water components in the hydrological system (Scanlon et al., 2023; Seo et al., 2018b).

Baseflow separation methods have long been used to provide a rapid assessment of groundwater contributions to stream flow. These methods conceptualise river flow hydrographs as a combination of a lumped groundwater or “baseflow” estimate and precipitation runoff or “quick flow” (Beck et al., 2013). The lumped groundwater “baseflow” component may be variously comprised of regional groundwater flow, or more shallow near river sources such as adjacent perched aquifers, bank storage, the hyporheic zone, and braid plain aquifers (Wilson et al., 2024), and interflow from the unsaturated zone (Howcroft et al., 2019). Baseflows are represented implicitly and estimated through minimising model-to-measurement misfit rather than being based on hydrogeological properties and the simulation of hydrological processes; hence they cannot simulate spatially explicit causal relationships within the upriver catchment.

The key advantage of baseflow separation methods is that they are simple to use and can be applied even where catchment data is limited. However, this simplicity comes with compromises as different baseflow separation methods adopt alternative simple conceptualisations of groundwater inflows, each of which can introduce different biases (e.g., Yang et al., 2021), as occurs with simple representations of complex systems (Doherty and Christensen, 2011), leading to Cartwright (2022) observing that estimating the groundwater inflow to streams is not straightforward.

Typically, hydrograph baseflow separation methods are based on an analytical model (Martinez and Gupta, 2010) or are defined using filtering or smoothing methods (Lott and Stewart, 2016). Digital filters are also used (Eckhardt, 2005), where precipitation runoff and groundwater contributions are estimated based on decomposing the time series, into a series of responses with different frequencies and are similar to Fourier transforms and wavelet filtering methods. Typically, these baseflow separation techniques are based on a conceptualisation of baseflow having a longer wavelength and lower amplitude variation, while quick flow is characterised by shorter wavelengths. In New Zealand, Singh et al. (2019) applied the digital filter method at a national level to separate river flow hydrographs into two components, i.e., precipitation (quick flow) and groundwater (baseflow); note that application of this method does not involve ground-truthing. Traditionally, a stream baseflow index, defined as the ratio of the baseflow volume to total flow volume over a specified time period, is used to characterise this groundwater contribution, and is estimated using baseflow separation methods. These methods are applied to a single river location at a time and are used to reflect the upriver catchment’s average hydrological process behaviour.

End-member mixing analysis (EMMA) (Adams et al., 2009; Klaus and McDonnell, 2013) is an alternative mass balance approach to baseflow separation, which makes use of additional groundwater chemistry information to identify the groundwater components of river flow, and using river chemistry data to anchor the baseflow estimation. It uses the assumption that waters flowing through specific compartments of a combined surface and subsurface watershed have unique chemical signatures (e.g., Bugaets et al., 2023). These signatures reflect the average water chemistry sources in the capture zone above the measurement point. While attractive conceptually, this method is challenged by the difficulty of adequately characterising the source water chemistry, which typically requires high resolution sampling, and is generally accompanied by considerable uncertainty (Barthold et al., 2011; Delsman et al., 2013; Woodward et al., 2017). Cartwright (2022) also notes that the long-term variability and spatial heterogeneity of groundwater inflows also severely complicate efforts to calibrate baseflow separation techniques using such chemical mass balance methods.

A variant to both EMMA and hydrograph separation methods, is the Bayesian chemistry assisted hydrograph separation method, “BACH” (Woodward and Stenger, 2018; Woodward and Stenger, 2020; Stenger et al., 2024). BACH combines a recursive digital filter (Su et al., 2016) and EMMA in a Bayesian Framework using chemical or tracer data to inform and reduce the uncertainty of the separated hydrograph components. This combination of the strengths of both EMMA and digital filter methods allows the BACH method to harness more information than either EMMA or digital filters alone, while retaining the minimal data requirements and application simplicity of recursive digital filter methods.

The BACH method relies on river flows conceptualised as the product of time varying combinations of slow, medium and fast flow paths, which are attributed to deeper groundwater, seasonal shallow groundwater discharge, and near-surface event flow, respectively. This results in BACH being able to provide insights into possible shallow and deeper groundwater contributions to low and high stream flows very quickly, using river flow and chemical concentration data. Further, while EMMA typically requires conservative chemistry analytes, BACH is freed from this requirement, because any attenuation in groundwater, the hyporheic zone or instream is implicitly included in the concentrations assigned to each flow path (Woodward et al., 2017). Similarly, depth, area, storage and other hydraulic properties relevant to flow path delineation when using distributed numerical models, are implicitly included in the flow path filter parameters when using BACH. To date, studies using BACH have focussed on identifying nutrient load pathways into surface water ways (Woodward and Stenger, 2018; Woodward and Stenger, 2020; Stenger et al., 2024; and most recently a companion paper to this study in Yang et al., 2025).

In this study we use the advantages of BACH, to present an ambitious application of the BACH method that for the first time explores and quantifies the dynamics of changing slow, medium and fast flow path contributions to rivers across a national river monitoring network. This paper describes the application of the BACH method in a nationwide study of 58 river sites across New Zealand to quantify the dynamic contributions of fast (near-surface event flow), medium (seasonal shallow groundwater discharge) and slow (deeper groundwater) pathways into surface water daily flows. The results of this analysis are discussed followed by some conclusions on the important insights the application of the method reveals. These results provide important information for the application of integrated land and water management policy by contributing to a broader understanding of the magnitude and dynamics of the combination of near-surface and groundwater flow paths to a stream flow varying over time.



2 Methodology


2.1 General

The BACH method, developed by Woodward and Stenger (2018, 2020), assumes that a river flow hydrograph can be separated into fast, medium and slow flow components, whose relative contributions can be inferred from the temporally varying observations of water chemistry. These flow components are conceptually associated with distinct chemical end members, which have typically been differentiated using two routinely measured water analytes acting as tracers (e.g., nitrogen and phosphorous).

The method as applied to date has generally assumed fast flow components represent event-response, surface or near-surface flow, medium flow components represent seasonal shallow local groundwater flow, and slow flow components represent a persistent deeper regional groundwater pathway (Figure 1). Similar conceptualisations of these flow paths has been established in other catchment studies (e.g., Hesser et al., 2010; Broda et al., 2011; O’Brien et al., 2013; Aubert et al., 2013), and we have adopted the same flow path conceptualisation in this study. Each pathway implicitly connects land to the surface water monitoring site as depicted in Figure 1, however the method is not able to identify the spatial disposition of these pathways.
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FIGURE 1
 Schematic depiction of fast, medium and slow flow paths contributing to a river flow, modified from Stenger (2022). Surface runoff, interflow and near-surface flow contribute to fast flows into the river. Shallow groundwater provides medium flow contributions into the river. Deeper groundwater provides a slower contribution to flows.


The BACH method uses a three-component recursive digital filter (RDF) with chemical mixing models to separate the hydrograph into the fast, medium and slow flow components. Each flow component is linked to the physical near surface, shallow groundwater and deep groundwater pathways by assuming they have characteristic concentrations of each analyte, that can be considered time-invariant (Figure 2). The BACH analysis outputs comprise simulated river concentration time-series for: the mixed nutrient components that are used during history matching, the separate nutrient fluxes from the fast, medium, and slow flow components, and the fast, medium and slow contributing flows. Though not the focus of this paper, BACH outputs also include nutrient flux volumes as discussed in Yang et al. (2025).
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FIGURE 2
 Illustration of BACH model inputs, their concurrent processing by the Bayesian parameter inference scheme, and resulting outputs. Modified from Stenger et al. (2024).


The BACH signal filtering method conceptually models a flow response to long term recharge and rainfall events, with the incorporation of water chemistry information. The outcome is a hydrograph separation that better reflects slow to fast rates of movement through the catchment system by inferring dominant flow path velocities.

The BACH model is described fully in Woodward and Stenger (2018, 2020), but we give a brief summary here for clarity. The method uses two RDFs, that separate the river flow (yn) on day n, first, into fast flow (fn) and remaining flow (rn) (Equation 1), and then into medium flow (mn) and slow flow components (sn) (Equation 2):

fn=yn−rn      (1)

mn=rn−sn,      (2)

where rn is estimated by the first RDF:

rn=min(yn,(a1,m∗rn−1+b0,m∗yn)),      (3)

And the second RDF, sn is estimated by

sn=min(rn,(a1,s∗sn−1+b0,s∗rn)).      (4)

Here, a1,m, b0,m, a1,s, and b0,s are filter parameters in the interval [0,1], with the constraint that a1/(1 − b0) ≤ 1, this constraint is also used in Eckhardt (2005) and Su et al. (2016). These filter parameters are estimated along with component concentration parameters (for each analyte; cf, cm, and cs for fast, medium, and slow component analyte concentrations, respectively). The mixing model (Equation 5) predicts analyte concentration in the river (on day n) as:

yn∗cn=fn∗cf+mn∗cm+sn∗cs.      (5)

In the current study, cf, cm, and cs are assumed to vary nonlinearly through time according to the following harmonic form, as described in Equation 6 (Woodward and Stenger, 2020),

ct=e0∗(1−x)+e1∗x+f1∗sin(πx)+f2∗sin(2πx)      (6)

where e0 is the initial concentration, e1 is the final concentration, x is the time scaled between 0 and 1, and f1 and f2 are harmonic coefficients to be inferred.

If using two analytes, as in this study where we used nitrate-nitrite nitrogen (NNN) and total phosphorus (TP), a total of 28 parameters are estimated when applying the BACH model, i.e., the four filter parameters in Equations 3, 4, and 12 concentration parameters for each analyte (e0, e1, f1, and f2 for each flow path component).



2.2 Model convergence, goodness of fit and uncertainty quantification

History matching of the model parameters was achieved using the Bayesian Markov Chain Monte Carlo (MCMC) methodology, this was implemented using the Stan algorithm (Stan Development Team, 2024). Goodness of fit metrics, as described below, are used to evaluate the credibility of the model parameterisation.

Detail on the specific computation algorithm and its implementation in BACH can be found in Woodward and Stenger (2018, 2020), and references therein. In our study, we employed the Gelman and Rubin (1992) statistic, often known as the R-hat statistic, to determine convergence of the MCMC algorithm. It is a metric for analysing the variability of samples collected from multiple chains of a Bayesian sampling method. It is defined as the sample size-adjusted ratio of between-chain variance to within-chain variance (Equation 7).

R≈between−chain variancewithin−chain variance.      (7)

where between-chain variance is the variance of the parameters across all Markov chains, within-chain variance is the average of the variance in the parameters for each chain.

An R-hat near to one, suggests convergence to a stable posterior distribution. Values noticeably higher than 1 indicate that more iterations are required for improved convergence. In our study we aimed for a Gelman-Rubin statistic of 1.1, as suggested by Gelman et al. (2004).

We also used a goodness-of-fit statistic to evaluate model to measurement fit. In this investigation, we used daily flow and available coincident river NNN and TP data to calibrate our BACH models (refer to Supplementary Table S4), initially assuming that the standard uncertainty for each analyte was 0.02 mg L−1 for TP and 0.2 mg L−1 for NNN as employed by Woodward and Stenger (2018).

The root mean squared error (RMSE) is the most used goodness-of-fit statistic in BACH: RMSE measures the average squared difference between observed and predicted values, providing a sense of the model’s accuracy in the original units of the data to assess the goodness-of-fit of model findings and to provide a visual comparison of simulated and modelled data. A generalised form of the RMSE (GRMSE, after Woodward and Stenger, 2018) is presented below. This provides a measure of reliability of the estimated “endmember” concentrations for fast, medium and slow flows components, and the ratio of flow components from low to high flows based on how well they provide outputs that can reproduce the observed phosphorous and nitrate concentrations:

GRMSE=1nD∑j=1nD2σDj2[l(0)−l(D̂j−Dj)]      (8)

where, D̂j is value of the jth observation, with a total number of nD; Dj is the corresponding model prediction value; l(D̂j−Dj) is the log-likelihood of residual (D̂j−Dj), while l(0) is the log-likelihood of (D̂j−Dj) being zero; σDj is the standard deviation of the observation.

The initial 3 years of the time series are used as warm-up data, and hence goodness of fit criteria are only applied after that time.

The goodness of fit metrics do not necessarily provide a reliable indication of the uncertainty of the model predictions of fast, medium and slow flow components (Kitlasten et al., 2022). Instead, the MCMC adopted with BACH is used to quantify the uncertainty of the simulated outputs due to parameter non-uniqueness, model simplification, observation error and an assumed prior parameter distribution.



2.3 Groundwater contributions to river flow dynamics

Previous studies have used the BACH method to explore the fast, medium and slow flow path contributions to estimate nutrient loads to rivers. In this study we instead explore groundwater contributions to flow rates. Fast, medium and slow contributions to river flows can be analysed for any hydrograph, and the patterns of these pathways in river dynamics can be explored across the cumulative flow distribution. We discuss the contribution of different flow pathways to river flow rates, with pathway contributions normalised as percentages of the measured total flow at seven selected flow exceedance thresholds or “percentiles” (i.e., 1st, 5th, 25th, 50th, 75th, 95th, 99th) at each of the selected river monitoring sites.

To explore potential relationships between the BACH separated flow ratios and a representative site characteristic we utilised the flashiness index (FI) as used in Woodward and Stenger (2018) (Table 1). The FI (Equation 9) is a dimentionless measure of the river flow variability at short timescales. It is computed by dividing the pathlength of flow oscillations for that time period (i.e., the sum of the absolute values of daily variations in mean daily flow) by the total discharge for a given time period (Baker et al., 2004; Equation 8). A higher FI number implies a river in which the flow varies quickly and is often associated with reduced baseflow contributions (Deelstra and Iital, 2008).

FI=∑i=1n∣qi−qi−1∣∑i=1nqi      (9)

where FI is the Flashiness Index, ∑i=1n∣qi−qi−1∣ is the sum of the absolute values of daily changes in mean daily flow (pathlength of flow oscillations), ∑i=1nqi is the total of the mean daily flows.


TABLE 1 Statistics of count, mean, and standard deviation for observed annual mean flow, TP, NNN, and FI for sites assessed in this study.


	Data metric
	River name and site
	Flow (m3 s−1)
	NNN (mg m−3)
	TP (mg m−3)
	FI



	n
	Mean
	Std.
	n
	Mean
	Std.
	n
	Mean
	Std.

 

 	AK1 	hoteo_@_gubbs 	7,993 	5.7 	11.7 	263 	293 	233 	262 	60 	35.2 	0.52


 	AK2 	rangitopuni_@_walkers 	7,993 	1.4 	3.3 	263 	185 	138.6 	261 	66 	41.1 	0.66


 	AX1 	clutha_@_luggate_br 	8,008 	264.8 	98.1 	259 	32 	11.5 	258 	4 	16.4 	0.06


 	AX2 	kawarau_@_chards_rd 	7,980 	202.0 	90.6 	258 	24 	6.6 	255 	35 	109.9 	0.05


 	AX3 	shotover_@_bowens_peak 	8,008 	36.0 	26.3 	261 	17.7 	9.8 	261 	97 	293.6 	0.20


 	AX4 	clutha_@_millers_flat 	8,007 	521.5 	198.0 	260 	35 	18.4 	257 	9 	15.8 	0.07


 	CH1 	hurunui_@_mandamus 	7,994 	51.1 	43.0 	258 	18 	22.4 	261 	36 	235.7 	0.17


 	CH2 	hurunui_@_sh1_br 	7,995 	71.8 	69.1 	263 	365 	182.5 	262 	44 	166.1 	0.17


 	CH3* 	waimakariri_@_gorge 	7,994 	125.3 	101.7 	262 	79 	36.2 	262 	48 	177.6 	0.24


 	CH4* 	waimakariri_@_old_highway_bge 	7,995 	111.0 	102.6 	256 	148 	119.3 	260 	63 	235.8 	0.27


 	DN2 	sutton_stm_@_sh87 	7,210 	1.2 	2.6 	237 	24 	66.3 	237 	22 	19.4 	0.40


 	DN4 	clutha_@_balclutha 	8,009 	567.7 	218.6 	262 	94 	104.5 	262 	14 	17.1 	0.08


 	DN5 	mataura_@_seaward_downs 	8,008 	87.8 	85.3 	262 	1,155 	352.1 	262 	54 	57.8 	0.21


 	DN9 	waiau_@_tuatapere 	8,009 	132.2 	148.9 	261 	246 	125.9 	261 	18 	29.9 	0.20


 	GS1 	waipaoa_@_kanakanaia_c/w 	8,001 	30.5 	62.0 	262 	163 	172.6 	262 	157 	324.9 	0.42


 	GS2 	waikohu_@_no_1_br 	8,001 	0.8 	1.5 	262 	216 	180.1 	262 	34 	59.1 	0.39


 	GS3* 	motu_@_waitangirua 	8,000 	11.8 	17.8 	261 	177 	164.8 	260 	42 	55.0 	0.40


 	GS4 	motu_@_houpoto 	8,001 	85.5 	113.9 	262 	61 	53.6 	262 	59 	119.8 	0.40


 	GY1 	buller_@_te_kuha 	8,001 	411.1 	440.9 	262 	72 	45.8 	260 	20 	42.0 	0.37


 	GY2 	grey_@_dobson 	8,002 	348.0 	321.5 	262 	138 	72.1 	259 	21 	50.7 	0.36


 	GY3 	grey_@_waipuna 	8,002 	55.2 	62.0 	262 	44 	41.2 	262 	16 	68.7 	0.45


 	GY4 	haast_@_roaring_billy 	7,971 	187.4 	220.3 	260 	32 	11.0 	260 	27 	97.9 	0.47


 	HM1 	waipa_@_otewa 	8,008 	11.8 	12.6 	263 	276 	159.1 	263 	37 	63.4 	0.25


 	HM2 	waipa_@_sh23_br_whatawhata 	8,009 	82.6 	80.5 	263 	764 	388.9 	262 	80 	42.1 	0.16


 	HM6 	ohinemuri_@_karangahake 	8,002 	11.5 	18.4 	262 	441 	267.5 	262 	16 	16.0 	0.38


 	HV1* 	Makaroro_@_Burnt_Bridge 	10,179 	6.5 	9.3 	334 	66 	59 	332 	34 	93 	0.27


 	HV2 	Tukituki_@_Red_Bridge 	11,419 	42,0 	93.2 	374 	637 	508 	373 	54 	141 	0.42


 	HV3* 	Ngaruroro_@_Chesterhope 	11,418 	40.8 	70.6 	371 	96 	94 	370 	42 	95 	0.34


 	HV4 	Ngaruroro_@_Kuripapango 	11,417 	16.9 	20.3 	374 	11 	11 	371 	7 	20 	0.31


 	NN1* 	motueka_@_woodstock 	8,001 	51.6 	61.6 	262 	205 	149.1 	262 	15 	32.7 	0.36


 	NN2* 	motueka_@_gorge 	8,001 	7.0 	10.3 	262 	26 	23.0 	261 	6 	17.8 	0.51


 	NN3* 	wairau_@_dip_flat 	8,000 	26.5 	22.8 	260 	14 	12.5 	260 	16 	58.0 	0.21


 	NN5* 	buller_@_longford 	8,000 	69.5 	53.0 	262 	35 	26.0 	262 	12 	54.3 	0.19


 	RO1 	tarawera_@_lake_outlet_recorder 	8,000 	6.9 	1.4 	260 	1 	1.7 	260 	8 	2.2 	0.02


 	RO2 	tarawera_@_awakaponga 	8,001 	28.9 	6.4 	263 	386 	45.5 	263 	110 	22.8 	0.03


 	RO3 	rangitaiki_@_murupara 	8,001 	20.1 	7.2 	263 	804 	241.4 	262 	31 	7.5 	0.03


 	RO4 	whirinaki_@_galatea 	8,001 	14.6 	12.3 	263 	111 	81.6 	263 	39 	26.4 	0.13


 	RO5 	rangitaiki_@_te_teko 	8,001 	66.2 	33.1 	262 	404 	158.0 	261 	38 	11.1 	0.13


 	RO6 	waikato_@_reids_farm 	8,000 	150.9 	62.2 	261 	0.9 	1.0 	261 	5 	1.6 	0.20


 	TK1 	opihi_@_waipopo 	8,001 	17.9 	40.3 	263 	572 	388.2 	263 	13 	29.4 	0.22


 	TK2 	opihi_@_rockwood 	8,001 	4.8 	7.9 	263 	1,121 	663.2 	263 	24 	79.9 	0.30


 	TK3* 	Opuha_@_Skipton 	8,001 	8.2 	6.2 	263 	278 	157.7 	261 	14 	17.9 	0.07


 	TK4 	waitaki_@_kurow 	8,002 	348.9 	121.5 	263 	7 	8.2 	262 	8 	55.4 	0.12


 	TK5 	hakataramea_@_above_mhbr 	8,002 	5.1 	11.3 	262 	50 	131.9 	260 	9 	26.3 	0.26


 	TK6 	waitaki_@_sh1_br 	8,001 	356.8 	124.1 	263 	67 	71.3 	263 	11 	16.0 	0.11


 	TU1* 	whanganui_@_te_maire 	8,002 	70.0 	69.9 	259 	263 	200.9 	259 	42 	91.1 	0.25


 	TU2 	tongariro_@_turangi 	8,002 	30.7 	21.7 	258 	40 	30.1 	258 	22 	21.4 	0.16


 	WA1 	waitara_@_bertrand_rd 	8,001 	54.0 	75.6 	262 	323 	196.5 	262 	93 	151.5 	0.45


 	WA2 	manganui_@_sh3 	8,001 	1.6 	2.3 	262 	114 	89.6 	262 	32 	190.5 	0.61


 	WA4 	whanganui_@_paetawa 	8,002 	206.8 	247.9 	259 	218 	185.6 	258 	81 	126.9 	0.32


 	WA5* 	rangitikei_@_mangaweka 	8,001 	63.2 	63.1 	261 	85 	84.1 	260 	53 	181.0 	0.27


 	WA7 	manawatu_@_weber_rd 	7,988 	13.5 	28.8 	263 	470 	338.1 	263 	100 	299.4 	0.46


 	WH1 	waipapa_@_forest_ranger 	7,995 	4.8 	10.9 	263 	24 	27.5 	263 	13 	21.5 	0.62


 	WH2 	waitangi_@_wakelins 	7,993 	7.9 	14.5 	263 	238 	188.6 	262 	30.0 	29.6 	0.46


 	WH3 	mangakahia_@_titoki_br 	7,978 	23.3 	42.0 	263 	120 	124.2 	263 	34 	38.4 	0.49


 	WH4 	wairua_@_purua 	8,009 	17.5 	28.8 	263 	391 	339.2 	263 	75 	53.9 	0.36


 	WN2 	hutt_@_kaitoke 	8,008 	8.0 	11.1 	263 	34 	17.5 	263 	9 	29.0 	0.60


 	WN5* 	ruamahanga_@_mt_bruce 	8,009 	9.6 	13.2 	263 	36 	23.9 	263 	11 	31.6 	0.69





Grey background are sites where the BACH method could not be reliably applied.
 



2.4 New Zealand case study

New Zealand river catchments occur across multiple geologies, soils, topographies, land uses, and rainfalls, resulting in multiple catchment types. Many of these catchments have headwaters in hilly or mountainous terrain, and outflows at the coast, and are associated with mapped alluvial aquifers. In most of these catchments groundwater flow is known to interact substantially with the surface water flow systems (Yang et al., 2025; Singh et al., 2019).

The data were supplied by the New Zealand Institute of Water and Atmospheric (NIWA) National River Water Quality Network (NRWQN, 2024; Ballantine and Davies-Colley, 2014). Surface water flow and water quality time-series data suitable for BACH analysis were available for 58 sites across our New Zealand case study (Figure 3 and Table 1). Further site details can be found in Supplementary Table S4.
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FIGURE 3
 Location of the 58 New Zealand River Water Quality Network monitoring sites used across the New Zealand case study.


Flow time series data was available at daily intervals at all sites, but with some data gaps that were filled using linear interpolation methods. Generally, the dataset provided monthly measurements of water quality analytes, collected by a combination of automated and grab samples. The time series of flow and water quality generally spanned more than 20 years (e.g., Figure 4).

[image: Two sets of graphs show nutrient and flow components over time, labeled "a" for AK1 and "b" for WA4. Each set includes three line graphs depicting Total Phosphorus (TP), Nitrate (NH4), and flow rates from 2000 to 2018. Black dots and red lines highlight data points and trends.]

FIGURE 4
 Simulated and observed TP and NNN concentrations and flows at site; (a) AK1 and (b) WA4. The model prediction for TP and NNN are displayed in red for the median model prediction, and grey bands include the 95% credible interval (which reflects parameter uncertainty).


We elected to use the combination of flow, TP and NNN data for the BACH analysis, as these analytes were most widely available in NRWQN (2024). Variations in the river TP and NNN concentrations at varying flow rates were used to identify distinct water quality signatures associated with slow, medium, and fast surface water flow components. This enabled us to explore the deeper and shallower groundwater pathway contributions to river flow across the full hydrograph range for multiple sites in New Zealand.

The reliability of flow-concentration relationships, and therefore the performance of the BACH method can be compromised by artificial modulation of the flow response to catchment recharge events. This includes the presence of dams, controlled flows, and lakes—the presence of these features is inconsistent with the governing assumptions of the applied methodology. The flows at monitoring site AX1 on the Clutha River, for example, are impacted by the dam on Lake Hawea (as well as by buffering from the lake itself), while flows at site AX2 on the Kawarau River are likely impacted by the buffering effect of Lake Wakatipu and the control gates that influence lake outflow, and at Clutha River site AX4 by the Roxburgh Dam. The sequence of hydroelectric dams on the Waitaki River strongly modulates flow at site TK4, as well as at the downriver, non-convergent site TK6. Sites RO6 and RO1 are proximally downriver of the outflows of Lake Taupō and Lake Tarawera, respectively, and the flow-concentration relationship is likely to be impacted by buffering of the lakes. Site TK3 on the Makaroro River, had a large number of gaps in the site flow record, and Site RO1 had very low nutrient concentration, compromising the ability to use these data time series. These eight sites were removed from the analysis (see grey shading in Table 1), leaving a total of 50 sites used for this analysis.

Observation weights assigned in the BACH analysis were initially based on the assumption of a uniform standard uncertainty across all sites (0.2 mg L−1 and 0.02 mg L−1 for TP and NNN, respectively), with a Gaussian distribution assumed for observation errors. These weights essentially serve as a fitting tolerance, reflecting the anticipated combined error from measurement error and model structure and parameterisation error (Woodward and Stenger, 2018). For the sites with very low concentrations, this error term was subsequently reduced, to ensure the signal was not obscured by underfitting (refer to Section 3.1).




3 Results and discussion


3.1 Data summary

A range of catchments with various dimensions, topography, hydrogeology and land use patterns are represented across the monitored sites. Summary statistics for the flow, NNN, and TP datasets used in the analysis, for each site, are presented in Table 1. Across these sites the mean flows and concentrations vary widely. For example, the mean flow across all sites ranges from a minimum of 0.8 m3 s−1 (site GS2) up to 567.7 m3 s−1 (site DN4), the mean NNN concentration varies from 0.9 (RO6) to 1,155 mg m−3 (site DN5) and the mean TP concentrations varies from 4 (site AX1) and 157 mg m−3 (site GS1).

At a number of sites with low nutrient concentrations, some adjustment of the observation weights was required to enhance the signal to noise ratio, and to facilitate the extraction of the flow partitioning information used by the BACH model (see Section 3.2). These sites are denoted by an “*” symbol in Table 1, if TP or NNN was a concern. Weights adjustment generally involved an iterative increase in observation weight (i.e., seeking a tighter fit to the data) for sites with low TP and NNN concentrations. However, in a few cases the weights were decreased to avoid fitting to noise. The final weights and parameters applied to the data at each site are listed in Supplementary Table S1.



3.2 History matching

History matching with the BACH model was able to establish fast, medium and slow flow components of river flow, based on acceptably good fits to the measured nutrient concentrations for all 50 sites used in the analysis. Figures 4, 5 depict the model to measurement fits to the observed instream concentration values (depicting the AK1 and WA4 sites). These 50 sites all converged to an acceptable level as defined by the Gelman R statistic, with the R-hat values all within the acceptable 1–1.1 range. The performance of the model is slightly challenged however in reproducing high observed TP concentrations, while the model was able to fit intermediate and low TP concentrations reasonably well. This reflects a weakness of the BACH model, which does not represent the non-linear increases in TP entering near-surface pathways during storm events as particulates.

[image: Two bar charts compare flow components as a proportion of total flow for AK1 and WA4. Both charts show fast, medium, and slow flow components in blue, green, and pink, respectively. The AK1 chart has fast flow highest, followed by medium and slow. The WA4 chart shows similar proportions, with fast and medium flows nearly equal, and slow flow the lowest. Each chart includes error bars and a legend.]

FIGURE 5
 Predicted flow contributions as a fraction of total flow volume over the 20 year period for sites AK1 and WA4. Boxplots indicate the 0.025, 0.25, 0.5, 0.75, and 0.975 uncertainty quantiles for the inferred value.


The BACH method relies on the presence of a clear (and simple) relationship between river flow and analyte concentrations to effectively and reliably separate flow components. At the same time BACH allows the hysteresis between the flow components to be represented, allowing the mix of flow path components for any flow rate to vary on the rising and falling limb of a hydrograph. At other sites the relationship between these variables appears even more complex. Despite a converging solution, it was sometimes challenging to reproduce (relatively infrequent) high TP concentrations, suggesting that there is a stream flow and phosphorous loading behaviour that the BACH model conceptualisation is unable to represent as depicted in Figures 4, 5 for sites AK1 and WA4, with mean flows of 5.7 m3 s−1 and 206.8 m3 s−1, respectively. At other sites it was difficult to achieve an acceptable converged solution without careful attention to observation weights, and this reflects the lack of a unique parameter solution potentially caused by similar flow path tracer concentrations. Application of BACH at these sites is presumably challenged by the absence of strong relationship between river flow and analyte concentrations and potentially contamination of the relationships by erroneous data points.

The fits to the NNN observations in Figure 4 indicate some bias in the simulated concentration values, with high NNN concentrations biased low. Woodward and Stenger (2020) suggested that similar biased trends could be related to structural deficiency within the model inhibiting its ability to represent flashy system behaviour and its relationship to Total Nitrogen concentration.

Many sites demonstrate strong seasonal signal in NNN concentration data. For example, in the case of AK1 and WA4 (Figure 4) NNN concentrations peak in winter. Typically, where such seasonal variations are present the BACH model is able to reproduce them. However, there is still variation in the fit of the NNN predictions, with greater misfit occurring for more extreme observed values (e.g., near zero concentrations).

TP observations are not dominated by seasonal processes to the same extent. The modelled TP time series typically has greater variability, with a higher frequency and amplitude of variations, than observations. Peak observed concentrations, especially for TP, are often not well reproduced by the BACH model. These model to observation misfits can be attributed to system dynamics that are not well represented by the underlying simplifying assumptions of the BACH model.

The magnitude of the prediction uncertainty varies from site to site. Generally, for most catchments the GRMSE was around or below the assumed standard deviation for each analyte (e.g., 0.02 mg/L for TP and 0.2 mg/L for NNN, Supplementary Figure S1). The GRMSE for a number of sites is well below the assumed standard deviation (especially for NNN). This may be an indication that the model is over-fitting. However, it is noted that the sites with particularly low GRMSE generally have low concentrations, and hence a lower GRMSE is appropriate.

We note that despite some poor fits to the concentration time series, Stenger et al. (2024) observed that in general the relative pathway flow contributions had small errors. Our study is consistent with this, with all sites estimating the proportion of flow path contributions to stream flow with a small uncertainty quantified from the MCMC process (e.g., Figure 5). Slow (deep groundwater) flow path contributions typically have the narrowest confidence interval, with medium (shallow groundwater) and fast (near surface) flow contributions having slightly larger confidence intervals, indicating greater correlation between the medium and fast flow paths.

As mentioned above, field validation of chemistry assisted baseflow separation techniques using such chemical mass balance methods are challenged by long-term variability and spatial heterogeneity of groundwater inflows. However, two of the study catchments (HM6 and HV2) have relatively hydrogeologically simple catchment flow systems with some long-term groundwater nitrate concentration data (Moreau et al., 2025). We compared stream NNN concentrations for these sites with the groundwater nitrate concentrations in the surrounding catchment; we focussed only on measured nitrate concentrations, as in groundwater NNN is almost solely comprised of nitrate. Assuming a simplifying assumption of a medium and slow flow path separation depth of 80 m and 90 m below ground surface in the HM6 and HV2 stream catchments respectively, a reasonable correspondence between average groundwater measured concentrations and BACH flow-path concentration estimates was observed (refer to Supplementary Figure S2 and Supplementary Table S5).

However, this result does not verify the BACH flow-path insights. If independent groundwater chemistry data was more widely available, within delineated groundwater capture zones above the stream monitoring site, such a field validation of the chemistry end members could be possible, as noted by Cartwright (2022). However, it is worth emphasising that the strength of baseflow separation methods, including BACH, lies in the insights it provides quickly with little data. These insights can be used to guide future more detailed sampling and modelling work.



3.3 Contribution of groundwater to surface water flows

While previous studies using BACH analysis have focussed on nutrient loads entering rivers, also implicit in the BACH analyses is a characterisation of the surface- and ground-water interactions above the measurement site over time.

Figures 6a,b show the median of the posterior predicted timeseries for the flow pathway components for sites AK1 and WA4, respectively. From this figure it is clear that the variability of the slow flow component is significantly dampened relative to the total river flow, showing only low frequency signals. The medium flow component has a dampened frequency and amplitude of the total flow time series, while the fast flow component tends to have a frequency and amplitude commensurate with the total flow time series.

[image: Graphs showing flow components over time for two datasets, AK1 and WA44. Each set has four line charts: total flow (black), fast flow (blue), medium flow (green), and slow flow (red) from 2000 to 2018. The AK1 charts show lower flow values compared to WA44, which has significantly higher peaks across all components. The data helps visualize flow variations over time.]

FIGURE 6
 Separation of flow at (a) AK1 and (b) WA4 into slow, medium and fast flow components.


Also implied in Figure 6 is that groundwater input to rivers is irregular over short timescales (days to months). A similar observation was noted by Cartwright (2022), who comments that it is not clear whether baseflow as a whole varies smoothly, as is typically assumed in hydrograph baseflow separation techniques.

Due to the relative magnitude of the three flow components (e.g., slow flow, median flow and quick flow) it is often difficult to identify the changes in the dominant flow component during temporally varying river flow conditions. To address this, we explored the relative magnitude of each flow path component for the flow duration (exceedance) curve at all sites. When the three flow components are normalised by the total flow, the relative contributions of slow, medium and fast components across the flow range become more apparent. Figures 7a,b provides an example of these results for sites AK1 (Hoteo River, Auckland) and WA4 (Whanganui River) which correspond to the time series plots shown in Figure 6.

[image: Six-panel graphs labeled "a" and "b" display flow data. Both columns include: 1. Total Flow vs. Percentile in yellow, showing a rapid increase at high percentiles. 2. Total Groundwater in green, spread across percentiles. 3. Slow Groundwater in red, declining as percentiles rise. 4. Medium Groundwater in blue, increasing with percentiles. 5. Near Surface Water in black, showing varied flow ratios. Panels highlight differences in flow patterns across types and percentiles.]

FIGURE 7
 Flow and flow contributions summary at all flow percentiles at river sites: (a) AK1 (left), and (b) WA4 (right). Top panel is the river flow exceedance curve. Next is the ratio of total groundwater contribution to the measured river flow, then the ratio of slow (deep groundwater) contribution to measured river flow, the ratio of medium (shallow groundwater) contribution to measured river flow, and the bottom panel is the ratio of fast (near surface) flow path contribution to measured river flow.


As expected, at all sites, at low river flows (highest probability of flow exceedance) the slow flow components dominate, reflecting deeper groundwater inflow. Fast flows (reflecting near surface flows) dominate at the highest river flows. The median flow component contributions (shallow groundwater) also increase with increasing total river flow.

Different flow paths are activated during the rising limb compared to the falling limb of a flow event and seasonal patterns, with a resulting hysteresis of flow pathway characteristics (Woodward and Stenger, 2020; Bowes et al., 2005). Therefore, hysteresis in the flow path contribution to total flow ratios will depend on the antecedent or postcedent interaction between multiple dynamic components (e.g., river stage, aquifer head). Because of this the simulated flow component ratios vary for specific flow percentiles (Woodward and Stenger, 2020). The changing flow paths that are activated in the rising and falling limbs of hydrographs results in scatter or variability in these contributions for any selected river flow percentile as seen in Figure 7.

Somewhat surprising, and an important motivation for writing this paper, is the indication of the continuing importance of groundwater (both slow and medium groundwater contributions) at reasonably high flow percentiles (Figure 7). Such results suggest that high river flows are as much a function of increased medium (shallow groundwater) discharges as fast (near surface) flows. For most sites groundwater components (combined slow and medium components) dominate, even to higher flow percentiles.

We focus on flow rates as our primary interest is understanding how groundwater flow paths contribute to river flows during low flow drought events and during flood events. However, we note that previous studies using BACH have focussed on flow volumes and nutrient loads. The same flow path contributions depicted in Figure 7 could also be normalised by total volume rather than flow rate, which would tend to compress the left-hand end and expand the right-hand end of the above Figure 7.

Figure 8 shows the case study distribution of the combined groundwater flow path proportions normalised by river flow, for the 25th, 75th and 95th flow percentiles of the flow exceedance distribution for all sites. These contributions are also summarised for all sites in Supplementary Tables S2, S3. The key result in Figures 8a,b is the predominance of groundwater contributions at low flows (at the 25th flow exceedance percentile), which continues at the 75th flow percentile for most sites in this study. This groundwater contribution dominance extends to many sites even at high flows (the 95th flow percentile) as depicted in Figures 8c.

[image: Map series showing groundwater contributions to stream flows in New Zealand at different flow exceedances: (a) 25%, (b) 75%, and (c) 95%. Circular markers indicate groundwater contribution ranges from 0.00 to 1.00, represented by varying circle sizes and colors. Key cities like Auckland, Wellington, Christchurch, and Dunedin are labeled. A scale bar and compass orientation are included.]

FIGURE 8
 Contribution of groundwater components (slow and medium flow paths) to: (a) the 25%, (b) 75%, and (c) 95% river flow percentile.


These results are supported by previous work which has also indicate that groundwater plays an important contribution to river baseflows. Using a baseflow a filtering method Singh et al. (2019) found that the baseflow index indicated that on average 53% of streamflow volume in New Zealand is sustained by groundwater and other delayed sources. Similarly, Rajanayaka et al. (2020) and Ahiablame et al. (2013) found that groundwater contributed 77 and 60% of total stream volumes in the Waikato catchment (New Zealand) and sites in Indiana (USA), respectively. These studies pointed out the importance of these substantial groundwater contributions to total stream flow for adequate management of water resources and water quality.

By exploring the dynamics of the groundwater contribution to river flow, the results shown in this paper suggest that groundwater contributions to stream flow rates may be even higher, with values of groundwater contributions being commonly over 80% of river flow at the 75th flow percentile and many streams are still predominantly groundwater sourced at the 95th flow percentile.

Further, the analysis suggests that on average more than 40% of the 50th flow percentile is contributed by older water in slow flow paths. While not reflected in current water management practice, these results are consistent with those of Tetzlaff et al. (2014) who found that pre-event water (e.g., older than near surface flows) accounted for >80% of flow, even in large events. Similarly, Stewart et al. (2012), Morgenstern et al. (2010), and Stewart et al. (2010) have also identified old water contributions to river flow. The results are also consistent with Sklash and Farvolden (1979) who noted that groundwater discharge into rivers explains the temporal variations in river water chemistry which are not adequately accounted for by other theories.

Figure 9 provides a summary of the variation around the mean proportions for the 5th, 25th, 50th, 75th, and 95th percentiles for all sites. The figure shows a clear pattern of a decreasing proportion of slow flow paths and increasing proportion of medium flow paths as river flows increase at all sites. Also evident is the dominance of fast flows only at very high flows (>95% flow percentile), but with similarly high contributions also occurring from shallow groundwater flow paths. The variation in these mean flows across catchments is high and can likely be attributed to differences in surface runoff, infiltration and flashiness.

[image: Box plot grid showing distributions of Total Groundwater, Slow Groundwater, Medium Groundwater, and Near Surface Flow at mean values of 5%, 25%, 50%, 75%, and 95%. Each row represents a different water type with corresponding colored boxes: green, red, blue, and black. Outliers are marked by dots.]

FIGURE 9
 Box plot grid displaying median estimates of total, slow, medium groundwater, and near surface flow path contributions at 5, 25, 50, 75, and 95 river flow exceedance percentiles. Each row represents total, slow, medium groundwater, and near surface flow contributions respectively, with columns showing the distribution of these flow path contribution estimates at specified flow exceedance percentiles.


Finally, we explored the relationship between the slow flow path contributions and the FI (combining data from Table 1 and Supplementary Table S2), and found that while these are generally negatively correlated, consistent with patterns already reported in the literature (Woodward and Stenger, 2018, 2020), the correlation was not statistically significant. We note that Singh et al. (2019) and Yang et al. (2025) explored the relationship of average baseflow volumes with geological and geomorphological characteristics of catchments to extend catchment baseflow estimates and river nutrient loads to unmonitored catchments. Preliminary analyses were undertaken in this study which also indicate correlations with these characteristics, albeit with each mappable variable not correlated at a statistically significant level. Correlations of combinations of these mappable variates with the flow components would be a useful extension to this work.




4 Conclusion

Our study demonstrates two key advantages of the BACH method; (i) it can be used to provide conceptual insights on the deep and shallow groundwater contribution to stream flow very quickly and at large scales, and (ii) it can provide these insights based on only sparse datasets. This offers distinct advantages over existing chemistry assisted (e.g., EMMA) and conventional two component baseflow separation methods. These insights can then be used to guide future field programmes and modelling work.

Applying the BACH methodology to sites within the active National Water Quality Network in New Zealand provided important information on the source of river inflows. A key finding of this study, and the primary motivation for writing this paper, is the persistent and significant contribution of groundwater to river flows (both deep slow and shallow groundwater flow paths) even at high flow percentiles.

The results obtained in this study indicate that for most sites analysed, groundwater components (combined slow and medium flow components) were found to dominate flows, even at higher flow percentiles. The analyses indicate that on average more than 40% of the 50th flow percentile is contributed by slow groundwater flow paths (considered to be analogous to deeper regional groundwater flow). The combination of slow flow paths (deep groundwater) and medium flow paths (shallower groundwater) contributes more than 80% of river flows at the 75% flow percentile. For many sites this high groundwater contribution persists even at the 95% flow percentile. Meanwhile high river flows can be a function of increased medium (shallow groundwater) discharges as much as fast (near surface) flows.

Our analysis also revealed that the slow and medium baseflow components of river flows vary significantly over short time scales (days to months). This calls into question the common assumption of a smoothly varying baseflow component. Understanding these dynamics is important for a broader understanding of how the quantity and quality of baseflow may vary over time, particularly as future climate patterns change.

This study demonstrated the use of BACH, as a powerful but simple alternative to current baseflow separation methods for examining the extent and dynamics of surface- and ground-water system connectedness across the river flow regime as measured at a single location. This extends the current application of the BACH method which to date has been used to identify whether the provenance of nutrient sources in rivers originates from slow, medium or fast flow components.

A cautious approach to these results is warranted. The model is very simple, in particular the estimated magnitude of the medium flow-shallow groundwater flow pathway can be questioned, as the MCMC analysis indicates that the separation between the near surface and medium pathway is often non-unique. However, other widely used baseflow separation techniques are also simplistic, and do not have the benefit of additional information from river chemistry time series. The questioning of these previous estimates of low-moderate groundwater contributions to stream flow we consider to be the major contribution of this study. Use of water age data (Stenger et al., 2024), and groundwater chemistry concentrations to corroborate these results would be a useful extension to this study where age data becomes available.

We found that the BACH method works well wherever there is a strong relationship between flow and the TP and NNN water quality analytes, which exists in many developed catchments with intensive land use. Stenger et al. (2024) commented that other water quality analytes can be used successfully in the BACH analysis and may be more suitable in undeveloped catchments were the relationships between TP, NNN and river flows do not hold. We note that the analyses described in this paper were only applied to perennial rivers. Ephemeral rivers are estimated to be up to 51% of rivers globally (Messager et al., 2021), and it would be useful to test the performance of the BACH method in that context.

A potential extension of this study is to combine the BACH method with physically based numerical models (Ghattas and Willcox, 2021), with the goal of enhancing the efficiency and effectiveness of decision support modelling. In such an approach, the application of BACH would be to rapidly pre-process the information in hydrographs, so that only the relevant information from the time series needs to be represented in the numerical model, allowing significant run time and model complexity savings. A further benefit could be that the groundwater flow path estimation is not obfuscated by other stresses (e.g., natural stresses such as the meteorology, climate change etc.), even if they have a larger contribution to the river flow regime. In this manner the flow pathway component separation is isolated, which may provide large benefits for reducing the uncertainty in future decision-critical predictions.

Understanding these very substantial groundwater contributions to total river flow is important for any management of water resources and water quality in New Zealand and could support similar approaches in other countries. Further these results are somewhat counter to the general conceptualisation of the contributions that groundwater makes to river flows. This has important implications for management of freshwater to mitigate both drought and flood impacts, as well as for the management of river quality.
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Lithology Thermal Porosity ¢ Radiogenic Specific Bulk Permeability

conductivity [%] heat heat density p Kyy [M?2]
* - - Xy
£ [W/(m*K)] production capacity ¢ [kg/m?3]
Q; [W/m?] [J/kg-K]
Quaternary Sand, silt, clay 15 23 7.0E-07 1,620 2,100 1.0E-13
Tertiary, Sand, silt, clay 15 23 7.0E-07 1,640 2,100 5.0E-14
post-Rupelian
Rupelian Clay 1.0 20 4.5E-07 1,810 2,400 1.0E-16
Tertiary, Sand, silt, clay 19 10 3.0E-07 1,700 2,100 1.0E-14
pre-Rupelian
Upper Cretaceous | Limestone with 19 10 3.0E-07 2,290 2,215 1.0E-13
marl
Lower Cretaceous Marl with 20 13 1.4E-06 2,290 2,215 1.0E-13
claystone
Jurassic Claystone with 20 13 1.4E-06 2,250 2,450 LOE-13
silt- and
sandstone
Keuper Claystone with 23 6.0 1.4E-06 2,320 2,530 1.0E-14
marl and gypsum
Muschelkalk Limestone with 1.85 0.1 3.0E-07 2,250 2,530 1.0E-18
marl
Buntsandstein Sandstone, 20 10 1.0E-06 2,390 2,530 1.0E-14
siltstone
Zechstein Salt, gypsum, 35 ~0 9.0E-08 1,940 2,150 1.OE-19
evaporite
Pre-Salt Compacted 25 ~0 1.5E-06 2,600 2,600 1.0E-19

clastics, volcanics

Water 0.65 4,180 1,000

Thermal conductivity, porosity, permeability, and radiogenic heat production values are taken from Noack et al. (2013), specific heat capacity estimates taken from Frick et al. (2019), bulk
density values are taken from Frick et al. (2022), and Noack et al. (2013).
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 *
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 *  
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 * 
 *      http://www.apache.org/licenses/LICENSE-2.0
 * 
 *  Unless required by applicable law or agreed to in writing, software
 *  distributed under the License is distributed on an "AS IS" BASIS,
 *  WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
 *  See the License for the specific language governing permissions and
 *  limitations under the License.
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if (!window.MathJax) {window.MathJax = {}}
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