

[image: image]





FRONTIERS EBOOK COPYRIGHT STATEMENT

The copyright in the text of individual articles in this ebook is the property of their respective authors or their respective institutions or funders. The copyright in graphics and images within each article may be subject to copyright of other parties. In both cases this is subject to a license granted to Frontiers. 

The compilation of articles constituting this ebook is the property of Frontiers. 

Each article within this ebook, and the ebook itself, are published under the most recent version of the Creative Commons CC-BY licence. The version current at the date of publication of this ebook is CC-BY 4.0. If the CC-BY licence is updated, the licence granted by Frontiers is automatically updated to the new version. 

When exercising any right under the CC-BY licence, Frontiers must be attributed as the original publisher of the article or ebook, as applicable. 

Authors have the responsibility of ensuring that any graphics or other materials which are the property of others may be included in the CC-BY licence, but this should be checked before relying on the CC-BY licence to reproduce those materials. Any copyright notices relating to those materials must be complied with. 

Copyright and source acknowledgement notices may not be removed and must be displayed in any copy, derivative work or partial copy which includes the elements in question. 

All copyright, and all rights therein, are protected by national and international copyright laws. The above represents a summary only. For further information please read Frontiers’ Conditions for Website Use and Copyright Statement, and the applicable CC-BY licence.



ISSN 1664-8714
ISBN 978-2-8325-5750-1
DOI 10.3389/978-2-8325-5750-1

About Frontiers

Frontiers is more than just an open access publisher of scholarly articles: it is a pioneering approach to the world of academia, radically improving the way scholarly research is managed. The grand vision of Frontiers is a world where all people have an equal opportunity to seek, share and generate knowledge. Frontiers provides immediate and permanent online open access to all its publications, but this alone is not enough to realize our grand goals.

Frontiers journal series

The Frontiers journal series is a multi-tier and interdisciplinary set of open-access, online journals, promising a paradigm shift from the current review, selection and dissemination processes in academic publishing. All Frontiers journals are driven by researchers for researchers; therefore, they constitute a service to the scholarly community. At the same time, the Frontiers journal series operates on a revolutionary invention, the tiered publishing system, initially addressing specific communities of scholars, and gradually climbing up to broader public understanding, thus serving the interests of the lay society, too.

Dedication to quality

Each Frontiers article is a landmark of the highest quality, thanks to genuinely collaborative interactions between authors and review editors, who include some of the world’s best academicians. Research must be certified by peers before entering a stream of knowledge that may eventually reach the public - and shape society; therefore, Frontiers only applies the most rigorous and unbiased reviews. Frontiers revolutionizes research publishing by freely delivering the most outstanding research, evaluated with no bias from both the academic and social point of view. By applying the most advanced information technologies, Frontiers is catapulting scholarly publishing into a new generation.

What are Frontiers Research Topics? 

Frontiers Research Topics are very popular trademarks of the Frontiers journals series: they are collections of at least ten articles, all centered on a particular subject. With their unique mix of varied contributions from Original Research to Review Articles, Frontiers Research Topics unify the most influential researchers, the latest key findings and historical advances in a hot research area.


Find out more on how to host your own Frontiers Research Topic or contribute to one as an author by contacting the Frontiers editorial office: frontiersin.org/about/contact





Emerging technologies for the construction of renewable energy-dominated power system

Topic editors

Liansong Xiong – Xi’an Jiaotong University, China

Haitao Zhang – Xi’an Jiaotong University, China

Flavia Grassi – Polytechnic University of Milan, Italy

Sergio Amedeo Pignari – Polytechnic University of Milan, Italy

Yushuai Li – Aalborg University, Denmark

Anant Kumar Verma – Universidad de O’Higgins, Chile

Yonghui Liu – Hong Kong Polytechnic University, Hong Kong, SAR China

Jin Ye – University of Georgia, United States

Topic coordinator

Chaoran Zhuo – Xi’an University of Technology, China

Citation

Xiong, L., Zhang, H., Grassi, F., Pignari, S. A., Li, Y., Verma, A. K., Liu, Y., Ye, J., Zhuo, C., eds. (2024). Emerging technologies for the construction of renewable energy-dominated power system. Lausanne: Frontiers Media SA. doi: 10.3389/978-2-8325-5750-1





Table of Contents




A smooth grid connection strategy for compressed air energy storage based on adaptive PI control

Dajiang Wang, Yaxin Sun, Yaming Ge, Jie Li, Chaoyang Yan and Jianhui Meng

Load balancing and topology dynamic adjustment strategy for power information system network: a deep reinforcement learning-based approach

Xiao Liao, Beifang Bao, Wei Cui and Di Liu

Improved coordinated control strategy for VSC-MTDC system with DC voltage secondary regulation

Congshan Li, Xiaowei Zhang, Ping He, Kefeng Zhao and Libing Liu

Filtering characteristics of parallel-connected fixed capacitors in LCC-HVDC considering the variations of system strength

Conghuan Yang, Qingtao Zhang and Zhiyi Zhao

Cooperative control of the DC-link voltage in VSC-MTDC grid via virtual synchronous generators

Huachun Han, Qun Li and Qiang Li

Modeling and analysis of distribution network with photovoltaic cells based on Markov global sensitivity

Tingting Hu, Bai Zhang, Pengyuan Liu and Xingzhi Chang

An improved two-beat deadbeat synchronous predictive current control strategy for MMC based on Newton interpolation method

Yuan Cheng, Hui Zhang, Jing Xing and Zihan Xiao

Input-parallel output-series Si-SiC hybrid inverter with fractional harmonic elimination

Qinhai Yu, Chuang Liu, Ruifeng Li, Zhongcheng Pei, Dongbo Guo, Tingrui Mao and Xinming Shao

A digital hysteresis control method for three-level grid-tie inverter based on online prediction of sampling time without inductance

Cai Shulin, Li Daxi, Shao Siyu, Yang Xinyu, Zhang Qiang and Cheng Peiyuan

A method for reducing torque ripple of switched reluctance motor based on partitioned TSF

Cai Hui, Han Yanjie, Pan Yinbin and Zean Tao

Research on variable pairing scheme for V/f controlled MMC station

Junchao Ma, Zhe Wu, Ke Sun, Chenxu Wang, Chengyu Lu, Yilei Gu, Jianing Liu, Chengzhi Zhu, Hanlin Guo, Zheren Zhang and Zheng Xu

Opinions on hosting capacity evaluation of distribution network with zonotope power flexibility aggregation

Ziao Su, Chongming Yang, Yutong Liu and Zhiying Mu

Capacitor virtual inertia control and equivalent inertia analysis for a grid-forming wind generation system

Qun Li, Qiang Li, Weijia Tang and Chenggen Wang

Day-ahead and hour-ahead optimal scheduling for battery storage of renewable energy power stations participating in primary frequency regulation

Huaizhong Hu, Yanzhao Ma, Xiaoke Zhang, Chongshang Han and Yiran Hao

Development of an equivalent system frequency response model based on aggregation of distributed energy storage systems

Shuyin Duan, Jinjia Zhang, Lei Yu and Zexiang Cai

Low-voltage ride-through strategy for an integrated permanent magnet synchronous generator in a flexible interconnected distribution network

Lin Yang, Yang Li, Yu Zhang, Zhongren Xie, Julong Chen, Yinlong Qu and Gang Shi

A new transient phenomenon caused by active current dynamics of grid-following converters during severe grid faults

Chao Wu, Zhanqi Huang, Yong Wang and Frede Blaabjerg

Advanced strategy of grid-forming wind storage systems for cooperative DC power support

Xiaoke Zhang, Jiaqi Wang, Zan Gao, Shaofeng Zhang and Weijun Teng

A modified two-stage isolated bidirectional buck-DAB converter with a full-load ZVS range

Jinliang Li, Dai Wan, Zhengmei Lu and Guo Xu

AC fault ride-through control strategy of MMC-UHVDC system with hierarchical connection mode

Mingli Ping, Chong Niu, Xinhe Liu, Meijuan Yang and Xianwei Wang

Droop control-based fast frequency support of wind power generation integrated grid-forming VSC-HVDC system

Qian Chen, Gang Shi, Yi Lu, Peng Qiu, Jianqiao Zhou, Renxin Yang and Jianwen Zhang

Power quality improvement of unipolar-input-bipolar-output DC transmission system via load power balancing

Zhuan Zhao, Haoran Li, Fei Sun, Shuhuai Shi, Di Wang, Jingxian Zhang and Chaoyang Wu

Coordinated voltage control for large-scale wind farms with ESS and SVG based on MPC considering wake effect

Kuichao Ma, Yinpeng Chen, Shuaifeng Wang, Qiang Wang, Kai Sun, Wei Fan, Heng Nian and Juan Wei

Voltage response characterization of grid-forming wind power systems

Qun Li, Qiang Li, Weijia Tang and Chenggen Wang

Small-disturbance stability analysis and control-parameter optimization of grid-connected virtual synchronous generator

Xianshan Sun, Jinming Cai, Dongsheng Wang, Jinwei Lin and Kai Li

Stability analysis and stabilization control of a grid-forming VSC-HVDC system

Yi Lu, Gang Shi, Qian Chen, Peng Qiu, Jianqiao Zhou, Renxin Yang and Jianwen Zhang

The analysis of the threshold value of the complex short-circuit ratio index and its significance in the context of static voltage stability

Pan Lei and Jinquan Zhao

Improved droop control strategy for distributed photovoltaic power generation systems

Deng Zhengwan, Gao Ningyu and Zhu Yali

Reactive power regulation strategy for WTGs based on active disturbance rejection control

Shuilian Xue, Zhilong Yin, Zhiguo Wang, Feng Yu and Hailiang Chen

Opinions on the multi-grade pricing strategy for emergency power supply of mobile energy storage systems

Jieying Bao, Xiang Gao and Xin Yan

Probabilistic net load forecasting based on sparse variational Gaussian process regression

Wentao Feng, Bingyan Deng, Tailong Chen, Ziwen Zhang, Yuheng Fu, Yanxi Zheng, Le Zhang and Zhiyuan Jing

LCL APF control strategy based on model predictive control

Shaoyan Jiang, Lifeng Du, Yongjian Li, Le Yang and Binbin Luo



		ORIGINAL RESEARCH
published: 16 January 2024
doi: 10.3389/fenrg.2024.1344749


[image: image2]
A smooth grid connection strategy for compressed air energy storage based on adaptive PI control
Dajiang Wang1, Yaxin Sun2, Yaming Ge3, Jie Li3, Chaoyang Yan3 and Jianhui Meng2*
1State Grid Jiangsu Electric Power Company Ltd. Research Institute, Nanjing, China
2State Key Laboratory of Alternate Electrical Power System with Renewable Energy Sources, North China Electric Power University, Baoding, China
3State Grid Jiangsu Electric Power Company Ltd., Nanjing, China
Edited by:
Yonghui Liu, Hong Kong Polytechnic University, Hong Kong SAR, China
Reviewed by:
Zhanghai Shi, Southwest Jiaotong University, China
Chunyu Chen, China University of Mining and Technology, China
Zhengyang Xu, Tianjin University, China
* Correspondence: Jianhui Meng, mengjianhui2008@163.com
Received: 26 November 2023
Accepted: 04 January 2024
Published: 16 January 2024
Citation: Wang D, Sun Y, Ge Y, Li J, Yan C and Meng J (2024) A smooth grid connection strategy for compressed air energy storage based on adaptive PI control. Front. Energy Res. 12:1344749. doi: 10.3389/fenrg.2024.1344749

In the context of the application of compressed air energy storage system participating in power grid regulation, a large capacity of compressed air energy storage accessed to or off from the power grid will bring instability to the system, and there will be voltage and current impact during off-grid operation, which will pose a threat to system security. Therefore, this paper puts forward the control strategy of compressed air energy storage for both grid-connected and off-grid, and proposes a smooth grid-connected strategy of compressed air energy storage based on adaptive PI control, which can better improve the problem of excessive impulse current during the connection of compressed air energy storage. Finally, a simulation model is built in MATLAB/Simulink to verify the effectiveness and superiority of the proposed control strategy.
Keywords: compressed air energy storage1, grid-connected and off-grid control strategies2, smooth grid connection3, PI control4, impulse current5
1 INTRODUCTION
Compressed air energy storage, due to its large energy storage capacity and high conversion efficiency, is suitable for commercial application in large-scale energy storage power plants. It is one of the key technologies to solve the problems of volatile renewable energy consumption, power grid peak shaving, carbon compliance, and carbon neutrality (Mei S et al., 2017; Liu et al., 2023; Chen et al., 2016; Attarha et al., 2018). Compressed air energy storage has the characteristics of storing and converting three forms of energy: cold, heat, and electricity (R. Khatami et al., 2020). Through multi-energy cogeneration, high energy comprehensive utilization efficiency (70%–80%) can be achieved to make up for the lack of low power conversion efficiency of compressed air energy storage, thereby effectively improving the application economy of compressed air energy storage (A. Azizivahed et al., 2020).
In terms of the application of compressed air energy storage in power grid regulation, compressed air energy storage is used to smooth the fluctuations of wind power and improve the quality of wind power, so as to increase the utilization level of wind power and its penetration rate in the power grid (Cleary et al., 2015; Cheng et al., 2019; Zhu et al., 2023). Reference (Wen X et al., 2021) studies the participation of compressed air energy storage systems in primary frequency regulation and proposed a method for the compressed air energy storage system to participate bidirectionally in response to the primary frequency regulation of the power grid in the two stages of energy storage and energy release. Reference (Li G et al., 2021) proposes a phase modulation operation mode based on compressed air energy storage power plants, which achieves the function of supporting reactive power and voltage of the power grid and verifies the rationality of phase modulation operation of salt cavern compressed air energy storage power plants. Reference (Aldaadi et al., 2021) proposes a grid-connected power optimization strategy based on segmented real-time wind power and electricity price data averaging to ensure continuous and stable output of power to the grid. Reference (Xu W et al., 2022) proposes a new configuration that uses compressed air energy storage to assist wind turbines to increase the total power generation and schedulability of wind power generation, and verifies its effectiveness in realizing a schedulable wind energy conversion system through case studies. Reference (Meng et al., 2023) proposes a compressed air energy storage multi-energy co-supply system coupled with thermal power, evaluates its thermal performance and technical economy, and provides a new development idea for the large-scale commercial application of compressed air energy storage. Reference (Cheng J et al., 2018) proposed an advanced adiabatic compressed air energy storage multi-energy flow optimization scheduling model based on energy hub matrix modeling, proving that advanced adiabatic compressed air energy storage can realize daily hot spot joint supply and improve regional energy utilization efficiency.
Compressed air energy storage can operate independently with load and can also be connected to the power grid to participate in grid regulation. However, during the grid connection process, if the conditions of equal phase frequency to the grid voltage are not met, large impulse currents and voltages will usually be generated, threatening the safe and stable operation of equipment. Therefore, a smooth grid connection strategy is needed to ensure the smooth and safe connection of compressed air energy storage to the power grid. For smooth switching, reference (Xiong et al., 2016) adopts the methods of V/f control and PQ control switching, and introduces current compensation to reduce the transient impact before and after switching the control strategy. References (Wang et al., 2016; Zheng F et al., 2019) use a virtual synchronous generator to switch to PQ control, and controls the current loop instructions to ensure that the inner loop parameters are consistent when the control mode is switched to achieve smooth switching. Reference proposes a smooth grid connection strategy for optical storage virtual synchronous machines based on adaptive model predictive control. On the basis of the model predictive control strategy, frequency variation is introduced to adaptively adjust the weighting coefficient, which effectively improves the voltage and current surge problem during the switching process. Reference (Yuan et al., 2017) proposes a smooth switching control strategy for microgrid operation mode based on linear active disturbance rejection control technology, achieving the effect of quickly eliminating disturbances and smoothing the switching process. Reference (Xiong et al., 2016) proposes a new phase-locked loop suitable for microgrid systems based on the smooth switching control method of microgrid under master-slave control conditions to ensure smooth switching of microgrid operation modes and enhance system stability. At present, research on smooth switching focuses on microgrids, and there is little research on the issue of compressed air energy storage and smooth grid connection to reduce impulse voltage and current.
In order to solve the impact problem caused by the grid connection of compressed air energy storage, this paper proposes a smooth grid connection control strategy based on adaptive PI control after proposing control strategies for the compressed air energy storage system in both grid-connection and off-grid modes. Finally, a simulation model of compressed air energy storage was built on the MATLAB/SIMULINK simulation platform, and the proposed control strategy was experimentally verified.
2 STRUCTURE AND MODELING OF COMPRESSED AIR ENERGY STORAGE SYSTEM
Compressed air energy storage refers to the use of low valley electricity, wind power curtailment and photovoltaic power, etc., to compress the air through a compressor, and store high-pressure air in a sealed storage chamber. During peak electricity consumption period, the air is released to drive a turbine to generate electricity.
2.1 Structure of compressed air energy storage system
This paper builds an advanced adiabatic compressed air energy storage system, and the topology diagram of the system is shown in Figure 1. The system consists of an electric motor, a compressor unit, a gas storage tank, a heat storage system, an expansion unit, and a generator. During the low period of electricity consumption, surplus wind power is used to drive the compressor to compress the air through two stages of compression, generating high-temperature and high-pressure air that enters the heat exchanger on the compression side for heat exchange with the heat transfer oil. The heat transfer oil absorbs heat and heats up before entering the high-temperature heat transfer oil tank. The compressed air releases heat and cools down to the environmental temperature before entering the salt cavern gas storage tank for storage; During electricity peak period, high-pressure air is released from the gas storage, heated by high-temperature thermal oil in the oil-gas heat exchanger on the power generation side, and then enters the secondary air turbine with an intermediate reheater to expand and perform work to complete the power generation process (Shengwei et al., 2022).
[image: Figure 1]FIGURE 1 | Topological structure of non-complementary compressed air energy storage system.
2.2 Modeling of compressed air energy storage system
This paper establishes a mathematical model for the operation of advanced adiabatic compressed air energy storage system under reasonable simplified conditions based on the thermodynamic, heat transfer, fluid mechanics, and electrical mechanisms of the main devices in the system (I. Calero et al., 2020; Mirzapour-Kamanaj et al., 2022). The mathematical model of each device is shown in Eqs 1–21.
1) Mathematical model of compressor
The continuous equation is as follows:
[image: image]
The compressor outlet air temperature equation is as follows:
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The compressor power equation is as follows:
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The compressor outlet pressure equation is as follows:
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The number of compression stages is expressed as follows:
[image: image]
where mi. c and me. c are the air mass flow rates at the inlet and outlet of the compressor, kg/min; Ti. c and Te. c are the inlet and outlet air temperatures of the compressor, K; k is the specific heat ratio of air; ns is the adiabatic efficiency of the compressor; m is the air mass flow rate inside the compressor, kg/min; Nc is the input power of the compressor, kW; hi. c and he. c are the specific enthalpies of the inlet and outlet air of the compressor, kJ/kg; Pi. c and Pe. c are the inlet and outlet air pressures of the compressor, MPa; π is the single stage pressure ratio of the compressor, πz is the total pressure ratio of the compressor; S is the number of compressor stages.
2) Mathematical model of heat exchanger
The heat exchanger model in the energy storage stage is basically the same as the heat exchanger model in the energy release stage, with the difference being that the air in the heat exchanger during the energy storage stage releases heat, while the water absorbs heat; During the energy release stage, the air in the heat exchanger absorbs heat, while the water releases heat.
The air energy balance equation is as follows:
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The metal heat storage equation is as follows:
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The cooling water energy balance equation is as follows:
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The heat transfer equation is as follows:
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The energy efficiency equation is as follows:
[image: image]
The pressure drop equation is as follows:
[image: image]
Where, Ma, Mt, Mw are the air mass in the heat exchanger, the metal pipe mass of the heat exchanger, and the water mass inside the heat exchanger, kg; Cpa, Ct, and Cpw are the specific heat capacity of the air at constant pressure, metal tube specific heat capacity, and water specific heat capacity in the heat exchanger, kJ/(kg*K); m is the air mass flow rate inside the heat exchanger, kg/min; Gw. c is the mass flow rate of water inside the heat exchanger; Tai. c and Tae. c are the inlet and outlet air temperatures of the heat exchanger, K; Tt is the temperature of the metal tube of the heat exchanger, K; Twi. c and Twe. c are the temperatures of the inlet and outlet water in the heat exchanger, K; Q1 is the energy released by air, kJ; Q2 is the energy absorbed by water, kJ; α1 and α2 are the heat transfer coefficient of air and water, kJ/(m2*min*K); A is the heat exchange area, m2; ε is the energy efficiency of the heat exchanger; Pai. c and Pae. c are the air pressure at the inlet and outlet of the heat exchanger, MPa.
3) Mathematical model of gas storage tank
In this paper, the process of storing high-pressure gas in advanced adiabatic compressed air storage system is regarded as a constant volume process, energy is not released during storage, and air liquefaction is not considered. The pressure and temperature changes in the storage tank are mainly studied, and air is regarded as an ideal state.
The energy balance equation of gas storage tank in energy storage stage is as follows:
[image: image]
The energy balance equation of gas storage tank in energy release stage is as follows:
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The change trend of air pressure and temperature in storage tank during energy storage stage is expressed as follows:
[image: image]
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The change trend of air pressure and temperature in the tank during energy release is expressed as follows:
[image: image]
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Where, Pv is the air pressure of the air storage tank, kPa; V is the volume of the air storage tank, m3; mc and ms are the air mass flow at the inlet and outlet of the air storage tank, kg/min; α3 is the heat exchange coefficient of the air storage tank, W/(m2*K); Mv is the gas mass in the air storage tank, kg; v is the internal energy per unit mass of the gas in the air storage tank, kJ/kg; AV is the heat exchange area of the air storage tank, m2; Th is the ambient temperature, K; Tvi and Tve are the air temperature at the inlet and outlet of the air storage tank, K; Cva is the specific heat capacity of air at constant volume, kJ/(kg*K); Rg is the gas constant, kJ/(kg*K). Tv is the air temperature in the tank, K.
4) Turbine mathematical model
The operation mechanism of turbine can be understood as the inverse process of compressor. The mathematical model of turbine is established by compressor modeling method.
[image: image]
The turbine outlet air temperature equation is as follows:
[image: image]
The turbine power equation is as follows:
[image: image]
The turbine outlet pressure equation is as follows:
[image: image]
Where, mi.s and me. s are the air mass flow at the inlet and outlet of turbine, kg/min; Ti. s, Te. s are the air temperature at the inlet and outlet of turbine, K; k is the specific heat ratio of air; ns is the adiabatic efficiency of turbine; m is the mass flow in turbine, kg/min; Ns is the output power of turbine, kW; hi. s and he. s are the air specific enthalpy at the inlet and outlet of turbine, kJ/kg; Pi. s and Pe. s are the air pressure at the inlet and outlet of turbine, MPa.
3 COMPRESSED AIR ENERGY STORAGE SMOOTH GRID-CONNECTION STRATEGY BASED ON PI CONTROL
3.1 Grid-connected control structure and off-grid control structure of compressed air energy storage system
PQ control strategy is adopted when the compressed air energy storage system is connected to the grid, and V/f control strategy is adopted when the compressed air energy storage system is off the grid.
The coordinated control of grid-connected and off-grid modes enhances power supply reliability. Based on the above two control strategies, a control structure for compressed air energy storage systems operating in both grid-connected and off-grid modes is constructed, as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Grid-connected and off-grid control structure of compressed air energy storage system.
3.2 Control strategy of compressed air energy storage system connected to grid
PQ control strategy is adopted for grid-connected mode operation of compressed air storage. The fluctuation of load, frequency and voltage carried by compressed air storage are borne by the large power grid. Compressed air storage does not need to consider the regulation of voltage and frequency, but is directly controlled and regulated according to the voltage and frequency of the power grid. Compressed air storage outputs active and reactive power according to a given reference value. In this way, compressed air energy storage only needs to emit or absorb power, which can avoid interference to the power system caused by compressed air energy storage participating in voltage regulation of the power grid.
The active pow P output by that synchronous generator is compared with a reference value Pref to make a difference, then PI regulation is carry out, after PI regulation, the active power P enters a speed governor link to obtain air mas flow ms, ms is then input into a turbine for compressed air energy storage, wherein the turbine is equivalent to a prime mover in a conventional generator set, the air mass flow ms is equivalent to a steam valve opening of the turbine, and mechanical power Pm generated by expansion air of the turbine drives the synchronous generator to complete power generation. The process of generating power by compressed air energy storage system can be expressed by Equation 20.
The output reactive power Q and the reference value Qref of the synchronous generator are compared. After PI regulation, the excitation voltage of the exciter is obtained to control the output voltage of the exciter, that is, the excitation voltage Vf of the generator, and then input into the synchronous generator. In order to stabilize the operation of the excitation system and improve its dynamic quality, the negative feedback link of the excitation system is introduced, that is, the excitation system stabilizer, which is generally a soft feedback link, also known as speed feedback.
3.3 Off-grid control strategy for compressed air energy storage system
V/f control strategy is adopted for compressed air storage off-grid mode operation. When the power grid fails or scheduled maintenance occurs, the compressed air storage system needs to disconnect the common connection point with the power grid to realize off-grid operation, providing voltage and frequency support to ensure that the amplitude of frequency and output voltage is always controlled within the allowable range, regardless of how the output power changes, so as to ensure the normal and stable operation of the compressed air storage system off-grid.
When the compressed air energy storage system operates off-grid with V/f control strategy, the amplitude of output voltage V is obtained by measuring module, and then the frequency f is obtained by phase-locked loop. The amplitude of output voltage V is compared with reference value Vref, and then the excitation voltage Vf is obtained by exciter and input to synchronous generator. The frequency f is compared with the reference value fref, and after PI regulation, the air mass flow ms is obtained through the speed governor and input into the turbine for compressed air energy storage. The mechanical power generated by the turbine expansion air is used as the mechanical power Pm of the prime mover to drive the synchronous generator to complete power generation.
3.4 Compressed air energy storage smooth grid-connection strategy based on adaptive PI control
When the compressed air energy storage system is connected to the grid, the compressed air energy storage system voltage needs to be the same as the grid voltage in amplitude, phase and frequency. If the conditions cannot be met, there will be a large voltage difference when the grid switch is closed, which will lead to excessive grid impulse current and pose a threat to the system safety. Therefore, the output voltage of the compressed air energy storage system needs to match the grid voltage in amplitude, frequency and phase before grid-connection. In the voltage control of compressed air energy storage, the reference voltage has been set as the grid side voltage, so this paper mainly studies the control strategy of frequency and phase Angle. The control block diagram of compressed air energy storage smooth grid connection strategy based on PI control is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Compressed air energy storage smooth grid-connection strategy based on PI control.
In Figure 3, θ is the compressed air energy storage side voltage phase angle, θg is the grid side voltage phase angle, ω is the compressed air energy storage side angular frequency, and ωg is the grid side angular frequency. The phase difference between the compressed air storage output phase and the power grid is first controlled by PI, and its deviation value is introduced into the angular frequency deviation, and then Pm is obtained through PI control. This process can pre-synchronize the phase difference and frequency difference between the compressed air energy storage and the power grid, so that the phase difference and frequency difference between the compressed air energy storage and the power grid can be minimized when connected to the grid, so as to reduce the impulse current of the grid-connection.
In order to control the phase and frequency synchronization process of compressed air energy storage more accurately, the kp and ki parameters of PI regulator are adjusted adaptatively on the basis of PI control, so as to achieve the purpose of rapid response of the system and precise adjustment of phase and frequency pre-synchronization. kp and ki are proportional coefficients and integral coefficients respectively. The larger kp is, the faster the system responds, but too large kp will cause the instability of the system. ki improves the stability of the system, but the larger ki increases the overshoot and even the oscillation of the system. Therefore, in the pre-synchronization process, when the phase difference between the energy storage side and the network side is large, kp and ki are increased to improve the system response speed and reduce the pre-synchronization time. When the phase difference between the energy storage side and the network side is small, and the phase difference is close to the grid-connected requirements, in order to reduce the phase difference too fast and cause the system frequency instability, reduce kp and ki at this time. The adaptive PI control designed in this paper is shown in Eqs 22, 23:
[image: image]
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In the formula, kp0 and ki0 are proportional coefficients and integral coefficients at the initial moment, respectively, which are set to 1 and 0.1; ∆kp and ∆ki are increments of scale and integration coefficients, respectively, set to 0.2 and 0.02, respectively.
4 VIRTUAL INERTIAL CONTROL BASED ON FUZZY LOGIC CONTROL
In order to verify the effectiveness of the grid connection and off-grid control strategies of the compressed air energy storage system and the smooth grid connection strategy of compressed air energy storage based on adaptive PI control, this section establishes the compressed air energy storage grid connection as shown in Figure 4 on the MATLAB/simulink platform. The system model verified the grid-connected and off-grid control strategies of the compressed air energy storage system and the smooth grid-connected strategy of compressed air energy storage based on PI control.
[image: Figure 4]FIGURE 4 | Compressed air energy storage grid-connected system topology.
In Figure 4, the rated power of compressed air energy storage is 200 MW, the rated voltage is 13.8 kV; the rated power of transformer T1 is 210MVA, the voltage level is 13.8/35 kV, the load PL1 is 150 MW; the rated power of the grid-side synchronous machine SG is 100 MW. The rated voltage is 13.8 kV; the rated power of transformer T2 is 210MVA, the voltage level is 13.8/35 kV, and the load PL2 is 10 MW. When the system starts, the compressed air energy storage adopts the PI control strategy shown in Figure 3 for pre-synchronization. When the phase angle difference between the compressed air energy storage and the grid side reaches the minimum, the grid is connected, and the compressed air energy storage control mode is switched to V/f control strategy and complete grid connection. The synchronous generator on the grid side adopts V/f control strategy before grid connection and PQ control strategy after grid connection.
Under the premise of the same system, the impulse voltage and current and phase Angle difference synchronization speed under adaptive PI control pre-synchronization and non-adaptive PI control are compared. In order to facilitate comparison, the output waveforms under different working conditions are displayed on the same interface. The compressed air energy storage and grid-side phase difference during the pre-synchronization and grid connection processes are shown in Figure 5.
[image: Figure 5]FIGURE 5 | Phase difference between compressed air energy storage and power grid.
As shown in Figure 5, when adaptive PI control is adopted to reduce the phase difference in the pre-synchronization mode, the phase difference between the compressed air energy storage and the network side will eventually be reduced to 0. The reason why the phase difference of the curve in the figure jumps to 0 is that the grid connection switch is closed at this moment, the compressed air energy storage is connected to the grid, the two run synchronously, and the phase difference becomes 0. By comparison, it can be found that the phase difference of compressed air energy storage and grid side will eventually be reduced to the value that meets the requirements of grid connection when adaptive PI control is used for pre-synchronization and non-adaptive PI control for pre-synchronization. However, the phase difference decreases faster under adaptive PI control, and the phase difference decreases to 0 at about 5.3s. When conventional non-adaptive PI control is adopted, the phase difference stabilizes at 12° at about 10s, and the phase difference reduction speed under adaptive PI control is obviously better than that under conventional PI control.
Figure 6 and Figure 7 show grid-connected current and grid-connected voltage under adaptive PI control and non-adaptive PI control. Due to the difference of grid-connection time between adaptive PI control and non-adaptive PI control, the time of impulse current and impulse voltage will be different. As can be seen from the figure, after grid-connection, the impulse current under non-adaptive PI control is about 3646A, and large amplitude oscillation occurs, and it takes about 1s to reach a stable state from the beginning of grid-connection. The impulse current under adaptive PI control is about 3420A, the oscillation amplitude is small, and it takes about 0.6            s from the beginning of grid connection to stability. As for the impulse voltage at the moment of grid connection, it can be seen from the voltage amplitude at the junction point in Figure 7 and the local amplification waveform in Figure 8 that the impulse voltage amplitude under adaptive PI control is smaller, the maximum impulse voltage is about 13.93kV, and the time taken to recover to stability is shorter, during which the voltage does not oscillate. However, the impact voltage amplitude under non-adaptive PI control is larger, and the maximum value of the impact voltage amplitude is about 13.96kV, and the recovery time is longer, and the voltage oscillates more seriously during the recovery.
[image: Figure 6]FIGURE 6 | Compressed air energy storage grid connection point current amplitude.
[image: Figure 7]FIGURE 7 | Compressed air energy storage grid connection point voltage amplitude.
[image: Figure 8]FIGURE 8 | Partial amplification waveform of voltage amplitude at the compressed air energy storage grid-connection point.
Figure 9 and Figure 10 show the system frequency under non-adaptive PI control and adaptive PI control respectively. It can be seen from the figure that the system frequency under non-adaptive PI control will have a large oscillation amplitude at the grid-connected time, with the maximum oscillation exceeding 50.2 Hz and the minimum oscillation approaching 49.7 Hz. When adaptive PI control is adopted, the frequency oscillation amplitude of the system is small and there is no overshoot at the grid-connected time, and the maximum frequency is about 49.85 Hz during the oscillation process. It can be seen that the frequency stability is taken into account while the phase Angle synchronization is accelerated.
[image: Figure 9]FIGURE 9 | System frequency under non-adaptive PI control.
[image: Figure 10]FIGURE 10 | System frequency under adaptive PI control.
Based on the experimental results, it can be concluded that the smooth grid-connection strategy proposed in this paper based on adaptive PI control has a good control effect on the reduction rate of phase difference and the suppression of impulse current and voltage during the pre-synchronization process of compressed air energy storage grid-connection, and the voltage, current and frequency have smaller fluctuations when compressed air energy storage is connected to the grid, improving the safe and stable operation ability of the system.
5 CONCLUSION
Compressed air energy storage has broad application prospects. In order to reduce the impact current and voltage when compressed air energy storage is connected to the power grid and enable smooth grid-connection, this paper proposes a smooth grid-connection strategy based on adaptive PI control. The conclusions drawn are as follows.
1) A smooth grid-connection strategy based on adaptive PI control is proposed, which optimizes the frequency, phase and voltage response characteristics during the pre-synchronization process, reduces the impact current and voltage during compressed air energy storage connecting to power grid, and improves the ability of the system to operate safely.
2) Aiming at the problem of smooth grid connection of compressed air energy storage, a pre-synchronization strategy based on adaptive PI control is proposed, which can effectively solved the impact problem caused by mode switching during grid-connection and has good practical engineering application value.
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As power information systems play an increasingly critical role in modern society, higher requirements are placed on the performance and reliability of their network infrastructure. In order to cope with the growing data traffic and network attack threats in the power information system, we select the power information system data center network as the research object and design an overall system solution based on software defined network, including the application layer, control layer and infrastructure layer. A typical fat tree network topology is simulated and analyzed. We define the load balancing and network topology dynamic adjustment problem as a Markov decision process, and design a data flow path acquisition method based on breadth-first search to construct the action space of each host. Then, a deep reinforcement learning algorithm based on deep Q-network, priority experience replay and target network is introduced to provide solutions for optimizing the performance of power information systems and responding to network attacks. Simulation results show that the proposed method is better than the traditional equal-cost multi-path algorithm in terms of average bandwidth utilization, average jitter and average packet loss, and can reduce the probability of network nodes being attacked by more than 11%.
Keywords: power information systems, load balancing, flood attack, Markov decision process, deep reinforcement learning
1 INTRODUCTION
The smart grid (Fanlin and Wei, 2020; Gunduz and Das, 2020; Tufail et al., 2021) is the core of power grid modernization. The burgeoning evolution of power systems necessitates advanced capabilities in data acquisition, transmission, and processing. This evolution fosters a mutually beneficial relationship between information systems and power systems, marking their integration as a key feature of smart grid development. The power information system (PIS) exemplifies this trend by enhancing the interconnectedness of various power system components. This integration facilitates a seamless operational harmony across the spectrum of power generation, transmission, distribution, and consumption.
Alongside these power system developments, the expansion of the Internet has also occurred, which has precipitated an exponential increase in network devices and, correspondingly, network traffic. Such growth imposes substantial demands on network resource allocation and management. As a new type of network architecture (Hamdan et al., 2021), software defined network (SDN) has a more flexible, dynamic, and frequent form of network resource allocation compared to traditional networks. SDN, characterized by its decoupled control and forwarding functions, centralized management, programmability, and open interfaces, embodies a stratified design. This idea of layered decoupling divides the network into application, control and infrastructure layers. OpenFlow, a standardized communication protocol (Nisar et al., 2020; Wazirali et al., 2021), operates at the intersection of the control and forwarding layers, enabling their disentanglement. The demarcation of control and forwarding planes, alongside features like resource virtualization and programmability, yields multiple advantages. It allows network hardware to concentrate on forwarding efficiency, thus diminishing costs; enables network intelligence through programmable software; and empowers a centralized controller to tailor network configurations in real-time, thereby enhancing service adaptability.
Unbalanced distribution of network traffic not only leads to congestion on a certain link of the network, but also leads to the suboptimal use of available resources. In the context of smart grids, load balancing technology is pivotal, as it allocates the load across operational units, thereby leveraging finite resources to accomplish a broader array of tasks. Using load balancing technology can maximize the use of network resources and improve the performance of the network. The problem of load balancing in SDN is an important research direction for power information systems. Deep reinforcement learning (DRL), a technique that has recently gained traction in artificial intelligence, is increasingly being employed to resolve various challenges in PIS due to its exceptional learning and adaptive capabilities, making it a robust solution for refining SDN load balancing.
However, potential attack risks pose great challenges to the stable operation of power information systems (Dash et al., 2022). External attackers can launch attacks through terminal nodes in the network, such as common flooding attacks, which will have a negative impact on network performance. Current research on the resistance of power information systems to external attacks is lacking. The application of deep reinforcement learning algorithms, which devise optimal strategies through environmental interactions, is significant. Their inherent intelligence and adaptability are critical in identifying, mitigating, and safeguarding against malicious traffic intrusions, thereby bolstering network robustness.
In short, using DRL to solve SDN load balancing and defense attack problems is a very promising research direction. It can maximize the utilization of network resources and improve network performance, which has important practical significance for the development of power information systems and SDN networks. This paper proposes a load balancing and topology dynamic adjustment strategy based on deep reinforcement learning for power information systems. To the best of our knowledge, this is the first work that considers both load balancing and defense against external traffic attacks. The main contributions of this article are as follows:
(1) The problem of load balancing and network topology dynamic adjustment is modeled as a Markov decision process, and both traffic forwarding and defense against flooding attacks are paid attention to under the SDN framework.
(2) This paper proposes a load balancing and network topology dynamic adjustment method based on deep reinforcement learning, and introduces deep Q network, priority experience replay and target network to improve the performance and anti-attack capabilities of the power information system.
(3) Experimental simulations are conducted on the common fat tree topology of power information system data center networks to verify the effectiveness of the method proposed in this article.
The remainder of this article is organized as follows. Section 2 briefly reviews the research efforts related to load balancing and attack defense. In Section 3, we introduce the system architecture of our study. Section 4 presents a detailed description of our proposed method. In Section 5, we provide the simulation results. Finally, in Section 6, we conclude this article.
2 RELATED WORK
The escalation of power system capacities inevitably leads to an upsurge in data processing and transmission, thereby intensifying the informational network’s transmission burden. To circumvent network link congestion and enhance network performance, the SDN load balancing algorithm has emerged as a pivotal research area within the SDN domain. Scholars globally have delved deeply into SDN load balancing research. The study in Priyadarsini et al. (2019) introduces a self-adaptive load balancing scheme that dynamically distributes load across multiple controllers, effectively managing high-load conditions while accounting for the proximity between switches and target controllers. In Jamali et al. (2019), Genetic Programming based Load Balancing (GPLB) is proposed to select the most efficient path by integrating real-time load data. The study by Chakravarthy and Amutha (2022) presents an innovative algorithm for load balancing that proactively computes the capacity of switches along a packet’s routing path. Rupani et al. (2020) proposed a load balancing solution in SDN that utilizes a global network view to select the optimal data transmission path, significantly reducing latency through a neural network model. In Ejaz et al. (2019), explored traffic load balancing within SDN and NFV frameworks, achieving enhanced network performance by deploying a virtual SDN controller as a VNF that dynamically adds secondary controllers to distribute increased traffic loads. The study by Xue et al. (2019) introduces the Genetic-Ant Colony Optimization (G-ACO) scheme, which synergizes Genetic Algorithm (GA) for a rapid global search with ACO for efficient optimal solution finding, significantly enhancing pathfinding efficiency and reducing round-trip times and packet loss rates. Xu et al. (2019) demonstrated enhanced traffic management efficiency through dynamic switch-to-controller mapping in SDN. They introduced the ‘BalCon’ and ‘BalConPlus’ migration schemes that balance loads across controllers with minimal migration costs. In Fang et al. (2019), a reinforcement learning-based load balancing algorithm is put forward, applying neural learning for SDN routing and crafting a Q-learning based routing protocol. Nonetheless, such algorithms face challenges like high computational demands and limited scalability in extensive networks. How to design reliable algorithms with good real-time performance and strong robustness is the focus of this article.
The stable operation of the power system can not be separated from the network security protection. Beyond firewall applications, real-time monitoring through intrusion detection is vital for timely anomaly detection and power system protection. Literature Haghnegahdar and Wang (2020) presents a novel intrusion detection model utilizing a whale optimization algorithm-enhanced artificial neural network to effectively classify various levels of cyber-attacks and incidents within power systems. Li et al. (2020) introduced ‘DeepFed’, a novel federated deep learning approach for detecting cyber threats in industrial CPSs, utilizing a unique combination of CNNs and GRUs within a privacy-preserving federated learning framework secured by Paillier cryptosystem protocols. A study in Choi et al. (2019) showcases a network intrusion detection system developed using an autoencoder, an unsupervised learning algorithm, boasting a 91.70% accuracy rate. Addressing DDoS attacks, Mendonça et al. (2021) proposes an IDS based on a Tree-CNN with a Soft-Root-Sign (SRS) activation function, enhancing model generalization and expediting training through batch normalization. Literature Pontes et al. (2021) presents the Energy-based Flow Classifier (EFC), an innovative anomaly-based classifier using inverse statistics for flow-based network intrusion detection. Khalid et al. (2019) proposed novel, resource-efficient algorithms that integrate distributed and intrusion detection systems to mitigate flood attacks. This paper innovatively introduces deep reinforcement learning methods to defend against external malicious traffic attacks from the perspective of dynamic adjustment of network edge topology of power information systems.
3 SYSTEM ARCHITECTURE
In this section, we elaborate on the system architecture of our study. This section is divided into two subsections: the first subsection provides an overview of the overall system architecture, including the application layer, control layer, and infrastructure layer, while the second subsection delves into the details of the fat-tree topology commonly used in power information system data centers.
3.1 Overall system architecture
Power information system plays a vital role in the emerging landscape of smart grid, and its efficient operation relies heavily on a well-constructed system architecture. The core concept of SDN is to separate the control layer and data forwarding layer in the network. The logically centralized control layer uses communication interfaces to implement centralized control of network devices in the data forwarding layer. The application layer can flexibly control network devices in the data forwarding layer by writing software. It requires its own control network to achieve programmable control. Based on the current SDN research, this paper introduces deep reinforcement learning to achieve load balancing and resist attacks in PIS network.
The system architecture of the load balancing and dynamic adjustment strategy studied in this article is shown in Figure 1, which includes three main layers: application layer, control layer and infrastructure layer. These layers work synergistically to create an adaptive and efficient network infrastructure tailored for the unique challenges posed by the PIS data center environment.
[image: Figure 1]FIGURE 1 | Overall system architecture.
Application Layer: The application layer resides at the top of the entire architecture, running trained deep reinforcement learning agents for real-time decision-making. The goal of this layer is to generate load balancing and topology adjustment strategies, ultimately deployed to the infrastructure layer to instruct the underlying terminal devices, ensuring efficient data forwarding and rapid responsiveness in the PIS. Each agent employs the DQN algorithm, using network terminal node information as state input, and leveraging deep Q-networks to select actions. During interaction with the environment, they learn strategies that maximize reward values.
Control Layer: The control layer serves as the central command center for the entire network. It is mainly composed of SDN controllers, bridging the application layer and the infrastructure layer. SDN controllers are responsible for managing network policies, traffic engineering, and routing. The control layer transfers network information collected from the infrastructure layer and terminal requests to the application layer via a northbound interface, and forwards load balancing and topology adjustment strategies received from the application layer to the infrastructure layer via a southbound interface.
Infrastructure Layer: The infrastructure layer resides at the bottom, responsible for data processing, forwarding, and state collection. The infrastructure layer comprises network devices such as switches, routers, etc., often referred to as the data plane. These underlying network devices lack control capabilities and possess only basic data processing functions, such as data forwarding and state collection based on flow tables issued by the controller. In the SDN environment, communication between switches and controllers is facilitated through the OpenFlow protocol, allowing the controller to instruct switches on where to forward data packets, processing packets based on the combination of packet content and switch configuration state.
3.2 Fat-tree topology in power information system data centers
In the power information system, data centers play a critical role. For many power distribution and power consumption end equipment, the switches within the power information system data centers need to process the traffic requests of each terminal equipment in real time and select appropriate communication paths for forwarding. The currently commonly used network architecture in data centers is the fat-tree topology, which is the backbone of network communication and data exchange. It is carefully designed to meet the requirements of high performance, fault tolerance, and scalability, and has become the cornerstone of modern data center architecture. The fat tree topology is an improvement over the traditional three-layer tree topology. Its essence is a three-layer cascaded multi-root tree topology with a switch as the core (switch-only). The entire topology can be described using a single parameter k (k represents the number of ports on a single switch). A classic quad-tree fat tree topology (k = 4) is shown in Figure 2. The three switch layers from top to bottom are the core layer, the aggregation layer and the edge layer.
[image: Figure 2]FIGURE 2 | Quadruple fat tree topology.
Core Layer Switches: The core layer serves as the central hub of the fat-tree topology, ensuring high-speed and low-latency connections within the data center. Core layer switches aggregate data from different parts of the data center and are responsible for consolidating and forwarding network traffic. They play a crucial role in facilitating efficient flow of critical information, such as real-time grid monitoring data, between different segments of the data center.
Aggregation Layer Switches: Aggregation layer switches act as an intermediate layer, connecting core layer and edge layer switches. They are pivotal in facilitating communication between various edge switches and the core layer, enabling the efficient flow of data between different sections of the data center. Aggregation switches enhance network scalability and flexibility and are integral to load balancing and redundancy, ensuring optimal data transmission.
Edge layer switches: At the edge layer, network switches are directly connected to end-user devices, sensors, etc. in the power information system. Edge layer switches handle the initial data processing and routing, ensuring that data from different devices can be efficiently transferred to the aggregation layer. These switches play a vital role in managing diverse data sources within the data center, ensuring that incoming data is efficiently directed to its appropriate destination.
Hosts: Host devices include servers, workstations, sensors, and other end-user devices. They are directly connected to edge layer switches and serve as the terminal devices responsible for generating, processing, and consuming data within the power information system. Hosts constitute both the ultimate source and destination of data flows, making them an essential component of the power information system.
As shown in Figure 2, the fat-tree network topology systematically allocates edge layer switches and aggregation layer switches to different arrays, referred to as “Pods.” A k-fork fat-tree topology consists of k pods, with each pod capable of accommodating [image: image] host devices. Each pod’s aggregation layer and edge layer contain k/2 switches with k interfaces. Each edge layer switch is connected to k/2 hosts and k/2 aggregation layer switches, while each aggregation layer switch is connected to k/2 edge layer switches and k/2 core layer switches. Consequently, a k-fork fat-tree structured network can accommodate k3/4 host devices.
Due to its excellent scalability, connectivity, and cost-effectiveness, the fat-tree topology finds widespread application in large-scale system-level network centers, providing high-throughput transmission services for data center networks. This paper focuses on load balancing and flood attack mitigation in the fat-tree topology of data center networks within the power information system, and experimental investigations are conducted using a 4-fork fat-tree topology on a network simulation platform.
4 PROPOSED METHOD
In this section, we provide a detailed description of our proposed load balancing and dynamic network topology adjustment methodology. Initially, based on the characteristics of the system architecture, a Markov Decision Process is constructed. Subsequently, to determine the action space of each agent, we designed a data flow path acquisition method based on BFS (Breadth-First Search). Following that, we employ Deep Q-Network and Priority Experience Replay techniques to establish the load balancing and topology adjustment algorithm. Lastly, we elaborate on the training process and application details of the introduced algorithms.
4.1 MDP model
Existing SDN routing methods struggle with low efficiency and high computational complexity. Reinforcement learning, known for optimizing strategies, could solve these problems. In reinforcement learning, an agent interacts with an environment over discrete time steps. Reinforcement learning problems are commonly modeled as a Markov Decision Process (MDP), which typically comprises four main components: state, action, transition probability, and a reward function. The state provides a holistic description of the agent’s current situation within the environment. An action refers to the decision made by the agent. Transition probability denotes the likelihood of the agent transitioning into a new state after taking a specific action in the current state. The reward function reflects the environment’s feedback based on the outcome resulting from an action taken by the agent.
During the interaction with the environment, the expected cumulative reward obtained by the agent in state st after taking action at according to policy π can be represented by the state-action value function [image: image]:
[image: image]
where t0 denotes the starting time, T represents the ending time, γ is the reward discount factor satisfying the range [0,1], and rt is the immediate reward obtained at time t.
The primary objective of reinforcement learning is to adjust strategies based on feedback from interactions with the environment, aiming to derive an optimal policy that maps states to the best corresponding actions. This ensures that the value function [image: image] for each state s is maximized under this policy. The value function for state s can be represented as:
[image: image]
Traditional Q-Learning method utilizes tables to store Q-values for state-action pairs. However, such tabular methods are infeasible for problems with large scales, especially for continuous state and action spaces, due to the curse of dimensionality. Integrating with deep learning and using deep neural networks to approximate the Q-value function offers an effective solution to this challenge.
For the fat-tree network in the power information system studied in this paper, our goal is to formulate the optimal traffic forwarding strategy based on real-time flow requests from each terminal host and to defend against potential flooding attacks. For regular flow requests, the optimal strategy trained using reinforcement learning is used to select forwarding paths. For abnormally high traffic requests (considered as external attacks), communication links between the edge-layer switch and the host should be promptly severed, adjusting the end network topology to prevent attack traffic from entering the power information system. We consider each terminal host as an agent and accordingly train a deep Q-network to guide the flow table policy. For each agent, we construct a Markov decision process, represented by the tuple [image: image], with each element defined as follows:
(1) S represents the state space, with st denoting the environment state of the agent at time step t. In the system studied in this paper, considering that each host can access the traffic request information of all hosts. Their acquired state at each moment is identical. The environment state comprises two pieces of information: the target host of each source host and the traffic request. If the target host of the ith host is denoted as ui and the traffic request as wi, then the environment state at time t can be represented as [image: image].
(2) A denotes the action space, with at representing the action taken by the agent at time step t. For each agent, its action space can be represented as [image: image], where A0 indicates cutting off the communication link with the edge-layer switch (topology adjustment), and A1, … , Am represent all shortest paths for forwarding traffic to other hosts.
(3) P indicates the state transition probability. The probability of transitioning from state st to st+1 can be represented as pt: st × at → st+1.
(4) R signifies the reward function. Through the design of the reward function in this study, we aim to guide agents to achieve load balancing and defend against flooding attacks. Our designed reward function consists of four parts. During the training process, if a host launches a flooding attack, producing an exceptionally high bandwidth request at the current moment, we decide the value of the first part of the reward r1, based on whether the agent severs the link to adjust the topology. If it successfully adjusts the topology to defend against the attack, then r1 is 5; otherwise, it is −5. That is:

[image: image]
The value of r1 is designed to incentivize the network’s defensive mechanism against flooding attacks. In our model, when a host is under a flooding attack, exhibiting abnormally high bandwidth requests, the network needs to respond effectively. If the network successfully adjusts its topology to mitigate the attack, r1 is set to a positive value (+5) to reward this effective response. Conversely, if the network fails to adjust and resist the attack, r1 is set to a negative value (−5) to penalize this failure. This binary reward structure helps in reinforcing the desired behavior of the network in the face of potential threats.
To achieve a regular load balancing effect, we introduce the second part of the reward r2. Let the designated traffic bandwidth of the host be denoted as wapplied, and the actual bandwidth of this data stream be wactual. Based on whether the endpoint of the path selected by the agent is the target host, r2 can be designed as follows:
[image: image]
The value of r2 is aligned with the goal of achieving optimal load balancing. It is structured to reward actions that lead to efficient traffic distribution across the network. When the endpoint of the path selected by the agent matches the target host (indicating efficient routing), a positive reward (1) is given. This reward is proportionate to the ratio of actual bandwidth to the designated traffic bandwidth, encouraging not only accurate but also efficient bandwidth utilization. In cases where the selected path does not end at the destination host, a negative reward (−3) is assigned to discourage inefficient routing decisions.
Let the data transmission delay be dj and the packet loss rate be lp, then the reward for the agent during time interval t can be represented as:
[image: image]
where β1, β2 are the weight coefficients.
4.2 Data flow path acquisition method
Based on the MDP model established above, determining the action space for each host is the first issue to address. Specifically, the shortest transmission path from a host to all other hosts needs to be defined. Considering the characteristics of the Fat-Tree topology, this paper designs a data flow path acquisition method based on Breadth-First Search (BFS) to construct the action space for each host.
By analyzing the Fat-Tree topology structure, a notable feature emerges: once the data flow reaches the highest node of the transmission path, the downstream path becomes unique. Referring to the Fat-Tree topology in Figure 2, the shortest forwarding paths for different target hosts can be categorized into three types: (1) There is only one shortest path for traffic exchange between two terminal hosts on the same edge switch in the same pod, that is, through the edge switch. (2) For traffic interchange between terminal devices under different edge switches within the same pod, it is only necessary to identify the aggregation switch within that pod, resulting in two shortest paths. (3) For traffic interchange between terminal devices across different pods, identification is needed up to the core switch, leading to four shortest paths. Thus, in the quad-tree Fat-Tree topology shown in Figure 2, we identify 53 shortest paths to all hosts, making the action space dimension 54.
Breadth-First Search (BFS) is an algorithm used for traversing or searching tree structures. We employ BFS to find all potential shortest paths from a source host to other target hosts. When searching within a tree, BFS visits the current node first and then accesses all nodes adjacent to the current node. This approach ensures that during the search process, nodes closest to the source node are visited first. The rationality behind employing BFS in our context stems from its efficiency in identifying all possible shortest paths within a tree-like structure. Given the Fat-Tree topology’s hierarchical and layered nature, BFS is particularly adept at systematically exploring this network and identifying optimal paths for data transmission.
The data flow path acquisition method based on BFS proposed in this paper is illustrated as Algorithm 1. Firstly, we define the adjacency matrix MA for the Fat-Tree network topology. We initialize a queue where each element contains a current node and a path list from the source host to that node. A set is created to keep track of nodes that have already been visited. An empty dictionary is also established to store the shortest paths from target hosts to the source host. Next, the source host is selected as the starting point. In each iteration, a node is popped from the queue, marked as visited, and all its adjacent nodes are traversed. For each adjacent node, if it has not been visited and a connection exists, a new path is appended to the queue. If the adjacent node is not the source host, the found path is added to the shortest path dictionary. This process is repeated until the queue is empty.
Algorithm 1.
[image: FX 1]
We store all discovered paths to construct the action space from the source host to other target hosts. This action space will serve as the foundation for our deep reinforcement learning model, enabling it to efficiently select paths to achieve the objectives of load balancing and network topology adjustment.
4.3 Load balancing and topology adjustment strategies
In electric power information systems, due to the uncertainty of user traffic requests and the potential threat of flooding attacks, network congestion can easily arise, affecting user experience and even system stability. To this end, building upon the established MDP model, we have enhanced the classic DQN algorithm and proposed a strategy based on deep reinforcement learning for load balancing and dynamic network topology adjustment. This strategy dynamically adjusts the data flow forwarding path and network terminal topology in real-time, thereby achieving adaptive and attack-resistant network performance.
Deep neural networks possess powerful representational capabilities. We employ a deep neural network to approximate the Q-function, using the current state of the agent during a given time period as input, and the state-action value [image: image] as the output, where θ represents the neural network parameters. In each decision-making step, the agent chooses an action based on the current network state, aiming to maximize the expected cumulative reward. By fitting the Q-function using a deep neural network, the agent can handle large-scale and continuous state spaces.
During the training process of the deep Q-network, each interaction with the environment results in an experience transition consisting of the state, action, reward, and next state. The classical DQN algorithm employs a replay buffer to store these transitions. During training, mini-batches of samples are randomly drawn from this buffer to learn, which breaks the temporal correlation between data and stabilizes the learning process. In this paper, we introduce an enhancement by adopting the prioritized experience replay technique, where experiences are drawn based on their importance rather than at random. When storing experience transitions, the temporal difference (TD) error is calculated concurrently. Each experience is assigned a priority based on the magnitude of the TD error, with experiences having larger errors receiving higher priorities. Consequently, when drawing from the replay buffer, experiences with higher priorities are more likely to be chosen. Since priority sampling introduces a bias, importance sampling weights are employed to correct this bias, ensuring that the learning process remains unbiased. Through the prioritized experience replay technique, those experiences that are “challenging” or “unexpected” can be reviewed and learned more frequently, thereby accelerating the learning process and potentially enhancing the network’s convergence rate and overall performance.
In addition, we introduce a target network with the same structure as the deep Q-network to solve the correlation and stability problems. Initially, both the deep Q-network and the target network share the same parameters. Throughout the training process, every C steps, the parameters θ′ of the target network are updated to θ. After sampling a minibatch of size B from the prioritized experience replay buffer, we can compute the estimated Q-value:
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The target Q-value is:
[image: image]
The loss function is calculated based on the difference between the target Q-value and the estimated Q-value. Gradient descent is then applied to update the main network parameters θ. The loss function is defined as:
[image: image]
Through the aforementioned techniques, the agent can more effectively learn the mapping between network states and actions, thereby identifying the optimal strategies for load balancing and topology adjustments. With adequate training, the deep Q-network can provide real-time, dynamic, adaptive, and attack-resistant strategies for load balancing and network topology adjustments in the electric power information system network.
4.4 Training procedure and application
The pseudocode for the training process of the Deep Q-Network is presented in Algorithm 2, which primarily outlines the procedure to update neural network parameters using experience tuples acquired from interactions. We set the total number of training episodes to E. In each episode, interactions are carried out over T discrete time steps. Initially, the target hosts and bandwidth requests of each host are initialized, forming the current state st. Subsequently, each agent selects an action at from its action space based on the ɛ-greedy rule. The SDN controller issues commands to update the flow table based on this action, yielding the immediate reward rt and the subsequent state st+1. After computing the priority, the transition [image: image] is stored in the prioritized experience replay buffer. Then, a minibatch of tuples is sampled from the prioritized experience replay buffer for updating the parameters of the deep Q-network. Finally, the greedy coefficient is updated. Every C steps, the parameters of the target network are synchronized with those of the deep Q-network.
Algorithm 2.
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After training, each host can make real-time routing planning and topology adjustment decisions based on its own deep Q-network. The application process of the proposed method in this paper is shown in Algorithm 3. In each time interval, the target hosts and bandwidth requests of each host are initialized first, forming the current state st. Then, each host selects the optimal action at based on the deep Q-network. The SDN controller issues instructions according to at to update the flow table, followed by a state transition. Relying on a well-trained deep Q-network, each host can make real-time optimal decisions for load balancing and topology adjustments.
Algorithm 3. The application process of the proposed method.
Initialize the well-trained deep Q-networks for each host.
Receive the target hosts and bandwidth requests of each host.
Input the state st to respective deep Q-network and get the output at with the largest Q-value.
The SDN controller sends instructions to update the flow table. Load balancing and dynamic network topology adjustment are completed.
5 CASE STUDIES AND ANALYSIS
In this section, we evaluate the performance of the proposed load balancing and topology adjustment strategy. We first show the experimental settings and metrics. Then, the convergence process of deep Q-networks is present. Finally, we carry out simulation experiments under different traffic loads and analyze the results.
5.1 Experimental settings
In the experiments, the computer operating system used is Ubuntu 22.04. The experimental simulation environment utilizes the Mininet simulation software, the Ryu controller, and the OpenFlow 1.3 protocol. We construct a four-fork fat-tree network structure for experimentation, as shown in Figure 2. The number of hosts is 16, with 20 switches, and all link bandwidths are set to 100 Mbps/sec. The simulations were completed by a PC with an Intel Core (TM) i5-12500 CPU @ 3.0 GHz with 16.00 GB RAM, RTX GeForce 2060 SUPER.
During the training of each deep Q-network, we set each episode to consist of three discrete time steps, with a total of 3,000 training episodes. The deep Q-network adopts a uniform fully connected deep neural network. The number of neurons in the input and output layers are 32 and 54, respectively, while the middle layer is a hidden layer with 128 neurons. The learning rate of the deep Q-network is set to 0.001. The reward discount factor is set to 0.9. The exploration coefficient is initially set to 1 and is reduced by 0.0006 after each time step. After decreasing to 0.01, it remains constant. Every 10 steps, the parameters of the target network are synchronized with the deep Q-network. Furthermore, the capacity of the priority experience replay buffer is set to 5,000 with the minibatch size is set to 16. The hyperparameters for training the deep Q-networks are presented in Table 1.
TABLE 1 | The hyperparameters for training the deep Q-networks.
[image: Table 1]5.2 Neural network training convergence
First, we evaluate the convergence of the DNN training, with results presented in Figure 3. We have plotted the cumulative rewards for each of the 16 hosts using the deep Q-network over the course of the training episodes. As shown in Figure 3, during the initial phase of training, the cumulative rewards are relatively low, with agents predominantly adopting random strategies for extensive exploration. As training progresses and agents accumulate more experience, the cumulative rewards gradually increase. Notably, after 2,000 episodes, the rewards attained by each agent begin to stabilize and converge. This indicates that during the training process, the agents have learned the optimal strategy. The trained deep Q-networks can thus provide decision-making guidance for load balancing and topology adjustment for each host.
[image: Figure 3]FIGURE 3 | The convergence of the DNN training. A–P represent the convergence curves of Host1 to 16 respectively.
5.3 Load balancing effect analysis
To best restore the actual traffic conditions in the data center network of the power information system, this paper selects the random traffic pattern for simulation experiments. Specifically, each host injects a UDP data stream into any target host in the network with an equal probability. In Mininet, we set the traffic load ratio of each host to the link bandwidth between 0.1 and 0.9 to evaluate network performance under different traffic stress levels. The Iperf tool is used to obtain network testing metrics. Experiments are conducted multiple times under the premise of regular network link allocation, and the average measurement values are taken.
Equal-cost multi-path (ECMP) is a classic routing technique used to forward data traffic along multiple equivalent paths. The path selection strategy of ECMP has various methods such as hashing, polling, and based on path weights. The shortest path for traffic forwarding is usually set with the same routing priority, and each switch makes independent decisions for each hop. To comprehensively evaluate the performance of the algorithm proposed in this paper, we use three metrics: average bandwidth utilization, average jitter, and average packet loss. These metrics are then compared between ECMP and the algorithm proposed in this paper.
(1) Average Bandwidth Utilization: The average bandwidth utilization refers to the ratio of the data volume actually received by the target host to the data volume sent by the source host. The data volume received by the target host varies depending on the network conditions, reflecting the actual bandwidth resources enjoyed by the data stream during network transmission. The data volume sent by the source host corresponds to the designated sending bandwidth. The formula for calculating the average bandwidth utilization is as follows:
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Where η represents the average bandwidth utilization, wi,actual denotes the actual bandwidth value of the data transmission for the ith host, and wi,applied represents the bandwidth request value of the ith host. The average bandwidth utilization is compared to assess the quality of network performance; the larger its value, the better the network performance and the more effective the load balancing. 
(2) Average Jitter: The average jitter refers to the average time taken for all data streams in the network to travel from the sender to the receiver. The formula for its calculation is as follows: 

[image: image]
Where φ is the average jitter, ti,r denotes the reception time of the data stream for the ith host, and ti,s represents the starting transmission time of the data stream for the ith host. The average transmission delay can be used to measure the degree of link congestion. The smaller its value, the less likely it is for network congestion to occur, indicating a more effective load balancing.
(3) Average Packet Loss: The average packet loss is the ratio of the volume of data that failed to transmit within a unit of time to the volume of data sent. The formula for its calculation is as follows: 
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Where δ is the average packet loss, di,l denotes the volume of data that failed to transmit for the ith host, and di,s represents the volume of data sent by the ith host. Serving as a crucial metric for evaluating network performance, the average packet loss rate reflects the system’s processing capability. The smaller its value, the better the load balancing effect.
Experiments are conducted at different traffic intensities and the variation of average bandwidth utilization is obtained as shown in Figure 4. As can be seen from the figure, the average bandwidth utilization is close to 1 when the traffic intensity is lower than 0.3. This is due to the relatively low network traffic during this phase, resulting in a minimal probability of link congestion. As the traffic intensity increases, the average bandwidth utilization gradually decreases, indicating a high-load state in the links. Under these circumstances, the method proposed in this paper achieves a higher average bandwidth utilization rate compared to the ECMP algorithm, signifying superior load balancing performance of our method over ECMP.
[image: Figure 4]FIGURE 4 | Average bandwidth utilization.
The variation of average jitter are shown in Figure 5. The graph reveals that at low traffic intensities, both the traditional ECMP algorithm and the method proposed in this paper deliver commendable data transmission outcomes, with the transmission jitter nearly being zero. As the traffic intensity surges, the overall network load increases, potentially leading to link congestion and consequently a general rise in the average transmission jitter. Compared to the ECMP algorithm, our proposed method is adept at selecting the optimal transmission path, effectively minimizing the rate of delay escalation.
[image: Figure 5]FIGURE 5 | The variation of average jitter.
Changes in the average packet loss are portrayed in Figure 6. As evident from the graph, in comparison with the ECMP algorithm, the proposed approach effectively reduces the packet loss. This is because the ECMP algorithm evenly distributes the traffic load on each link, overlooking the demands of individual hosts and the network’s condition, which can easily lead to network congestion. In contrast, our proposed approach dynamically selects routing paths by comprehensively considering the traffic requests of each host, thereby reducing the probability of link congestion. Summing up the analysis, it is evident that the method proposed in this paper achieves superior load balancing results compared to the traditional ECMP algorithm.
[image: Figure 6]FIGURE 6 | The convergence of the DNN training.
5.4 Topology adjustment effect analysis
In addition to load balancing, another significant objective of the method proposed in this paper is to defend against potential attacks by dynamically adjusting network topology. To assess its defense capabilities against flood attacks, we conduct experiments under various traffic intensities. We select a single host as the attacker and adjust the topology using our method, subsequently comparing the success rates of flood attacks before and after the topological adjustments. The success rate of a flood attack is defined as the ratio of the number of other hosts experiencing a decline in average bandwidth utilization to the total number of other hosts. Each host is selected in turn as an attacker for the experiments under different traffic intensities. Experiments were conducted using both the ECMP algorithm and the method proposed in this paper, with results depicted in Figures 7, 8.
In Figures 7, 8, the circular markers represent the average success rate of flood attacks at that particular traffic intensity, while the box area indicates the 95% confidence interval for the flood attack success rate. Comparing the results from Figures 7, 8, it becomes apparent that, at identical traffic intensities, our proposed method effectively reduces the flood attack success rate. This is because our study employs a topology dynamic adjustment strategy based on deep reinforcement learning, which allows for real-time decision-making in accordance with the current network traffic request status. This timely cuts off links connected to terminal nodes that might be under attack, preventing flood attacks from affecting other hosts in the network at the source. Calculations revealed that the average probability of being affected by a flood attack using the ECMP algorithm is 43.244%, while it is 32.159% when employing our method. In comparison to the conventional ECMP algorithm, our method reduces the probability of being attacked by over 11%. This result validates the effectiveness of the approach proposed in this paper in defending against flood attacks.
[image: Figure 7]FIGURE 7 | The attack rate of the ECMP algorithm.
[image: Figure 8]FIGURE 8 | The attack rate of the proposed method.
6 CONCLUSION
This paper models the problem of load balancing and network topology dynamic adjustment as a Markov decision process, and proposes a method based on deep reinforcement learning to improve the performance, availability and attack resistance of power information systems. According to the characteristics of fat tree topology, we design a data flow path acquisition method based on breadth-first search to construct the action space of each host. Subsequently, we introduce deep Q-network to provide guidance for the optimal strategy of each host. In addition, we also introduce priority experience replay and target network to improve the convergence speed and overall performance of deep Q-network training. In order to verify the effectiveness of our proposed strategy, we used Mininet to build a typical power information system fat-tree network topology, and conduct a series of case studies and analyses. Experimental results show that our strategy can significantly improve system performance and quickly adjust network topology in the face of network attacks to maintain system stability and availability. The proposed method holds significant promise for broader application in various network infrastructures, particularly in sectors demanding high levels of reliability and attack resilience, thus paving the way for its future adoption in more complex and dynamic network environments.
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Droop control is widely used in multi-terminal flexible DC (VSC-MTDC) transmission systems by virtue of the advantage of multi-station cooperative unbalanced power dissipation, however, the essence of the droop control strategy is to change the DC current to realize the unbalanced power dissipation, and the resulting DC voltage deviation will affect the normal operation of the system. Firstly, this paper theoretically analyses the working characteristics of the conventional droop control and proposes a control method to realize the quasi-differential-free regulation of DC voltage by translating the droop curve. Second, according to the power margin of the converter station, the feedforward compensation amount of each converter station is reasonably set to avoid the power impact on the converter station. Finally, for the problem that the actual value of DC voltage still deviates from the rated value, a control strategy containing secondary regulation of DC voltage is proposed to further restore the DC voltage to the initial value on the basis of ensuring the effect of power regulation, which improves the stability of the operation of the VSC-MTDC system. The final simulation results verify the effectiveness of the proposed method.
Keywords: droop control, VSC-MTDC, DC voltage deviation, power margin, secondary regulation
1 INTRODUCTION
Compared to the line-commutated converter based multi-terminal direct current (LCC-MTDC) in traditional direct current grids, the voltage source converter based multi-terminal flexible direct current transmission (VSC-MTDC) system, which connects multiple converters through direct current lines, has gained extensive use due to independent control of active and reactive power, and flexible control of tidal currents (Wang et al., 2021; Ma et al., 2022; Yang et al., 2022). Droop control can take advantage of the power regulation capability of multiple converter stations simultaneously to absorb unbalanced power, which is widely used in VSC-MTDC systems. However, an obvious drawback of droop control is that it inevitably leads to DC voltage deviation while absorbing unbalanced power at converter stations, which negatively affects the stable operation of the system (Wang et al., 2020; Li et al., 2022).
Aiming to address the inherent DC voltage deviation issue arising from the use of conventional droop control for eliminating unbalanced power at converter stations, academia has proposed three improvement approaches. The first method involves achieving rational distribution of unbalanced power and mitigating DC voltage deviation by improving the droop coefficient. Refs (Liu et al., 2020; He et al., 2023; Wang et al., 2023). propose various adaptively adjusted droop control methods to suppress DC voltage deviation through the adjustment of the droop coefficient. However, after the completion of the dynamic regulation process, the converter station still experiences a deviation in active power and DC voltage. Furthermore, the aforementioned control method is highly dependent on the droop coefficient; a larger calculated droop coefficient may result in a smaller power fluctuation, yet cause a larger DC voltage deviation, ultimately impacting the overall stability of the system. If the calculated droop coefficient is small, it indicates greater active power distribution capability with a lower likelihood of power fluctuation, however, the DC voltage regulation capability is comparatively weak. Hence, the accuracy of the droop coefficient is crucial when implementing the above control method.
The second method involves overlaying the deviation of the DC voltage onto the droop control and continually optimizing the active power reference to reduce the DC voltage deviation. Refs (Fu Y. et al., 2021; Yu et al., 2022). respectively superimpose the DC voltage deviation onto the active power reference value to achieve non-error DC voltage regulation. However, the essence of the above methods is to transform the droop control station into a DC voltage control station, which loses the advantage of droop control for cooperative unbalanced power dissipation by multiple stations.
The third method is to adjust the active power value of the converter station proactively to achieve quasi non-error DC voltage regulation by shifting the droop curve. Refs (Zhu et al., 2018; Li et al., 2019a). gather the unbalanced power of the DC system, overlay it onto the reference value of active power at the converter station, and shift the droop curve during the dynamic regulation process for quasi non-error DC voltage regulation. The above control method solves the problem that the second control method loses the droop control multi-station coordinated consumption of unbalanced power. However, when the system returns to a stable state, there is still a deviation between the actual value of the DC voltage and the initial value, and the distribution of unbalanced power is not effectively controlled.
Aiming at the problems existing in the above control methods, this paper proposes an improved multi-point DC voltage coordinated control strategy based on the third method. Additionally, to tackle the problem of deviation in actual DC voltage values from the initial value, the paper suggests a control approach incorporating secondary DC voltage regulation, which continually corrects the DC voltage to its initial value. The primary focus of this paper encompasses the following aspects:
(1) An improved coordinated control strategy for multipoint DC voltage is proposed to achieve quasi non-error DC voltage regulation by injecting the unbalanced power as a feed-forward compensation quantity into the droop control.
(2) A power balance allocation scheme is proposed, which uses the available power margin of the converter station to reasonably allocate the unbalanced power of the system, to avoid the problem that the converter station with a smaller power margin is full and other converter stations still have power margin.
(3) A control method with secondary regulation of the DC voltage is proposed, where after the dynamic adjustment process of the system is completed, the DC voltage is restored to the initial value by using the non-static error characteristics of the PI controller.
Finally, a five-terminal VSC-MTDC simulation model is established by PSCAD/EMTDC, and the simulation results verify the effectiveness of the proposed control strategy.
2 CONVENTIONAL DROOP CONTROL VOLTAGE DEVIATION ANALYSIS
2.1 VSC-MTDC system model and control principle
The five-terminal VSC-MTDC system’s structure is presented in Figure 1. VSC1∼VSC5 depict voltage-source type converter stations. The DC side is connected through a DC network in parallel, and the AC side is connected to its corresponding AC grid, and the resistance of the lines between converter stations is 0.25 Ω.
[image: Figure 1]FIGURE 1 | VSC-MTDC system structure diagram.
Analogous to the primary frequency regulation characteristics of a conventional generator, droop control avoids the reliance on inter-station communication and leverages the characteristic curves of DC voltage and active power to rapidly distribute unbalanced power and maintain stable control of DC voltage. Figure 2 illustrates the structure of the DC voltage-active power (Udc-Ps) controller.
[image: image]
where Udc and Udcref represent the measured and reference values of DC-side voltage, respectively; Ps and Psref represent the measured and reference values of the active power of the converter station, respectively; k is the droop coefficient; and e(t) is the PI controller input (Song et al., 2021; Xiong et al., 2022).
[image: Figure 2]FIGURE 2 | DC voltage droop Controller structure diagram.
When the system is in a stable state, the input of the PI controller is zero, and Eq. 1 can be simplified to:
[image: image]
2.2 Conventional droop control DC voltage deviation analysis
It is assumed that the DC system has N converter stations, of which 1∼m converter stations use conventional droop control; m+1∼n converter stations use constant active power control, and n+1∼N converter stations use constant AC voltage control.
The sum of the active power reference values of 1∼m droop stations Pr is
[image: image]
where 1 ≤ i ≤ m.
The sum of active power Pt of m+1∼n constant power stations is
[image: image]
where m+1 ≤ b ≤ n.
The sum of active power Pw of n+1∼N constant AC voltage converter stations is
[image: image]
where n+1 ≤ j ≤ N.
The conventional droop control operating curve is shown in Figure 3.
[image: Figure 3]FIGURE 3 | DC voltage droop control characteristic diagram.
According to Figure 3, at the initial steady state, the system should be operated in state 1. If a power disturbance, ΔP, occurs in the DC system, the m droop stations will use their own droop characteristics to dissipate the unbalanced power while the system operating point moves. When the steady state is reached again, the system is set to run in state 2 and the DC voltage deviation is ΔUdc. From Figure 3, it is apparent that the unbalanced power ΔPi borne by the droop station i has the following relationship with the DC voltage deviation ΔUdc.
[image: image]
According to the principle of energy conservation, the sum of the active power variation of each droop station should be equal to ΔP
[image: image]
Combining Eq. 6 with Eq. 7, we can obtain
[image: image]
[image: image]
From Eq. 8, it is apparent that ΔUdc is proportional to ΔP and inversely proportional to the sum of the reciprocals of the droop coefficients of m droop stations. This shows that when the power of the DC system fluctuates, all droop stations will cooperatively dissipate the unbalanced power according to their own droop curves (Li et al., 2019b; Liu et al., 2023).
From Eq. 9, it is evident that the droop coefficient determines how much unbalanced power is borne by the droop station in the dynamic regulation process. If each converter station adopts the same droop coefficient, all converter stations share the unbalanced power; if each converter station adopts different droop coefficients, converter stations with smaller droop coefficients will bear more unbalanced power, and converter stations with larger droop coefficients will bear less unbalanced power.
3 IMPROVED COORDINATED CONTROL STRATEGY FOR MULTI-POINT DC VOLTAGE
3.1 Improved droop control
Aiming at the DC voltage deviation problem inherent in the conventional droop control for dissipating the unbalanced power at the converter station, this paper proposes an improved coordinated control strategy for the multipoint DC voltage of the VSC-MTDC system, in which the unbalanced power is injected as a feed-forward compensation quantity into the droop control, and quasi non-error DC voltage regulation is realized by shifting the droop curve. The characteristic curve of the improved coordinated control strategy is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Improved coordinated control schematic.
Let the system be in state 1 at the initial steady state. When power disturbance ΔP occurs in the DC system, each droop station is given a feed-forward compensation amount of magnitude ΔPi, at this time, the stable operation point of the system is changed from Ai to Di to realize the flattening of the droop curve. Pisref and Pi'' are the reference values of active power before and after adjustment of the converter station, respectively, which satisfies
[image: image]
And then the converter station dissipates the unbalanced power according to the droop characteristic, and finally the system operates stably near the Ci point, realizing the quasi non-error DC voltage regulation. Compared with the conventional droop control, the active power transmitted by the converter station does not change, while the DC voltage deviation is approximately zero, and the stability of the system is greatly improved (Fu Q. et al., 2021; Liu Q. et al., 2022).
It is worth stating that when the DC network has a power surplus, the system DC voltage will increase, and under the improved droop control strategy in this paper, the droop curve will be shifted to the upper right, and the DC voltage will first rise and then fall to about the initial value. When the system has a power deficit, the system DC voltage decreases, and under the improved droop control strategy in this paper, the droop curve will level off to the lower left, and the DC voltage first decreases and then increases, and finally stabilizes at the initial value.
3.2 Power balance distribution program
To reasonably allocate the unbalanced power in the DC system to each droop station, this paper introduces the available power margin of the converter station to the power allocation coefficients and quickly adjusts the active power reference value. The power balance allocation scheme is shown in Eq. 11.
[image: image]
where Δt system sampling time. Under this power balance allocation scheme, the control system only needs to collect the active power value of the non-droop station, and update the active power reference value to the droop station when, and only when, the DC system current changes. In the rest of the cases, the droop station only needs to operate stably according to the latest updated active power reference value. At the same time, this power balance allocation scheme requires very low inter-station communication, and even when the communication of each converter station is interrupted, it can still operate normally according to the conventional droop control method.
3.3 DC voltage secondary regulation
According to the above analysis, the unbalanced power of the converter station is injected into the droop control as a feed-forward compensation quantity, and the quasi-differential-free regulation of the DC voltage can be realized by shifting the droop curve. However, when the system returns to the steady state again, the DC voltage deviation still exists, which is not conducive to the stable operation of the system. To address this problem, Res (Liu H. Y. et al., 2022) designs an additional DC voltage stabilizer with the control structure shown in Figure 5.
[image: image]
where ΔPrefu represents the value of additional power generated by the controller; ΔKu refers to the equivalent inertia coefficient; and ΔKv is the equivalent damping coefficient.
[image: Figure 5]FIGURE 5 | Additional DC voltage stabilizer structure.
Analogous to the synchronous generator inertia and damping, the controller takes ΔUdc as the input, and reduces the DC voltage deviation by adjusting the active power reference value during the power perturbation process. However, the DC voltage deviation is generally large in the early stage of power disturbance occurrence, and if ΔKu and ΔKv take larger values, it is easy to trigger overshooting of the converter station and generate power oscillations; if ΔKu and ΔKv take smaller values, the improvement of DC voltage is generally effective.
Aiming at the above problems, this section proposes an improved control method for the secondary regulation of DC voltage to restore the DC voltage to the initial value in case of slight changes in the active power of the converter station to realize the non-error DC voltage regulation. The structure of the improved DC voltage secondary regulation controller designed in this paper are shown in Figure 6 and Eq. (13):
[image: image]
[image: Figure 6]FIGURE 6 | DC Voltage secondary regulation controller structure.
Similarly, the DC voltage secondary regulation controller takes ΔUdc as input and utilizes the steady state static-free characteristic of the PI controller to realize the static-free regulation of the DC voltage. Unlike the Res. (Liu H. Y. et al., 2022), the DC voltage secondary regulation controller does not have ΔKu and ΔKv parameters, so there is no need to worry about the influence of ΔKu and ΔKv values on the effect of improving the DC voltage. Meanwhile, to avoid the effect of ΔPrefu on the droop control at the early stage of the disturbance occurrence, the DC voltage secondary regulation controller can be operated again to restore the DC voltage to the initial value after some time of the improved droop control action in Section 3.1. Therefore, in this paper, the PI parameters for the droop control and the improved PI parameters for the DC voltage secondary regulation are set reasonably, Kp1 and Ki1 are set to 0.2 and 0.5 respectively, and Kp2 and Ki2 are set to 0.05 and 0.1 respectively. The step response times of the two PI controllers are differentiated to achieve the purpose of the successive response of the two controllers.
4 SIMULATION AND ANALYSIS
In this paper, a five-terminal VSC-MTDC system as shown in Figure 1 is built based on PSCAD/EMTDC simulation software, and the specific simulation parameters are shown in Table 1.
TABLE 1 | Main parameters of the VSC-MTDC systems.
[image: Table 1]4.1 Validation of the effectiveness of an improved coordinated control strategy for multi-point DC voltage
To verify the effectiveness of the improved droop control strategy proposed in Section 3.1 of this paper, the comparative simulations set up in this section are as follows
Control Method 1 (CM1): conventional droop control; Control Method 2 (CM2): the control method proposed in Res. (Li and Gao, 2020); Control Method 3 (CM3): the improved droop control proposed in this paper.
At t = 3 s, the active power command value of VSC3 increased from 115 MW to 175 MW. Figure 7 presents a comparison of the simulation outcomes under the three control methods.
(a) Active power of VSC1
(b) Active power of VSC2
(c) Active power of VSC3, VSC4 and VSC5
(d) System DC voltage
[image: Figure 7]FIGURE 7 | VSC3 power increase simulation.
As can be seen in Figures 7A–D, in the initial state, the actual power values of VSC1 and VSC2 under the three control methods are close to the power command value because of the existence of losses in the system, but there is a slight difference. After the change of the active power command value of VSC3 at the moment of 3 s, it is equivalent to the power surplus of the DC system, and the DC voltage of the system is gradually reduced. Under the control of CM1, the droop stations VSC1 and VSC2 adjust their active power command values according to the amount of change in DC voltage by a fixed droop coefficient, and the transmitted power changes from −219.5 MW and −100 MW to −239.5 MW and −140 MW, respectively, with a sharing amount of 20 MW and 40 MW, and a DC voltage deviation of 6.08 kV.
Under CM2 control, the droop coefficient is obtained by calculating according to the fixed margin of the converter station, which optimizes the power distribution of the DC system compared to CM1 control, thus reducing the deviation of the DC voltage. The sharing of VSC1 and VSC2 is 15.2 MW and 44.8 MW, respectively, and the deviation of the DC voltage is 4.57 kV.
Under the control of CM3, it can be seen from Figure 7D that the DC voltage first rises and then decreases, which is in line with the analysis in Section 3.1 of this paper. By feedforward compensation of unbalanced power to the active power command value of VSC1 and VSC2, the sharing of VSC1 and VSC2 are 20 MW and 40 MW, respectively, and the DC voltage deviation is 0.12 kV. Compared with CM1, the active power sharing of VSC1 and VSC2 does not change, while the DC voltage deviation is approximately zero, and quasi non-error DC voltage regulation is realized. The simulation results are shown in Table 2.
TABLE 2 | Simulation results.
[image: Table 2]4.2 Validation of the effectiveness of the power balance allocation scheme
To verify the effectiveness of the power balance allocation scheme proposed in Section 3.2 of this paper, the comparison simulation set up in this section is as follows
Control Method 1 (CM1): Improved droop control; Control Method 2 (CM2): Improved droop control + power balance allocation scheme.
At t = 3 s, the VSC3 active power instruction value has increased from 115 MW to 175 MW. Figure 8 illustrates the comparison between simulation outcomes obtained with the two control methods.
[image: Figure 8]FIGURE 8 | VSC3 power increase simulation.
As can be seen from Figures 8A–D, under CM1 control, the system’s unbalanced power is allocated to VSC1 and VSC2 through a fixed ratio without considering the actual power margin of the converter stations, which may easily cause some converter stations to be fully loaded and thus lose the ability to control the DC voltage when the unbalanced power is too large. The unbalanced power allocated to VSC1 and VSC2 is 20 MW and 40 MW, respectively, and the DC voltage deviation is 0.12 kV.
Under CM2 control, the system’s unbalanced power is reasonably allocated to VSC1 and VSC2 according to the power margin of the converter station, which avoids the problem that VSC1, which has a small power margin, can easily reach full load. The unbalanced power allocated to VSC1 and VSC2 are 14 MW and 46 MW, respectively, and the deviation of the DC voltage is 0.12 kV the simulation results are shown in Table 3.
TABLE 3 | Simulation results.
[image: Table 3]4.3 Validation of the effectiveness of secondary regulation control of DC voltage
To verify the effectiveness of the DC voltage secondary regulation control strategy proposed in Section 3.3 of this paper, the comparative simulations set up in this section are as follows:
At t = 3 s, the active power command value for VSC3 is reduced from 115 MW to 45 MW. Figure 9 presents a comparison of the simulation outcomes across the three control methods.
[image: Figure 9]FIGURE 9 | VSC3 power reduction simulation.
From Figures 9A–D, it can be seen that when the system has a power deficit, the DC voltage first decreases and then increases, which is consistent with the analysis in Section 3.1 of this paper. Under CM1 control, since the system does not have a DC voltage recovery controller, the DC voltage stabilization value still deviates from the initial value, with a deviation value of 0.11 kV. Under CM2 control, it can be seen from Figure 9D that the additional DC voltage stabilizer can further reduce the DC voltage deviation, with a deviation value of 0.08 kV. Since the ΔKu and ΔKv parameters are fixed values, which limits the DC voltage recovery effect, the DC voltage is gradually recovered under CM3 control by adjusting the active power reference values of VSC1 and VSC2 in small increments using the static-free characteristic of the PI controller. When the system reaches the steady state again, the DC voltage deviation is 0.02 kV. Simulation results are shown in Table 4.
TABLE 4 | Simulation results.
[image: Table 4]5 CONCLUSION
In this paper, we propose an enhanced coordinated control approach for VSC-MTDC systems, which includes secondary regulation of DC voltage. The aim is to address the inherent DC voltage deviation issue that arises from conventional droop control in the presence of unbalanced power dissipation at converter stations. Our findings suggest that this approach provides superior outcomes.
(1) The quasi non-error DC voltage regulation can be realized by compensating the active power reference value of the converter station through the feed-forward and shifting the droop curve.
(2) The unbalanced power is allocated according to the power margin of converter stations, which can effectively avoid the situation that some converter stations are overloaded while other converter stations still have a power margin.
(3) The DC voltage deviation can be further reduced by the DC voltage secondary regulation controller to improve the stability of system operation.
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The AC power system strength exhibits time-varying characteristics during operation, thereby affecting the filtering performance of filters in the system. Failure to account for this variability may result in the harmonic levels exceeding permissible limits under specific power system strength, thereby affecting the normal operation of the power system. Consequently, building upon the existing filtering technique based on parallel-connected fixed capacitors for LCC-HVDC systems, a method for tuning the parameters of parallel-connected capacitors is proposed, thereby the capacitance range meets the filtering requirements under various system strengths.
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1 INTRODUCTION
High voltage direct current (HVDC) transmission technology plays an important role in large-capacity and long-distance transmission applications (Agelidis et al., 2006; Tang and Xu, 2014). However, with the increasing number of converter stations in the power system, the harmonic levels in the power grid are also rising (Xin et al., 2020). Excessive harmonics can lead to distortion of the AC waveform and reactive power deficits (Xue et al., 2019), posing a serious threat to the safe operation of the power system (Geng et al., 2018). To address this issue, power grid companies have established the corresponding harmonic content standard (IEEE, 2014), specifying that the Total Harmonic Distortion (THD) value of harmonic voltage and current should not exceed 1.5%. To meet the standards, effective measures need to be taken. AC filters are essential components in HVDC transmission system for mitigating harmonics (Lee et al., 2015). In addition, the AC power system strengths have a significant impact on the operation of the power grid and the strengths can be quantified using the short-circuit ratio (SCR) (Li et al., 2020). Li et al. (2022) provide the typical variation of the SCR and its impact on the frequency and voltage stability. Lower AC strength corresponds to lower resonance frequencies and an increasing risk of resonance, leading to the degradation of the system’s normal performance and distortion of voltage. In summary, weak AC power system strength can weaken the system’s robustness and stability. Increasing the AC power system strength is beneficial for raising the system’s resonant frequency and stability, while achieving the better filtering effects (Chen et al., 2018).
For LCC-HVDC systems, it is necessary to consider both the reduction of AC harmonics and the compensation of reactive power (Liu and Zhu, 2013). Traditionally, active or passive filters are commonly employed to achieve these objectives. The circuit topology of passive filters is relatively simple, but they suffer from drawbacks such as large space requirements and poor filtering effectiveness due to the resonance points shifting. Consequently, research and application of active filter have become more extensive. Various design approaches for active filters have been proposed (Yang et al., 2022; Farghly et al., 2022; Du et al., 2022), addressing aspects such as optimizing the multi-topology structure of passive filters, parallel filtering structures based on hybrid systems, and adopting two-parallel single-tuned LC structures while considering the time-delay effect of controllers. The designed filters can effectively reduce harmonics and simultaneously reduce the size of capacitor banks to reduce reactive power compensation. Liu et al. (2020) consider the coordination between hybrid active filters and existing reactive power compensation devices. They introduce a novel AC filtering system that utilizes a series-connected passive resonance topology and a control scheme for active filtering. This not only enhances the harmonic suppression performance of LCC-HVDC, but also optimizes the reactive power compensation between different filter groups thereby reducing HVDC costs.
The above filtering technologies typically require the addition of AC filter stations. This entails significant space occupation, and the necessity to address issues such as losses and maintenance. Therefore, novel filtering technique have been proposed. Huang et al. (2022) introduce a hybrid active power filter with simple combination of passive filters and IGBT valves. The selected passive filter capacity and topology effectively enhance the filtering efficiency while ensuring independence between the filter and AC system, preventing resonance. However, the system configuration cost is high and the control of IGBT valves is difficult. A novel induction filtering technique based on the field-circuit coupling calculation method is proposed by Li et al. (2012), which greatly reduces the harmonic current content, enhances the excitation performance, improves the electromagnetic environment, and reduces the harmonic losses of HVDC converter transformers. Zhai et al. (2017), Zhao et al. (2022), and Xue et al. (2018) propose a novel filtering technique based on parallel-connected fixed capacitors in HVDC converters, which effectively suppresses harmonics without external AC filters and reactive power compensation devices. It also provides reactive power compensation and suppresses the commutation failure. This filtering method successfully address the issues associated with traditional filters. Nevertheless, the above studies do not take into account the impact of AC power system strength on the filtering performance of the filters. Power system strength is a crucial indicator of power system stability and play a vital role in power system operation. For the novel filtering technique involving the addition of parallel-connected fixed capacitors, it is crucial to consider whether the capacitance of the parallel capacitor can still maintain the system stability and meet the harmonic requirement under the varying system strengths.
To address aforementioned problems, this paper analyzes the impact of system strength on the filtering. Additionally, a tuning method for parallel-connected capacitors is proposed considering power system strength, establishing a capacitance range that meets filtering standards. This method not only contributes to the fault and transient analysis of novel filtering technique involving parallel-connected fixed capacitors but also provide valuable guidance for the configuration of capacitance parameters in practical engineering.
The filtering methods of different references are classified in Table 1.
TABLE 1 | Classification of different filtering methods.
[image: Table 1]The rest of the paper is organized as follows: Section 2 introduces the operation principle of novel filtering technology. Section 3 proposes a parameter tuning method for parallel-connected fixed capacitors. Section 4 validates the theoretical result and determines the range of capacitor capacitance. Section 5 combines the simulation to further determine the range of capacitor capacitance. Brief conclusions are drawn in Section 6.
2 OPERATION PRINCIPLE OF NOVEL FILTERING TECHNIQUE
In response to the shortcomings associated with the traditional filters, Xue et al. (2018) propose a novel filtering technology by adding parallel-connected fixed capacitors to the inverter side of the converter station.
The circuit diagrams for the novel filtering technique are shown in Figures 1, 2, where Ls is the smooth inductance, Lc is the transformer equivalent inductance, Rs is the DC resistance, TY(D)1∼TY(D)6 are the thyristors of the converter bridge, CapY(D)ab, CapY(D)bc, CapY(D)ac are the parallel-connected fixed capacitors, LY(D)abc are series inductance, mainly used for absorbing surplus reactive power. Ca is the DC filtering capacitor, Zinv is the equivalent impedance of AC system at the inverter side, and Zsys(n) is the grid impedance at the nth harmonic frequency.
[image: Figure 1]FIGURE 1 | Circuit topology at the inverter side of the system.
[image: Figure 2]FIGURE 2 | Equivalent circuit.
It can be seen from Figure 2 that the impedance of the capacitor branch will be small at high-frequencies, allowing a large AC current to flow through this branch. This causes the high-frequency AC harmonics to be “short-circuited” by the capacitors, achieving harmonic reduction. This further achieves the dual purpose of harmonic filtering and reactive power compensation. Xue et al. (2018) compare the simulation results between traditional and novel filtering technique, demonstrating that the latter can achieve similar filtering effects.
The novel filtering technique not only addresses the limitations of traditional filtering but also achieves filtering effort with a reduced amount of reactive power compensation. Therefore, studying the influence of power system strength on filtering effectiveness based on this novel filtering technique is of significance.
3 TUNING METHOD FOR CAPACITANCE PARAMETER
In this section, taking into account the AC system strength for system reactive power and harmonic content are derived. Additionally, the capacitance tuning method is introduced.
3.1 Reactive power calculation
Figure 3 highlights the definitions of reactive power at different parts of the system. In Figure 3, TY(D)1∼6 are the thyristors of the converter bridge, CapY(D)ab,CapY(D)bc,CapY(D)ac are the parallel-connected fixed capacitors, LY(D)abc are the series inductance, and Zinv is the equivalent impedance of AC system at inverter side.
[image: Figure 3]FIGURE 3 | Circuit diagram with reactive power measurements.
The reactive power absorbed by the converter can be calculated by Equation 1:
[image: image]
where Vac is the phase voltage amplitude, Vdc is the DC-side voltage, and Pmax is the maximum rated power.
The reactive power absorbed by the transformer can be calculated by (2):
[image: image]
where S is the capacity of the transformer and pf is the power factor.
The transformer power factor is shown in (3):
[image: image]
where Lc is the transformer equivalent inductance.
If the ratio of the transformer is k, the reactive power generated by the parallel-connected fixed capacitor is shown in (4) and (5):
[image: image]
[image: image]
where V2 is the phase voltage amplitude of bus.
The reactive power absorbed by the series inductance changes with the variation of capacitance and its value is relatively small. Therefore, to simplify the calculation, its impact is not considered in the theoretical calculations.
3.2 Harmonic content calculation
Xue et al. (2018) provide the harmonic amplitude expressions with AC power system strength of 2.5. Based on the twelve-pulse bridge, the expressions for C-phase harmonic current and voltage amplitude are shown in (6) and (7):
[image: image]
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Where, Zsys(n) is the grid impedance at the nth harmonic frequency, C is the capacitance of the parallel-connected fixed capacitor, [image: image] is the input harmonic current corresponding to the twelve-pulse bridge, and Lc is the equivalent inductance of the transformer.
HVDC transmission system interaction are largely determined by the AC power system strength relative to the DC transmission capacity. The degree of strength is often assessed using the short-circuit ratio (SCR).
The definition of the Multiple Input Short Circuit Ratio (MISCR) is given by Wang et al. (2021) as (8):
[image: image]
Where, Saci is the short-circuit capacity of bus i, PdiN is the rated power of bus i, MIIF indicates the interaction between the converter buses.
For single-infeed system, the SCR can be derived as shown in (9):
[image: image]
Where, Z is the inherent impedance of grid, Zdc is the grounding impedance. Figure 4 is the HVDC equivalent impedance model at the inverter side. In Figure 4, the grounding impedance (Zdc) includes the equivalent impedance of the converter valves and transformer. The inherent impedance (Z) is the equivalent impedance of the system. The grounding impedance can be considered fixed as the network frequency normally does not vary. Thus, the relationship between the SCR and the equivalent impedance Z of the power grid according to (9) can be expressed as shown in Figure 5. It can be seen from the relationship curve in Figure 5 that the SCR is inversely proportional to the equivalent impedance (Z) of the power grid. Since the grounding impedance (Zdc) includes the equivalent impedance of the transformer, and Xue et al. (2018) separate the equivalent impedance of the transformer and the impedance of the capacitor for calculation, this paper adopts the following methods to calculate the harmonic amplitude under the different system strengths to simplify the calculation.
[image: Figure 4]FIGURE 4 | Equivalent impedance model.
[image: Figure 5]FIGURE 5 | Relationship between Z and SCR
The basic short-circuit ratio (SCR) accounts for the inherent strength of AC power system, and the corresponding expression is given by Jia et al. (2012) as (10):
[image: image]
Short-circuit capacity SSC(MVA) is defined as (11):
[image: image]
Where, Eac is the commutation bus voltage under rated DC power, Zth is the grid impedance at the nth harmonic frequency and PdN is the rated DC power.
The relationship between grid impedance and AC power system strength can be expressed as (12):
[image: image]
Where, Zsys(n) represents the grid impedance at the nth harmonic frequency. It can be seen from (12) that grid impedance is inversely proportional to the short-circuit ratio (SCR).
By substituting (12) into (6) and (7), the expressions for C-phase harmonic current and voltage amplitude associated with system strength based on the twelve-pulse converter bridge can be obtained as follows:
[image: image]
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From (13) and (14), it can be observed that when the other parameters are constant and the equivalent inductance of the transformer is small enough to be negligible, the change of SCR with respect to harmonic current and voltage is as follows: As SCR increase, the amplitude of harmonic current and voltage decreases.
3.3 Capacitance parameter tuning process
This section introduces the tuning of capacitance considering the system strength. As shown in Figure 6, the process primarily involves two aspects: 1) Reactive power compensation. 2) Filtering effect. The priority is: Reactive power compensation and then the filtering effect. The tuning method is suitable for the conventional LCC-HVDC system.
[image: Figure 6]FIGURE 6 | Capacitance tuning process.
3.3.1 Reactive power compensation
According to (5), the reactive power is generated by the capacitor. Typically, the reactive power compensation at the inverter side falls within the range of 40%–60% of the rated power. To fully study the impact of small capacitance on filtering performance, the range of the reactive power compensation is extended to 20%–80% of the rated DC power. If the reactive power compensation exceeds this range, the capacitance is not considered. Otherwise, it can be considered.
3.3.2 Filtering effect
According to the capacitance range initially determined by the reactive power compensation, the filtering effect of the capacitance in this range is further tested. According to the harmonic amplitude expressions (6) and (7), the harmonic content under different system strengths is calculated. Then, compared with the IEEE harmonic standard, the capacitance range is further determined.
4 THEORETICAL RESULTS OF CAPACITANCE TUNING METHOD
The range of capacitance is determined using the tuning method from Section 3. The results are calculated based on CIGRE HVDC benchmark model.
4.1 Results of reactive power under the system strength of 2.5
Firstly, the capacitance range is initially determined by the reactive power compensation.
Figure 7 shows the change of reactive power under varying capacitance. It can be seen that the reactive power generated by the capacitors increases with the increase of capacitance, following a positive trend. Reactive power balance is achieved when the capacitance reaches 8.25 μF. In addition, the capacitance range that fulfills the reactive power compensation is approximately 3 μF–11.5 μF, in consistence with the initial capacitance range.
[image: Figure 7]FIGURE 7 | Reactive power change curve.
4.2 Results of harmonic content under the system strength of 2.5
From the relationships shown in (6) and (7), the harmonic content decreases with the increase of capacitance. Besides, the capacitance is not limited in a certain range. Xue et al. (2018) also provide the harmonic content under the system strength of 2.5, and this paper calculates the harmonic content under the same condition. According to the IEEE grid harmonic standards, the capacitance range that meets the requirements is approximately 7 μF to +∞μF.
In summary, the capacitance range that meets the reactive power compensation requirement and harmonic standard is 7 μF–11.5 μF when the AC power system strength is 2.5.
4.3 Results of harmonic content under different AC power system strengths
Based on the obtained capacitance range under the system strength of 2.5, the harmonic content of capacitors within this range is analyzed for different system strengths. Figure 8 illustrates the filtering performance of capacitors with capacitances of 7 μF, 8.8 μF and 11.5 μF under varying AC power system strengths. The selection method of the capacitance of 8.8 μF is as follows: Based on the compromise of the capacitance range of 7 μF–11.5 μF obtained in part A and B above and combined with the simulation test that can achieve stable capacitance value under rated working conditions. It can be observed that the harmonic content for 7 μF, 8.8 μF and 11.5 μF capacitors generally complies with the harmonic standards. Moreover, for a fixed capacitance, as the strength increases, the harmonic content decreases, indicating better filtering effectiveness.
[image: Figure 8]FIGURE 8 | The harmonic content under different AC power system strengths.
In conclusion, the capacitance range for parallel-connected fixed capacitors that meets the requirement is 7 μF–11.5 μF.
5 SIMULATION RESULTS OF CAPACITANCE TUNING METHOD
The analysis and calculation methods discussed above are applicable to systems with any strength.
This paper utilizes MATLAB/Simulink software to construct the LCC-HVDC system based on the parameters of the CIGRE benchmark model. The system model is shown in Figure 9.
[image: Figure 9]FIGURE 9 | System model A.
5.1 Simulation results of reactive power under the system strength of 2.5
In this section, simulation results are employed to validate and analyze the reactive power generated by capacitors with different capacitance.
Figure 10 shows the relationship between capacitance and reactive power for capacitance value ranging from 20% to 80% of the rated DC power. It is evident that the capacitance and the generated reactive power exhibit an approximate correlation. The system achieves the reactive power balance when the capacitance reaches 8.25 μF.
[image: Figure 10]FIGURE 10 | Reactive power change curve.
Observing the simulation result, the acceptable capacitance range is 6 μF–10.5 μF. By comparing with the theoretical results from Figure 7, there is a small discrepancy between them. The reasons are as follows:
Equation 15 is derived from (4) and (5). It shows the reactive power generated by the capacitor.
[image: image]
It can be observed that when capacitance and frequency are constant, factors affecting reactive power include the phase voltage on the primary side of the transformer (V2) and the transformer turns ratio (k). In theoretical calculations, the values of both are derived based on the benchmark model parameters. In the simulation test, to ensure the system adjusts to the rated operating conditions, the grid side is equivalent to an ideal voltage source, and the transformer turns ratio may vary, leading to discrepancies between the theoretical and simulated values. Additionally, when capacitance reaches a certain level, series inductance is required to absorb additional reactive power, which is not considered in the theoretical calculations.
5.2 Simulation results of harmonic content under the system strength of 2.5
This section begins with the analysis of the filtering effect, conducting simulation analysis on the harmonic content with different capacitance. Furthermore, by combining theoretical analysis with simulation results, the discrepancies between the two are analyzed.
Figure 11 depicts the variation in THD and Figure 12 illustrates the simulation results for the main harmonic content when the capacitance is between 6μF and 10.5 μF.
[image: Figure 11]FIGURE 11 | Harmonic content under varying capacitance. (A) THD values under varying capacitance. (B) Main orders harmonic content under varying capacitance.
[image: Figure 12]FIGURE 12 | Harmonic content under different DC voltages.
5.2.1 Results analysis
Figure 11A depicts the THD variation for voltage and current. It can be observed that the THD of harmonic current are lower than those of harmonic voltage, and both exhibit similar trends. The THD values of the harmonic current are generally within the required harmonic range, whereas voltage is not. It is obvious that capacitance within a certain range complies with the IEEE harmonic standards.
Comparing Figure 10 and Figure 11A, it can be observed that when the system does not reach reactive power balance or when the capacitance is small, the reactive power compensation is much less than the reactive power absorbed by the converter station. The filtering effect also falls within the IEEE harmonic standard range. The main reasons are explained as follows:
A. High frequency harmonic currents pass through the capacitor: When the capacitance is small, its impact on the clamping circuit is reduced, leading to a reduction of the reactive power compensation provided by the capacitor. At the same time, the filtering effect of the harmonic currents on the AC side is enhanced because the frequency of harmonic current is usually high, allowing them to pass through the capacitor more easily.
B. Improve the system stability: Although the added capacitance is small, the power factor of the system is still improved, enhancing system stability. This result in that more effective reduction of harmonic current on the AC side after passing through the capacitor, thereby reducing the demand for reactive power on the AC side.
Figure 11B shows the simulation results of the main harmonic content for capacitance ranging from 6 μF to 10.5 μF. It can be observed from Figure 11B that the variation has a concave distribution, and the capacitance range that meets the IEEE harmonic standard is 7 μF–8.8 μF.
Comparing these results with theoretical analysis, there are difference in their variations. Moreover, in the simulation results, a larger capacitance does not necessarily lead to better filtering performance. The main reasons are explained as follows:
A. During the system simulation, the generated reactive power exceeds the reactive power absorbed by the converter station when the capacitance is large. Under this condition, it is necessary to connect a parallel grounding inductor on the AC side of the converter station or connect the series inductor on the AC side of the converter bridge to absorb the surplus reactive power. At this point, the capacitor C and the inductor L form a LC resonant loop. According to the theory of series/parallel resonant circuit, the resonant frequency of the LC resonant circuit can be calculated as shown in (16):
[image: image]
Where, f is the resonance frequency, L is the inductance, and C is the capacitance.
B. The resonance frequency will decrease when the capacitance increases. Moreover, the resonance frequency becomes close to or equal to the system’s resonant frequency when it reaches a certain level, causing resonance and resulting in an increase in harmonic content.
C. The internal impedance of the capacitor also affects the level of harmonic current and voltage. When the capacitance is too large, its losses will increase and the internal impedance also increase, leading to an increase in power consumption and an increase in the harmonic content.
5.2.2 Error analysis

A. During the simulation, the DC voltage do not reach exactly the rated value of 500 kV. Based on this, the relationship between different DC voltages and harmonic current content when other factors are constant is studied. The simulation results are shown in Figure 12, in which, it can be observed that the harmonic current content changes inversely with the DC voltage. The higher the DC voltage, the lower the harmonic current content. Although the variations in DC voltage have a small effect on the change in the harmonic current, the differences in DC voltage will still affect the filtering effect.

B. In the simulation process, the AC voltage is within a certain rated value range, but the AC voltage may not always match the rated value during simulation, and its variation may lead to result deviations. Below is the testing of the THD values for different AC voltage with the same fixed capacitor capacitance.
Figure 13 shows the variation of THD values for different AC voltages with the same fixed capacitor capacitance. Figure 13A, B show the THD values for a capacitance of 7 μF under the system strength of 1.5 and 2, respectively. It can be observed that the harmonic content decreases with the increase in AC voltage, indicating that a higher AC voltage leads to better filtering effect. The rated value of the AC voltage is 187 kV, and the numerical values used in theoretical calculation are based on this rating. However, in the simulation results, the filtering effect for some capacitor capacitances are measured within the range of ±2% of the rated AC voltage (184 kV–191 kV), which introduces deviations in the results.
[image: Figure 13]FIGURE 13 | Filtering effect under different AC voltages. (A) SCR=1.5 (B) SCR=2.
5.2.3 Potential solutions

A. Optimize the design of the converter station structure: In the design of the converter station structure, it is possible to mitigate resonance between capacitors and line inductors by setting appropriate parameters such as capacitance and inductance. For instance, in the case of a multi-terminal filter structure, the introduction of two small resistors in series between the capacitor and inductor can prevent resonance.
B. Use controllable capacitors: Controllable capacitors can autonomously adjust their capacitance based on the system’s operating conditions, thereby preventing the occurrence of resonance.
C. Dynamically adjust capacitance: Dynamically adjust the capacitance based on the actual operating conditions of the system to ensure system stability and safety.
D. Add additional inductance: Add a certain inductance between capacitors and line inductance to reduce the resonance frequency and thereby avoid resonance.
In summary, the acceptable capacitance range is 7 μF–8.8 μF for the AC power system strength of 2.5.
It should be noted that the methods mentioned above are equally applicable to systems with other system strengths.
5.3 Comparative with existing passive filtering techniques
Table 2 shows the harmonic content using different filtering techniques, with the novel filtering technique provided for capacitor capacitance of 7.35 μF and 8.8 μF. The choice of 7.35 μF is based on the fact that, at this capacitance, the reactive power compensation generated by the capacitor is comparable to the reactive power compensation achieved with a passive filter. This selection allows for a more meaningful comparison of the filtering effects of different techniques.
TABLE 2 | Comparison of filtering effect under different filtering techniques.
[image: Table 2]From Table 2, it is observed that the 11th and 13th harmonic content is higher than that of the passive filter, but the high-frequency harmonic content is lower for the capacitance of 7.35 μF. In terms of THD values, with the same reactive power compensation, the filtering effect of the novel filtering technique is superior to that of the passive filter.
For capacitance of 8.8 μF, the reactive power generated by the capacitor is much larger than the reactive power compensation of the passive filter. However, the filtering effects for some harmonics orders is worse than the passive filter, the main reasons are as follows:
A. Impedance of the parallel-connected fixed capacitor itself: The fixed capacitor has a certain internal impedance in the system. When the capacitance is large, the internal impedance also increases, leading to higher losses and increased harmonic content.
B. Resonance issues: When the capacitance is large, it requires series or parallel-connected grounding inductance to absorb the surplus reactive power. In this case, a resonant circuit is formed by the capacitor C and inductor L. With a large capacitance, the resonance frequency decreases, and if it becomes close or equal to the resonance frequencies of other circuits in the system, it may cause resonance issues, leading to a reduction in filtering effectiveness.
C. High-performance broadband of the passive filter: Passive filter can choose different parameters according to requirements to meet the harmonic reduction. By adjusting the parameters of circuit components, better harmonic suppression can be achieved. In contrast, the filtering effect of parallel-connected fixed capacitors can only be effective within a specific frequency range, making it difficult to filter out harmonic signals at other frequencies, and adjustment is challenging.
In summary, both traditional filtering and novel filtering techniques can effectively suppress harmonic interference. However, due to limitations such as the impedance of capacitors, resonance issues and the filtering frequency range, the filtering effects vary under different capacitances. In practical engineering, it is advisable to choose different filtering methods based on actual requirements and grid conditions.
5.4 Simulation result of harmonic content under different system strengths
This section further analyzes the filtering effects under different system strengths.
Figures 14A, B show the simulation results of harmonic current content with the capacitance of 7μF and 8.8 μF under different AC power system strengths. It can be observed that, under various power system strengths, the simulation results for a capacitance of 7 μF are close to the theoretical analysis results, while the results for a capacitance of 8.8 μF differ significantly. The filtering effect on low-frequency harmonics is more obvious, but the filtering effect on high-frequency harmonics is less effective. The main reason for this includes: Parallel-connected fixed capacitors can only filter a certain range of harmonic frequencies, and when the capacitance reaches a certain level, parallel grounding inductance or series the inductance is needed to absorb surplus reactive power. The capacitor may resonate with the inductance, leading to an increase in harmonic content at that frequency.
[image: Figure 14]FIGURE 14 | Harmonic current content with different capacitance. (A) Harmonic current content with a capacitance of 7 μF (B) Harmonic current content with a capacitance of 8.8 μF.
Besides, the variation follows the following trend under different AC power system strengths: A higher system strength leads to better filtering performance.
Figure 15A, B show the variation of harmonic content with the capacitance of 7 μF and 8.8 μF under different AC power system strengths. It can be observed that the harmonic content for 7 μF and 8.8 μF capacitance can meet the harmonic standard. Except for the case of an AC power grid strength of 1.5, where the 11th harmonic voltage content exceeds the limit for a 7 μF capacitor.
[image: Figure 15]FIGURE 15 | Simulation results of harmonic content and THD values with the capacitance of 7 μF and 8.8 μF under different system strengths. (A) Simulation results of harmonic voltage content (B) Simulation results of harmonic current content (C) Harmonic voltage THD (D) Harmonic current THD.
Figure 15C, D illustrates the variation of THD for the capacitance of 7 μF and 8.8 μF under different AC power system strengths. It can be observed that the THD values for both 7μF and 8.8 μF capacitors are within the specified range, expect for the THD under an AC system strength of 1.5.
Based on the above analysis, it can be concluded that the harmonic level for capacitance ranging from 7 μF to 8.8 μF generally complies with the IEEE standard under different system strengths. Additionally, it is evident that a lower system strength can affect the filtering effectiveness.
In summary, take into account the filtering effect under different system strengths, the parallel-connected fixed capacitance range that meets the requirements for both reactive power compensation and the filtering effectiveness is approximately 7 μF–8.8 μF. In practical applications, when taking into account the reactive power balance of the system, the ideal range of capacitance is 8.25 μF–8.8 μF observing Figure 10.
6 CONCLUSION
This paper proposed a tuning method for the parameter of parallel-connected fixed capacitors considering the system strength based on the novel filtering technique. The method enables the calculation of the range of required capacitance for filtering under varying power system strengths. By analyzing the filtering performance under various power system strengths, this paper reveals that the variation in power system strength affects the filtering performance of the novel filtering technique. Specifically, within a certain range of power system strengths, weaker AC system leads to a reduction of filtering performance. Consequently, a tuning method for the capacitor parameters’ range is proposed for the novel filtering technique considering the power system strengths. This method is effective for LCC-HVDC systems with varying power system strengths. It provides guidance for the selection of filtering capacitance in practical applications.
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Introduction: Virtual Synchronous Generators (VSGs) are used in Voltage Source Converter-based Multi-Terminal High-Voltage Direct Current (VSC-MTDC) systems to enhance power system stability. However, the MTDC framework can lead to instability due to reduced inertia in certain grid areas, especially during load switching at VSC stations. This instability is exacerbated by untimely adjustments of the VSG's power setpoint, leading to voltage and frequency oscillations.
Methods: This study introduces a cooperative control approach for the DC voltage of the VSG, employing a consensus algorithm and Model Predictive Control (MPC). This method aims to achieve incremental power for the VSG and provide interactive power commands for both the grid side and the wind farm side. The consensus algorithm ensures coherent system adjustments, while the MPC algorithm tracks DC-side voltage changes in real time.
Results: The application of this cooperative control approach significantly enhances DC voltage regulation performance. It effectively reduces the extent of frequency drops and mitigates secondary frequency drop (SFD) issues, particularly those arising from the use of wind farms for frequency regulation and the associated speed recovery in wind turbine units.
Discussion: The increase in supplemental power effectively utilizes the energy stored in DC-side capacitors for power balance regulation and introduces additional inertial power into the system. Electromagnetic transient simulations have confirmed the effectiveness of the Consensus MPC-VSG method, demonstrating its ability to optimize the dynamic performance of VSC-MTDC systems and promote stability in DC voltage and frequency.
Conclusion: The findings suggest that employing the Consensus MPC-VSG method offers a promising solution for enhancing the stability and operational efficiency of VSC-MTDC systems, addressing the challenges posed by the inherent segmentation of the grid and the integration of renewable energy sources like wind farms.
Keywords: VSC-MTDC, VSG, DC voltage, MPC, consensus algorithm, SFD
1 INTRODUCTION
Wind energy, a quintessential form of renewable energy, has been experiencing a consistent annual increase in power generation capacity (Howlader et al., 2014). Offshore Wind Farms (OWFs), in particular, have garnered considerable attention in the renewable energy sector due to their minimal land usage, superior wind speeds, and extensive annual operation hours. However, their remote location necessitates considerable power transmission to connect with onshore grids. The use of Voltage Source Converter-based Multi-Terminal High-Voltage Direct Current (VSC-MTDC) has emerged as an effective solution for this problem (Lee et al., 2021; Xu et al., 2007). Compared to point-to-point High-Voltage Direct Current (HVDC) transmission systems, the formation of MTDC grids can reduce wind power curtailment, enhance reliability during equipment failures, and decrease capacity requirements for MTDC connections to asynchronous AC grids. However, MTDC divides the AC grid into regions with lower inertia, leading to a decoupling effect between OWFs and the main grid. The lack of mutual support capability among the ports can easily lead to frequency oscillations when the system is perturbed (Zhu et al., 2014; Zhu et al., 2021). Thus, while offering multiple benefits, MTDC integration of OWFs introduces certain challenges that must be addressed to ensure the reliable and stable operation of power systems.
The operation of MTDC grids is largely contingent on the active power control methods employed (Kirakosyan et al., 2023). Consequently, numerous studies have proposed improved active power regulation control techniques aimed at ensuring the continuous, reliable functioning of MTDC systems and providing grid support services. Among them, the Virtual Synchronous Generator (VSG) control strategy has garnered extensive attention in VSC-MTDC systems (Zhong and Weiss, 2011; Huan et al., 2018; Wang et al., 2020; Leon and Mauricio, 2023; Huang et al., 2017; Liu et al., 2023; Li et al., 2018; Wu et al., 2017a; Liu et al., 2022a; Cao et al., 2018; Liu et al., 2022b). The utilization of VSGs in MTDC systems introduces unique stability concerns, exacerbated during load switching events. The segmentation of the grid in the MTDC framework, leading to areas with reduced inertia, amplifies the impact of continuous power fluctuations at VSC stations during load transitions. Furthermore, the modern trend of utilizing wind farms for frequency regulation introduces an additional layer of complexity. Wind turbine units, while contributing to renewable energy generation, may inadvertently cause secondary frequency drops (SFD) during the speed recovery process. This phenomenon poses a significant threat to the overall stability of power systems. In the contemporary landscape of power systems, where the integration of renewable energy sources is gaining prominence, the significance of addressing these challenges becomes paramount. As renewable energy, including wind farms, contributes a substantial share to the overall power generation, the effective utilization of VSGs in MTDC systems becomes crucial for maintaining grid stability. In order to enhance the stability of VSG in MTDC operation (Huan et al., 2018), proposed a unified VSG control strategy aimed at improving the stability of very weak AC grids (Wang et al., 2020). put forth a VSG control method with adaptive parameter tuning to suppress low-frequency oscillations in VSC-MTDC systems (Leon and Mauricio, 2023). introduced a dual-degree of freedom VSG method to enhance inertia emulation and reference tracking constraints. However, these VSG methods primarily serve to provide frequency support to the system, thereby requiring at least one VSC for voltage control in MTDC systems. In order to apply VSG control in DC transmission system (Huang et al., 2017), presented a self-synchronizing VSG control exploiting the dynamic characteristics of the DC link capacitor to provide frequency support while also ensuring voltage control. Nonetheless, this approach only considered the frequency response and voltage control of a single VSC. For multiple interconnected VSCs, a significant risk of voltage collapse has been revealed once uneven power allocation causes VSG-controlled VSC to enter current saturation mode (Liu et al., 2023). Thereby, in MTDC systems, Grid Side VSC-Stations (GSVSC) may need to consider multiple VSCs for power sharing and voltage control. Therefore (Li et al., 2018; Wu et al., 2017a), proposed a VSG control strategy for suppressing DC side oscillations in VSC-MTDC systems, thereby providing inertia and damping characteristics while controlling DC side voltage. This DC-side VSG voltage control method retains the characteristics of droop control, allowing multiple VSCs to control DC voltage and power sharing. A coordinated VSG control proposed in Liu et al. (2022a) brought a new prospective to realize damping and inertia control according to the DC voltage (Cao et al., 2018). employed a V2-P-ω droop characteristic VSG control method to emulate system inertia and damping, redistributing DC power among GSVSCs through additional power generated by virtual rotating inertia and virtual speed regulators. In these applications, the converter station is involved in DC voltage regulation, necessitating the VSG to precisely track the power reference of the external DC voltage control loop. However, solely utilizing local variable operations and VSG controllers, power injected into the VSC station tends to fluctuate persistently without timely adjustment of the output power command when system loads switch. This can lead to significant frequency drops and substantial DC-side voltage oscillations (Li et al., 2017).
Wind turbine units participate in frequency regulation primarily by utilizing additional power injection. The frequency response control of these wind turbines, which relies on the inertia of their rotors, involves rapidly releasing rotor kinetic energy to provide brief frequency support (Attya and Hartkopf, 2013; Yang et al., 2023). However, this approach can lead to a SFD issue when wind turbine units reduce rotor speed while releasing energy to support the frequency. After exiting frequency regulation, the rotor must absorb energy to return to its initial operational state, potentially resulting in SFD, which can be even more severe than the primary frequency drop if left uncontrolled. To address the SFD issue (Ullah et al., 2008), proposes a method where, during the rotor speed recovery phase, the wind turbine unit reduces its power output by a constant value. However, this approach still encounters a significant degree of SFD (Wu et al., 2017b). suggests using energy storage systems to solve the SFD problem, but this solution increases investment costs (Kang et al., 2016). presents an improved strategy based on torque limits and introduces rotor speed as a reference for additional power, slightly below the power output at the end of the frequency regulation period, which reduces SFD to some extent. Some studies have attempted to reduce SFD to some extent by tuning frequency control parameters like inertia response control coefficients or droop control coefficients, but their effectiveness is limited (Lee et al., 2016). Most of the prior research has focused on improving wind turbine control from the wind farm side, without considering the power output balance among all VSC stations in the global MTDC system. As wind power integration continues to expand, the issue of unbalanced power output during wind turbine exit from frequency regulation can worsen, potentially exacerbating SFD problems. Therefore, this study aims to enhance DC voltage control performance to reduce the magnitude of frequency and DC voltage oscillations during load transitions and mitigate SFD in the system. This approach seeks to coordinate power balance among all VSC stations within the MTDC system.
The Model Predictive Control (MPC) optimization method has been gaining attention for its ability to handle constraints. MPC computes a series of control modifications to minimize multiple objectives and meet constraints in future time steps (Maciejowski, 2002). In HVDC systems, the application of MPC spans fast power tracking (Mariethoz et al., 2014)., electromechanical oscillation damping suppression (Fuchs et al., 2014), and secondary frequency control (Namara et al., 2016), thus playing a crucial supportive role in multi-objective coordinated control.
Currently, in the realm of enhancing control strategies for VSG within MTDC systems, the predominant focus lies on optimizing the control difference strategy at individual VSC stations. However, this approach lacks a simultaneous consideration of the influence exerted by wind farms on the frequency regulation of VSC stations. The inadequacy of attention to factors such as DC voltage regulation and coordinated control methods poses challenges in sustaining optimal dynamic performance for VSC stations within the MTDC framework. This limitation underscores the necessity for a more comprehensive and integrated control methodology to address the complexities inherent in MTDC systems and promote effective cooperation among VSC stations. In response to limitations in existing VSG control and MTDC systems, coupled with the advantages of MPC, this study proposes VSG control refinements. This approach integrates consensus variables to add interactions among VSC stations and bolstering mutual inertia effects within the system. The principal contributions of this cooperative control methodology can be summarized as follows:
1. Taking into consideration the VSG’s role in mitigating DC voltage fluctuations within the MTDC network, this study established an evaluation function for voltage stability. This function serves as a foundation for deriving the relationship between DC voltage and the injection of active power.
2. Based on the discrete model of VSG, this study formulated an objective function to facilitate the optimization control of DC voltage and active power. By utilizing the MPC method to calculate incremental power, this study derive instructions for interactive power, thereby enhancing the mutual inertia effects between system.
3. Recognizing the SFD that can arise due to the inherent comprehensive inertia control mechanisms of OWFs, the introduction of additional inertia power effectively mitigates the oscillatory effects of frequency compensation. In the presence of load disturbances, this enhanced approach optimizes the convergence of power and DC voltage output, simultaneously effectively raising the minimum point of frequency descent.
The structure of this chapter unfolds as follows: Section 2 provides a comprehensive overview of the control scheme for MTDC systems. Section 3 introduces a cooperative control approach for DC voltage regulation, which leverages consensus and MPC strategies to mitigate power fluctuations. Moreover, the stability of the controller is ascertained using Lyapunov stability theory. In Section 4, a parameter analysis methodology is established, employing the Krasovskii’s method. Section 5 applies the aforementioned DC voltage cooperative approach to the optimization control of the MTDC system, the effectiveness of which is subsequently validated through rigorous simulation studies.
2 VSC-MTDC SYSTEM STRUCTURE AND TRADITIONAL CONTROL STRATEGIES
The VSC-MTDC system encompasses various different topological structures (Rahman et al., 2016; Wang et al., 2018). A typical topology is illustrated in Figure 1, where the power generation from an OWF is collected by the Wind Farm Side VSC (WFVSC) and injected into the VSC-MTDC system. Electrical power is transmitted through long subsea cables to the Point of Common Coupling (PCC), after which the power is distributed to each GSVSC based on the control strategy.
[image: Figure 1]FIGURE 1 | VSC-MTDC system topology diagram.
Within the VSC-MTDC system, the WFVSC and GSVSC implement distinct control strategies as shown in Figure 2. Here, Lf and Cf denote the filtering inductance and capacitance of the VSC output respectively; rf represents the equivalent resistance of the VSC filter; eabc and ilabc are the terminal voltage and current of the VSC; uoabc and ioabc are the output voltage and current of the VSC; vdc is the voltage of the DC-side capacitor. The subscript abc (dq) signifies the corresponding variables within the abc (dq) coordinate axes. Given that the OWF is considered as a weak AC grid, it requires the WFVSC to provide voltage and frequency support as depicted in Figure 2A.
[image: Figure 2]FIGURE 2 | MTDC control Schematic: (A) WFVSC, and (B) GSVSC.
For the GSVSC, the primary task is to ensure the power transmission from the OWF to the grid. Current research primarily focuses on single-point voltage control or multi-machine droop control strategies to achieve master-slave or distributed control. Employing droop control strategies within a networked control system ensures good dynamic stability of the DC voltage (Wang et al., 2018), as depicted in Figure 2B.
3 MTDC COOPERATIVE DC VOLTAGE CONTROL
3.1 DC voltage control based on VSG
Traditional droop control strategies do not provide inertia and damping for the DC system. To effectively mitigate fluctuations in DC voltage, this study adopts the strategy of implementing VSG control on the GSVSC side. The governing equation for the VSG control of DC voltage is as follows (Li et al., 2018):
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Where Cv and Dv represent the virtual capacitance and damping coefficient, respectively; vdcvri and vdcn denote the virtual voltage on the DC side and the rated voltage value, respectively. Pm and Pe represent the mechanical input power and electrical output power of the synchronous machine.
According to Eq. 1, it can be seen that the term for simulated inertia power is Cvdvdcvir/dt, while the term for simulated damping power is Dv (vdcvir–vdcn). Within the MTDC network, the VSG functions primarily to stabilize the DC voltage. In instances where the DC voltage experiences oscillations, the VSG will produce virtual inertia power to counter these fluctuations. This means that the generation of virtual inertia power is for the purpose of suppressing oscillatory phenomena. The speed of oscillations in DC voltage has a direct relationship with the generation of virtual inertia power within the system. Specifically, faster oscillations lead to an increased production of virtual inertia power, which offers inertia support during transient processes. Additionally, a larger virtual inertia constant equates to a slower rate of change in DC voltage, which is synonymous with a lower frequency of oscillation. The inertia power and damping power of the VSG are adjusted according to the changes in the DC side voltage. When the system tends toward stability, dvdcvir/dt = 0. The damping power of the VSG is proportional to the offset of the DC side voltage, and as long as there is a voltage offset (vdcvir–vdcn), there will be a contribution from the damping power.
According to the direction of power flow, the charging and discharging of the DC capacitor control the value of the DC-side voltage, which can be obtained as follows:
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Where N is the number of DC capacitors in the VSC-MTDC; C is the capacitance of a single DC capacitor; vdci is the actual DC line voltage of the ith GSVSC controlling the DC-side voltage; SVSCi is the apparent capacity of a single converter station; Pin/Pdc and Pout/Pac are the input and output power of the VSC-MTDC system respectively; ΔPC is the per-unit value of the electromagnetic power absorbed or released by the DC capacitor.
Equation 2 reveals that in order to ensure power balance between the GSVSC and the WFVSC, the DC voltage must be controlled to be constant. However, as a capacitor is an energy storage component, it can release or absorb power by adjusting the voltage. Therefore, it is feasible to use this characteristic of the DC capacitors in the VSC-MTDC system to balance power transmission (Liu and Chen, 2015). By regulating the DC link voltage through power compensation, the VSC-MTDC system can inject more or less active power into the onshore grid than the active power collected from the OWF.
3.2 Comprehensive inertia control and SFD
Additionally, addressing the frequency regulation problem of OWF, a comprehensive inertia control method enables the wind turbine units to have an inertia response and primary frequency regulation ability (Liu and Chen, 2015; Wang and Tomsovic, 2019). In the active control loop of the wind turbine units, the rate of frequency change and frequency deviation Δf are introduced, thereby realizing the additional active power reference value in the frequency response process, as shown in Eq. 3.
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Where f represents the system frequency; Δf denotes the frequency deviation; Kd is the inertia control coefficient; Kp is the droop control coefficient; ΔPadd is the additional active power.
In cases of increasing frequency, wind turbine units can easily reduce their power output through wind curtailment. However, this study chiefly addresses situations in which units augment their output power by releasing rotor kinetic energy during frequency decreases. Using comprehensive inertia control as an exemplar, this response process primarily comprises two pivotal phases: the frequency support and rotor speed recovery stages, as illustrated in Figure 3. The entire response process can be categorized into two key phases: the frequency support phase and the rotor speed recovery phase. Here, ω0 and P0 denote the initial rotor speed and unit power, respectively; ωoff signifies the rotor speed at the conclusion of frequency regulation; PW represents the unit’s power output, while ΔPW indicates the power variation observed at the conclusion of the frequency support phase.
[image: Figure 3]FIGURE 3 | Frequency response procedure of wind turbine based on rotor kinetic energy.
This process can be delineated into four distinct stages:
1. Stage A: This represents the wind turbine unit’s normal operational state, where it operates in Maximum Power Point Tracking (MPPT) mode, producing the optimal power level, denoted as P0.
2. Stage B: When the system encounters power insufficiency, the wind turbine unit responds by augmenting its power output to support the frequency, introducing supplementary power as per Eq. 3. During this stage, the output Pe surpasses the Pm, prompting the rotor to release kinetic energy and consequently reduce its speed.
3. Stage C: The unit exits the frequency regulation phase, reducing its power output by ΔPW, and gradually restores rotor speed by following the MPPT curve.
4. Stage D: As wind turbine unit output power Pe falls below mechanical power Pm, the rotor absorbs energy. Rotor speed gradually recovers to the optimal level, reinstating an equilibrium state, and reverts to MPPT mode operation (effectively returning to Stage A).
Figure 3 illustrates that when ΔPW exceeds a certain threshold, the system inevitably experiences secondary frequency drops.
3.3 DC voltage cooperative control
Accounting for the intrinsic variability of OWF power output and the dynamic switching of grid-side loads, continuous adjustments are needed in the power of the VSC station. Without timely adaptation of the VSC station’s output power command, potential disturbances to the power balance may instigate significant frequency variations, potentially jeopardizing system stability.
Within this context, the OWF is modeled as a SG that provides supplementary power to the AC onshore grid. The balance of power in the SG is governed by the swing equation, Pm-Pe = Jωdω/dt, where J represents the moment of inertia parameter. Upon disturbance in the AC onshore gird, this balance is disrupted, prompting the energy stored in the capacitor to automatically offset the unbalanced power, leading to a reduction or oscillation in the DC voltage. Combining (3), OWF participates in system frequency regulation. From the principle of energy conservation, the following can be deduced:
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When energy changes are defined as ΔEc and ΔEJ, the subsequent derivation from Eq. 4 is:
[image: image]
Equation 5 encapsulates the actual physical dynamics of the DC-side capacitor. Fundamentally, the energy stored in the rotor must be fully utilized during the control process to emulate the inertia stored in the virtual capacitor. For MTDC systems, this involves harnessing energy both from the OWF grid and the capacitor itself. Furthermore, voltage distribution within the MTDC system demonstrates non-uniform properties across the entire DC system. While some voltages within the MTDC grid may be well-regulated, other ports may display significant deviations from expected values (Kirakosyan et al., 2023).
In this study, to ensure fairness among VSCs participating in control tasks with VSG voltage control, the inertia power ΔPiner = Cvdvdcvir/dt is introduced as a consensus variable in the voltage control strategy. This variable is incorporated into the VSC station with voltage control as an additional power command, bolstering the DC-side voltage balancing capability, facilitating mutual inertia support, and improving frequency stability.
In the system’s initial operational phase, the power injection of the ith converter, denoted as Pi, aligns with its reference power, Pref. However, in the event of active power imbalance, the actual power injection will diverge from its reference value. If there is an overabundance of active power in the DC system, the VSC will increase its drawn power from the MTDC system. Conversely, if the DC system’s active power is lacking, the VSC will decrease its drawn power. As such, this paper proposes the introduction of power deviation, as resolved by MPC, as an adjustment variable. This adjustment pre-distributes power injection values among the VSCs, in accordance with the VSC’s output power.
For the voltage control group, let the DC-side voltage it is about to control be vdci, and this voltage can be measured in real-time. Based on the consensus protocol, the method of updating the supplemental power for the ith VSC in the group is presented as Eq. 6:
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Where [image: image] is the inertia power variable calculated by VSCi in the voltage control group after the kth iteration, which can be described as [image: image]. Ni is the total number of VSCs using DC-side voltage control; ε is the convergence factor (Li et al., 2019). Equation 6 provides interactive power instructions for both the grid side and wind power. dij represents the weight, and its value can be calculated using Eq. 7:
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If there is a communication link between VSCi and VSCj, then aij = 1, otherwise aij = 0. [image: image] is the reference value of the unbalanced power of the ith VSC at the kth iteration. In order to regulate it, the voltage control performance evaluation function is first defined in Eq. 8:
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Let [image: image] be the negative value of the partial derivative of the performance evaluation function fv with respect to [image: image]. Then, we have:
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Where [image: image] represents the sensitivity of voltage to changes in injected active power, reflecting the sensitivity of VSCi’s voltage to variations in injected active power. The reflection value of active power on voltage change can be obtained from Eq. 9. As Eq. 1 indicates, the direct voltage of the VSC station plays a similar role in reflecting power balance within the DC grid. Considering that the direct voltage determines the flow of DC power, the correlation between voltage and injected power can be determined by constructing objective functions for voltage and power. Therefore, a method combining MPC for solving VSG has been proposed.
According to Eq. 1, the rotor motion equation of the VSG can be described as a state equation, as shown in Eq. 10.
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Where v(t) is defined as the difference between vdcvir and vdcn, which represents the voltage-related term in the state equation. Pm represents the control input variable, and Pe can be considered as the disturbance variable.
The discrete state equation is presented in Eq. 11:
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The coefficients in Eq. 11 are detailed in Eq. 12.
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Where Ts represents the sampling period. In this study, a three-step model prediction method due to its capacity for an extended prediction horizon is utilized. This allows for a more accurate representation of the system’s dynamic behavior and a stronger response to disturbances, as it can foresee changes further ahead and adjust the control strategy accordingly. The three-step prediction output vector is presented in Eq. 13:
[image: image]
The voltage prediction equation is presented in Eq. 14:
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The coefficients in Eq. 14 are detailed in Eq. 15:
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The objective function aims to minimize the weighted sum of the squared deviations of the voltage, Δv, and the change in the rated power, ΔPm, as shown in Eq. 16:
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Where τ and υ are the weighting coefficients for voltage and power variations, respectively. Additionally, Δv (k+i|k) and ΔPm (k+i|k) represent the errors between the predicted voltage and power at instant k. Based on the predicted inputs, Eq. 16 can be described as follows:
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Where Ty = diag (τ, τ, τ) and TP = diag (υ, υ, υ). Ty and TP are the error weighting matrices for voltage and active power, respectively. R (k+1) represents the reference values for the control outputs at time k+1. The desired steady-state Δv is zero, hence R (k+1) = [0,0,0].
Due to the presence of constraints, it is not possible to obtain an analytical solution for the optimization problem in Eq. 17. Therefore, a numerical solution method is employed, transforming the constrained MPC optimization problem into a quadratic programming (QP) formulation. To facilitate the solution of the optimization problem in Eq. 17, auxiliary variables are defined:
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By substituting Eq. 14 into Eq. 17, and in conjunction with Eq. 18, it can be obtained that:
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Given that [image: image] is independent of the variable ΔPm(k), for the optimization problem, Eq. 19 is equivalent to Eq. 20:
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The coefficients in Eq. 20 are detailed in Eq. 21
Where
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By transforming the voltage constraint in Eq. 14 into the form Cz ≥ b, Eq. 13 can be reformulated as Eq. 22:
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From Eq. 23, it can be seen that the MPC optimization problem is transformed into the following QP problem description:
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The coefficients in Eq. 24 are detailed in Eq. 25.
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By combining Eq. 21 and Eq. 24, the solution for MPC, denoted as ΔPm*(k), can be obtained. According to the working principle of MPC, an initial control sequence will be applied to the system. In the next sampling period, the constraint optimization problem will be updated, and the solution to ΔPm*(k) will be recalculated. According to Eq. 24, the power increment in a single VSG can be quickly solved, which is the correlation value of voltage and injected power. The variation of power increment for VSG can be written as:
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Through Eq. 26, the association value between voltage and active power can be obtained, where [image: image]. The inertia of the system serves as a buffer against abrupt shifts in DC voltage, aiding in damping oscillations and allowing adequate time for the MTDC network to adjust active power. Based on the aforementioned analysis, it can be deduced that surplus power from consistency calculations always exhibits an inverse relationship with the rate of DC voltage change. Therefore, it is concluded that this supplemental power functions as a counterforce to DC voltage fluctuations, supplying inertia power to the system. This mechanism assists in mitigating voltage and power instabilities. Consequently, the proposed cooperative method can timely adjust the output power of GSVSC on the VSC-MTDC side when it is disturbed, increasing the system’s inertia, and reducing the rate of frequency change and voltage deviation. At the same time, the supplemental power provides second power error tracking for control, enhancing the convergence of power output. The proposed DC Voltage cooperative control based on VSG is illustrated as in Figure 4.
[image: Figure 4]FIGURE 4 | Schematic of the proposed DC voltage cooperative control.
Figure 4 illustrates the control schematic of the proposed method. In addition, in accordance with the description in Eq. 5, to fully utilize the energy from the OWF, the frequency regulation equation for the OWF is further depicted as:
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Where [image: image] is the adjustment coefficient. Pref denotes the reference value of wind farm units. Equation 27 represents the formula for the OWF to participate in frequency modulation, while Eq. 28 defines the operating reference value for the OWF. The introduction of the optimal power value Pmppt enables these units to effectively respond to variations in wind speed during the frequency support phase, particularly when coordinated with the interactive power parameter [image: image]. In comparison to Figure 3, the inclusion of cooperative power in Figure 5 leads to a further decrease in the parameter ΔPW, consequently resulting in a diminished amplitude of SFD. As the system frequency gradually returns to normalcy and the rotor speed decreases, reaching a pivotal point C, Pm aligns with Pe. Subsequently, as Pe falls below Pm, the wind turbine’s rotational speed ascends gradually, ultimately returning to a stable state.
[image: Figure 5]FIGURE 5 | Frequency response control strategy for wind turbine units considering cooperative control.
In response to frequency fluctuations in the AC grid caused by disturbances, the VSC station will adjust its output power. This adjustment is made by leveraging the energy from the OWF and the voltage of the DC-side capacitor to compensate for power imbalance, thereby enabling quick convergence of frequency. Simultaneously, leveraging the V−P characteristic, the total power generated by the OWF will be automatically distributed to the VSC station based on the state of DC voltage and AC power.
4 MTDC PARAMETER STABILITY ANALYSIS
To analyze the parameters of the MTDC, a small signal analysis method is employed for parameter analysis (Kalcon et al., 2012). On the synchronous dq frame, the state-space equation of the LC filter can be expressed as:
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where uodq and iodq are the dq-axis output voltage and the dq-axis output current of VSG, respectively. ildq and udq* are the dq-axis terminal current and the voltage reference of VSG, respectively.
The state-space equations of the transmission line on the dq frame are given as follows:
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where ubdq is the dq-axis voltage of power grid.
The voltage reference value (ud∗,uq∗) and current reference value (ild*,ilq*) of the VSG controlled inverter are defined as follows:
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Where kd-qv1p and kd-qv1i are the PI gains of the outer loop, and kd-qc1p and kd-qc1i are PI gains of the inner loop. The state variables x12 to x15 are defined to assess the modelling of controllers.
By combining Eqs 1, 2, 29, 30, 31, the small signal model of the linearized system can be delineated as follows:
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Where Δx represents the state variable, Δu signifies the controller input, and Δy is defined as the output of the VSC-MTDC system. Anxn, Bnxk, Cmxn and Dmxk are respectively the state matrix, input matrix, output matrix, and direct transmission matrix of the linearized model.
Stability analysis of system parameters belongs to the broad spectrum of stability analysis issues. The stability of system parameters and the determination of parameters that satisfy system stability can be ascertained through the Lyapunov direct method. The selection of an appropriate Lyapunov function becomes crucial in determining system stability and resolving the range of control parameters. This study intends to construct a Lyapunov function using the Krasovskii method (Shuai et al., 2019; Haidar and Pepe, 2021).
According to the state equation of the system, the Lyapunov function V (∆x) and the derivative function [image: image] are constructed by the Krasovskii method.
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Where f (∆x,∆u) is the nonlinear steady n-dimensional function of the system; fT (∆x,∆u) is the transpose matrix of f (∆x,∆u); J (∆x) is the Jacobian matrix of the system, and [image: image]. When V (∆x) > 0 and [image: image] <0, the system is asymptotically stable.
5 SIMULINK
To verify the efficacy of the proposed method, the five-port VSC-MTDC model depicted in Figure 1 is simulated using MATLAB/Simulink software. This includes two asynchronous land-based power grids and two networks of OWFs. The system parameters are based on (Wang et al., 2018), and the PI controller has been adjusted following the method proposed in (Yazdani and Iravani, 2010) to provide fast reference signal tracking. The total wind power of each OWF is 240 MW. The initial power distribution ratio of GSVSC is 3:1:2, as shown in Table 1. The control parameters are delineated in Table 2.
TABLE 1 | Initial parameters.
[image: Table 1]TABLE 2 | Control parameters.
[image: Table 2]5.1 Influence of the DC-Link capacitors’ size
Different DC-side capacitors can contribute differently to the system’s power, thus the relationships between various virtual capacitors Cv, damping coefficients Dv, and DC-side capacitor C are analyzed. The given power of VSG1 is taken as the input variable, while the active power of VSG1 is set as the output variable. The feasible parameter domain for variables is solved based on Eqs 32 and 33, and the system’s resonance peak Mr under various parameters is obtained using the direct transmission matrix of the linearized model, as shown in Figure 6. The color gradient serves as a visual representation denoting the magnitude of the resonance peak Mr, which is applied here as an indicator for assessing the system’s comparative stability. Typically, a heightened resonance peak tends to correlate with diminished relative stability.
[image: Figure 6]FIGURE 6 | Resonant peak of system. (A) C and Cv1, and (B) C and Dv1.
Figure 6 reveals the significant impact of capacitor capacity on system stability. As the capacitor size increases, the system’s stability correspondingly decreases. This phenomenon occurs because, despite a larger DC link capacitor’s ability to greatly reduce DC voltage fluctuations, under these conditions, the GSVSC unable absorb more power from the DC network to provide the necessary power support. Furthermore, grid frequency deviation increases with the growth of the DC link capacitor, which further exacerbates the decline in stability.
Figure 7 shows the schematic diagram of the effects of changes in Cv1 and Dv1 parameters on system stability. Although the system can maintain asymptotic stability within a large range, larger inertia parameters require matching with larger capacitors. Overall, the size of the capacitor, virtual capacitor, and damping coefficient directly affect the system’s stability. In order to achieve optimal performance, these factors need to be considered comprehensively and adjusted appropriately. In this paper, Cv1 = 1.3,Dv1 = 7.5; Cv2 = 1.1, Dv2 = 2.5; Cv3 = 1.2, Dv3 = 5 are selected.
[image: Figure 7]FIGURE 7 | Resonant peak of system.
5.2 Performance during load switching
To assess the effectiveness of the control strategy, a load switching experiment was conducted at 8 s. The assigned values for the parameters in this context are as follows: Kp = 1.5,Kd = 0.5, [image: image] = 1. Figure 8 depicts a comparison of power output curves for VSC stations in response to load switching between the conventional method and the proposed approach. Figure 8A presents a global comparison of the active power output curves. Amplified views of the output power for corresponding VSCs are displayed in Figures 8B, C. Notably, the red dashed line is indicative of the output corresponding to the proposed method. It is important to note that in subsequent test results, the red dashed line consistently represents the output curve associated with the proposed method. At t = 8 s, the load was introduced into AC onshore grid 1. As delineated in Figure 8, subsequent to the application of the proposed voltage cooperative control, the GSVSC side gains additional active power from the OWF for equilibrium adjustment, as depicted in Figures 8B, C.
[image: Figure 8]FIGURE 8 | Power output comparison: (A) active power, (B) enlarged view of GSVSC, and (C) enlarged view of WFVSC.
Figure 9 presents the frequency variations during load switching in the system. Load switching in AC onshore grid 1 introduces noticeable frequency fluctuations in GSVSC1. Traditional control strategies maintain a minimum frequency point at 49.8 Hz, while the proposed cooperative control approach achieves 49.83 Hz, as shown in Figure 9B. When OWF performs secondary frequency adjustment for GSVSC, relying solely on traditional comprehensive inertia control may lead to SFD. However, the introduction of the proposed voltage cooperative control effectively mitigates SFD, as shown in Figures 9B–D. These figures display before-and-after comparisons of the frequencies for GSVSC1-3 when employing the proposed method. After the adoption of the proposed method, the overall frequency variations in the system exhibit improved convergence, accompanied by a reduction in the impact of SFD.
[image: Figure 9]FIGURE 9 | Dynamic performance of load change: (A) output frequency, (B) enlarged view of GSVSC1, (C) enlarged view of GSVSC2, and (D) enlarged view of GSVSC3.
Regarding fluctuations in DC voltage, the effectiveness of the proposed coordinated control method in leveraging the stored energy within DC-side capacitors to mitigate power variations is illustrated in Figure 10. Through coordinated control, there is efficient utilization of the energy reserves stored in the DC-side capacitors for power regulation. This results in reduced frequency variations, thereby achieving a smoother output.
[image: Figure 10]FIGURE 10 | Dynamic performance under load change of DC voltage.
Figure 11 illustrates the corresponding supplemental power output. It is evident from Figure 11 that when the system attains stability, the supplemental power reaches zero, having no impact on the system’s output. Furthermore, by utilizing the correlation values between voltage and injected power, calculated through MPC, the system effectively tracks changes in active power. This verification underscores the efficacy of the proposed method under load switching conditions and its robustness in response to variations in load.
[image: Figure 11]FIGURE 11 | Consensus variable.
During the regulation process, only OWF1 participates in frequency regulation. In previous research, the frequency dead zone is generally selected to be (±0.02∼0.05) Hz, while in this paper, ±0.02 Hz is chosen. As shown in Figure 8, at t = 11.8 s, OWF1 exits frequency regulation work. Meanwhile, to ensure that the unit has certain frequency regulation capabilities and to reduce instances of unit stall and shutdown, this study stipulates that the output power of the unit involved in frequency response from OWF1 should not be less than 20% of the rated capacity.
5.3 Performance analysis in agent loss scenarios
Figures 12–15 showcase the assessment of the proposed method’s performance in the case of agent loss. Within this set, Figure 12A presents a global comparison chart of active power output, while Figures 12B, C offers a detailed enlargement of the power. At t = 10 s, GSVSC2 loses communication with others, signifying an agent loss scenario. It is noteworthy that GSVSG2 can continue to function normally based on the predefined default reference (0 kW). Concurrently, the remaining VSGs can continue to function normally. Under cooperative control, the OWF also contributes additional active power for system balance regulation, as depicted in Figure 12C.
[image: Figure 12]FIGURE 12 | Dynamic performance under agent loss: (A) active power, (B) enlarged view of GSVSC, and (C) enlarged view of WFVSC.
Figure 13 illustrates the frequency variation output curve. Given GSVSC2’s limited frequency fluctuations during power output changes, traditional control strategies yield reduced SFD. Nonetheless, the adoption of the proposed coordinated control method improves frequency convergence for GSVSC1 and GSVSC3 while mitigating the frequency drop in GSVSC2. This results in an overall enhancement of frequency convergence and system stability.
[image: Figure 13]FIGURE 13 | Dynamic performance under agent loss: (A) output frequency, (B) GSVSC1, (C) GSVSC2, and (D) GSVSC3.
Figure 14 displays a comparative plot of voltage output curves. With the adoption of the proposed coordinated control method, DC-side capacitors release additional energy to fulfill the system’s power demands and expedite convergence to a stable state when the system reaches equilibrium. This highlights the efficient utilization of energy stored in the DC-side capacitors. Figure 15 illustrates the corresponding supplemental power output.
[image: Figure 14]FIGURE 14 | Dynamic performance under agent loss of DC voltage.
[image: Figure 15]FIGURE 15 | Consensus variable of the proposed method.
The simulation results reveal the effectiveness and robustness of the proposed method in cases of agent loss. Although the communication capabilities of the agent may be interrupted due to malfunctions, the proposed method ensures the stable operation of the power system and successfully suppresses excessive voltage and frequency fluctuations. This also highlights the superiority and potential of the method when faced with system imbalances and uncertainties.
5.4 Performance analysis under non-ideal communication
In a communication system, latency encompasses various components, including system fault detection and trip time, transmission delay, and control total delay. These components can be quantified as follows: fault detection time is 3 ms, and the average trip time is 6 ms. Transmission delay is directly proportional to the length of the communication line, represented as 2 times the line length divided by the speed of light. The control total delay, which encompasses network power flow calculations, is fixed at 10 ms. For instance, assuming a VSC interstation line length of 150 km, the resulting communication delay τij is calculated as 20 ms. To assess the algorithm’s effectiveness in the presence of communication delays, a total delay of τij = 1,000 ms is designated within the MTDC for validation purposes. In a suboptimal communication setting, the reception of information from node j to node i can be described as follows:
[image: image]
Where ξij(k) is the communication delay; μij(k) is the channel noise using Gaussian noise simulation. Integrate (34) into the system's input signal to simulate the scenario of operating in a non-ideal communication environment.
Figure 16 provides a robustness assessment in a non-ideal communication network environment, specifically with ξij = 1000 ms. Figure 16A visualizes μij(k). As illuminated by Figures 16B–D, the proposed method sustains its performance effectively amidst substantial communication delays. These figures underscore that the system retains its stability notwithstanding the pronounced communication delays. By demanding less data transmission, the proposed method enhances the communication delay margin, demonstrating the robustness and resilience of this control strategy under non-ideal network conditions.
[image: Figure 16]FIGURE 16 | Dynamic performance under non-ideal communication: (A) communication noise, (B) active power, (C) output frequency, and (D) DC voltage.
6 CONCLUSION
This paper has explored a VSC-MTDC voltage operation control strategy based on the VSG consensus MPC algorithm. Within the MTDC system, a challenge emerges during power regulation–the absence of inertial interaction support at the VSC station. To address this issue, this paper proposes a cooperative control strategy, incorporating MPC for VSG power increment acquisition, and employing a consensus algorithm to enhance inter-MTDC system inertia. After in-depth research and analysis, the main conclusions are as follows:
1) The proposed cooperative control strategy employs MPC to manage VSG power increments as an adjustment parameter for DC voltage control, effectively utilizing the DC-side capacitor voltage energy for power imbalance regulation. Importantly, this strategy demands minimal communication information for implementation.
2) Under the influence of supplementary power, the convergence rates of system DC voltage, active power, and output frequency have all been enhanced. Simultaneously, the adverse effects of SFD resulting from OWF frequency regulation have correspondingly decreased.
3) Simulation results demonstrate that, in comparison to the conventional DC voltage VSG control method, the cooperative control strategy presented in this study significantly mitigates frequency droop, improves power balance among different VSC stations, and maximizes the utilization of energy from DC-side capacitors. Notably, even in scenarios characterized by agent loss or non-ideal communication, the algorithm remains effective, showcasing notable attributes of high latency tolerance and robust convergence.
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When multiple distributed PV (photovoltaic) systems are integrated into multiple nodes of the distribution network, this will lead to the significant influence of the grid-tied node voltage of the power distribution network resulting from the uncertainty of PV power. Therefore, this aspect needs to be further studied in terms of how to effectively characterize the uncertainty of the voltage influence in a grid-tied multi-PV system distribution network. Focusing on this problem, a modeling and analysis method for distribution networks with PV cells based on Markov global sensitivity is proposed in this paper. Firstly, a global Markov chain is constructed using the Markov chain and the power flow equation to model the uncertainty of PV power. Furthermore, a Markov global sensitivity function is proposed to characterize the influence degree of the voltage on the distribution network nodes while multi-point PV system are grid-tied to system. The case study results show that the uncertainty model of multi-point PV grid-connection can be effectively constructed using the proposed method in this paper, and the uncertainty influence analysis is accurate. This is of great significance for grid connection planning and the optimization control of new energy systems, as well as for the new energy consumption increase.
Keywords: distributed PV, grid connection, Markov chain, sensitivity, uncertainty
1 INTRODUCTION
With the development of society, the demand for energy is increasing. Currently, the development of new energy is a dependable way to improve energy supply sustainability. Within new energy developments (Pan al., 2019; Tang et al., 2021; Liang et al., 2023), the PV system is attracting more and more attention.
A small or medium-sized PV cell constructed near load usually called distributed PV system, which is one of the main research directions. The distributed PV system is generally directly connected into the multiple nodes of low-voltage distribution networks.
In this grid-tied mode, on the one hand, the PV power is mostly used by the load of the distribution network, which improves the absorption rate of new energy (Li et al., 2023; Xuan et al., 2020; Reshikeshan et al., 2021; Xing and Mu, 2023); on the other hand, the multi-point integration into the distribution network mode will cause the changing of the node voltage of the distribution network. Further, the PV power is volatile and intermittent, resulting from climate factors, and the large and fluctuant PV power may result in an uncertain power flow and power quality problems in the distribution network, especially at the end of the low-voltage distribution network, which will cause power scheduling difficulties. In addition, the distribution network generally connects the load, which is also uncertain. Therefore, power uncertainty arises in the source side and the load side at the same time, which causes the stability to be challenged in lower voltage distribution networks (Jafari et al., 2022; Liu et al., 2022).
Therefore, the study on the PV power uncertainty is of great significance for distribution networks, in terms of the planning and construction of power systems, the consumption and improvement of new energy, etc.
In traditional research, PV power prediction and load power prediction are attracting more attention and lots of prediction methods have been proposed, which are useful for reducing the power uncertainty of PV cells and the load (Wang et al., 2022; Goh et al., 2023; Zhang et al., 2023; Zhou et al., 2023). Further, the PV power prediction results can be used to analyze its influence on a distribution network connected to PV cells.
In relevant research on the power uncertainty of PV cells connected to power systems, the output power uncertainty probability model of PV or other DG (distributed generation) systems can be modeled (Constante-Flores and Illindala, 2019; Palahalli et al., 2021; Rayati et al., 2022; Reddy et al., 2023), and then the power uncertainty probability model can be used for power flow calculations or power planning calculations. In (Constante-Flores and Illindala, 2019), a non-Gaussian model of DG is developed, namely, its output power uncertainty is represented in the form of a probability. Further, the PV power probability model and the control strategy can be combined together to optimize the control of the system power (Rayati et al., 2022).
On the network side, a probabilistic model of the distribution network’s voltage can be established and used. The power flow calculation is probabilistic and the optimal control of the reactive power and voltage can be achieved (Baptista et al., 2019; Chu et al., 2022). Further, focusing on the power uncertainty of DG systems, an ESS (energy storage system) can also be used to restrain the power uncertainty to achieve the optimal control of the system power (Hong and Wu, 2019).
In a distribution network, the power flow uncertainty caused by the uncertainty of PV power that can be analyzed from the perspective of control and scheduling; for example, economic optimal scheduling can be achieved based on deterministic mixed integer linear programming (L. Meng et al., 2022). And machine learning can also be used to estimate the power flow (A. Demazy et al., 2020). From the perspective of system scheduling, by coordinating the PV power and load, the optimal power flow of the system can be obtained (Widén et al., 2017; Hu et al., 2021).
However, while a large number of PV systems are connected into distribution networks, these DG systems are multi-coupled with distribution networks and loads; each node voltage of the distribution network is related to all the grid-tied PV. This means there is global uncertainty displayed between the photovoltaic and the distribution network, and this uncertainty is enhanced with the increase of PV connected to the network.
In traditional studies, global uncertainty modeling for PV systems and the impact analysis for distribution networks need to be studied further. Therefore, how to develop global uncertainty modeling for PV systems, and how to comprehensively represent the degree of influence on the distribution network tied in with multiple PV cells in a multi-node manner is the key content of this paper. Focusing on the above problems, a modeling and analysis method for a distribution network with multi-PVs based on the Markov global sensitivity for a multi-photovoltaic grid-tied network is proposed, in which a global Markov sensitivity function is established to be associated with the grid-tied PV and the distribution network, to accurately characterize the influence of the distribution network resulting from the PV power uncertainty.
This paper is organized as follows. In Section 2, the uncertainty analysis of PV connected into distribution network is carried out. In Section 3, the model based on global Markov sensitivity for multiple grid-tied PV cells is proposed. In Section 4, the case study is developed. Section 5 gives the conclusion of this paper.
2 UNCERTAINTY ANALYSIS OF PV CONNECTED INTO DISTRIBUTION NETWORK
2.1 Principle of distributed multi-node PV grid-tied network
Shown in Figure 1 is a diagram of a distribution network.
[image: Figure 1]FIGURE 1 | Diagram of a distribution network.
As shown in the Figure 1, the network contains multiple buses and nodes. The PV cells and loads are connected into the distribution network in different nodes. The output power of the PV is affected by a variety of climate factors, as shown below (Wang and Yang, 2017):
[image: image]
where A0 is a constant; μ is the Boltzmann constant; q is the electronic charge; ISC is the short circuit current varied with irradiation intensity; IDO is the equivalent saturation current of the diode; T is the environment temperature.
It can be seen from the above formula that the climate factors are the main factors to result in the strong uncertainty of PV power.
The PV system can be equivalent to a PQ node if the PV system is connected into a power system. With the fluctuation of grid-connected power, the power quality problem may be generated, such as voltage fluctuations, flicker, and other problems.
2.2 Principle of uncertainty modeling for grid-tied PV
Uncertainty modeling is helpful to quantitatively understand the uncertainty of PV power. In this paper, a Markov chain is used to model the power state of PV cells.
The Markov chain is one of the typical algorithms used to describe the uncertainty of a random variable process, in which the present state can be used to describe the future state of the variable; the state of the variable at different times can present the variable development uncertainty. For a discrete power sequence {p1, p2 … … pt, pt+1}, the state in t+1 can be described by the following probabilities (He, 2008; Tabone and Callaway, 2015; Zhang et al., 2021):
[image: image]
where p is the probability of each state.
Figure 2 shows the process transfer between various random states:
[image: Figure 2]FIGURE 2 | Diagram of the state transfer of power sequence.
As can be seen from Figure 2, each power state can be transferred to its own initial state or other states, and the transition uncertainty can be described by the transition probability. All the state transition processes can be represented as a state transition matrix:
[image: image]
where Amn is the transition probability. Namely, in the state transition matrix, each element corresponds to the transition probability of a variable state.
When modeling the power uncertainty of a PV cell, the historic data of the PV cell’s power are classified first to obtain different states. And then, the transfer probability matrix of the Markov chain is trained to obtain the uncertain Markov chain model for the target PV system.
However, in the case where multiple PV systems are connected into the distribution network in different nodes, the impact on the network from the PV cells is global and comprehensive, in other words, the node voltage of the distribution network is affected by all the grid-connected PV cells, to present the mutual coupling, which increases the difficulty of the relational analysis.
Therefore, how to intuitively and accurately characterize the effect caused by the grid-connected PV is one of the key aspects addressed in this paper.
3 PROPOSED MODEL AND ANALYSIS BASED ON GLOBAL MARKOV SENSITIVITY FOR MULTIPLE GRID-TIED PV CELLS
Focusing on the mutual coupling of the node voltage and the multiple grid-tied PV, an uncertainty modeling and analysis method based on the Markov global sensitivity is proposed, in which the Markov chain is used to describe the uncertainty of PV power firstly, and then the Markov chain is combined with the node voltage distributed, to present the uncertainty between the PV power and the node voltage. Further, a sensitivity function is developed to quantitatively characterize the effect of the node voltage resulting from the multiple grid-tied PV cells.
3.1 Modeling of node voltage of distribution network
The power flow of a traditional distribution network is in the form of a feeder line; the voltage of node i is related to the power and the line impedance, as in the following (Demazy et al., 2020; Wan, 2022; Yang et al., 2023):
[image: image]
where P is the active power; Q is the reactive power; R and X are the equivalent line impedance of the node i-1 and node i, respectively.
In traditional distribution networks, most of time, the load RL is connected into a node. However, with the development of new energy, more and more DGs are connected into distribution networks. The connected node is usually called PCC (point of common coupling). The modeling for the PCC voltage can be shown as the following:
[image: image]
where PPV and QPV are the active power and reactive power of the PV system into the PCC, respectively; QC is the reactive power of the local compensation.
It is assumed that the reactive power demand in PV systems and the load can be compensated completely by the local compensation device. Thus, the above formula can be simplified as the following:
[image: image]
where Q is the reactive power flow in the bus.
For the next node i+1, its active power can be obtained as the following:
[image: image]
The above discussion is about a distribution network connected a single PV. In cases where multiple PVs are connected into the distribution network, the modeling for node voltage is as follows:
[image: image]
where P01 and Q01 are the active power and reactive power of the initial node and its successive node, respectively; R01 and X01 are the equivalent line impedance between the initial node and its successive node, respectively.
Similarly, the voltage of node two and node three of the system is as follows:
[image: image]
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And then, the voltage of node j can be obtained as the following:
[image: image]
If there are multiple PV cells connected into the node of a distribution network, the power between the node i and node j is as follows:
[image: image]
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where P(i-1)i is the active power; Q(i-1)i is the reactive power; PLi, QLi, and QCi are the real power, reactive power, and the compensation reactive power of node i, respectively. PPVi is the real power of the PV cells in node i. Assuming that the reactive power of the node can be compensated completely and locally, the above, Formula (13), can be simplified as follows:
[image: image]
Taking Formula (14) and Formula (12) into Formula (11), the voltage model for node j is as follows:
[image: image]
3.2 Modeling for multiple grid-tied PV based on Markov chain
As mentioned above, the output power of a PV can be seen as a discrete process. Therefore, the Markov chain can be used to describe the uncertainty in power transition. For the PV system in node i of a network, the PV power can be presented as a time series:
[image: image]
where n is the time number; PPVj is the output power in each time.
The output power PPVj can be converted to the power state as follows:
[image: image]
where k is the number of state; MPVj is the power state.
In this case, a T function can be defined to achieve the conversion between the PV power and the power state:
[image: image]
As mentioned above, the state transition processes of the PV power state can be represented as a state transition matrix A in Formula (3). Therefore, the PV power state conversion can be presented as follows:
[image: image]
And the PV power in the nth time can be obtained by the inverse transformation, as follows:
[image: image]
where σ is the correction factor. In the above process, the power error may be appear, therefore this correction factor is used to correct the PV power. While the Markov chain is constructed for a PV system, the transition error distribution can be extracted and it is used to generate the correction factor, namely, the correction factor can be obtained using the historical error statistics.
As can be seen from the above formulas, the Markov chain is used to describe the PV power uncertainty transfer process; the power uncertainty is represented as a probability function.
Taking Formula (20) into Formula (15), the voltage of node j can be obtained as follows:
[image: image]
The voltage error is as follows:
[image: image]
As can be seen from the above formulas, the PV power uncertainty is represented by the Markov chain, and then, Formula (22) shows the global voltage effect of the distribution network resulting from the PV power uncertainty.
Generally, In this paper, the Markov chain is used to present the uncertainty of PV power, in which the PV power in time t+1 can be obtained by the PV power in time t. Furthermore, the Markov model is combined with the above mentioned voltage model of distribution network, to describe influence of the voltage on the distribution network nodes resulted from the uncertainty of PV power.
3.3 Development of Markov global sensitivity function
A sensitivity function is usually used to describe the relationship among the variables quantificationally, as in the following (Xiong et al., 2021; Zhou and Zhang, 2021):
[image: image]
where y is dependent variable; x is the independent variable.
In this paper, in order to describe the relationship between the node voltage and the grid-tied PV power, the sensitivity function is developed as follows:
[image: image]
The above function is called the Markov global sensitivity, in which the power uncertainty of all the PV systems in a distribution network can be represented by the Markov chain.
As seen from the above mentioned, the proposed model is combined with the Markov chain, the voltage model of distribution network, and the sensitively function. By using the proposed model, the influence of the distribution network resulting from the PV power uncertainty can be characterized.
4 EXAMPLE VERIFICATION
In order to verify the effectiveness of the proposed modeling method, an example is developed based on the IEEE 14-node model, in which three PV systems are grid-tied into the system, as 3 MW, 5 MW, and 10 MW. Several test cases are carried out as follows.
4.1 Testing between the proposed method and the traditional method
In order to test the feasibility of the proposed method, the voltage distribution of network is calculated by the proposed method and the traditional method, as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Voltage distribution.
It can be seen that the voltage distribution is basically consistent by using the proposed method and the traditional method, this verify the feasibility of the proposed method. Further, comparing with the traditional method, the proposed method combines the uncertainly analysis and the sensitivity analysis in the following test expediently.
4.2 Test case with single PV is grid-tied to the distribution network
The PV systems are connected into node nine of the distribution network. In this case, the power flow of the network will change, resulting in changing of the voltage distribution of the nodes; the voltage distribution and the voltage deviation are shown in Figure 4.
[image: Figure 4]FIGURE 4 | Voltage distribution for PV cell connected to a single node in distribution network. (A) Distribution curve of node voltage. (B) Distribution curve of node voltage error.
It can be seen that the effect on the voltage is finite because the capacity of a single PV system is not large compared with the distribution network. It can be seen that though the voltage of the grid-tied node is mainly affected, the voltage of the other nodes are also effected by a grid-tied PV system.
4.3 Test case with multiple PV are grid-tied to the distribution network
In this case, the three PVs are connected into the distribution network in node 4, node 7, and node 13, respectively. The voltage distribution of the nodes and the voltage deviation is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Voltage distribution for PV cells connected to multiple nodes in distribution network.
It can be seen that, in terms of the connection of the PV system, the power flow of system is changed, leading the voltage distribution changing. And the effect of the node voltage is increasing, especially for the nodes which are grid-tied in the PV system.
From the sensitivity analysis of the node voltage, it can be seen that the node voltage will be affected by the all grid-tied PV system; the degree of influence can be estimated by the proposed Markov global sensitivity in this paper. For example, the voltage of node five is effected by the grid-tied PV cells, though it is not a node that is connected to a PV.
In order to analyze the voltage of node 5, in the experiment, the grid-tied node of the PV cell is changed to observe the voltage change, as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Voltage distribution of fifth node while PV cells are connected to multiple nodes in the distribution network.
As can be seen from the figures, the voltage distributed of node is different as the PV system are connected into the system. The changing trend of the node voltage is different, which can be described by the voltage sensitivity by using the proposed Markov global sensitivity, as shown in Figure 7 from the sensitivity analysis, it can be seen that the node voltage will effected by all the grid-tied PV cells, and the degree of influence is different.
[image: Figure 7]FIGURE 7 | Voltage sensitivity analysis distribution network.
5 CONCLUSION
A modeling and analysis method for a distribution network with PV cells based on Markov global sensitivity is proposed in this paper. Comparing with the traditional method, the Markov chain and voltage modeling of the distribution network are combined to obtain the Markov global sensitivity function to describe the degree of the influence of the node voltage resulting from the grid-tied PV cells. The example has verified the effectiveness and plausibility of the proposed method. And the example results show that the node voltage is effected by all the grid-tied PV cells, and the degree of influence is different, due to the different grid-tied nodes. The analysis results can be used in the design and planning of distribution networks, the grid-tied node evaluation of PV cells, and the optimization control of distribution networks. The modeling method can be used to developed corresponding model for meshed network in the future work.
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Modular Multilevel Converter (MMC) is widely used in applications such as High Voltage Direct Current (HVDC) transmission, AC/DC power conversion centers, and large-scale power quality management in electrical grids due to its highly modular structure, strong redundancy and low harmonic content in AC output. The application of the traditional deadbeat predictive current control to MMC enhances the fast tracking ability of the output current, but it still has the problems of low output current accuracy and high dependence on bridge arm inductor. Based on this, this paper proposes an improved two-beat deadbeat synchronous predictive current control based on Newton interpolation method. By improving the two-beat deadbeat synchronous predictive current control strategy, the accuracy of the output current can be further improved and its fast tracking ability can be enhanced. Newton interpolation is introduced to improve the accuracy of the output current while reducing the dependence on the bridge arm inductor. The results show that the control strategy proposed in this paper reduces the output current THD by 2.88% compared with the two-beat deadbeat predictive current control, thus improving the accuracy; the bridge arm inductor value is reduced by 1.28%, thus reducing the dependence; and under the transient environment, the output current can be tracked to its predicted reference value 843 μs in advance, which enhances the fast tracking capability.
Keywords: modular multilevel converter, Newton interpolation method, deadbeat predictive current control, dependency, fast tracking
1 INTRODUCTION
In 2020, in order to face the threat of climate changes and achieve the sustainable development together with the world, the Chinese government put forward the goal and vision of “carbon peak by 2030 and carbon neutrality by 2060" (Yuan et al., 2023). In order to accelerate the realization of this goal, China is building a new type of power system which coexists with multiple new forms of power generation and includes energy storage. Due to its highly modular structure, easy expansion and strong redundancy, MMC converters are currently commonly used in medium and high voltage applications in the industry and have shown good performance. In the new type of power system, MMC converters can not only achieve flexible interconnection of medium and high voltage AC/DC power grids, but also have derived topology for energy storage access. MMC can also be used to participate in energy scheduling, power quality management, and buffer power fluctuations caused by new energy generation in the power grid. This puts higher requirements on the speed of system response and output accuracy.
MMC converters are the same as conventional two and three-level converters in that they are both voltage-source converters (Zheng et al., 2016). The main control system is often used in the dual closed-loop control based on the PI controller (Xu et al., 2019). Although it can achieve independent control of active/reactive power and has good output effect, a double frequency circulation will occur between phases during stable operation, and additional circulation suppressors need to be added to reduce the system loss (Reddy and Shukla, 2020). The introduction of a large number of circulation suppressors causes the complexity of the control system and affects the calculation control time. The feed-forward decoupling of the current inner loop increases the complexity of the control system, and its filter inductor parameters lead to dependence, reduce the output accuracy and stability. Compared with the classic PI controller-based double closed-loop control, some optimized controls, such as model predictive control, internal mode control, sliding mode control, and deadbeat current predictive control, are also used in voltage source converters. The application of two-stage model predictive control to MMC in Ref (Ma et al., 2020). improved the accuracy of AC current tracking, but it is premised on sacrificing greater optimization iteration complexity and computational cost. In Ref. (Yanchao et al., 2015), an internal mode control using the Mrmin criterion for parameter tuning was proposed, which can quickly respond to stabilize the DC-side voltage and improve the robustness of the system when responding to load changes, but when the MMC level and current sampling time change, the current inner loop open-loop transfer function needs to be re-derived, which is not universal. In Ref. (Yang and Fang, 2022), the sliding mode parameters were optimized by introducing the radial basis function RBF neural network algorithm, which does not require any circuit model and controller parameters, and does not affect the performance of the controller when the external environment changes, but the introduction of the RBF neural network algorithm will increase the complexity of the control system.
In recent years, the traditional deadbeat control has been widely used in the industry due to its advantages of simple principle and structure, and strong current tracking ability. In Ref. (Song et al., 2018), the deadbeat control based on Newton interpolation method and power feedforward was applied to the single-phase rectifier, which reduced the dependence on the filter inductor and improves the output current accuracy. Ref (Kang et al., 2017). studied the deadbeat control of photovoltaic grid-connected inverter based on Lagrange interpolation, which reduces the harmonic content of the output current and improves the overall efficiency of the system. In Ref. (Wang et al., 2020), a combination of deadbeat predictive current and model prediction was used to reduce the mismatch of circuit parameters and improve the dynamic response of the system output. The above methods can reduce the dependence on the circuit model, but do not consider the influence of delay on the output of the converter. In Ref. (Chen et al., 2020), the modulation strategy of deadbeat predictive current control and nearest level approximation was adopted, and the selection principle is added to the number of sub-modules in the phase unit, so as to reduce the influence of circulation on the output and improve the accuracy. Ref (Jiang et al., 2017; Ge et al., 2018). reduced the effect of time delay on the output of the converter by predicting the output current of two periods, but the control performance of the converter still depends on accurate circuit model parameters. In Ref. (Chen et al., 2021), the first-order forward difference method is used to predict the output current of two periods to improve the output current accuracy of the active power filter. In Ref. (Abdel-Rady Ibrahim Mohamed and El-Saadany, 2007), Adaptive deadbeat predictive current control with delay compensation is used to reduce the impact of time delay and reduce the dependence on the circuit model. The above methods have the ability of fast tracking of transient current, which reduces the dependence on the circuit model and improves the output accuracy, but does not consider the synchronous prediction of output voltage and output current.
Based on the above, this paper analyzes the time delay of the actual control system. For the MMC output voltage, there exists the time delay of one control period, and for the output current, there exists the time delay of two control periods. In order to compensate for the effect of the time delay on the output accuracy, the output current tracking ability is enhanced while the dependence on the bridge arm inductor is reduced. An innovative MMC improved two-beat deadbeat synchronous predictive current control strategy based on the Newton interpolation method is proposed. The details are as follows: 
(1) The first-order forward difference method is used to complete the prediction of one control period of the output voltage, and the improved two-beat deadbeat predictive current control system model is constructed and its mechanism is analyzed. On the basis of retaining the characteristics of traditional deadbeat predictive current control, the introduction of voltage correction improves the accuracy of output.
(2) The Newton interpolation method is used to complete the prediction of the two control periods of the output current, so as to match and improve the two-beat deadbeat predictive current control system model to achieve the purpose of synchronous prediction with the output voltage. The output current tracking capability is enhanced to further improve the accuracy of the output current and reduce the inductor dependence of the bridge arm.
The remaining work of this paper is as follows: Section 1 analyzes the working principle of MMC and establishes the single-phase equivalent circuit model; Section 2 analyzes the traditional deadbeat predictive current control and the time delay of the actual control system; Section 4 simulates and verifies the proposed strategy.
2 MMC WORKING PRINCIPLE AND SINGLE-PHASE EQUIVALENT CIRCUIT MODELING
2.1 Main circuit topology and working principle
The MMC main circuit topology is shown in Figure 1A. The three-phase structure is the same, with a total of six bridge arms. Each phase can be divided into upper and lower bridge arms, and each bridge arm is composed of n sub-modules with the same structure cascaded with the bridge arm inductor L. In Figure 1A, Udc is the DC output voltage; uPx and uNx are the output voltages of the upper and lower bridge arms of the x phase, respectively. Phase x = a,b,c; iPx and iNx represent the current flowing through the upper and lower bridge arms of the phase x, respectively; ux is the output voltage of the MMC AC port; usx and ix are AC-side phase voltage and phase current, respectively; Ls is the filter inductor for the energy interaction between the AC power supply and the MMC.
[image: Figure 1]FIGURE 1 | Topology of the MMC main circuit and its sub-modules. (A) MMC main circuit. (B) Half-bridge sub-module.
In this paper, MMC uses a half-bridge sub-module, and the topology is shown in Figure 1B. When running, according to different modulation and sub-module equalization sequencing algorithms, it can work in three states: input, cut-off and latching. When it is running stably, it only works in the state of input and cut-off. The current iSM flowing path and its port voltage uSM are shown in Table 1. 1 and 2 are the outlet ports of the sub-module; in the input state, uSM = Uc; in the cut-off state, uSM = 0.
TABLE 1 | Working status of sub-modules.
[image: Table 1]2.2 Modeling of single-phase equivalent circuits
MMC single-phase equivalent circuit is shown in Figure 2. Ignore the effects of AC power and AC-side filter inductors. Taking a single-phase as an example, the KVL equation is established for the upper and lower bridge arms (Tan et al., 2021):
[image: image]
[image: Figure 2]FIGURE 2 | MMC single-phase equivalent circuit.
The MMC three-phase structure is symmetrical, and the DC-side current is evenly distributed among the three phases. The capacitor voltage of the sub-module of the phase unit fluctuates, resulting in the voltage difference among the phase units, forming a double frequency circulation. Therefore, the interphase circulation icir in this paper includes the DC circulation and the interphase double frequency circulation that are evenly distributed among the three phases. Thereby, the current equations of the single-phase upper and lower bridge arm nodes are established:
[image: image]
The circulation current in the bridge arm current intensifies the fluctuation of the capacitor voltage of the sub-module, resulting in a decrease in the accuracy of the DC output voltage and an increase in the system loss (Bahrani et al., 2016). Therefore, it is necessary to introduce circulation suppression when designing the deadbeat predictive current control system applied to MMC.
3 DELAY ANALYSIS OF TRADITIONAL DEADBEAT PREDICTIVE CURRENT CONTROL AND ACTUAL CONTROL SYSTEM
Not only will the circulation affect the accuracy of the output, but the actual control system has a certain delay, which will also affect the accuracy of the system output. Therefore, the innovation proposed in this paper is an improvement on the delay analysis of the traditional deadbeat predictive current control model and actual control system.
3.1 Conventional deadbeat predictive current control applied to MMC
By discretizing formula (1), the formula for the output voltage of the upper and lower bridge arms of the MMC in the kth control period (Zhang et al., 2021) is obtained:
[image: image]
where Udc(k) and ux(k) are the DC-side voltage and the AC-port output voltage in the kth control period, respectively; uPx(k) and uNx(k) are the sum of the voltages of all submodule capacitors of the control cascaded into the upper and lower bridge arms of the MMC main circuit in the kth control period; iPx(k) and iNx(k) are the currents flowing through the upper and lower bridge arms, respectively; i*Px(k+1) and i*Nx(k+1) are the upper and lower bridge arm currents at the beginning of the k+1 control period, that is, the reference values for the prediction of the upper and lower bridge arm currents. According to formula (2), formula (4) can be obtained:
[image: image]
where ix_ref is the AC current reference value; icir_ref is the reference value for interphase circulation to suppress the system circulation and reduce the voltage fluctuation of the capacitor of the sub-module. The interphase circulation reference value icir_ref can be obtained by PI control of the difference between capacitor voltage reference value Uc_ref of the sub-module and its average value Uc_aver.
[image: image]
where kp and ki are proportional and integral coefficients, respectively.
Formula (4) is substituted into formula (3) and formula (5) to construct a deadbeat predictive current control system, as shown in Figure 3. The MMC deadbeat predictive current control system is divided into three parts: voltage outer loop (circulation current suppression), current inner loop (deadbeat predictive current control), carrier phase-shift modulation and sequencing algorithm. The reference value of the interphase circulation is obtained by the voltage outer loop icir_ref and the reference value of the AC current is substituted together with the reference value of the AC current ix_ref into formula (4) to get the reference value of the output current of the upper and lower arms of each phase iPx_ref and iNx_ref. The reference values uPx(k) and uNx(k) of the voltage of the upper and lower bridge arms of each phase in the kth control period can be obtained by substituting iPx_ref and iNx_ref into formula (3). The sub-modules that should be put in the upper and lower bridge arms of each phase are obtained by the carrier phase-shifting modulation and sequencing algorithm, and the trigger pulse of the sub-module of each phase is generated.
[image: Figure 3]FIGURE 3 | Traditional deadbeat predictive current control applied to MMC.
Note: The uPx_ref and uNx_ref in Figure 3 are uPx(k) and uNx(k) in formula (3)
3.2 Delay analysis of the actual control system
Normally, we want to complete the sampling, computational control, and output of each physical quantity of the system at the same time. However, in the actual control system, there are delays in the process of system sampling, calculation control, and loading duty cycle, which cannot be completed at the same time, so the influence of time delay should be considered when designing the control system (Wang et al., 2015a). Figure 4 is a schematic diagram of the time delay of considering system sampling, calculating control, loading duty cycle, and generating target signals. iPx and iNx were used as the control variables, uPx and uNx were the controlled variables, and Ts was approximately equivalent to the carrier period (i.e., one beat). At the time of kTs, start sampling iPx and iNx; During the control period from kTs to (k+1)Ts, the sampling of iPx and iNx is completed, and the calculation of uPx and uNx is completed. At the time of (k+1)Ts, start loading duty cycle; During the control period from (k+1) Ts to (k+2)Ts, the duty cycle conversion is completed and the voltages of the upper and lower bridge arms of the MMC, uPx and uNx, are output. At the time of (k+2)Ts, the target current (MMC upper and lower arm currents) iPx and iNx can be obtained.
[image: Figure 4]FIGURE 4 | Schematic diagram of delay of the actual control system.
Through the above analysis, it can be seen that there is a delay of one beat between the output voltage uPx and uNx, that is, the delay of one control period Ts from the start time of current sampling to the start time of loading duty cycle. There is a delay of two beats between the output current iPx and iNx, that is, the delay is 2Ts (two beats) between the start time of current sampling and the time when the target current signal is obtained, resulting in a lag in the control effect.
Previous studies have shown that the delay of the control system will reduce the output accuracy, affect the stability, and reduce the follow-up performance (Zhang et al., 2017). Therefore, the delay of the output voltage/current is compensated by the control period at the same time to achieve a good control effect.
4 IMPROVED TWO-BEAT DEADBEAT SYNCHRONOUS PREDICTIVE CURRENT CONTROL BASED ON NEWTON INTERPOLATION METHOD
In order to solve the problem of circulation and delay, this paper proposes an improved two-beat deadbeat synchronous predictive current control based on Newton interpolation method. On the basis of the control period plus one of the traditional deadbeat predictive current control model, the first-order forward difference method and Newton interpolation method are introduced to predict the output voltage and output current in one beat and two beats, respectively. Not only can it achieve synchronous prediction, but it can also improve output accuracy and enhance output current tracking ability. Figure 5 shows the technical route for the realization of the control strategy proposed in this paper.
[image: Figure 5]FIGURE 5 | The technical route of the improved two-beat deadbeat synchronous predictive current control based on Newton interpolation method.
4.1 Two-beat deadbeat predictive current control
In order to compensate for the influence of the delay on the control effect, the output voltage of the AC port is predicted one beat in advance, and the output current of the upper and lower bridge arms is predicted two beats in advance, so the control period plus one can be processed for formula (3) to obtain (Zhang et al., 2021):
[image: image]
When the MMC is running stably, the DC voltage fluctuation is relatively small, and it can be considered that:
[image: image]
From formula (3) and formula (6), it can be seen that the output voltage ux of the AC port is a linear relationship with the predicted currents i*Px and i*Nx of the upper and lower bridge arms, and the control period plus one. Since Ts is approximately equivalent to the carrier period, and its value is small, it can be considered that the increments of ux in each control period are equal, and the first-order forward difference method is used to predict and downtime ux, and it can be obtained (Abdel-Rady Ibrahim Mohamed and El-Saadany, 2007):
[image: image]
The predicted reference values of ux in the k+1 control period are:
[image: image]
First, substituting formula (9) into formula (6); Secondly, i*Px (k+1) and i*Nx (k+1) in formula (3) are replaced by iPx (k+1) and iNx (k+1), and the expressions iPx (k+1) and iNx (k+1) are obtained by formula (3) and substituted into formula (6). Finally, in combination with formula (7), formula (10) is obtained:
[image: image]
From formula (10), it can be seen that the mechanism of two-beat deadbeat predictive current control is to add the correction terms of bridge arm inductor voltage and AC-port output voltage on the basis of the traditional deadbeat predictive current control, so as to increase the speed and accuracy of the control system. The traditional deadbeat predictive current control can realize the fast tracking of the bridge arm current, so that the system can run stably. In the actual circuit, the bridge arm inductor current will cause the bridge arm inductor value to change, and the bridge arm inductor voltage correction term can be used to correct this change; Similarly, the AC-port output voltage correction term can be used to correct changes in the grid-side voltage.
4.2 Newton interpolation method and its quadratic/tertiary interpolation polynomials
In order to reduce the dependence of the predicted current of the bridge arm on the inductor of the bridge arm and further improve the accuracy of the control system, in this paper, the Newton interpolation method is used to predict the output current of the bridge arm. There is a series of unequal independent variables (z0,z1,z2…,zn, where m≠n,zm≠zn) and their function f(z). f (zn)-f (zm)/(zn-zm) becomes the first-order difference quotient of the function f(z) at the point zm and zn, which is denoted as f [zn,zm]; f [z1,z2,…,zk]-f [z0,z2,…,zk−1]/(zk-z0) is the k-order difference quotient.
According to the definition of the difference quotient (Zhang et al., 2017), the Newton interpolation first-order polynomial is obtained:
[image: image]
The quadratic polynomial is:
[image: image]
Therefore, the nth degree polynomial of f(z) is:
[image: image]
According to formula (4), the reference value of the bridge arm current prediction is related to the AC current reference value and the circulation reference value, and the circulation reference value can be obtained by the voltage outer loop, so the prediction of the bridge arm current can be converted into the prediction of the AC current reference value. Therefore, the reference values of AC current prediction at (k+1)Ts and (k+2)Ts can be predicted according to formula (13) and the sampling values of AC current at (k-2)Ts, (k-1)Ts and kTs respectively.
Newton interpolation quadratic polynomial is used to establish the AC current prediction expression, shown as follows:
[image: image]
The expression for the prediction of the AC current established by Newton interpolation cubic polynomial is:
[image: image]
Substituting the AC current value at time tk+1 predicted by formula (14) into formula (15), formula (16) can be obtained:
[image: image]
Substituting ix_ref (tk+2) with the ix_ref in formula (4), formula (17) can be obtained:
[image: image]
Substituting formula (17) into formula (10) constructs an improved two-beat deadbeat synchronous predictive current control system based on Newton interpolation method, and the structure is shown in Figure 6.
[image: Figure 6]FIGURE 6 | Improved two-beat deadbeat synchronous predictive current control system based on Newton interpolation method.
5 SIMULATION VERIFICATION
In order to verify the effectiveness of the improved two-beat deadbeat synchronous predictive current control based on Newton interpolation method, a three-phase 11-level MMC rectifier converter model was built in Matlab/Simulink environment, and the parameters are shown in Table 2. In practical applications, due to the scalability of MMC, more input sub-modules can share the DC voltage in per phase. In this paper, we focus on the rectifier state of MMC: 1) Under steady-state condition, with the goal of stabilizing the DC voltage at 10 kV, compared with the two-beat deadbeat predictive current control, the method proposed in this paper has a less dependence of the output current on the inductor of the bridge arms and achieves higher accuracy. 2) Under transient conditions, the output AC current increases suddenly, and the method proposed in this paper has a faster tracking ability than the two-beat deadbeat predictive current control.
TABLE 2 | System simulation parameters.
[image: Table 2]5.1 Steady-state conditions
The improved two-beat deadbeat synchronous predictive current control system is applied to MMC, and the DC voltage and current waveforms during stable operation are shown in Figure 7. The two-beat deadbeat predictive current control system is applied to MMC, and Figure 8 shows the DC voltage and current waveforms during stable operation.
[image: Figure 7]FIGURE 7 | Improved two-beat deadbeat synchronous predictive current control, DC voltage/current. (A) DC voltage. (B) DC current.
[image: Figure 8]FIGURE 8 | Two-beat deadbeat predictive current control, DC voltage/current. (A) DC voltage. (B) DC current.
As can be seen from the comparison of Figure 7 and Figure 8, both control systems can stabilize the DC voltage at 10 kV and the DC current at 100 A. The two-beat deadbeat synchronous predictive current control is improved, the rise time is 0.0369s, and the steady-state error is about +0.13% and −0.08% at about 3s. In order to stabilize the DC voltage at 10 kV, the inductor value of the bridge arm needs to be set from 3.23mH to 3.29 mH in the simulated environment with the same parameters. The two-beat deadbeat predictive current control has a rise time of 0.0375s and a steady-state error of about +0.12% and −0.04% at about 3s. Table 3 shows the comparison of the above parameters.
TABLE 3 | Comparison of metric parameters.
[image: Table 3]Figure 9A is the improved two-beat deadbeat synchronous predictive current control of three-phase AC voltage/current, and the three-phase AC phase voltage peak is 3266 V; the phase current peak is 224.2A, the phase current lag phase voltage is 827 μs, and the power factor cos (14.89°)≈0.9664 is improved. Figure 9B is a two-beat deadbeat predictive current control of three-phase AC voltage/current, and the three-phase AC phase voltage peak is 3266 V; the phase current peak is 228.2A, the phase current lag phase voltage is 965 μs, and the power factor cos (17.37°) ≈ 0.9543.
[image: Figure 9]FIGURE 9 | Three-phase AC voltage/current of MMC. (A) Three-phase AC voltage/current of improved two-beat deadbeat synchronous predictive current control. (B) Three-phase AC voltage/current of two-beat deadbeat predictive current control.
Figure 10A shows the total harmonic distortion rate of the AC current in phase A of the improved two-beat deadbeat synchronous predictive current control based on Newton interpolation method. 10 power frequency periods are selected for measurement starting from 3s, and the total harmonic distortion rate is 4.86%. As shown in Figures 10B, 10 power frequency periods are selected for measurement at the same time starting from 3s, and the total harmonic distortion rate is 7.74%. From formula (6) and formula (8), it can be seen that the two-beat deadbeat predictive current control system only uses the first-order forward difference method to predict the output voltage of the AC port for one control period, but formula (6) contains i*Px (k+2) and i*Nx (k+2), so it is necessary to predict the AC current ix for two control periods, therefore, this paper uses Newton interpolation quadratic and cubic interpolation polynomials to predict the AC current for two periods to form i*Px (k+2) and i*Nx (k+2). Under the same system simulation parameters, the inductor of the bridge arm is reduced by 0.06 mH, which reduces the dependence of the predicted current of the bridge arm on the inductor of the bridge arm and improves the accuracy.
[image: Figure 10]FIGURE 10 | Total harmonic distortion rate of phase-A AC current of MMC. (A) Phase-A current THD of improved two-beat deadbeat synchronous predictive current control. (B) Phase-A current THD of two-beat deadbeat predictive current control.
Table 4 shows the comparison of the THD data of phase-A AC current measured by 10 power frequency periods from 1 to 8s, and Figure 11 shows the data reconstruction curve of Table 4. From the comparison of the data in Table 4, it can be seen that the improved two-beat deadbeat synchronous predictive current control for three-phase AC current THD fluctuates between 4.7% and 4.9%, and the two-beat deadbeat predictive current control for three-phase AC current THD fluctuates between 7.7% and 7.8%.
TABLE 4 | Comparison of phase-A AC current THD of two controls from 1 to 8s.
[image: Table 4][image: Figure 11]FIGURE 11 | Comparison of phase-A AC current THD for two control.
As shown in Figure 12A, with the improved two-beat deadbeat synchronous predictive current control, the system circulation is gradually decreasing. In the range of 1–8s, the positive peak value of phase A circulation attenuates from 58.24 A to 48.28A, and the circulation inhibition rate is 17.10%. The positive peak value of phase B circulation attenuates from 56.04 A to 46.94A, and the circulation inhibition rate is 16.24%. The positive peak value of phase C circulation attenuates from 61.31 A to 46.49A, and the circulation inhibition rate is 24.17%. As shown in Figure 12B, with the two-beat deadbeat predictive current control, the three-phase circulation is also gradually decreasing. In the range of 1–8s, the positive peak of phase A circulation attenuates from 61.61 A to 42.98A, and the circulation inhibition rate is 30.24%. The positive peak value of phase B circulation attenuates from 58.49 A to 42.59A, and the circulation inhibition rate is 27.18%. The positive peak value of phase C circulation attenuates from 60.14 A to 43.75A, and the circulation inhibition rate is 27.25%. From the above analysis, it can be seen that the circulation of the system is well suppressed by the two control systems, and the effectiveness of the control of the voltage outer loop (circulation suppression) is verified.
[image: Figure 12]FIGURE 12 | Three-phase circulation of MMC. (A) Three-phase circulation of improved two-beat deadbeat synchronous predictive current control. (B) Three-phase circulation of two-beat deadbeat predictive current control.
Figure 13 shows the capacitor voltage and fluctuation of the MMC Phase-A upper bridge arm sub-modules. Phase A of the improved two-beat deadbeat synchronous predictive current control is shown in Figure 13A. At 1s, the sub-module capacitor voltage fluctuation rate is 2.5%. At 8s, the sub-module capacitor voltage fluctuation rate is 2.9%. The capacitor voltage of phase-A upper bridge arm sub-module of the two-beat deadbeat predictive current control is shown in Figure 13C. At 1s, the sub-module capacitor voltage fluctuation rate is 2.5%. At 8s, the sub-module capacitor voltage fluctuation rate is 2.9%. The analysis shows that the capacitor voltage fluctuation rate of the MMC sub-module meets the requirement of ±10% for both control systems. The effectiveness of the control of the voltage outer loop (circulation current suppression) is indirectly verified.
[image: Figure 13]FIGURE 13 | Capacitor voltage and its fluctuation of phase-A upper bridge arm sub-module. (A) The capacitor voltage of the phase-A upper bridge arm sub-module of the improved two-beat deadbeat synchronous predictive current control. (B) Capacitor voltage fluctuation of phase-A upper bridge arm sub-module of the improved two-beat deadbeat synchronous predictive current control. (C) The capacitor voltage of phase-A upper bridge arm sub-module of the two-beat deadbeat predictive current control. (D) Capacitor voltage fluctuation of phase-A upper bridge arm sub-module of two-beat deadbeat predictive current control.
5.2 Transient working conditions
In order to verify the dynamic performance of the two control systems, the transient working conditions are simulated. As can be seen from Figures 14A, B, the improved two-beat deadbeat synchronous predictive current control achieves the peak value of three-phase AC current of 224.2 A before 1s. At 1s, the AC current burst is set, and the output current is tracked to the predicted reference value after 427 μs After entering the steady state, the peak value of the three-phase AC current is 271.5A, and it can be seen from Figures 15A, B that the peak value of the three-phase AC current is 227.8 A before 1s. At 1s, the AC current burst is set, the output current is tracked to the predicted reference value after 1.267 ms. After entering the steady state, the peak value of the three-phase AC current is 273.5 A. Therefore, the method proposed in this paper has better current fast tracking ability than the two-beat deadbeat predictive current control.
[image: Figure 14]FIGURE 14 | Improved two-beat deadbeat synchronous predictive current control, three-phase AC current burst. (A) Three-phase AC current. (B) Reference value for tracking predicted output current at 1s.
[image: Figure 15]FIGURE 15 | Two-beat deadbeat predictive current control, three-phase AC current burst. (A) Three-phase AC current. (B) Reference value for tracking predicted output current at 1s.
6 CONCLUSION AND PROSPECTS
Firstly, the traditional deadbeat predictive current control model is established according to the MMC single-phase equivalent circuit model; secondly, on the basis of analyzing the time delay of the actual control system, the control period plus one, and the two-beat deadbeat synchronous predictive current control model is given by using the first-order forward difference method for the output voltage; thirdly, the traditional deadbeat predictive current control model is embedded into the two-beat deadbeat predictive current control model to complete the improved two-beat deadbeat predictive current control model and its mechanism is analyzed. In order to achieve the purpose of synchronous prediction of output voltage and output current, the Newton interpolation method is used to predict the output current, and its prediction reference value is substituted into the improved two-beat deadbeat synchronous predictive current control model. Finally, the validity of the method proposed in this paper is verified through simulation by comparing it with the two-beat deadbeat predictive current control. After reviewing the work content of this paper, the following work can be carried out in the future (Wang et al., 2015b):
1) According to formula (1) and formula (3) in this paper, the influence of the equivalent internal resistance of the bridge arm is not considered in modeling the traditional deadbeat predictive current control system. In order to further improve the performance of the control system, the combination of the method proposed in this paper and the model predictive control can be considered to further improve the performance of the control system.
2) The carrier phase-shift modulation strategy used in this paper is replaced by the nearest level approximation modulation strategy. The numerator of the rounding function in the nearest level approximation modulation strategy is the voltage modulation wave output by the improved two-beat deadbeat synchronous predictive current control, and the denominator can be a method of equalizing the capacitor voltage and switching frequency of the sub-module. The aim is to ensure the efficiency of the whole machine while making the rounding function in the nearest level approximation modulation strategy more accurate.
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This paper proposes an input-parallel output-series (IPOS) Si-SiC hybrid inverter with dual-frequency harmonic elimination modulation strategy. The proposed topology composed of two power conversion cells and a three-phase five-column medium-frequency step-down transformer, the low-frequency power conversion cell (LFPC-C, 1 kHz) leverages strong current-carrying capacity of silicon-based devices for dealing with the system main power, and the high-frequency power conversion cell (HFPC-C, 30 kHz) based on wide-bandgap semiconductor SiC devices is used to addressing the fractional harmonics compensation power. This topology combines the strong current carrying capability of Si devices with the low switching loss of SiC devices at high frequency and achieves high quality power conversion at low cost and low loss. Compared to existing “IPOP” Si-SiC hybrid inverters, this topology adopts a coupling step-down transformer on the output side of both LFPC-C and HFPC-C, which can effectively reduce current stress of HFPC-C SiC devices. Additionally, a dual-frequency harmonic elimination modulation strategy based on the topology is proposed to solve the fractional harmonics caused by the LFPC-C. The paper establishes a mathematical model according to the harmonic distribution characteristics of the LFPC-C and HFPC-C, and designs the system control schedules. Building upon the derivation of the voltage ripple model and the design of hardware parameters, Si IGBT and SiC MOSFET were selected for constructing a 7.5 kW prototype for testing, and the experimental results validate the feasibility of this topology and the accuracy of theoretical analysis.
Keywords: fractional power processing, harmonic compensation, dual-frequency harmonic elimination modulation strategy, multiple quasi-proportional resonance control, recursive discrete fourier transform, SHEPWM, Si-SiC inverter
1 INTRODUCTION
SiC MOSFET devices, leveraging their superior material properties, have become a key factor in enhancing the efficiency and power density of inverters, especially in high-frequency applications (Millán et al., 2014). The efficiency of inverters can reach as high as 99.4% (Miyazaki et al., 2018). Currently, SiC MOSFET devices have been successfully applied in naval and equipment power supply (Jones et al., 2016; Anurag et al., 2022), microgrids (Burkart and Kolar, 2017), and MMC (He et al., 2022).
However, SiC devices are costly and have a smaller current capacity, resulting in their rated power being lower than Si devices at the same voltage level. As shown in Figure 1, at high currents, the current cost of SiC devices is significantly higher than that of Si devices. Therefore, it is necessary to maximize the advantages of SiC devices in high-power scenarios while reducing the cost of the inverter. Currently, to overcome the limitation of the low rated current of SiC devices, scholars are combining Si devices with SiC devices. This combination leverages the low switching loss characteristics of SiC devices and the strong current-carrying capacity and cost-effectiveness of Si devices. The design approach of using both types of devices together brings about good electrical power quality and efficiency at a cost lower than a full SiC device design. There are two solutions to address this: one is to parallel SiC devices with Si devices at the switch device level to form a Si-SiC hybrid switch (Rahimo et al., 2015; Song et al., 2015; Zhao and He, 2015; Zhang et al., 2018); the other is based on the principle of Fractional Power Processing (Di Gioia and Brown, 2015; Kundu et al., 2020) at the topology level, constituting a Si-SiC hybrid inverter.
[image: Figure 1]FIGURE 1 | Price comparison between Si IGBT and SiC MOSFET from mainstream manufacturer.
The Si-SiC hybrid switch, as shown in Figure 2, can apply gate-source drive voltage to the SiC MOSFET and gate-emitter drive voltage to the Si-IGBT respectively. The turn-on delay and turn-off delay ensure zero voltage turn-on and turn-off of Si-IGBT, reducing switching losses and improving the efficiency and load capacity of the entire system (Li et al., 2020a). Reference (Deshpande and Luo, 2019) proposed an algorithm using dynamic junction temperature prediction to select the optimal Si-SiC current ratio, ensuring reliable operation of the hybrid switch. Reference (Li et al., 2020b) introduced an active gate delay control strategy based on an electro-thermal coupling loss model. This strategy dynamically adjusts and optimizes the gate delay time according to the operating conditions of the power converter, minimizing the working junction temperature difference between the two internal devices. Reference (Woldegiorgis et al., 2023) provided a comprehensive review and performance comparison of existing gate control strategies, gate driver designs, and packaging methods for Si-SiC hybrid switches. Design principles and guidelines were given for gate control strategies. However, significant progress in the commercial manufacture of Si-SiC hybrid switch modules has yet to be achieved.
[image: Figure 2]FIGURE 2 | Si-SiC hybrid switch.
Currently, most Si-SiC hybrid converters based on the Fractional Power Processing (FPP) principle consist of two parallel parts, as shown in Figure 3: one part comprises Si IGBT devices operating at low frequency to handle the main power, while the other part consists of SiC MOSFET devices operating at high frequency to process only a small portion of the total power. Both parts are connected in parallel on the input and output sides, forming an input-parallel and output-parallel structure. The Si-SiC hybrid converter divides the power processing path into two parallel paths. By setting the switching information of the S IGBT and SiC MOSFET devices, the continuous energy signal is converted into two discrete energy signals with different numerical values. These signals are then reconstructed and combined into the final continuous energy output through passive components (Kundu et al., 2021; Wang et al., 2022). Compared to topologies with all SiC MOSFET devices, this kind of topology achieves a reduction in circuit cost while maintaining almost the same efficiency and power quality. Based on intelligence particle swarm optimization (PSO), reference (Zhang et al., 2023) propose a novel adaptive power-sharing and switching frequency control, it can reduce the power losses of the Si-SiC hybrid converter through a simple fitness function. Reference (Endres and Ackva, 2015) proposes a combination topology where the converter composed of Si-IGBT devices carries the main load current, while the converter composed of SiC MOSFET devices is used for ripple current compensation. A common-mode current suppression strategy for this combined topology is also proposed. Reference (Judge and Finney, 2019) verifies that the parallel hybrid converter significantly increases the effective switching frequency at the megawatt power level, reducing the need for external filters and increasing the current control bandwidth of the converter. References (Wu et al., 2022; Wu et al., 2019) design a ripple compensation direct digital control strategy that attenuates low-frequency current ripple to a small level and increases the frequency of the output current ripple, thereby reducing the volume and weight of the filter. Reference (Zhang et al., 2022) summarizes the characteristics of the input-parallel and output-series hybrid topology based on the FPP principle and proposes a hybrid bridge arm design method based on current harmonic elimination. The proposed design method can be implemented in various converters and has been validated in a bidirectional DC/DC converter. Unlike the “input-parallel and output-series “structure in the aforementioned references, the converter proposed in reference (Liu et al., 2022) has a parallel DC input and a series AC output through a transformer on the AC side, forming a “input-parallel and output-series” structure, aimed at harmonic control of the inverter output voltage.
[image: Figure 3]FIGURE 3 | Si-SiC hybrid converter.
Based on the concept of Fractional Power Processing (FPP), this paper introduces a hybrid Si-SiC three-phase inverter composed of Si IGBT and SiC MOSFET devices, following the “input-parallel and output-series” topology structure. The low-frequency power conversion cell (LFPC-C) consists of Si IGBT devices and LC filters to handle the main power output. The high-frequency power conversion cell (HFPC-C) is composed of SiC MOSFET devices and LC filters, designed to compensate for the harmonics generated in the LFPC-C. The outputs of the LFPC-C and HFPC-C are connected in series through a three-phase five-column intermediate voltage transformer, reducing the current stress on SiC MOSFET in the HFPC-C. This topology leverages the strong conduction capabilities of Si IGBT and the low switching losses of SiC MOSFET during high-frequency operation. The proposed hybrid modulation strategy and coordinated control method, “LFPC-C open-loop, HFPC-C closed-loop” reduce the complexity of the control system. Hardware design methods are also presented based on the frequency characteristics of the LFPC-C and HFPC-C.
The rest of this article is organized as follows. Section 2 introduces the topology principle and dual-frequency harmonic elimination modulation strategy. In Section 3, it derives the frequency-domain mathematical model and proposes the control method. Section 4 analyzes its hardware characteristics, proposes a voltage ripple analysis model, and outlines the design principles for the filter and three-phase five-column medium-frequency step-down transformer. In Section 5, the feasibility of the topology is validated through the experimental setup. Finally, Section 6 concludes this article.
2 TOPOLOGY OF PROPOSED INVERTER AND HARMONIC ELIMINATION METHODS
2.1 Topology of proposed inverter
The proposed hybrid Si-SiC three phase inverter topology, as shown in Figure 4, consists of a low-frequency power conversion cell (LFPC-C),a high-frequency power conversion cell (HFPC-C) and a three-phase five-column medium-frequency step-down transformer. The input side is parallel and shared by a common DC source, and the outputs are coupled in series through the transformer. The LFPC-C employs Si IGBT devices as switching devices denoted as S1 ∼ S6, operating at a low switching frequency to deal with the main power of the proposed three-phase inverter. The HFPC-C uses SiC MOSFET devices as switching devices denoted as Q1 ∼ Q6, operating at a high switching frequency to handle fractional power. The transformer turns ratio is denoted as k, with the primary side parallel-coupled to the output filtering capacitor of the HFPC-C and the secondary side series-coupled and connected to the LFPC-C.
[image: Figure 4]FIGURE 4 | The proposed hybrid Si-SiC three phase inverter topology.
This topology realizes power sharing in two power conversion cells. Under the same DC side voltage, this topology reduces the switching losses of Si IGBT devices in the LFPC-C. Additionally, the step-down transformer ensures that the working current in the HFPC-C is less than the output current in the LFPC-C, reducing the current stress on SiC MOSFET devices and lowering on-state losses in the HFPC-C. The switching losses are concentrated on SiC MOSFET devices, and leveraging their excellent characteristics helps reduce the system’s overall switching losses.
2.2 Dual-frequency harmonic elimination modulation strategy
The LFPC-C is responsible for the energy output of the system. However, due to its operation at a low frequency, it can lead to lower electrical energy quality in the final output of the system. Therefore, the HFPC-C needs to compensate and eliminate some of the harmonics present in the LFPC-C t to enhance the overall electrical energy quality of the system. The final output voltage of the system is composed of the voltage in the LFPC-C and the voltage on the secondary side of the transformer. The voltage in the LFPC-C is composed of the fundamental voltage and the harmonic voltage, while represents the output voltage of the HFPC-C. The relationship between these variables can be expressed as follows
[image: image]
The bridge arm output characteristics of the LFPC-C significantly impact the overall system performance. Specific Harmonic Elimination Pulse Width Modulation (SHEPWM) technology can eliminate particular harmonics, and the switching angles can be calculated through computations. SHEPWM operates at a low switching frequency, which helps in reducing the switching losses of the Si-IGBT devices. When using traditional SHEPWM to eliminate harmonics in the mid to low frequency range, it results in a large number of switching angles and necessitates a higher switching frequency. By serially connecting the HFPC-C and the transformer to the output circuit of the LFPC-C, certain harmonics in the bridge arm output of the LFPC-C can be eliminated. This approach ensures a reduction in the switching frequency of Si-IGBT devices in the LFPC-C, thus reducing switching losses while maintaining the total amount of eliminated output harmonics. In the HFPC-C, a Hybrid Sinusoidal Pulse Width Modulation (Hybrid SPWM) is employed. Hybrid SPWM refers to modulating the waveform, which is not a single-frequency sine wave but is determined by the superposition of multiple harmonic waves.
The collaborative elimination of mid to low-frequency harmonics by the LFPC-C and the HFPC-C involves segmenting the mid to low-frequency harmonics. Two technical approaches can be considered based on the harmonic distribution characteristics in the LFPC-C:
Method 1: The LFPC-C eliminates mid-frequency and high-frequency harmonics, while the HFPC-C eliminates low-frequency harmonics.
Method 2: The LFPC-C eliminates low-frequency and high-frequency harmonics, and the HFPC-C eliminates mid-frequency harmonics.
According to the residual harmonic distribution characteristics of SHEPWM (Cheng, 2021), both methods merely shift the harmonic energy to other frequency bands. However, when employing Method 2, where the LFPC-C eliminates low-frequency and high-frequency harmonics, and the mid-frequency harmonics are eliminated by the HFPC-C, it results in the HFPC-C handling harmonics excessively. The equivalent harmonic frequency within one power cycle can reach several kilohertz, demanding higher requirements for the control system and switching frequency of SiC MOSFET devices in the HFPC-C, thus increasing the switching losses of SiC MOSFET devices. Therefore, Method one is adopted, where the LFPC-C eliminates mid-frequency and high-frequency harmonics while the HFPC-C eliminates low-frequency harmonics. As illustrated in Figure 5A, the LFPC-C is responsible for system energy output, using SHEPWM to remove mid-frequency harmonics. The low-frequency harmonics are eliminated by the HFPC-C, and the high-frequency harmonics are eliminated by the LFPC-C’s filter. The HFPC-C compensates and eliminates low-frequency harmonics in the LFPC-C.
[image: Figure 5]FIGURE 5 | Harmonic distribution and elimination of the inverter.
When employing the first technical approach, the specific division of mid to low-frequency harmonics and the modulation degree of the hybrid modulated waves [image: image] in the HFPC-C, as well as the selection of transformer turns ratio k, pose constraints. The effective division and treatment of mid to low-frequency harmonics in the LFPC-C and determining the appropriate modulation degree in the HFPC-C are essential for achieving effective harmonic elimination. Additionally, the choice of transformer turns ratio is crucial as it impacts the coupling between the high-frequency and LFPC-C, thereby influencing the overall harmonic elimination performance and system efficiency. Careful consideration and proper optimization of these parameters are necessary to ensure optimal performance in mitigating harmonics and achieving efficient energy conversion in the system.
The low-frequency harmonics to be eliminated in the LFPC-C represent a modulation signal composed of multiple harmonics for the HFPC-C. In SHEPWM modulation, once the fundamental modulation degree and switching angles are determined, the remaining harmonic superposition waveform becomes fixed. The LFPC-C uneliminated low-frequency harmonic family can be represented as [image: image].
When a three-phase inverter is connected to a balanced load on the output side, The third harmonic and its multiples cancel each other out in the line-to-line voltage, hence we only need to focus on eliminating 6k±1 harmonics [image: image].
In a three-phase half-bridge configuration, peak value of the output phase voltage [image: image] is:
[image: image]
The variable [image: image] represents the modulation index for the hybrid sinusoidal carrier modulation in the HFPC-C. The expression for the hybrid modulated wave [image: image] is:
[image: image]
The transformer is a crucial coupling component connecting the LFPC-C and the HFPC-C. Through its turns ratio k, a relationship between Eqs 1, 2 is established, yielding the following correlation
[image: image]
The modulation index of the HFPC-C and the transformer turns ratio constrain each other. If the turns ratio k is chosen to be too large, it can lead to over-modulation in the HFPC-C. This over-modulation can introduce harmonics from other frequency bands into the output voltage of the LFPC-C, thereby degrading the quality of the output waveform. On the other hand, if the turns ratio k is chosen to be too small, it can cause the current in the HFPC-C to approach the output current in the main circuit, increasing the current cost of SiC MOSFET devices.
The LFPC-C in this paper is responsible for eliminating harmonics from the 17th to the 41st order. Meanwhile, the HFPC-C compensates and eliminates the fifth, seventh, 11th, and 13th order harmonics.
The bridge arm output voltage waveform of the LFPC-C using SHEPWM is shown in (Supplementary Figure S1).
The output waveform in Figure 6 is symmetric about a 1/4 period, and it can be represented using a Fourier series as follows
[image: image]
[image: Figure 6]FIGURE 6 | Mathematical model in frequency domain.
In the equation, [image: image] represents the amplitude of harmonics. The expressions for the fundamental and the 17th to 41st harmonic components are as follows:
[image: image]
In the equation, [image: image] represents the switching angle. The modulation ratio m is defined as (Dong et al., 2024)
[image: image]
The HFPC-C employs hybrid sinusoidal pulse width modulation technique, where the modulation wave is composed of fifth, seventh, 11th, and 13th harmonic sinusoidal waves. The expression is:
[image: image]
Taking the modulation index m = 0.97 as an example, the schematic diagram of the modulated wave and the triangular carrier wave for the HFPC-C is shown in (Supplementary Figure S2).
3 MATHEMATICAL MODEL AND CONTROL METHODS OF THE PROPOSED INVERTER
In this section, based on the time-domain coupling relationship of the 2 cells mentioned above, a frequency-domain mathematical model is established. Frequency domain analysis of the system is conducted, and a control method for the system is proposed.
3.1 Mathematical models
The mathematical model is as shown in Figure 6, and there are two switch degrees of freedom, denoted as [image: image] and [image: image], in the overall control circuit. and [image: image]、 [image: image] respectively refer to the leakage inductance on the secondary and primary sides of the transformer.
The relationship between [image: image], [image: image] and [image: image] can be deduced from the block diagram.
[image: image]
[image: image] can be represented as:
[image: image]
and
[image: image]
The relationship between [image: image], [image: image] and [image: image] can be derived as follows:
[image: image]
If the secondary-side leakage inductance is attributed to the LFPC-C filter inductance, [image: image], If we consider [image: image] as an input for the LFPC-C, we can create an equivalent system diagram.
Let [image: image] and [image: image] be 0 separately, and determine the relationship between [image: image] and [image: image]
[image: image]
Let [image: image] and [image: image] be 0 separately, and determine the relationship between [image: image] and [image: image]
[image: image]
Let [image: image] and [image: image] be 0 separately, and determine the relationship between [image: image] and [image: image]
[image: image]
Finally, we can obtain the following expression:
[image: image]
[image: image] can be expressed as
[image: image]
3.2 Integrated coordinated control method
From Eqs 13, 14, it can be seen that the circuit has two degrees of freedom, [image: image] and [image: image]. The choice of closed-loop control target is also related to the level of control difficulty. If the overall output voltage [image: image] of the system is chosen as the closed-loop target voltage, we need to consider not only [image: image] but also the impact of [image: image]. Here, [image: image] represents the SHEPWM modulation of the LFPC-C, which has drawbacks such as real-time complex computation and poor dynamic adjustment performance. Having two input variables significantly increases the difficulty of closed-loop control.
Since the control objective is to compensate for the secondary-side voltage of the transformer, fundamentally, the closed-loop control aims to control the secondary-side voltage of the transformer. Therefore, in designing the closed-loop control circuit, the effect of the LFPC-C current on the HFPC-C can be considered as a disturbance. We propose a coordinated control method, “LFPC-C open-loop, HFPC-C closed-loop”. In this approach, the LFPC-C uses open-loop SHEPWM control to adjust the voltage by only adjusting the fundamental modulation ratio, reducing the control difficulty for the HFPC-C. The HFPC-C achieves precise voltage regulation, compensating for the limitations of SHEPWM.
When processing the fifth, seventh, 11th, and 13th harmonic components in the HFPC-C and extracting the control system’s reference signal, the following two points need to be considered:
1) The physical sampling point is located between the inductance of the LFPC-C and the secondary side of the transformer. The sampled voltage still contains the uneliminated high-frequency harmonics, which are not the target of the HFPC-C tracking control.
2) Regarding the selected fifth, seventh, 11th, and 13th harmonic components frequency domain characteristics: zero gain and zero phase shift.
Considering the above two points, Recursive Discrete Fourier Transform is used to meet the aforementioned requirements. The expression is as follows:
[image: image]
Amplitude-frequency response and phase-frequency response of [image: image] is shown in (Supplementary Figure S3).
The above equation yields the reference signal [image: image] for the closed-loop control of the HFPC-C, which is then compared with the output voltage [image: image] of the transformer secondary side, and obtain the error signal [image: image].The control loop consists of voltage and current double loops. Due to the presence of multiple harmonic voltages in the output voltage and the need for high precision, a multiple Quasi-Proportional Resonant (QPR) voltage outer loop is employed to process the error signal [image: image], the transfer function is given by:
[image: image]
[image: image] is the angular frequency of the 5th to 13th harmonic components, [image: image] is the damping coefficient. [image: image] is the resonance coefficient, [image: image] is the proportional coefficient.
Obtaining the current inner-loop reference signal [image: image], sampling the capacitor current to obtain [image: image], The inner loop adopts proportional control of the capacitor current to improve
The response speed. Controlling the inner loop with the capacitor current as the control target can increase system damping, suppress resonance, and reduce the difficulty of voltage outer loop control.
[image: image]
The transfer function of the closed-loop control for the HFPC-C is
[image: image]
The overall control policy is shown in Supplementary Figure S4.
4 KEY PARAMETERS DESIGN OF PROPOSED INVERTER
4.1 Voltage ripple analysis
When considering voltage compensation by the HFPC-C for the LFPC-C, it is necessary to establish a steady-state voltage ripple model. The primary side of the series-coupled transformer is connected in parallel across the filtering capacitor of the HFPC-C. Neglecting the fundamental component in the circuit, the ripple in the primary-side voltage is equivalent to a voltage source [image: image] on the secondary side, As shown in (Supplementary Figure S5), there are two voltage sources in the LFPC-C circuit, and the corresponding ripple currents are shown in Figure 7, the ripple current generated by the output voltage [image: image] and the inductance [image: image] in the LFPC-C bridge arm is denoted by [image: image] (Mao et al., 2009), and its expression is as follows:
[image: image]
[image: Figure 7]FIGURE 7 | Equivalent circuit of LFPC-C ripple current source.
In the equation, [image: image] represents the switching period, [image: image] denotes the average duty cycle. Due to the adoption of SHEPWM modulation in the LFPC-C, by calculating for different switching signal sequences, [image: image] for one complete switching action can be obtained.
[image: image]
[image: image] represents the ripple current generated in the LFPC-C circuit under the excitation of [image: image], and its expression is:
[image: image]
The total ripple current [image: image] in the LFPC-C is constituted by the two equivalent ripple current sources [image: image] and [image: image]:
[image: image]
The expression for the total output ripple voltage [image: image] is given by:
[image: image]
The ripple analysis for the HFPC-C is illustrated in Figure 10.
The parameter [image: image] is determined by the output voltage [image: image] of the HFPC-C bridge arm, the inductance [image: image], and the amplitude [image: image] of the non-sinusoidal fundamental modulation wave. The expression is as follows:
[image: image]
The ripple in the output current of the LFPC-C bridge arm is represented by [image: image], and it can be equivalently modeled as [image: image] on the primary side of the series-coupled transformer.
[image: image]
The total ripple current [image: image] in the HFPC-C is formed by the combination of the two equivalent ripple current sources [image: image] and [image: image].
[image: image]
The ripple voltage on the filter capacitor of the HFPC-C is represented by [image: image]
[image: image]
Based on [image: image], [image: image] can be determined as follows:
[image: image]
Substituting into Eq. 26, [image: image] is determined as follows:
[image: image]
Supplementary Figure S7, Figure 8 in Additional files illustrates the ratio of output voltage ripple to DC voltage on the direct current (DC) side based on Eq. 31 for different parameters chosen for L1 and L2.
[image: Figure 8]FIGURE 8 | Equivalent circuit of ripple current source in HFPC-C.
4.2 Design of second-order filters for LFPC-C and HFPC-C
As shown in Figure 5B above, the filters in the low-frequency and HFPC-C filter different ranges of harmonics. Additionally, the compensation of voltage ripples in the HFPC-C and the final circuit output ripples in the LFPC-C, as analyzed in the previous section, are closely related to the selection of passive components L1、L2、C1and C2 in the circuit. Considering the constraints mentioned above, frequency domain constraints also need to be taken into account.
For the LFPC-C, as shown in Figure 5B above, the harmonics from the 5th to the 13th order are eliminated through the HFPC-C, and the harmonics from the 17th to the 41st order are already eliminated through SHEPWM. The remaining harmonics in the high-frequency range are eliminated through a second-order low-pass LC filter. The cutoff frequency [image: image] of the second-order filter should be set in the mid-frequency range, specifically between 650 Hz and 2050 Hz:
[image: image]
Simultaneously, to prevent resonance peaks in the LFPC-C filter and to amplify the fifth, seventh, 11th, and 13th harmonics, increasing the compensation difficulty for the HFPC-C, requirements are imposed on the damping coefficient of the filter [image: image]:
[image: image]
The HFPC-C compensates for the highest harmonic frequency at 650 Hz. The selected switching frequency is 30 kHz, and the upper limit for the filter cutoff frequency [image: image] is set to 3000 Hz, with a lower limit of 1000 Hz. This setting ensures that the highest compensating harmonic (650 Hz) can pass through without attenuation, providing an allowance:
[image: image]
4.3 Design of three-phase five-column medium-frequency step-down transformer
Due to the non-sinusoidal periodic components of the input terminal voltage injected into the transformer, which is a superposition of fifth, seventh, 11th, and 13th harmonic voltages, a three-phase five-column medium-frequency transformer is used. This ensures that the high-order harmonic flux can circulate smoothly, and harmonics can flow in the independent magnetic circuits of the three-phase five-column medium-frequency transformer (Leung et al., 2010). When the circuit operates normally, the highest harmonic frequency allowed to pass through is 650 Hz. This necessitates the transformer to have a relatively high passband. Additionally, due to the higher frequency of voltage polarity conversions, losses will increase. Therefore, thin silicon steel sheets are used for the transformer core. Thin silicon steel offers advantages such as high saturation magnetic flux density, ideal loss performance, and low noise. Transformer model is displayed in (Supplementary Figure S9). The length of the transformer is 45cm, the height is 25 cm and the width is 19 cm.
To ensure minimal voltage distortion, it is crucial to maintain the magnetic flux of the transformer in a non-saturated state and operate within the linear region (Li et al., 2011). The magnetic flux density [image: image] corresponding to each frequency component is:
[image: image]
[image: image] and [image: image] represent the effective values and frequencies of each component, N is the turns of the transformer, and [image: image] is the effective magnetic area of the magnetic circuit. According to the superposition principle, the composite flux density [image: image] at its maximum can be obtained as follows:
[image: image]
5 EXPERIMENTAL VALIDATION
Based on the proposed inverter and control method in this paper, a laboratory prototype with a power rating of 7.5 kW was set up in this section. The experimental setup, as shown in Figure 9, includes a dSPACE controller, a LFPC-C, a HFPC-C, a load, a transformer, and a sampling circuit. The parameters and values used in the experiment are listed in Additional files (Supplementary Table 1).
[image: Figure 9]FIGURE 9 | Experimental prototype.
The output voltage of the LFPC-C bridge arm is shown in Figure 10. It can be observed from Additional files (Supplementary Figure S10) that the bridge arm output voltage [image: image] conforms to the SHEPWM modulation principle proposed in Section 2.2, as referenced in Additional files (Supplementary Figure S11).
[image: Figure 10]FIGURE 10 | LFPC-C bridge arm output voltage.
During steady-state operation, the waveforms of the final output voltage [image: image] and output current [image: image] for the LFPC-C, as well as the current [image: image] for the HFPC-C, are shown in Additional files (Supplementary Figure S11). Additionally, [image: image] and [image: image] represent the currents on the primary and secondary sides of the transformer. It can be observed from Additional files (Supplementary Figure S12) that the current in the HFPC-C is approximately half of the current in the LFPC-C.
Figure 11 presents the Fourier Transform (FFT) analysis of [image: image]. Experimental results demonstrate that the harmonics in the LFPC-C circuit without compensation include a significant amount of 5th to 13th harmonics
[image: Figure 11]FIGURE 11 | The voltage [image: image] between the inductor of the LFPC-C and the inlet end of the secondary side of the transformer.
Additional files (Supplementary Figure S13) shows the three phase voltage at the primary side of the transformer. Through FFT decomposition, it can be observed that the voltage contains harmonics at 250 Hz, 350 Hz, 550 Hz, and 650 Hz.
Figure 12 verifies the dynamic performance of the system. From the figure, it can be observed that the transient duration for the compensation of the LFPC-C by the HFPC-C is 23 m, demonstrating the rationality of the harmonic extraction and control design.
[image: Figure 12]FIGURE 12 | Dynamic response of HFPC-C compensation.
Supplementary Figure S14 displays the Fourier Transform (FFT) analysis of the output voltage [image: image]. The total harmonic distortion of the output voltage is approximately 1.02%.
Supplementary Figure S15 shows the waveforms of total output voltage, output current, and transformer primary and secondary side voltages for phase A.
Figure 13 depicts the voltage waveform at a low modulation index of m = 0.4, with a peak value of 100V.
[image: Figure 13]FIGURE 13 | When m = 0.4, the final output voltage [image: image] waveform of Inverter.
Figure 14 and (Supplementary Figure S15) represent the FFT of [image: image] and the primary side voltage [image: image] of the transformer when m = 0.4. The sequence from Figures 13, 14, (Supplementary Figure S16) demonstrate that the proposed inverter can operate effectively under low modulation ratios.
[image: Figure 14]FIGURE 14 | The voltage [image: image] between the inductance of the LFPC-C and the transformer.
6 COMPARATIVE ANALYSIS
To demonstrate the efficiency of the proposed converter, a theoretical comparison was made between the proposed converter, a hybrid switch converter, and an Si-IGBT converter. Considering high-power applications, the theoretical converter’s DC voltage was set to 800 V, and the efficiency curves are shown in Additional files (Supplementary Figure S17).
From (Supplementary Figure S17), it can be observed that the highest efficiency of the converter proposed in this paper is 98.3%. As the load percentage exceeds 50%, the efficiency of the proposed converter is even higher, demonstrating its advantages under high-power conditions.
From (Supplementary Figure S18), it is evident that under full load conditions, the switching losses of the low-frequency unit Si-IGBT account for only 4% of the total losses. Device losses are primarily concentrated in conduction losses. On the other hand, the device losses of the high-frequency unit SiC-MOSFET account for only 22% of the total losses.
7 CONCLUSION
In this article, based on fractional power processing, a “input-parallel and output-series” hybrid three-phase inverter consisting of Si IGBT and SiC MOSFET devices is proposed. The LFPC-C is formed by Si IGBT devices, and it employs SHEPWM modulation along with the HFPC-C to eliminate low-frequency and mid-frequency harmonics. This approach allows Si IGBT to handle the main power with minimal switching losses. The HFPC-C consists of SiC MOSFET devices, enabling it to accurately compensate for the LFPC-C low-frequency harmonics while operating with low switching losses. Three-phase five-column medium-frequency step-down transformer reduces the current flowing through the HFPC-C to approximately half of the inverter’s output current, minimizing the current stress on SiC MOSFET devices. This topology leverages the strong conduction capability of Si IGBT and the low switching losses of SiC MOSFET in high-frequency states to reduce device losses in high power conversion applications. Additionally, the proposed “LFPC-C open-loop, HFPC-C closed-loop” coordinated control method simplifies the control system. The ripple voltage analysis model, based on circuit characteristics, guides the passive component design. Task allocation for filtering and transformer components is determined according to the circuit’s requirements for harmonics elimination and compensation. Furthermore, a 7.5 kW experimental prototype is constructed to validate the feasibility of this proposed topology.
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This article proposed a digital hysteresis control method for three-level grid-tie inverter based on online prediction of sampling time without inductance. The proposed method eliminated the effect on the control accuracy of the inductor changing with the current in the LCL filter of the grid-tie inverter, and reduced the equivalent sampling rate in digital hysteresis control by predicting and correcting the sample time. The simulations and experimental tests confirm the effectiveness of the proposed digital hysteresis control method.
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1 INTRODUCTION
GRID-TIE inverters are widely used in various distributed generation (DG) systems powered by solar photovoltaic (PV) arrays or wind power. Among the control algorithms used in the grid-tie inverters, the hysteresis control algorithm has many advantages compared with the traditional PID (Proportion Integration Differentiation) control algorithm: it can track any form of the command signal, the tracking error accuracy can be controlled and adjusted, and the control bandwidth is extremely high (Chavali et al., 2022). Therefore, it is widely used in harmonic suppression, noise filtering, and other occasions to improve power quality and electromagnetic protection in micro-grid (Viswadev et al., 2020; Wang et al., 2014). Hysteresis control algorithms have undergone development from analog hysteresis control to digital hysteresis control. Analog hysteresis control has high tracking accuracy and good control effect because the controlled signal is a real-time continuously changing analog quantity, but it relies heavily on the performance and cost of analog chips, which leads to its application being limited (He et al., 2013). In contrast, digital hysteresis control is the future direction because of its flexibility and low dependence on the microchip, which has great demand in many applications (Acuna et al., 2015; Davoodnezhad et al., 2014a). However, the accuracy of digital hysteresis control is limited by the discretization and sampling rate (Wang and Wang, 2013), which has a great influence.
As shown in Figure 1, the blue and orange waveforms in the first graph of figure (a) and (b) represent the bandwidth of the hysteresis control, indicating the upper and lower limits of the error tolerance. The red waveform indicates the command signal and the green waveform indicates the actual controlled signal. The red waveform in the second graph of figure (a) and figure (b) indicates the error signal. The blue signal indicates the absolute value of the bandwidth. From the comparison of the graphs, it can be seen that under a high sampling rate, the error current is close to a continuous analog signal, and the error is always kept within the hysteresis bandwidth during all the control process. While under a low sampling rate, it is difficult to accurately capture the signal at the moment of intersection of the error signal and the bandwidth, making the error signal greatly exceed the allowed boundary range, showing low precision and poor control effect.
[image: Figure 1]FIGURE 1 | Digital hysteresis control at different sampling rates. (A) Digital hysteresis control at high sampling rates, (B) Digital hysteresis control at low sampling rates.
In actual products, the ADC sampling rate of the digital controller cannot be too high, otherwise the control algorithm cannot be completed during one control period before the next data refresh. Therefore, it is of great practical importance to study how to reduce the impact of sampling rate on digital hysteresis control under the premise of ensuring control accuracy.
In the past few years, several improvements have been proposed, particularly focusing on reducing the hysteresis control equivalent sampling frequency and improving the current tracking effect (Malesani et al., 1997; Carl et al., 2009). In (Malesani et al., 1997; Stefanutti and Mattavelli, 2006; Hu et al., 2014), several digital hysteresis control methods based on oversampling and virtual sampling were proposed, but the sampling rates are high, the amount of data is too large, and the authenticity of the virtual sampling data needs to be further verified. In (Chen and Kang, 2011), a hysteresis control method with online prediction of sampling time is used, which can predict the next sampling time to ensure the effect of current tracking at a reduced sampling rate, but this method does not take into account the problem of inductor parameters changing with current, making the predicted values deviate in the practical application. In Carl et al. (2009), the error of the hysteresis control at different stages is analyzed and a method to increase the current tracking accuracy by changing the number of switch levels at the moment of maximum error is proposed, but the switching process of this method is complicated and the loss to the device is great.
In this paper, a novel online sampling prediction control method without inductance is proposed. With the proposed scheme, the following advantages are obtained. (1) the digital hysteresis equivalent sampling frequency is reduced compared with the oversampling digital hysteresis method by the prediction control method. (2) the control accuracy is guaranteed by analyzed the error current within and beyond the hysteresis bandwidth so that the hysteresis error is fixed. (3) the problem of inductor parameters changing with current to the hysteresis control is solved.
The rest of this paper is organized as follows. In Section 2, the sampling prediction method of the digital hysteresis control for the three-level inverter is derived and the effect of inductor parameters on the control accuracy is analyzed. In Section 3, the inductance-free sampling time online prediction control method is derived. In Sections 4 and 5, the simulation and experimental results are presented in detail.
2 PRINCIPLE OF DIGITAL HYSTERESIS CONTROL WITH SAMPLING TIME PREDICTION ALGORITHM BASED ON THREE LEVEL INVERTER
According to the traditional hysteresis control algorithm (Chen et al., 2012; Jiao et al., 2014) (take the current-source power electronic converter as an example), if the current sampling value is located on the boundary of the hysteresis bandwidth at each sampling moment, the converter will act at this time, and the sampling moment is valid; On the contrary, if the current sampling value at the sampling moment is within the bandwidth of the hysteresis control, the converter does not act, so the sampling point does not affect the control system, then it is meaningless. Therefore, the minimum sampling rate occurs at the moment when all the sampling points of the controlled current are located at the intersection of the bandwidth boundary of the hysteresis control (Liu and Maswood, 2006; Mohseni and Islam, 2010; Wang and Li, 2013), as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Analysis of sampling points at different sampling periods. (A) Analysis of sampling points at fixed sampling period, (B) Analysis of sampling points at variable sampling period.
As shown in Figure 2A, the red sampling points are inside the upper and lower boundary of the hysteresis bandwidth, which cannot trigger the converter to switch, and the sampling value is meaningless to the hysteresis control system; on the contrary, in Figure 2B, as each sampling current value is located on the upper and lower boundary of the bandwidth, it just makes the converter to switch, which is timely and effective. Due to the changes in the control reference, hysteresis bandwidth, and hardware parameters as well as external disturbances in the actual control system, the interval between sampling points or the sampling rate, is bound to change constantly if all sampling points are located on the bandwidth boundary of the hysteresis control, as shown in Figure 2B. Therefore, simply using the traditional ideal fixed sampling rate as shown in Figure 2A cannot meet the requirements of the actual sampling interval changes, which poses a challenge to reduce the sampling rate while ensuring the control accuracy. Therefore, it is important to study how to improve the effectiveness of digital hysteresis control and how to reduce the equivalent sampling rate.
According to the analysis, it can be known that: at each sampling point, the time required for the current to reach the next bandwidth intersection position can be deduced from the actual sampled current value, as well as the commanded current given by the algorithm, the upper and lower limits of the hysteresis bandwidth, and this time will be set as the next sampling period, then the ideal equivalent minimum sampling rate can be obtained in Eq. 1, as shown in Figure 3.
[image: image]
[image: Figure 3]FIGURE 3 | Schematic diagram of sampling time prediction at a minimum sampling rate.
Where [image: image], and H is the hysteresis bandwidth. [image: image] indicates the slope of current at sampling time [image: image].
As can be seen from the above equation, the slope of the current has a critical impact on the sampling rate.
The following is an example of a Type I and Type T three-level inverter.
From the single-phase topology of the three-level inverter, the series equivalent resistance [image: image] of the inverter-side inductor [image: image] is neglected, and the general LCL-type filter is usually designed with a grid-side inductor [image: image], so the voltage drop on the grid-side inductor [image: image] can also be neglected, which leads to:
[image: image]
In Eq. 2, the [image: image] represents the inverter-side inductor in Figure 4, the [image: image] represents the terminal voltage of the inverter, typically the PWM (pulse width modulation) voltage, and the [image: image] represents the grid voltage.
[image: Figure 4]FIGURE 4 | Single-phase circuit schematic of different type three-level inverter under LCL filter. (A) Single-phase circuit schematic of type I three-level inverter under LCL filter, (B) Single-phase circuit schematic of type T three-level inverter under LCL filter.
Then, according to the modulation law of the three-level switching state (Shen et al., 2011; Stefanutti and Mattavelli, 2006), the following Table 1 of switching states can be obtained.
TABLE 1 | Three-level converter switching state modulation relationship.
[image: Table 1]In Table 1, [image: image] ([image: image]) represent the state of the switch in one arm at the bridge of the three-level inverter. [image: image] represent the grid voltage. And the first row of Table 1 in orange color represents the positive level of the three level inverter, the last row in blue color represents the negative level, and the middle two rows in gray color represents the zero level of the three level inverter.
From this, it can be seen that:
[image: image]
In Eq. 3, [image: image] indicates the slope of the current of the inverter-side inductor. The [image: image] and [image: image] represents the switching state of the first two of four switching devices in one arm of the inverter in Figure 4. And the [image: image] represents the total voltage of the DC capacity in inverter.
Thus, the conventional sampling time prediction algorithm for digital hysteresis control of three-level converter can be obtained as follows:
[image: image]
where [image: image] is the switch state corresponding to the moment of the sampling point. The [image: image] is the period of the digital hysteresis control.
Combined with the above analysis, it can be seen that the sampling moment predicted by the traditional digital hysteresis control algorithm is closely related to the inductance [image: image]. However, in actual products, due to cost and process limitations, the total amount of flux that the core of the inductor can hold is certain, and when the flux is saturated, it makes the inductance change drastically. Therefore, the corresponding inductance is different for various current output conditions. Usually, manufacturers design the nominal inductance according to the empty load current, which can cause the actual inductance to drop sharply to less than one-third of the nominal inductance when working at full load current. This brings inaccuracy to the digital hysteresis sampling time prediction. As shown in Figures 5, 6.
[image: Figure 5]FIGURE 5 | Actual inductor fabrication process. (A) actual inductor, (B) technical notes.
[image: Figure 6]FIGURE 6 | Variation curve of actual inductor flux versus inductance at different current.
3 ONLINE SAMPLING TIME PREDICTION ALGORITHM BASED ON INDUCTANCE-FREE
From the previous analysis, it can be seen that how to accurately predict the sampling time when the actual inductor changes due to various current becomes a key step in reducing the equivalent sampling rate and improving the effectiveness of digital hysteresis control. Moreover, from the previous analysis, it is known that the predicted sampling rate varies due to a series of factors such as external disturbances in the sampling of controlled current, which inevitably cause changes in the control frequency (Ramchand et al., 2012; Shukla et al., 2011). Thus, it creates a big problem in the thermal loss of the converter, and the design of the LCL filter, especially the design of the inductance. Therefore, how to work with a relatively fixed switching frequency when both sampling time and inductance of the filer inductor change becomes a top priority. According to the literature (Davoodnezhad et al., 2014b), the bandwidth of the digital hysteresis control can be designed to change to ensure a fixed switching frequency when the sampling rate varies (Song et al., 2014; Zeng et al., 2004). Then, the bandwidth of the quasi-fixed frequency digital hysteresis control based on three-level converter with LCL filter can be expressed in Eq. 5 as follows:
[image: image]
Where [image: image] indicates the total DC voltage value on the DC side of the three-level converter, [image: image] indicates the desired fixed target switching frequency, [image: image] indicates the total AC side filter inductance, and [image: image] indicates the control modulation index at time [image: image].
From the equation, it can be seen that the variation of the bandwidth in the hysteresis control can be inferred from the target expectation fixed switching frequency [image: image]. Moreover, the bandwidth [image: image] is changed at a frequency of 2 times the grid frequency (the square function of the control modulation index, which is the same as the AC grid voltage [image: image]). Since the switching frequency of the hysteresis control is typically in tens [image: image], which is much larger than 2 times the grid frequency, the bandwidth can be approximated as constant within each switching cycle. Moreover, for the inverter, the frequency of the command signal it tracks is also the same as grid, which can also be considered approximately constant during each switching cycle.
So, assume: [image: image], [image: image], the upper and lower limits of the bandwidth: [image: image] and [image: image] can also be expressed as:
[image: image]
Thus, when the sampling point is at the intersection of the current and the bandwidth, there is
[image: image]
By substituting Eqs (6), (7) into the previous Eq. 4, we can get:
[image: image]
After simplification, Eq. 8 can be expressed as:
[image: image]
Where [image: image].
As can be seen from Eq. 9, the predicted sampling time is only related to the desired switching period and the control modulation index function [image: image], independent of parameters such as the inductor [image: image]. Therefore, the problem of the nonlinearity between the inductance and the output current is solved for the prediction time at steady state.
The previous equation is derived to be effective when the sampling point is just at the intersection of the current and the bandwidth, and after analysis, it is also effective when the current at the sampling moment exceeds the upper or the lower limits of the bandwidth, which can be corrected to:
[image: image]
where [image: image] indicates the error current.
However, the sampling point is likely to deviate from the bandwidth because of the delay in the sampling process, the inertia of the system, and the actual presence of delay in the PWM control. Thus, at some moments when the current value is less than the hysteresis bandwidth, a correction to the prediction Eq. 10 is required:
From Figure 7, it can be seen that:
[image: Figure 7]FIGURE 7 | Schematic diagram of sampling time prediction correction.
when [image: image], since [image: image], we can get: [image: image].
then, the correction of sampling period is [image: image].
Due to [image: image], according to the above equations:
[image: image]
Therefore, [image: image] is the correction formula when the error current is less than the band.
According to Eq. 10 and Eq. 11, the online prediction algorithm based on inductance-free sampling time can be expressed as
[image: image]
Where: [image: image],
[image: image] ([image: image]) indicates the current switch status at the sampling moment, as described in Table 1.
4 SIMULATION ANALYSIS
In order to verify the above proposed control method, a simulation comparison analysis was conducted with a LCL type filter based on three-level neural-point-clamped inverter as an example, and the simulation parameters are listed in Table 2.
TABLE 2 | Simulation main circuit parameters table.
[image: Table 2]4.1 Simulation results of conventional three-level digital hysteresis control
The simulation results in Figure 8 show the three-phase grid voltage, three-phase inverter-side inductor current, three-level DC-side upper and lower bus capacitor voltage, and overall DC voltage ripple from top to bottom. It is evident that the traditional hysteresis control algorithm has a sudden change in inductor current at the zero-crossing point of the grid voltage, which causes the output waveform to change significantly, the total current harmonic distortion to increase, the hysteresis control error to exceed the bandwidth, and the control effect to be poor.
[image: Figure 8]FIGURE 8 | Inverter output simulation results under conventional digital hysteresis control. (A) The overall output simulation results, (B) The enlarged view of the current waveform.
From left to right in Figure 9, the results of the three-phase grid-side inductor current, the three-phase inverter-side inductor current, and the AC-side filter capacitors are shown in that order. As can be seen from Figure 9, due to the limitation of sampling rate and control frequency, the error current exists in a large range near the command current than the bandwidth, and the overall digital hysteresis control is less effective.
[image: Figure 9]FIGURE 9 | Waveform of LCL filter current of the three-level inverter under traditional digital hysteresis control algorithm.
4.2 The proposed digital hysteresis control based on online prediction simulation results
In Figure 10, from top to bottom, the grid voltage, the inverter output current, the upper and lower bus capacitor voltages on the DC side of the three-level inverter and the total DC voltage simulation results are shown. It can be seen from the simulation results that the output inverter current is better sinusoidal, the control effect is significantly improved, there is no obvious change in output current waveform at the zero-crossing point of the grid, the error of the hysteresis current control is reduced and limited within the hysteresis band.
[image: Figure 10]FIGURE 10 | Inverter output results under the proposed digital hysteresis prediction algorithm. (A) The overall output simulation results, (B) The enlarged view of the current waveform.
From left to right in Figure 11, the results of the three-phase grid-side inductor current, the three-phase inverter-side inductor current, and the AC-side filter capacitors are shown in that order. As can be seen from Figure 11, the controlled inductor current is better sinusoidal, and the capacitor current is less ripple and there is a better control effect compared with the conventional digital hysteresis control method.
[image: Figure 11]FIGURE 11 | Inverter LCL filter current waveform under the proposed inductance-free digital hysteresis sampling time online prediction algorithm.
The simulation results in Figure 12 from top to bottom represent the reference current and the controlled current, the hysteresis bandwidth and the error current, the bandwidth and the counter needed to correct the period of sample time. From the simulation results, it can be seen that the controlled current is everywhere almost within the bandwidth and follows the reference current exactly with the proposed digital hysteresis sampling time online prediction algorithm. With the sample time correction algorithm, almost every sample point locates at the intersection of the bandwidth boundary exactly, and the current is controlled by the need sinusoidal reference.
[image: Figure 12]FIGURE 12 | Simulation results of bandwidth versus error current and prediction time variation under the proposed digital hysteresis sampling time online prediction algorithm. (A) overall simulation results, (B) detail simulation results.
5 EXPERIMENTAL VERIFICATION
In order to further verify the theoretical feasibility of the proposed method and the accuracy of the simulation analysis, an experimental verification was conducted. The selected experimental equipment is a 100 kW type I three-level APF. The experimental parameters are shown in Table 3.
TABLE 3 | Experimental main circuit parameters table.
[image: Table 3]The instrumentations used in the experimental setup in Figure 13 are list as follows: the grid-tie inverter is a 100 kW Type I three-level NPC inverter. The inductors are custom-made magnetic core inductors with 1.5 mH at empty load. The controller is used with a DSP 28335 control board with maximum 16 ADC channels and 12 PWM channels. The Oscilloscope is a ZLG 3024PLUS 4 channel scope with 300 MHz bandwidth. And the grid is connected through an isolated transformer with 500 kV A.
[image: Figure 13]FIGURE 13 | Configuration of the experimental setup.
5.1 Experimental results of conventional digital hysteresis control
The waveform in blue color in Figure 14 is the output inductor current and the red color is the inverter output PWM pulse voltage.
[image: Figure 14]FIGURE 14 | Output current and switch voltage of experiment results on conventional digital hysteresis control method. (A) Overall current results, (B) Experiment result of the current at zero-crossing point.
It is evident from the experimental results in Figure 14 that the conventional digital hysteresis control produces a poor output current waveform, with a noticeable current change at the grid zero-crossing point. As a result, there is little control effect and significant current distortion.
The switching process of the experimental waveform results in Figure 15 demonstrate how the sampled inductor current causes the traditional hysteresis control to be inaccurate. This results in frequent switching frequency adjustments and makes it challenging to adjust the output current within the hysteresis control bandwidth, both of which have an impact on the quality of the inverter’s final output current.
[image: Figure 15]FIGURE 15 | Different switching state of convention digital hysteresis control. (A) switch frequency at 17.2 kHz, (B) switch frequency at 16.67 kHz.
5.2 Experimental results of proposed digital hysteresis control
The above Figure 16 shows the results of the grid-side output waveform obtained by the proposed digital hysteresis control method without inductance using online time prediction. The blue one is the phase A grid-side current and the red one is the phase B grid-side current (the direction of the current transformer is reversed in the experiment). It can be seen that with this control method, the harmonic of the output current is obvious reduced, the distortion of the current is greatly reduced, and the quality of the output current is significantly controlled.
[image: Figure 16]FIGURE 16 | Output current waveform of proposed digital hysteresis control. (A) overall experiment results. (B) detail results in one grid frequency cycle.
The experimental findings of the inverter-side current switching procedure are displayed in Figure 17. In the experiment, the direction of the current transformer (shown in red) was reversed. The figure shows that there are no shocks in the current at the grid zero-crossing point, the overall inductor current is sinusoidal, and the inverter-side inductor current varies within the hysteresis bandwidth. The total power quality of the output current is efficiently managed and enhanced.
[image: Figure 17]FIGURE 17 | Inverter LCL filter current waveform under the proposed inductance-free digital hysteresis sampling time online prediction algorithm. (A) experiment results in one grid frequency cycle, (B) detail current results at positive peak point, (C) detail current results at negative peak point.
6 CONCLUSION
In this paper, a digital hysteresis control method for three-level inverter based on online prediction of sampling time without inductance is proposed. Through the sample time prediction and correction, the dependence on high sampling rate in traditional hysteresis control is reduced, while the accuracy is improved by keeping the error within the hysteresis band all the time. Furthermore, the impact of inductor parameter changing with different current is eliminated by cancelling the use of inductance during the control process. The effectiveness and robustness of the proposed control method are not only carried out by theoretical analysis and mathematical derivation, but also validated by simulation and experiment.
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In this paper, a new torque sharing function control strategy is proposed to reduce the torque ripple. The traditional torque ripple methods, such as exponential and linear torque allocation strategies, the torque generation capacity of each phase and the power limitation of the power converter is not taken into account, in this paper, the communication region is divided into three intervals by establishing a new partitioning standard. According to the re-established reference function of torque generation, the torque deviation caused by phase current tracking error is compensated according to the torque generation capacity. Both optimization of torque ripple suppression and copper loss minimization are taken into consideration in this paper. To verify the validity and performances of the proposed TSF methods, simulations and experiments have been implemented in a 12/8 structure Switched Reluctance Motor prototype. This method can be applied to other switched reluctance motors with different topologies. Result shows lower current tracking error and better performance of torque ripple minimization compared with the conventional two-interval compensation method.
Keywords: switched reluctance motor, torque sharing function, torque ripple minimization, torque control, optimization
1 INTRODUCTION
A Switched Reluctance Motor (SRM) is widely used in modern industry, electric vehicles (EV), agricultural machinery equipment (Li et al., 2018; Sun et al., 2018; 2019; Cheng et al., 2022; Cao et al., 2024), and in other fields, owing to its simple structure, strong fault tolerance, wide speed range, and not requiring rare earth materials. However, the high torque ripple and noise caused by the double salient pole structure and nonlinear mapping characteristics of switched reluctance motors limit their application in high-end fields such as servo control.
Recently, the torque ripple problem of a switched reluctance motor (Marcsa and Kuczmann, 2017; Ma et al., 2018; Kuang et al., 2019; Qing et al., 2020) has been investigated through several strategies, such as Direct Torque Control (DTC) (Kim and Kim, 2018; Yan et al., 2019), Direct Instantaneous Torque Control (DITC) (Sun et al., 2020), artificial neural network control (Dang et al., 2020), and torque distribution function control (TSF) (Li et al., 2021). Among them, the torque distribution function poses an effective solution in reducing the torque ripple of SR motors by reasonably distributing the reference torque of each phase to preserve the synthetic instantaneous torque constant. For instance, (Dowlatshahi et al., 2013), introduces a multiphase-compensate torque distribution function control strategy to compensate the phase torque tracking error to the other phase generated by each phase during commutation. This method achieves constant synthetic torque, but the comprehensive operating efficiency and the influence of other performance indicators have not been considered. In (Xia et al., 2020), the authors optimize the current reference curve to reduce torque ripple and copper loss and use a multi-objective genetic algorithm to find the optimal turn-on and turn-off angles. However, this method requires complex iterative calculations. Furthermore, (Xi-Lian et al., 2015), develops a comprehensive torque distribution control method that minimizes torque ripple and copper loss of SR motors based on an exponential function. Additionally, this method uses the weighting function to balance torque ripple suppression and the operating efficiency. Besides, (Liu et al., 2019), proposes a TSF control strategy based on pulse width modulation (PWM), which adjusts the excitation voltage of the phase winding by the duty cycle of PWM and divides different control intervals through the inductance linear model to achieve good current tracking performance. In (Chen et al., 2018), the authors suggest a TSF control scheme that does not require a preset torque distribution function and compensates for the excitation phase by feedbacking the deviation of the real-time torque of the off phase. This strategy distributes the torque of each phase more reasonably and reduces the torque ripple. A TSF control method with a single weight factor is proposed in (Li et al., 2018)to reduce the control complexity. The motor flux characteristics are obtained to find the optimal current curve from finite element analysis and experiments, which ensures low copper loss while torque ripple is reduced. The work of (?) studies and evaluates four conventional TSF methods, including linear, sinusoidal, exponential, and cubic TSFs, and uses genetic algorithms to optimize opening and overlapping angles, minimize copper loss while minimizing torque ripple, and selects the best distribution curve among the four methods. In (Sun et al., 2016), a control method based on online correction of the torque distribution function is developed to compensate its TSF positively during the outgoing phase and negatively during the incoming phase according to the torque error generated during commutation. This method optimizes the TSF function and reduces the torque ripple effectively. In [21], the authors divide the commutation interval into two intervals according to the absolute value of the flux rate of change. Besides, this work uses the proportional integration (PI) controller to compensate for the torque error to suppress torque ripple in different intervals.
This paper proposes a new torque distribution function control strategy based on existing research methods, aiming to reduce the torque ripple of switched reluctance motors effectively, generate the best reference torque curve with low torque ripple, and improve the motor’s performance. Based on the motor structural parameters, the finite element analysis method is used to obtain the electromagnetic data of the motor. Furthermore, the main factors affecting the electromagnetic torque are analyzed, the basis of partition of the motor’s commutation period is re-established, and the phase with strong torque generation ability is optimally selected online as the torque compensation phase in the preset partition interval. Additionally, the torque distribution function is optimized according to the real-time torque tracking error to improve the current controllability and optimize torque ripple suppression. The torque ripple can be further reduced compared with the two-interval compensation method in commutation. Finally, the effectiveness of the proposed method is verified by simulation and experiment.
2 SRM MATHEMATICAL MODEL
2.1 Voltage equation
According to Kirchhoff’s voltage law, the voltage balance equation of the kth phase winding of a switched reluctance motor can be expressed as:
[image: image]
where Uk is the voltage of the kth phase winding, Rk is the resistance of the kth phase winding, ik is the current of the kth phase winding, and ψk is the flux linkage of the kth phase winding.
2.2 Flux linkage equation
Considering that SRM mainly operates in the magnetic saturation region and the highly nonlinear electromagnetic characteristics in this region, it is challenging to establish an accurate nonlinear model of an SR motor based on common electromagnetic characteristics and mathematical formulas. Based on the nonlinear model analyzed in (?), the flux linkage profile of SRM can be expressed:
[image: image]
where L − q is the inductance of stator and rotor salient pole misalignment (q axis), and Ldsat is the saturation inductance for stator and rotor salient pole alignment (d axis). A, B, f(θ) are defined as presented in 3, 4, and 5, respectively.
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where Ld is the unsaturated inductance of the d axis, Im is the rated current corresponding to flux linkage Ψm, and Nr is the number of rotor poles.
2.3 Torque equation
The electromagnetic torque of the motor is equal to the sum of the torque generated in each interval. Due to the nonlinearity of the magnetization profile, the generated torque is a nonlinear function of phase current and rotor position. According to the principle of virtual displacement, the instantaneous electromagnetic torque at any operating point can be expressed as:
[image: image]
where W′ is the magnetic common energy of the winding, its expression is:
[image: image]
Substituting Equation (1) into Equation (7), the expression of torque Te is:
[image: image]
where f′(θ) can be expressed as:
[image: image]
2.4 Mechanical equation
According to the laws of mechanics, the rotor mechanical motion equation of SRM under the action of electromagnetic torque and load torque is expressed as follows:
[image: image]
where Te is electromagnetic torque, TL is load torque, J is the rotary inertia, and D is the friction factor, among [image: image].
3 TORQUE MODELING AND ANALYSIS
The torque share function partition compensation strategy depends on the torque generation capacity. However, the nonlinear mapping relationship between torque, current, and inductance derivatives is acquired. Using the finite element analysis of Maxwell software, the torque-current characteristic and its derivative profile, inductance characteristic profile, and torque-inductance derivative characteristic profile can be obtained, and the factors affecting the torque generation capacity are analyzed.
This paper uses a 12/8 three-phase switched reluctance motor as the prototype, with the specific structural parameters reported in Table1.
TABLE 1 | Parameters of motor structure.
[image: Table 1]3.1 Static finite element analysis
The prototype model’s static finite element analysis uses ANSYS software. Considering the A-phase winding as an example, to analyze the torque generation capacity, the step is set as 0.5, the angle value is set from 0 to 45, and the Maxwell software calculates the torque and inductance values under the fixed phase current. The characteristic profiles of the inductor-rotor position and torque-inductor derivative are plotted using Matlab, as illustrated in Figures 1A,B.
[image: Figure 1]FIGURE 1 | SRM static characteristic 2-D profiles. (A): Characteristic profiles of inductance versus rotor position. (B): Characteristic profiles of inductance derivative versus torque. (C): Characteristic profiles of current versus torque. (D): Characteristic profiles of current versus torque derivative. 
Under the linear model, the magnetic saturation characteristic is ignored, and the phase current is fixed. Thus, the inductance derivative is linearly related to the torque. In order to analyze the influence of the inductance value on torque in practical applications, the step of the phase current is set to 1A. Figures 1A,B highlight that the coincidence degree of the inductance curves is high when the phase current is 1 6A. When the current exceeds 6 A, the motor is operated at the magnetic circuit saturation state, and the inductance value in the central area gradually decreases, showing a concave state. When the center lines of the stator’s and rotor’s salient poles are completely aligned, the motor enters a saturation state of the magnetic circuit. Then, the saturation effect increases as the phase current increases, the inductance value decreases, and the torque generation ability becomes weaker. When the front edge of the salient poles of the stator and rotor approach, the sensitivity of inductance increases, and the torque generation strengthens. Therefore, when the phase current is constant, the torque gradually increases as the inductance derivative increases and the relation between the inductance derivative and torque tends to be linear.
In order to analyze the influence of phase current on the torque generation capacity, the phase A winding is given a phase current 12A with a step of 1A, and the torque value varying with the phase current at a fixed angle is acquired. The torque-current and torque derivative-current characteristics profiles are plotted in Matlab, as depicted in Figures 1C,D.
In order to analyze the influence of phase current on torque in practical application, the step is set to 2.5, and the angle value of 0 22.5 is selected. When the angle is 0–7.5, the trailing edge of the stator pole is gradually approaching the leading edge of the rotor pole. When the angle is 7.5–22.5, the salient poles of the stator and rotor gradually coincide. Figures 1C,D highlight that the A-phase winding of the motor is conducting when the rotor position is 0–15, and the torque gradually increases as the current increases. At this time, the torque generation ability is strong. When the rotor position is 15–22.5, the A-phase winding of the motor is operated at the turn-off freewheeling state, the torque derivative-current value decreases obviously as the phase current exceeds 6A, and the torque generation ability weakens. Therefore, when the angle is fixed, the torque value gradually increases with the increase of phase current, and the relationship between current and torque tends to be square.
The torque profile is obtained by a two-dimensional static field analysis, as illustrated in Figure 2. By analyzing the influence of the current and inductance on the torque generation capacity, it is demonstrated that the torque generation capacity is stronger at points A and B.
[image: Figure 2]FIGURE 2 | Value of torque with the change of parameters θ and current.
4 TORQUE SHARE FUNCTION CONTROL STRATEGY
The SRM control block diagram of direct instantaneous torque control based on a torque closed loop is shown in Figure 3, which mainly includes the torque calculation unit, hysteresis control unit, power converter, SRM, position detector, and current sensor. As shown in Figure 3, the total reference torque Tref is divided into reference torques Tk_ref of each phase at different positions according to the torque share function. The look-up table module calculates the instantaneous output torque. The error between the reference torque and the instantaneous output torque is converted into the driving signal of the power converter by torque hysteresis control, and the control scheme is based on the torque share function.
[image: Figure 3]FIGURE 3 | SRM control block diagram of DITC method.
4.1 Torque share module
To realize the control goal of the TSF method based on constant synthetic instantaneous torque, the following equation must be satisfied:
[image: image]
where Tk(θ) is the instantaneous torque of the kth phase winding, Tref is the synthesized instantaneous reference torque, fk(θ) is the torque share function of the kth phase winding, and m is the number of phases of SRM.
The torque share function directly affects the torque ripple and the reference peak current of each phase. Hence, the TSF function can effectively improve the steady-state performance of SRM. The common TSF functions include linear, cosine, cubic, and exponential. This paper analyzes the linear and cosine types, with their profiles and current diagrams depicted in Figure 4.
[image: Figure 4]FIGURE 4 | Profiles and current diagrams of linear and cosine TSF functions. (A): Profiles of linear TSF. (B): Profiles of cosine TSF. (C): Diagram of phase current and rotor position.
In a single rotor angular period, the reference torque of the kth phase can be expressed as:
[image: image]
where Tref is the total reference torque, frise is the slope of the rising phase of the input phase, and ffall is the slope of the falling phase of the output phase. θon, θoff, and θov represent the turn-on, turn-off, and overlapping angles, respectively, and τr is the rotor angle period. The relationship between frise and ffall is defined as:
[image: image]
θov should satisfy the following relational equation:
[image: image]
4.2 Partition torque correction control strategy
Generally, the tracking ability of the current is constrained by the power converter, and the traditional torque share function ignores the influence of current tracking characteristics. Therefore, the output torque of each phase cannot track the reference torque, resulting in a large torque ripple. This paper considers this limitation in the proposed torque distribution curve design. Figure 5A illustrates the schematic diagram of the TSF control strategy based on cosine, where the solid line presents the reference torque distributed by the TSF function, and the dotted line is the actual torque generated in the motor running process. The diagram reveals that the torque at the position with a small inductance cannot track the given torque in time, resulting in a large torque error. Aiming to solve the torque ripple problem, this paper proposes a method based on the partition correction of the torque share function. According to Figure 5B, the commutation period is divided into three sub-intervals (intervals I, II, and III) with θc1and θc2 denoting the midpoints. The torque generation capacity of each phase at a different rotor position is analyzed, and the phase with a strong torque generation capacity is selected as the torque compensation phase. The performance of the torque share function is optimized according to the real-time torque tracking error, and the control ability of the actual current is improved. Thus, the optimization goal of torque ripple suppression is achieved.
[image: image]
[image: image]
[image: Figure 5]FIGURE 5 | Schematic diagram of conventional and proposed TSF control strategy. (A): Cosine TSF control strategy. (B): Correction TSF strategy.
The torque characteristic at different rotor positions is presented in Figure 6, and the difference in torque generation capacity between the adjacent phases during commutation is presented in Figure 7. By analyzing the rate of change for the torque at the commutation, the torque share function is constructed by partition optimization for the torque ripple minimization.
(1) Interval I: At the initial stage of commutation, the torque generation capacity of the K phase is lower than the K-1 phase. The torque of the K-1 phase is used as compensation instead of the K phase. For correcting TSF, the control block diagram of interval I is presented in Figure 8A, suggesting that the torque generation capacity of the k-1 phase is greater than that of the K phase in interval I. At this time, the K phase is at the stage of establishing an excitation current. Thus, the current value is small, and the change rate of winding inductance is low. Therefore, the actual torque generated cannot track the reference torque. At this time, the torque generation capacity of the k-1 phase is strong, and the k-1 phase can compensate for the torque error generated by the k phase.
[image: Figure 6]FIGURE 6 | Simulation profiles of the torque characteristic at different rotor position.
[image: Figure 7]FIGURE 7 | Diagram of torque generation capacity of different phases during commutation period.
The torque error of the K phase equation is
[image: image]
In the overlapping area, the total electromagnetic torque equals the sum of the electromagnetic torques of the input and output phases. The updated total reference torque can be expressed as:
[image: image]
The relationship between frise and ffall is defined as
[image: image]
(2) Interval II: In the middle of commutation, the torque generation capacity of the k-1 phase is similar to that of the K phase. The K phase is in the current conduction interval, with strong control ability. The K phase compensates for the torque error caused by commutation.
The control block diagram of interval II correction TSF is depicted in Figure 8B, highlighting that the torque-generating capacity of the k-1 phase is similar to that of the K phase. At this time, the k-1 phase is at the turn-off freewheeling state, the current gradually decreases, the torque is in a state with a fixed profile decline, and the current control ability is weak. The k-phase current in this interval is rising, and the controllability is strong. Therefore, the k-phase is selected for torque compensation in interval II.
[image: Figure 8]FIGURE 8 | Control block diagram of correction TSF of three sub-intervals. (A): Control block diagram of correction TSF of interval I. (B): Control block diagram of correction TSF of interval II. (C): Control block diagram of correction TSF of interval III.
The torque error generated in this interval is:
[image: image]
The compensation function ΔfII can be expressed as:
[image: image]
(3) Interval III: In the later stage of commutation, the torque generation capability of the k-1 phase is lower than that of the k-phase. The block diagram of the interval III correction TSF control is illustrated in Figure 8C, revealing that the torque-generating capability of the k-phase is greater than that of the k-1 phase. At this time, the rate of change of the k-1 phase winding inductance is small. Thus, the phase torque is large, which causes the actual torque to exceed the reference torque, resulting in torque ripples. Additionally, the torque generation capability of the k-phase is relatively strong, so the k-phase compensates for the torque error generated by k-1.
The torque error of the k-1 phase can be expressed as:
[image: image]
The modified torque share function expression with adding the compensation function in sections is presented below:
[image: image]
4.3 Evaluation criteria of torque share function control strategy
In order to ensure the stable operation of the motor in speed and torque output, this paper comprehensively considers the torque share function control strategy indicators.
The torque ripple of the motor Tr is defined as:
[image: image]
where Tmax is the maximum torque, Tmin is the minimum torque, and Tav is the average torque.
Copper loss is one of the important factors affecting the operating efficiency of the motor, which can be expressed by the RMS value Irms during the conduction period:
[image: image]
The copper loss of SRM is proportional to the square of the phase current, and the copper loss generated by the motor operation can be reduced by reducing the motor’s phase current.
The flux linkage change rate of the motor is expressed as:
[image: image]
where the voltage drop RkIk of the winding resistance is usually small compared to the dc-link voltage, and thus, the term RkIk can be ignored in qualitative analysis. The above formula highlights that the flux linkage change rate is only affected by the DC-link voltage, the current change rate, and rotational speed.
5 SIMULATION ANALYSIS
The effectiveness of the proposed control strategy is verified using a three-phase 12/8 switched reluctance motor, where the flux linkage and torque characteristics of the switched reluctance motor are obtained using the Maxwell software. Figure 9, Figure 10, and Figure 11 illustrate the results of the traditional linear TSF, cosine TSF, and improved cosine TSF in the simulation test. For this trial, the parameters are configured as follows: dc-link voltage 72 V, given rotating speed 500r/min, turn-on angle, and turn-off angle are 0° and 22.5°.
[image: Figure 9]FIGURE 9 | Simulation results of cosine TSF control strategy.
[image: Figure 10]FIGURE 10 | Simulation results of proposed TSF control strategy.
[image: Figure 11]FIGURE 11 | Experimental results of cosine TSF control strategy. (A): Current waveform. (B): Torque waveform.
According to the simulation results, the torque ripple of traditional linear TSF and cosine TSF is 25% and 23%, respectively. Compared with the traditional TSF method, the torque ripple is reduced when using the proposed TSF, and the tracking ability of the torque is improved. The torque ripple is reduced from 23% to 18.6%. The simulation shows the motor has stronger torque ripple suppression ability using the modified torque share function partition control strategy.
6 EXPERIMENTAL ANALYSIS
An experimental platform for SR motor control is set up to verify the feasibility of the proposed torque ripple suppression control strategy. The experimental platform employs an STM32F103C8T6 chip as the control core and a 12/8 three-phase switched reluctance motor as the research object. The power converter adopts a three-phase asymmetric half-bridge circuit, and its rated speed is 2000r/min.
The experiment considers fixed turn-on and turn-off angles, and the reference speed is 500r/min. The results of the traditional cosine TSF and the improved cosine TSF are compared, and the experimental results are shown in Figures 12A,B, and Figure 13. The results infer that the improved cosine TSF adopted in this paper can improve the torque ripple during commutation and that the control index is better in a wide speed range.
[image: Figure 12]FIGURE 12 | Experimental results of cosine TSF control strategy. (A): Current waveform. (B): Torque waveform.
[image: Figure 13]FIGURE 13 | Torque Ripple Comparison of cosine TSF and correction TSF.
7 CONCLUSION
In order to reduce the torque ripple effectively, a torque ripple suppression control strategy of switched reluctance motor based on partitioned TSF is proposed in this paper. In this control strategy, the torque share function is modified partitionally by using the difference of two-phase torque generation capacity during commutation. This method fully considers the problem of torque generation ability, which reduces the dependence of power converter, and achieves low torque ripple index, it also can be widely applied to other switched reluctance motors with different topologies. The simulation and experimental results show that the proposed control strategy can significantly reduce the torque ripple during commutation in a wide speed range and improve the reliability of motor operation.
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Grid-forming control is a promising solution for renewable power integration. This work presents a variable pairing scheme for the voltage controller of V/f controlled modular multilevel converter in an islanded network with a synchronous machine, which is a special type of grid-forming control. Based on the concept of the relative gain array (RGA), it is found that the RGA can be derived using steady-state sensitivity analysis. Then, the steady-state characteristics of the typical electrical components in the islanded network are considered, and the analytical expression for calculating the RGA is derived. Based on a typical system, a variable pairing scheme is then suggested using the calculated RGA elements. The time-domain simulations are conducted using PSCAD/EMTDC, and the results verify the feasibility and advantages of the suggested variable pairing scheme.
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1 INTRODUCTION
The need for carbon neutralization is rapidly driving transition from non-renewable to renewable energy utilization (Abbott, 2010). The bottleneck with utilizing renewable energy depends on large-scale exploitation and wide-area allocation (Blaabjerg et al., 2023). As predicted, the renewable power capacity in China is expected to increase to approximately 1070 GW during 2022–2027, and 90% of this is in the form of wind power and photovoltaics (PVs) (IEA, 2022). The large-scale renewable energy bases are mainly distributed in the north and west regions of China, and high-voltage direct current (HVDC) is expected to play a crucial role in transmitting the generated renewable energy to the load center in the eastern part of China (Rao et al., 2019).
With the increase in converter-interfaced power sources, load centers are facing serious security and stability issues as the proportion of synchronous machine sources has decreased. The first issue is the weak grid integration of HVDC stations (Yang et al., 2018); one possible solution to this issue is the use of the voltage-source converters (VSCs) that can operate in weak or even passive systems without commutation failure risks (Yazdani and Iravani, 2010; Zhou et al., 2014). Modular multilevel converters (MMCs) are considered as the most promising VSC topology (Debnath et al., 2015; Xiao et al., 2024a) and have been successfully implemented in many bulk-power HVDC projects (Xu et al., 2020; Guo et al., 2022). The second issue is the deterioration of inertia, voltage, and frequency support; a possible solution to this issue is the use of grid-forming converters (Rosso et al., 2021; Xiao et al., 2024b). With proper grid-forming control, these converters can mimic the dynamics of the conventional synchronous generator, including the damping, inertia, voltage support, and frequency regulation characteristics (Beck and Hesse, 2007; Zhong and Weiss, 2011; Xiong et al., 2016a).
The technological evolution of grid-forming control has roughly experienced the following stages. Initially, droop control was proposed for load sharing (De Brabandere et al., 2007); then, the concept of a virtual synchronous generator was proposed for inertia emulation (Beck and Hesse, 2007). Power synchronization control was introduced to realize stable operation of converters in weak grids (Zhang et al., 2010). The design of grid-forming control is not as physically constrained as that of the synchronous generator and has greater flexibility. Thus, large amounts of research are still being conducted with the aim of improving the performances of grid-forming control schemes for the following aspects: synchronization stability, fault ride-through, and transition between control modes (Rosso et al., 2021). Pan et al. (2020) proved the equivalence of the above typical grid-forming control schemes. Droop control can be simplified to V/f control by setting the droop coefficient to 0, and V/f control is essentially a special type of grid-forming control (Yazdani, 2008). In MMC-HVDC projects, the grid-forming MMCs play important roles in islanded network connection scenarios, such as passive load supply and offshore wind-farm integration (Xiong et al., 2016b; Vidal-Albalate et al., 2016). Theoretically, grid-forming MMCs provide voltage and frequency support for islanded networks, acting as the “slack bus” or “PV bus.” Hence, grid-forming MMCs can also be connected to islanded networks with local synchronous machines. A typical scenario of this type is an offshore island power system supplied with parallel AC and DC links; when the AC link trips, the offshore island power system can continue operating if the MMC is switched to the grid-forming mode (Liu et al., 2015).
Compared to a synchronous generator, the overcurrent capability of an MMC is limited. The maximum overcurrent capability of the MMC-HVDC is usually set to 1.2 p.u. as insulated-gate bipolar transistors (IGBTs) with a rated current of more than 3 kA are extremely expensive and are not widely used in MMC-HVDC projects. To protect the MMCs from overcurrents, grid-forming control always comprises an outer voltage loop and an inner current loop in practical MMC-HVDC projects (Guan and Xu, 2012). The inner current loop is the same as that in the conventional vector current control scheme and is cascaded with the outer voltage loop.
For the grid-forming MMC in an islanded network with a synchronous machine, determining the input–output pairing scheme of the outer voltage loop is an important concern. Most grid-forming MMC-HVDC projects directly adopt the default input–output pairing scheme, where the d-axis and q-axis voltage loops generate the d-axis and q-axis current references, respectively. Although this scheme has been proven to be effective in practical MMC-HVDC projects, it remains unclear whether there exist other reasonable input–output pairing schemes or whether the extant scheme is optimal. To solve these problems, the main focus and contributions of this work considering V/f control are as follows:
(1) The variables for the input–output pairing of the voltage controller in the grid-forming MMC were clarified, and the calculation method for the index matrix of the input–output pairing scheme is proposed. With the proposed method, the complex derivation of the state-space model can be avoided via steady-state sensitivity analysis.
(2) Based on steady-state sensitivity analysis, the recommended input–output pairing scheme of the voltage controller in the grid-forming MMC is proposed. The advantages of the recommended pairing scheme are examined through time-domain simulations.
The remainder of this article is organized as follows. Section 2 introduces some basic information, such as the topology and mathematical model of the grid-forming MMC. Section 3 describes the necessity and principle of variable pairing. Section 4 describes the detailed calculation method of the index matrix for variable pairing. Section 5 presents some case studies conducted on the basis of a typical system. Section 6 presents the conclusions of this work.
2 BASICS OF THE GRID-FORMING MMC
Supplementary Figure S1 illustrates the typical topology of an MMC that comprises three phase units, and each phase unit is composed of an upper arm and a lower arm. Each arm contains N cascaded submodules (SMs) and an arm inductance. According to Kirchhoff’s theorem, the mathematical model of phase k (=a, b, c) can be written as Eq. (1):
[image: image]
Rewriting Eq. (1) with the common- and differential-mode components in phase k results in Eq. (2):
[image: image]
where
[image: image]
According to the differential-mode model, the equivalent circuit of a grid-forming MMC station connected to an islanded network with a synchronous machine can be generalized as shown in Supplementary Figure S2, where the connected AC network is represented by its Thevenin equivalent circuit (Zhang et al., 2016). In Supplementary Figure S2, [image: image] and Zs (=Rs + jXs) are the Thevenin equivalent voltage and impedance of the connected AC network, respectively. The voltage at the point of common coupling (PCC) is denoted as [image: image]; and (Ps + jQs) indicates the output power of the MMC station. The transformer leakage inductance is given by LT.
The blocks of the conventional grid-forming control scheme in the dq reference frame are shown in Supplementary Figure S3. The phase angle signal θ for the abc-dq reference frame transform is generated using the phase angle generator in Supplementary Figure S3A via V/f control or the power synchronization loop (PSL) in power synchronization control; here, ω0 is the rated angular frequency, while TJ and DJ are the time constant and damping coefficient of the PSL, respectively. The proportional–integral controller is denoted as PI. Furthermore, ud and uq are the d- and q-axis components of the PCC voltage while id and iq are the d- and q-axis components of the MMC output current in the dq reference frame, respectively. The superscript “*” indicates the reference signals; [image: image] and [image: image] are the reference signals of the d- and q-axis components of the MMC differential-mode voltage.
The voltage controller in Supplementary Figure S3B generates [image: image] and [image: image], which are also the inputs to the current controller. The current controller in Supplementary Figure S3C generates [image: image] and [image: image], and L is equal to the sum of LT and L0/2. In PI controllers, the d- and q-axis components can accurately track their references in steady state. If the time delays in the controllers are neglected, [image: image] and [image: image] can be treated as the d- and q-axis components (udiffd and udiffq) of the MMC differential-mode voltage. By regulating udiffd and udiffq, the target of grid-forming control can be achieved.
From Supplementary Figure S3, it is seen that V/f control is a special type of grid-forming control; given the basic voltage and current controllers, it has the most fundamental characteristic of grid-forming control, i.e., the voltage source behavior. Its difference with other types of control is that the phase angle is obtained by integrating the fixed angular frequency rather than through the droop regulator or PSL. In fact, when the droop coefficient is set to 0 or Tj is considered to be infinity, the droop control and power synchronization control will degenerate into V/f control.
3 VARIABLE PAIRING FOR THE VOLTAGE CONTROLLER OF GRID-FORMING MMC
3.1 Necessity of input–output pairing in the outer loop
As a special type of grid-forming control, the block diagram of the V/f-controlled MMC station is illustrated in Supplementary Figure S4, where the connected AC system is labeled as Ggrid(s). Moreover, the voltage controller of the grid-forming MMC adopts the widely used default [image: image] and [image: image] pairing scheme (Scheme 1) shown in Supplementary Figure S4. In the most common passive load supply scenario, there are two typical cases: (1) purely resistive load supply and (2) purely inductive load supply. Passive loads with other power factors are situated between these two cases. The following analysis aims to qualitatively explain the small-disturbance stability of Scheme 1.
Scheme 1 is stable with a small disturbance. Suppose that this system is already operating in a steady state. When there is a small increase in [image: image], the d-axis current reference [image: image] increases due to the voltage controller, leading to increase in id. For a resistive load, the increase in id means increase in the load current, causing an increase in the d-axis component ud of the PCC voltage.
For an inductive load, the increase in id causes an increase in uq because of the inductive load characteristics. Subsequently, under regulation by the voltage controller, the q-axis current reference [image: image] decreases, causing a decrease in iq. Consequently, there is an increase in the d-axis component ud of the PCC voltage by the inductive load characteristics.
The aforementioned two processes are plotted in Supplementary Figure S5A,B, where the blue and red arrows respectively indicate the changes in the reference voltage and response characteristics. However, when there is a synchronous machine in the islanded network, the physical meaning of Scheme 1 is not intuitive. Considering the example of Supplementary Figure S2, the output active and reactive powers of the MMC station can be calculated as in Eq. (4):
[image: image]
where α is the impedance angle of Zs. It is noted that α is usually close to π/2, so it can be concluded that the active power is closely related to the voltage phase angle difference between the PCC and Thevenin equivalent voltages and that the reactive power is closely related to the PCC voltage magnitude. Considering that the steady-state phase angle of the PCC voltage is 0, the voltage phase angle difference and PCC voltage magnitude are dominated by the q- and d-axis components of the PCC voltage, respectively.
The output active and reactive powers of the MMC station can be also calculated using the d- and q-axis components of the PCC voltage and current as in Eq. (5):
[image: image]
Since ud and uq are approximately 1.0 p.u. and 0 p.u., respectively, the output active and reactive powers are dominated by the d- and q-axis components of the MMC output current. The above analysis indicates that the [image: image] pairing scheme would be more reasonable than the default [image: image] pairing scheme since the MMC station output reactive power is dominated by ud and iq. The effect of id in the reactive power control is not as significant as that of iq. Similarly, the [image: image] pairing scheme would be more reasonable than the default [image: image] scheme. For simplicity, the [image: image] and [image: image] pairing scheme for the voltage controller is denoted as Scheme 2.
3.2 Input–output pairing method for the outer loop
Based on Supplementary Figure S4, the block diagram of variable pairing for the voltage controller is outlined in Supplementary Figure S6, where the connected AC system, voltage controller, and MMC station plus current controller are labeled as Ggrid(s), Gv(s), and GMMC(s), respectively. It is noted that the aim of the voltage controller is to make ud (uq) track its reference [image: image] ([image: image]) and that the variable pairing for the voltage controller Gv(s) essentially helps determine the pairing scheme between the input (ud, uq) and output ([image: image], [image: image]).
This work aims to determine the variable pairing scheme based on concept of the relative gain array (RGA) (Bristol, 1966). The RGA relies on calculating the coupling degree between the input and output of the system’s remaining part, except for the controller whose variables are to be paired. Here, the system’s remaining part includes the connected AC system and MMC station plus current controller, which is denoted as G(s) in Supplementary Figure S6. G(s) is a typical two-input two-output system, and the relative gain between the jth input and ith output (element in row i and column j of the RGA Λ) of G(s) is defined as Eq. (6):
[image: image]
where uin_j and yout_i are the jth input and ith output of system G(s); the numerator is the open-loop gain when all other loops are open, and the denominator is the open-loop gain when all other loops are closed with perfect control.
The variable paring can be selected on the basis of the RGA according to the following criteria: (1) when λij is closer to 1, uin_j and yout_i are paired better; (2) when λij is between 0.8 and 1.2, then uin_j and yout_i form a suitable pair, but λij beyond this range does not necessarily mean an infeasible pair. However, the RGA does not provide any information on the stability of the system. The RGA Λ can be calculated as
[image: image]
where G(0) is defined as G(s)|s = 0; the operation “.*” indicates the Hadamard product; G(0)−1 is the inverse matrix of G(0); and the superscript “T” is the matrix transpose.
4 CALCULATION OF RGA FOR V/F-CONTROLLED MMC IN AN ISLANDED NETWORK WITH A SYNCHRONOUS MACHINE
A multi-input multi-output system can be linearized for a specified working point and generalized in its state-space form as
[image: image]
where x is the set of state variables; y and u are the sets of outputs and inputs; Δ is a small disturbance; and A, B, C, and D are the coefficient matrices. Therefore, the transfer function between Δu and Δy can be derived as
[image: image]
As noted in Section 3, only G(0) is needed to calculate the RGA Λ, and Eq. (9) can be written as Eq. (10) after setting s to 0:
[image: image]
Theoretically, the most intuitive method of calculating G(0) is based on the second expression in Eq. (10), which requires developing the detailed state-space model of the complete system to obtain matrices A, B, C, and D. However, these matrices are no longer needed when G(0) is calculated, and there exists another method wherein the calculation of matrices A, B, C, and D can be avoided.
According to the first expression in Eq. (10), G(0) indicates the relationship between the steady-state small disturbances in the input u and output y. In other words, G(0) is essentially the steady-state sensitivity matrix between [[image: image], [image: image]]T and [ud, uq]T. Hence, G(0) can be calculated based on the steady-state sensitivity analysis.
Four types of typical electrical components are considered in this work: the MMC station, load, synchronous machine, and power grid network. The steady-state characteristics of these components and the complete system will be discussed separately. For simplicity, the common xy reference frame is aligned with the V/f-controlled MMC dq reference frame, and the derivations below are based on the V/f-controlled MMC’s dq reference frame. The coordinate transformation between the xy and dq frames is shown in Supplementary Figure S7; it should be noted that the real and imaginary parts in the current/voltage phasor correspond to the d- and q-axis components of the current/voltage since the common xy reference frame is already aligned with the V/f-controlled MMC’s dq reference frame.
4.1 MMC station
For the scheme shown in Supplementary Figure S4, the mathematical model of the MMC station plus current controller is described by Eqs. (11, 12):
[image: image]
[image: image]
where kp2 and ki2 are the proportion and integral gains of the current controller, respectively.
After substituting Eq. (11) into Eq. (12), GMMC(s) can be derived as in Eq. (13), and GMMC(0) is a 2 × 2 identity matrix. Therefore, the steady-state sensitivity matrix between [[image: image], [image: image]]T and [ud, uq]T becomes the steady-state sensitivity matrix between [id, iq]T and [ud, uq]T.
[image: image]
4.2 Load
Three types of load models are considered in this work: constant impedance, constant current, and constant power loads. Suppose that the voltage and current phasors of the load node are [image: image] and [image: image] (flowing out of the load), respectively; the steady-state voltage–current characteristics of the constant impedance load can be generalized as in Eq. (14):
[image: image]
where Yl (Yl = Gl + jBl) is the admittance of the load. Thus, the steady-state voltage–current small-disturbance characteristics of the constant impedance load is as follows:
[image: image]
where ΔIld and ΔIlq are the real and imaginary parts of vector [image: image], respectively; ΔUld and ΔUlq are the real and imaginary parts of vector [image: image], respectively.
For the constant current load, the steady-state voltage–current small-disturbance characteristics are described by Eq. (16):
[image: image]
For the constant power load, the steady-state active and reactive powers can be calculated using Eq. (17), and the derived steady-state voltage–current small-disturbance characteristics are given by Eq. (18).
[image: image]
[image: image]
4.3 Synchronous machine
Given the existence of the V/f-controlled MMC station (slack bus), a synchronous machine can be treated as either the PQ or PV bus in the steady-state analysis. Therefore, both the steady-state active power and steady-state reactive power (or terminal voltage) should be taken into account. The synchronous machine’s steady-state electrical power Pg is approximately equal to its mechanical power Pm provided the equivalent damping of the synchronous machine is small enough. For synchronous generators, Pm has a linear relationship with the rotor angular frequency as given in Eq. (19), where Pm0, ω0, ωg, and Rd are the reference mechanical power, rated rotor speed, steady-state rotor speed, and rotor speed-governor speed droop coefficient, respectively. For synchronous condensers, Pg is approximately equal to zero.
[image: image]
Considering the frequency support from the V/f-controlled MMC station, ωg is always equal to ω0 in the steady state, and the synchronous machine’s steady-state electrical power remains constant. Therefore, the small disturbance of the synchronous machine’s steady-state active power is 0.
[image: image]
Based on the above analysis, the steady-state voltage–current small-disturbance characteristics in accordance with the active power are derived as in Eq. (21), where the subscripts d and q respectively mean the real and imaginary parts of the phasor in the V/f-controlled MMC’s dq reference frame (also the d- and q-axis components).
[image: image]
The next step involves modeling the steady-state voltage–current small-disturbance characteristics based on the reactive power (or terminal voltage). The first mode is the constant reactive power control mode, where the synchronous machine’s steady-state reactive power Qg is constant. The steady-state voltage–current small-disturbance characteristics are as shown in Eq. (22):
[image: image]
The second mode is the constant terminal voltage control mode, where the steady-state terminal voltage Ug is constant. Equation (23) gives the steady-state voltage–current small-disturbance characteristics in this mode.
[image: image]
The third mode is the constant reactive power control mode, where the steady-state reactive power Qg has a linear relationship with the terminal voltage Ug, as shown in Eq. (24). The steady-state voltage–current small-disturbance characteristics are described by Eq. (25), where Qg0 and Kq represent the output reactive power reference and terminal voltage output reactive power droop coefficient.
[image: image]
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4.4 Power grid network
The power grid network acts as a bridge to connect the individual components and establish the relationship between idq and udq. The steady-state analysis is based on the nodal voltage equations of Eq. (26), where the power grid network is represented by the nodal admittance matrix Y (= G + jB). By expanding Eq. (26) into the real and imaginary parts, Eq. (27) can be derived.
[image: image]
[image: image]
In Eqs. (26, 27), I(=[[image: image], [image: image],…, [image: image]]T) and U(=[[image: image], [image: image],…, [image: image]]T) are the injecting current phasor vector and node voltage vector of the power grid network, ΔI and ΔU are small disturbances in vectors I and U, ΔId and ΔIq are the real and imaginary parts of the vector ΔI, and ΔUd and ΔUq are the real and imaginary parts of the vector ΔU, respectively.
With the exception of the constant current load nodes and V/f-controlled MMC station, suppose that there are k load nodes and r synchronous machine nodes in the islanded network. By rearranging Eq. (27) in the order of the V/f-controlled MMC station, load, and synchronous machine nodes, Eq. (28) can be derived. For compactness, the subscript “dq” indicates vectors containing both the d-axis and q-axis components in the V/f-controlled MMC station’s dq reference frame.
[image: image]
For brevity, the load current and voltage small-disturbance vectors are denoted by ΔILdq and ΔULdq, and the synchronous machine current and voltage small-disturbance vectors are denoted by ΔIGdq and ΔUGdq, respectively. Then, Eq. (28) can be expanded into Eqs. (29–31).
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[image: image]
4.5 Steady-state sensitivity calculation
As noted in Section 4.2 and Section 4.3, the relationships between ΔILdq and ΔULdq as well as ΔIGdq and ΔUGdq can be generalized in compact form as Eqs. (32, 33), respectively.
[image: image]
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By substituting Eqs (32, 33) into Eqs (30, 31), ΔIGdq and ΔILdq can be eliminated, and the vectors ΔUGdq and ΔULdq can be solved as linear combinations of ΔU1dq and ΔIldq, as shown in Eq. (34):
[image: image]
where
[image: image]
Substituting Eq. (34) into Eq. (29), the steady-state characteristics between ΔIldq and ΔU1dq can be derived as Eq. (36), where I is the identity matrix. Thus, the matrix G(0) (also the steady-state sensitivity matrix) can be calculated using Eq. (37).
[image: image]
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5 CASE STUDIES
5.1 Description of the test case
The test case is shown in Supplementary Figure S8, where the power load in the islanded network is supplied by an MMC station and an AC tie line. When the AC tie line L1 is tripped, there is a need for control-mode switching (PQ to V/f mode) in the MMC station. GC in Supplementary Figure S8 represents a synchronous condenser. The parameters of this system are listed in Table 1. In this case, the constant impedance load model is adopted, and the synchronous condenser regulates the terminal voltage (20 kV side) at 1.0 p.u. The PCC voltage and frequency that are regulated by the MMC station in the V/f mode are set as 1.0 p.u. and 50 Hz, respectively. Before disconnection of AC tie line L1, both the active and reactive powers of the MMC station are both set to 0.
TABLE 1 | System parameters of the islanded network supply scenario.
[image: Table 1]5.2 Input–output pairing based on RGA
First, the RGA Λ is calculated for different operating conditions with the load power restricted within 100 MVA, and the calculated elements of Λ are plotted in Supplementary Figure S9. It is observed that the default [image: image] and [image: image] pairing of Scheme 1 has certain areas where the elements of Λ can be equal to 1, but these areas are very small. Thus, this pairing is only effective for very limited operating conditions. In contrast, the [image: image] and [image: image] pairing of Scheme 2 can achieve values of the elements of Λ equal to 1 in most areas, meaning that it is effective for most operating conditions and is therefore more reasonable.
The voltage controller for Scheme 2 is depicted in Supplementary Figure S10. To demonstrate the advantages of Scheme 2, simulation comparisons are performed between the two pairing schemes under two typical operating scenarios wherein the load is set to 80 MW + j50 MVar. Accordingly, an electromagnetic transient model of the system in Supplementary Figure S8 was built in the time-domain simulation software PSCAD/EMTDC.
5.3 Control switching from PQ to V/f modes
Before 1.0 s, the island is connected to the external system, and the MMC station operates in the PQ mode in which both the active and reactive powers are 0. At 1.0 s, the island is disconnected from the external system by tripping the AC tie line L1, and the MMC station switches to the V/f control mode at 1.05 s. The system response characteristics for the two input–output pairing schemes for the outer loop are plotted in Supplementary Figures S11, S12.
As seen from Supplementary Figures S11, S12, Scheme 2 is stable during control-mode switching while Scheme 1 loses stability. After the AC tie line is tripped, the rotor speed of GC decreases because the active power absorbed by the load is supplied by the rotor kinetic energy; at the same time, the PCC voltage decreases. When the MMC station switches to the V/f control mode, the system shows different dynamics for the two pairing schemes.
From the perspective of active power and frequency, since the steady-state frequency is set to the rated frequency, the active power of the MMC station should increase to accelerate the rotor and supply the load. From the perspective of reactive power and voltage, the MMC station should increase the output reactive power immediately after the 1.05 s mark since the steady-state PCC voltage is larger than the voltage during the 1.0–1.05 s period.
For Scheme 2, it is seen in Supplementary Figure S11 that the active and reactive powers of the MMC station generally increase during the 1.05–1.5 s period, which coincides with the active and reactive power demand mentioned above. For Scheme 1 shown in Supplementary Figure S12, as the d-axis and q-axis voltages are smaller than their reference values shortly after 1.05 s, both the q-axis and d-axis currents increase as shown in Supplementary Figure S12B. The increase in the d-axis current means increase in active power, which meets the MMC active power increase demand. However, the increase in q-axis current decreases the MMC station reactive power and conflicts with its increased demand. Thus, the reactive power is insufficient in this system, and the voltage collapse occurs as shown in Supplementary Figure S12C. The system is therefore unstable with Scheme 1. The advantage of the [image: image] and [image: image] pairing of Scheme 2 in the control-mode switching scenario is thus proved.
5.4 Load step-change scenario
In this scenario, the AC tie line is assumed to be switched off, and the MMC station operates in the V/f control mode. Before 1.0 s, the islanded system already enters steady state. At 1.0 s, an equivalent 35 MVar of reactive power load is tripped, and the system response characteristics for the two input–output pairing schemes for the outer loop are shown in Supplementary Figures S13, S14.
According to Supplementary Figures S13, S14, since the equivalent reactive power load is tripped, the reactive power output from the MMC station should also decrease to achieve balance. For Scheme 2, the system quickly reaches a steady state without any large oscillations in the process. However, the system is unstable with Scheme 1. Therefore, the simulation results prove the advantage of the [image: image] and [image: image] pairing of Scheme 2 for the load step-change scenario.
5.5 PCC AC fault in the islanded mode
In this case, the AC tie line is assumed to be switched off, and the MMC station operates in the V/f control mode. Before 1.0 s, the islanded system already enters steady state. At 1.0 s, a solid three-phase-to-ground fault occurs at the PCC bus and is cleared 100 ms later. The system response characteristics of the two input–output pairing schemes for the outer loop are shown in Supplementary Figures S15, S16. During PCC AC fault, the PCC voltage decreases, and the PCC voltage and rotor speed decrease at the same time. When the fault is cleared, the active power of the MMC station increases to accelerate the rotor speed, and the reactive power of the MMC station should also increase to supply the load.
For Scheme 2, it is seen in Supplementary Figure S15 that the active and reactive powers of the MMC station increase when the fault is cleared, coinciding with the active and reactive power demand mentioned above. However, the system is unstable with Scheme 1. In Supplementary Figure S16, the reactive power continues decreasing to negative when the fault is cleared (during 1.1–1.4 s) regardless of the fact that the q-axis voltage keeps decreasing. The positive feedback between the reactive power and q-axis voltage deteriorates the voltage stability, and the voltage collapse at approximately 1.4 s is seen in Supplementary Figure S16. Therefore, the simulation results prove the advantage of the [image: image] and [image: image] pairing of Scheme 2 in the PCC AC fault scenario.
6 CONCLUSION
This study presents and discusses the variable pairing scheme for the voltage controller of the grid-forming MMC in an islanded network with a synchronous machine based on V/f control. The conclusions of this work are summarized as follows:
1) Based on steady-state sensitivity analysis, the analytical expression for calculating the RGA is derived, and the RGA elements corresponding to the [image: image] and [image: image] pairing scheme are closer to 1 than those of the [image: image] and [image: image] pairing scheme, indicating that the [image: image] and [image: image] pairing scheme is more reasonable for the voltage controller.
2) The feasibility and advantages of the [image: image] and [image: image] pairing scheme are verified through time-domain simulations. The simulation results demonstrate that the [image: image] and [image: image] pairing scheme loses stability in typical scenarios, whereas the [image: image] and [image: image] pairing scheme operates stably.
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1 INTRODUCTION
The installation of solar photovoltaic (PV) systems has been stimulated by governmental incentive mechanisms and the continual reduction in technology costs in recent years (Chattopadhyay and Alpcan, 2015). However, with the substantial integration of distributed PV systems at high penetration levels (Chen et al., 2019a), reverse power flow in the distribution network has been observed, thus triggering issues such as voltage violations and reverse overloads (Ismael et al., 2019; Wu et al., 2021). Therefore, the evaluation of maximum PV hosting capacity of the distribution network can assist distribution network planners in making decisions regarding PV generation (SUN et al., 2021). The current evaluation method considering safe operation constraints is traditional planning method of optimal power flow (Chen et al., 2016) and random scenario simulation method (Ding and Mather, 2016) which can ensure the randomness of PV configuration. To enhance the PV hosting capacity, strategies such as reactive power control (Astero and Söder, 2018), voltage control using OLTC (Wang et al., 2016), energy storage technologies (Hashemi and Østergaard, 2016), and network reconfiguration (Fu and Chiang, 2018) are continuously proposed. With the increasing proliferation of distributed resources, a promising approach to enhancement is also presented by power aggregation (Müller et al., 2017; Wang and Wu, 2021) and proactive control of diversified flexibility resources along feeders. Therefore, this research aims to provide insightful viewpoints and discussions on the assessment method of the maximum PV hosting capacity of the distribution network based on the aggregation of diversified flexibility resources.
The main contributions of this work can be twofold as listed: (1) A highly constrained zonotope aggregation model for diversified flexibility resources is proposed, and a two-stage adaptive robust framework is employed to innerly approximate the projection region of the high-dimensional original space of diversified flexibility resources; (2)A PV hosting capacity evaluation method with flexibility space boundaries is presented to accommodate distributed PV by maximizing the net load during peak PV output on the load side.
2 HIGHLY CONSTRAINED ZONOTOPE AGGREGATION MODEL OF DIVERSIFIED FLEXIBILITY RESOURCES
Due to diversified flexibility resources’ small scale, dispersion, and large number, coordinating their control is highly challenging (Chen and Li, 2021). Aggregating flexibility resources on feeders can fully utilize the potential flexibility, reduce invocation difficulty, and lower computational complexity. Specifically, the process of flexibility aggregation can be described as the projection of the power feasible domain of all flexibility resources onto the total power feasible domain of feeders (Wei et al., 2015; Tan et al., 2019; Chen and Li, 2021). Based on the acquisition of the power feasible domain of all flexibility resources on feeders, upon observation of the strong constraints imposed by the network of the distribution network when the aggregation scale is large (Wang and Wu, 2021), the high-dimensional precise original space of flexibility resources is constituted. The analytical form of computing its dimensionality reduction projection onto the precise power flexibility space of the feeder is highly challenging; thus, most studies are focused on approximation methods (Chen and Li, 2021).
Firstly, the power-adjustable range of individual flexibility resources, including energy storage devices, electric vehicles, and HVAC-like energy storage devices, is described through a virtual energy storage model in this paper (Hughes et al., 2016). Given the discrete scheduling decision cycle with N scheduling points and a time interval of [image: image] and a quantity of M flexibility resources, we consider [image: image] and [image: image] representing the power and energy of individual flexibility resources within the scheduling interval [image: image], where [image: image], the corresponding quantification model is established as follews:
[image: image]
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Where [image: image], [image: image] and [image: image] respectively represent the upper and lower limits of the power of flexibility resource i during time period t; and [image: image] respectively represent the upper and lower limits of the energy; [image: image] denotes the operational feasible region of flexibility resource i, [image: image] denotes the operational feasible region of the whole flexibility resource, which can be described as the convex polytope characterized by the aforementioned set of M constraints.
The linear method outlined in (Bernstein et al., 2018) is employed to derive the network power flow model, whereby the magnitudes of node voltage v, branch current i, and feeder line aggregated active power pagg, can be expressed as the following linear expressions:
[image: image]
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Where D, d, F, f, H, h, J and j are the system parameters. It is necessary to ensure that node voltages and branch currents are not exceeded, as follows:
[image: image]
Where [image: image] and [image: image] represent the upper and lower limits of node voltages respectively, and [image: image] and [image: image] denote the upper and lower limits of branch currents respectively. The convex polytope formed by Eq. 2 is intersected by Eq. 6’s constraints, resulting in irregular polytopes, while the high-dimensional strong constraint primal space Z of flexibility resources is formed by Eqs 1–6.
Then, the feeder power flexibility space P, representing the dimensionality reduction projection of the high-dimensional constrained space Z, is approximately obtained using the zonotope U as shown in Figure 1A. For the N-dimensional zonotope (Müller et al., 2017), its representation can be established with the central point c, a specific generator matrix G, and a scaling factor [image: image]. Ng denotes the number of generator vectors. The directions along which the zonotope can be extended are described by the generator matrix [image: image]. The extension range along each generator vector direction is determined by the scaling factor by Eqs 7, 8:
[image: image]
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[image: Figure 1]FIGURE 1 | The proposed model, approximation method and PV hosting capacity evaluation. (A) Highly constrained zonotope aggregation model. (B) Inner approximation of power flexibility space. (C) PV hosting capacity evaluation of distributed networks.
The advantage of zonotope projection approximation over ellipsoidal projection (Cui et al., 2021) and cuboidal projection (Chen et al., 2019b) lies in its generator vectors [image: image] and [image: image], which can respectively depict the power and energy constraints of flexibility resources. Therefore, the operationally feasible region of flexibility resources aligns more closely with the characteristics of the zonotope shape.
3 TWO-STAGE ADAPTIVE ROBUST METHOD FOR INNER APPROXIMATION OF POWER FLEXIBILITY SPACE
The feeder power flexibility space obtained after dimensionality reduction projection becomes more intricate and challenging to obtain. The inner approximation requires ensuring that the approximated flexibility space is optimally bounded internally. Simultaneously, it is imperative to ensure that any aggregated power trajectory within the approximated flexibility space can be realized through scheduling without violating operational constraints, thereby guaranteeing the feasibility of the disaggregation (Chen and Li, 2021).
In this paper, the power flexibility aggregation and disaggregation problem are formulated as a two-stage adaptive robust optimization problem as shown in Figure 1B, where power aggregation is treated as uncertain variables, and the requirement to ensure the feasibility of disaggregation is regarded as adaptive robust constraints (Hua et al., 2024). In the first stage, the objective is to determine the optimal approximation space for the aggregated feeder power. In the second stage, the objective is to ensure the feasibility of disaggregation.
The construction of any S normal vectors, denoted as [image: image], is performed. The diameter, denoted as [image: image], of the zonotope U in the direction of the normal vectors is calculated by Eq. 9. The problem of determining the diameter, denoted as [image: image], of the feeder power flexibility space P in the direction of the normal vectors can be addressed using Eqs 10, 11. Thus, the similarity between the approximate and the original region is defined as shown in Eq. 12. As its value increases, the zonotope’s approximation to the power flexibility space of the feeder becomes larger (Müller et al., 2017).
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equation (1)–(6)
[image: image]
The introduction of [image: image] as an uncertain variable acting on scaling factors applied to each generator vector of the zonontope, the uncertain set is denoted as [image: image]. An uncertain zonotope region is constructed, with its parameter feasible domain as [image: image]. Therefore, a two-stage adaptive robust power aggregation solution model is established as shown in Eqs 13–16.
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In the first stage, the zonotope parameters [image: image] are decision variables, and the optimal inner approximation region is so the uncertain set ught using Eq. 13. In the second stage, the power scheduling scheme [image: image] is the decision variable, ensuring the feasibility of disaggregation. Eqs 15 and (16) represent the linear compact form of the highly constrained space of diversified flexibility resources pflx mentioned earlier. Eq. 14 represents the projection of the highly constrained space of diversified flexibility resources pflx onto the lower-dimensional space of feeder aggregated power pagg. The solution of this model can be implemented using the column-and-constraint generation algorithm. This process is not further elaborated in this paper (Hua et al., 2024).
4 PV HOSTING CAPACITY EVALUATION OF DISTRIBUTED NETWORKS WITH FLEXIBILITY SPACE BOUNDARIES
As the penetration rate of PV systems in distribution networks continues to increase, the occurrence of peak PV output not coinciding with peak load power (Xiong et al., 2020) may lead to phenomena such as reverse power flow and overvoltage in low-voltage distribution networks (Zhang et al., 2018; Li et al., 2020). The increase in node voltages within distribution networks becomes the primary factor limiting the integration of distributed PV systems (Lee et al., 2020). Reference (Cao et al., 2024) ensures magnitudes of each bus are maintained within the safety range due to the load shedding. Therefore, effectively increasing the net load during periods of high PV output on the load side helps mitigate the risk of operational constraints exceeding limits, thereby enhancing the hosting capacity of distributed PV systems (Zhou et al., 2021).
In a low-voltage distribution network with H feeders, [image: image] represents the aggregated power of the feeder i at time t, while [image: image] and [image: image] represent the upper and lower limits of power at that time, respectively. [image: image] and [image: image] represent the starting and ending times of PV output. During this period, each feeder utilizes the upper boundary of the aggregated power flexibility space, maximizing distributed PV integration (Ding and Mather, 2016). In subsequent periods, the lower boundary is employed to reduce the load on the distribution network, ensuring its stable and safe operation, as depicted in Eqs (17), (18).
[image: image]
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The PV penetration rate range selected in this paper is 0%–300%, with an incremental step size of 10%. Using the Monte Carlo method, the quantity, location, and capacity of PV grid connections are randomly simulated, with the PV grid connection capacity increasing according to the PV penetration rate (Ding and Mather, 2016). The steady-state power flow of the system is then calculated. For each PV penetration rate [image: image], multiple samples are drawn to compute the total installed PV capacity and maximum voltage of system nodes for each random scenario. These values serve as the abscissa and ordinate to construct a scatter plot of random simulations, depicted in Figure 1C, where each point represents one simulation result. In the low-voltage distribution network, the voltage per unit value ([image: image]) of each feeder line must satisfy the constraint given by Eq. 19, and the scatter plot intersects with the upper voltage constraint of 1.07 per unit at points HC1 and HC2.
[image: image]
Two lines parallel to the vertical axis are drawn respectively at points HC1 and HC2 to divide the coordinate graph into three regions: A, B, and C. In region A, points represent scenarios where the capacity of PV systems connected to the distribution network is less than HC1. Regardless of the node in the distribution network where PV systems are connected, the system voltage remains within the permissible range of the supply voltage. In region B, points represent scenarios where the capacity of PV systems connected to the distribution network falls between HC1 and HC2. If the selection of PV integration positions and capacity allocation is unreasonable, it may lead to excessively high or even over-limit system voltage levels. In such cases, the distribution network planner must ensure that the PV systems are appropriately allocated. In region C, points represent scenarios where the capacity of PV systems connected to the distribution network exceeds HC2. Regardless of the installation scheme employed, it will lead to over-limit system voltage. The aggregation and regulation of flexibility resources on the load side result in the accommodation of distributed photovoltaics, leading to the rightward shift of HC1 and HC2, with HC1 increasing to HC*1 and HC2 increasing to HC*2.
5 CASE STUDIES
In this section, the enhancement effect of PV hosting capacity by aggregated and coordinated diversified flexibility resources is demonstrated through numerical simulations based on the proposed method. IEEE 33-bus distribution network system is employed as a case study for simulation verification, with a radial configuration and a standard voltage level set at 12.66 kV. All the algorithms are executed with an AMD Ryzen 7 5800H with Radeon Graphics CPU running at 3.20 GHz, and 16.0 GB RAM. The optimization model involved in the proposed method is programmed and solved using the commercial solver Gurobi 10.0.3. The comparison between results of PV hosting capacity and computational time under different algorithms is shown in Table 1.
TABLE 1 | Comparison of PV hosting capacity evaluation method.
[image: Table 1]As shown in Table 1, it can be seen that the proposed method, compared to the random scenario simulation, can increase the PV hosting capacity by over 9.96%. Due to the necessity of considering flexible resource power aggregation and proactive control, the computational time is comparatively longer. When the scale of flexible resources is large, aggregation can shorten the computational time compared to distributed scheduling. However, our method show a slight decrease in the PV hosting capacity compared to the demand response enhancement method, which is attributed to the approximate feasible domain of the aggregation solution, leading to certain accuracy errors. Overall, the method proposed can effectively assess the PV hosting capacity of the distribution network.
6 DISCUSSION AND CONCLUSION
In this paper, the flexibility resource power regulation model, feeder power aggregation model, two-stage robust aggregation solution method, and PV hosting capacity assessment strategy is elaborately investigated. The key findings are summarized as follows: 1) A highly constrained zonotope aggregation model of diversified flexibility resources is proposed, and a two-stage adaptive robust method is introduced to internally approximate the power flexibility space, ensuring the optimality of aggregation and the feasibility of disaggregation; 2) The aggregation and control of flexibility resource power on the load side can accommodate high peak output from distributed PV, thereby enhancing the PV hosting capacity of the distribution network and simultaneously reducing the computational complexity of dispatch decision-making.
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A grid-forming wind generation system exhibits exceptional grid frequency support abilities. The DC capacitor of the grid-forming wind generation system, which is characterized by rapid response and high sensitivity to minor disturbances, can provide short-term inertia support for the power system. This paper proposes the capacitor virtual inertia control for the grid-forming wind generation system, coupling the DC capacitor voltage with the power system frequency, which enables the DC capacitor to participate in the system frequency response process and reduces the rate of change of the system frequency during the disturbance. To analyze the inertia of the wind power generation system, this paper establishes an equivalent Philips–Heffron model for the grid-forming wind generation system and uses the equivalent inertia constant to quantify the inertia of the wind power generation system. The effectiveness of the proposed control strategy and the reasonableness of the inertia assessment method are verified through simulations in the single-turbine system and the IEEE four-machine two-area system.
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1 INTRODUCTION
To address the escalating energy crisis and environmental pollution, the power industry is undergoing a transformation toward high integration of renewable energies and power converters Xiong et al. (2020). According to the Global Wind Energy Council, global wind power capacity additions in 2023 will be 118 GW, a 36% year-on-year increase. Among renewable energies, full-power wind turbines provide less inertia to the power grid Wu et al. (2017). With the increasing proportion of wind power, the power system frequency security faces a serious challenge. Therefore, the grid codes explicitly require wind farms to have inertial response ability.
Currently, the mainstream types of wind generation are mainly doubly-fed induction generation and permanent-magnet synchronous generator (D-PMSG)-based directly driven wind generation. D-PMSG has better grid compatibility and greater speed range due to the introduction of a full-power converter that completely isolates the generator from the grid. Consequently, it has better wind condition adaptability and is widely used in the power system. The control methods for grid-tied converters of wind generation systems are categorized into grid-following (GFL) control and grid-forming (GFM) control. The GFM control is favored by scholars due to the advantages of not needing phase-locked loop synchronization and being able to provide inertia and damping to the power system Xiong et al. (2019).
In wind generation systems, there are several sources of inertia. The wind turbine rotor, energy storage module, and DC capacitor within the system contribute to the inertia of the wind generation system. Focusing on the GFM control of the wind generation system, scholars have compared various virtual synchronization and inertia control methods and pointed out that the voltage source type control represented by virtual synchronous generator (VSG) control can make the wind generation system have good adaptability in the weak grid Bhende et al. (2011) Yazdi et al. (2019). Zhong et al. (2015) applied the VSG control to the full-power converter in which the rotor-side converter (RSC) is used to achieve DC-side voltage stabilization and the grid-side converter (GSC) is used to achieve maximum wind power tracking, while the disadvantage is that the wind turbine cannot respond to the system frequency. Wang et al. (2015) utilized grid voltage to obtain the voltage reference, directly synthesized the rotor excitation voltage, and provided current limited control using a virtual resistor. Muftau et al. (2020) used constant voltage control for RSC and VSG control for the GSC, which realizes the GFM control of wind generation and maintains DC voltage stabilization, but the disadvantage is that the DC capacitor of the wind generation system cannot provide inertia support for the power system. de Oliveira et al. (2023) used droop control to maintain DC voltage stabilization of the RSC by using torque and power as control objectives. Rodríguez-Amenedo et al. (2021) proposed a control method based on rotor magnetic chain orientation, where the magnetic chain phase angle and amplitude reference are obtained through the torque synchronization link and the voltage droop link, respectively. So it can acquire the rotor excitation voltage control reference, and finally the generator’s internal potential is established to realize GFM control, while the disadvantage of this method is that the fan cannot provide inertia support for the power system. Yazdi et al. (2023) analyzed the coupling relationship between the power angle and rotor speed to elucidate rotor instability characteristics and the influence of control parameters and proposed a D-PMSG GFM frequency-supported control strategy considering rotor stability constraints, which enhanced system frequency stability under various disturbances. Meng et al. (2023) presented a cooperative control scheme for wind farms, along with GFM energy storage devices installed on the AC side. This scheme aims to endow the combined system of renewable energy and energy storage with a voltage source effect, enhancing system damping and inertia. Avazov et al. (2022) proposed an active damping support control strategy. This strategy activates the wind turbine power controller when the DC voltage fluctuation exceeds the designated threshold, subsequently enhancing system damping by using turbine-side resources.
To address the inertial response problem of wind power systems, a GFM control method for D-PMSG-based wind generation system was proposed in Davari and Mohamed (2016). The GSC achieves self-synchronization through DC voltage control, and the RSC employs additional inertia transfer control. However, this method exhibits limited performance in weak grid conditions. Thakallapelli et al. (2019) achieved inertial synchronization control by controlling the DC voltage of the GSC, enabling the wind turbine system to behave as a virtual voltage source for the power grid. Lai et al. (2017) demonstrated the potential of integrating flywheel energy storage on the DC side of the D-PMSG, where the DC bus voltage control of the flywheel aids in realizing virtual synchronous control for the GSC during grid connection. This not only enhances the system inertia response but also ensures DC bus voltage stability. Sang et al. (2021) configured flywheel energy storage on the DC side of the D-PMSG in which the flywheel energy storage adopts DC bus voltage control during grid-tied operation, the GSC realizes virtual synchronous control, and finally it realizes the purposes of improving the system inertia response ability, smoothing the active power of the wind generation system, and maintaining DC voltage stability. Pazmiño et al. (2021) proposed a novel approach to energy storage GFM frequency active support control. This approach combines constant frequency control with frequency modulation state transfer control, thereby departing from traditional control methods such as virtual inertia and primary frequency modulation. He et al. (2024) developed a system frequency response model incorporating a wind turbine with integrated inertia control. The study derives an analytical equation for the effective inertia time constant in the wind turbine frequency modulation process and assesses its inertia support capacity.
In this paper, a GFM control method for the D-PMSG-based wind generation system is proposed, where the DC capacitor voltage is coupled with the system frequency, enabling the DC capacitor to participate in the system frequency response process. The remainder of this manuscript is structured as follows: Section 2 introduces the basic GFM control strategy of the D-PMSG-based wind generation system. Section 3 introduces the proposed capacitor virtual inertia control. Section 4 presents the equivalent Philips–Heffron model of the wind power system and analyzes the equivalent inertia of the system. Finally, Section 5 verifies the sophistication and effectiveness of the proposed control method.
2 GFM CONTROL STRATEGY FOR THE D-PMSG-BASED WIND GENERATION SYSTEM
The specific structure of the D-PMSG-based wind generation system is shown in Figure 1, which consists of the wind turbine, D-PMSG, and back-to-back converter. The RSC maintains DC capacitor voltage stabilization, and the GSC controls the magnitude and frequency of the voltage tied to the grid.
[image: Figure 1]FIGURE 1 | Structure of the D-PMSG-based wind generation system.
2.1 Modeling of the wind turbine
The mechanical power of a D-PMSG-based wind generation system Liu et al. (2016) can be expressed as
[image: image]
where Pwm is the mechanical power of the wind turbine; ρ is the air density; Rw is the blade radius of the wind turbine; λ is the tip speed radio of the wind turbine; Cp is the wind energy utilization factor; β is the pitch angle of the wind turbine; ωw is the angular velocity of the wind turbine; vw is the inlet wind speed.
In (1), it is clear that Pwm is influenced by Cp, and Cp is the function of λ and β. When β increases, Cp decreases. At the same time, there exists a unique λ that maximizes Cp when β is the same, and when Rw and vw are constant values, λ is in direct proportion to ωw. So, for each vw, there is a ωw corresponding to the maximum Pwm. Therefore, to obtain the maximum power and wind energy utilization factor, the rotational speed of the wind turbine must be adjusted according to the wind speed correspondingly.
2.2 RSC control strategy
For the conventional GFM wind generation system, the GSC adopts a constant capacitor voltage control to ensure the stability of the DC capacitor voltage Udc, as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Constant voltage control strategy of the RSC.
The generator stator phase voltage can be expressed as
[image: image]
where ωs is the rotor angular frequency; Lsq is the stator q-axis inductance; isq is the stator current q-axis component; φf is the stator magnetic chain.
The electromagnetic torque and active power of D-PMSG are only related to isq. Therefore, adjusting isd does not affect the active power output of the wind turbine. In vector control, the d-axis current isd usually has the value of 0, to hence using all of the current to generate electromagnetic torque.
2.3 GSC control strategy
The GSC adopts virtual synchronous generator (VSG) control that can support the frequency and magnitude of the grid voltage Xiong et al. (2015), as shown in Figure 3.
[image: Figure 3]FIGURE 3 | GSC control strategy.
The VSG control is composed of two primary components: P-f control and Q-U control. The former introduces the concept of virtual inertia in the GSC by simulating the rotor motion equations of the synchronous machine. The P-f control equation for the VSG control of the GSC is
[image: image]
where H is the inertia time constant; D is virtual damping; ω is the grid angular velocity; ω0 is the grid rated angular velocity; P is the grid-side output power; P0 is the power command value.
The Q-U control obtains the command value of the output voltage magnitude by simulating the reactive power droop characteristic of the synchronous machine. The Q-U control equation for VSG control of the GSC is
[image: image]
where Uref is the commanded value of the grid-side voltage; U0 is the rated value of the grid-side voltage; Kq is the Q-U control coefficient; Q is the grid-side reactive power; Q0 is the reference value of reactive power.
The GSC adopts VSG control to realize the wind generation system externally, being the voltage source characteristics, and effectively support the grid-side voltage and frequency.
3 CAPACITOR VIRTUAL INERTIA CONTROL
3.1 Control strategy
The GSC of the conventional GFM control for D-PMSG utilizes constant capacitor voltage control, where the entirety of inertia support is sourced from the wind turbine rotor. To enable the DC capacitor to contribute to the frequency response, this manuscript proposes a novel capacitor virtual inertia (CVI) control, illustrated in Figure 4.
[image: Figure 4]FIGURE 4 | CVI control.
This control strategy adds an auxiliary voltage regulation command to the constant voltage control loop, changing the reference voltage from Udc0 to Udcref, i.e.,
[image: image]
where kc is the regulation coefficient; Δω is the angular frequency deviation; Udc0 is the initial value of the capacitor voltage; ΔU is the capacitor voltage deviation.
The CVI control couples the DC capacitor voltage to the grid frequency deviation. When the grid is disturbed, the proposed control can make the DC capacitor provide the inertia support, thus reducing the rate of change of frequency.
3.2 Capacitor equivalent inertia analysis
Normally, constant capacitor voltage control is implemented to keep the DC capacitor voltage stable, but it does not integrate the capacitor into the frequency response. As a result, under constant voltage control, the equivalent inertia provided by the capacitor is negligible. However, with the introduction of CVI control in the RSC, the interplay between capacitor voltage and grid frequency allows the capacitor to contribute to inertia support, thereby enhancing equivalent inertia. The analysis process is detailed below.
During steady-state operation, the energy stored by the capacitor is
[image: image]
where Cdc is the DC capacitor value and Udc is the DC capacitor voltage.
When the DC capacitor responds to the frequency deviation, the electric energy deviation of the capacitor is given by
[image: image]
where [image: image] is the equivalent capacitor under virtual inertia control.
The value of the equivalent capacitor is
[image: image]
Define the equivalent adjustment coefficient [image: image] as
[image: image]
The relationship between [image: image] and kc is
[image: image]
Under CVI control, the equivalent inertia time constant of the capacitor is
[image: image]
where SB is the rated capacity of the wind turbine and [image: image] is the capacitor inertia time constant.
Eq 11 reveals that under CVI control, the dynamic regulation range of the DC capacitor is significantly broader and its inertia characteristics not only depend on its value but also on the regulation coefficient kc and the steady-state operating point. To exemplify, Figure 5 depicts the interdependence between the capacitor equivalent inertia time constant Hc, DC capacitor Cdc, regulation coefficient kc, and the steady-state operating point Udc0 in a grid rated at 300 kW.
[image: Figure 5]FIGURE 5 | Analysis of factors affecting capacitor equivalent inertia. (A) Cdc = 0.02F. (B) kc = 6.37.
Figure 5 illustrates that under CVI control, the equivalent inertia provided by the capacitor is related to multiple parameters, and the equivalent inertia can be greater than its inherent inertia. The proposed control enables the capacitor to provide the energy required for the frequency response of the grid.
4 WIND POWER SYSTEM EQUIVALENT INERTIA ANALYSIS
4.1 Philips–Heffron model of the power system with GFM wind generation
In the preceding section, this manuscript proposed a GFM control strategy for the wind generation system that employs CVI control for RSC and VSG control for the GSC. To investigate the equivalent inertia of the entire power system with the wind generation controlled by the proposed GFM strategy, an equivalent Philips–Heffron model is developed, as illustrated in Figure 6.
[image: Figure 6]FIGURE 6 | Equivalent Philips–Heffron model.
Under the CVI control, the mathematical expression of the equivalent Philips–Heffron model of the entire power system with wind generation controlled by the proposed GFM strategy is as follows:
[image: image]
According to (12), TJ is the equivalent inertial time constant, increasing TJ can reduce the frequency rate of system during disturbances. TD is the equivalent damping time constant, increasing TD reduces the frequency deviation of the system during disturbances. TS is the equivalent synchronization time constant, reflecting the self-synchronization capability of the GFM D-PMSG.
[image: image]
where Us is the converter side voltage, Ug is the grid-side voltage, X is the system impedance, and δ0 is the rated power angle.
According to (13), TJ is intricately linked to both the VSG control equivalent inertia time constant H and the capacitor equivalent inertia time constant Hc, wherein H depends on the VSG control parameter in the GSC and its energy support source is the rotor; Hc is determined by the proposed CVI control parameter, and its energy source is the DC capacitor. TD depends on the virtual damping parameter D in the VSG control. TS depends on the electrical parameters of the converter and the grid.
4.2 Analysis of factors affecting the equivalent inertia of D-PMSG
According to the equivalent Philips–Heffron model of the entire power system with the wind generation controlled by the proposed GFM strategy, the composite equivalent inertia is composed of two distinct components. In the subsequent analysis, we will delve into the individual influencing factors of Hc and H.
4.2.1 Equivalent capacitor inertia time constant
According to 11, the equivalent inertia time constant Hc under virtual inertia regulation is related to the regulation coefficient kc, the DC capacitor capacity Cdc, the initial DC capacitor voltage Udc0, and the rated capacity of the wind turbine SB.
1. The larger the adjustment coefficient kc is, the larger the equivalent inertial time constant is. It can be seen from 5 that with the increase of kc, the voltage deviation ΔUdc of the DC capacitor also increases gradually. Since the converter is limited by voltage, the DC capacitor voltage should be greater than 1.23 Ug. Consequently, excessive voltage deviation is prohibited, constraining the viable range for selecting the adjustment coefficient kc.
2. An increase in Cdc leads to a larger Hc, but practical considerations limit the choice: a larger capacitor implies larger and more expensive components. Although the supercapacitors’ value can reach the farad level, the economy is poor in engineering application. Moreover, the larger the capacitor value, the lower the capacitor voltage, and the reduction in voltage leads to a reduction in the equivalent inertia time constant.
3. Higher Udc0 contributes to a larger Hc. However, in operational scenarios, it is crucial to maintain a reasonable initial voltage to prevent converter overvoltage, which can disrupt normal functioning and cause economic losses.
4. A smaller SB value increases the Hc. However, in the case of the selected wind turbine, the rated capacity SB is a fixed value.
4.2.2 Equivalent inertial time constant of VSG control
The VSG control mechanism facilitates the converter’s participation in the frequency response by emulating synchronous machine dynamics. Its equivalent inertia constant, H, can be adjusted by changing the control parameters. However, it is important to note that the inertia support power derived from the rotors of the wind turbine comes at the expense of rotor speed during disturbances. Consequently, the inertia parameters of VSG control need to be reasonably set according to the actual situation and can not only consider the need to increase the gird inertia, while ignoring the frequency response costs.
5 VERIFICATION
5.1 Single-turbine grid-connected system
To verify the effectiveness of the proposed CVI control and the correctness of the equivalent Philips–Heffron model, a simulation model of the single D-PMSG wind generation system, as shown in Figure 1, is constructed in MATLAB/Simulink. The main parameters of the simulation model are given in Table 1.
TABLE 1 | Simulation parameters.
[image: Table 1]The simulation model is built according to the control strategy described in Sections 2, 3, with CVI control for the RSC and VSG control for the GSC. Under the initial conditions, the local load at the grid side is 200 kW, and the 15 kW additional disturbance is introduced at 10 s. The system frequency waveforms and DC capacitor voltage waveforms of CVI control and constant voltage control are compared, as shown in Figure 7.
[image: Figure 7]FIGURE 7 | Waveform comparison of constant voltage and CVI control in single-turbine system. (A) System frequency. (B) DC capacitor voltage.
The system frequency waveforms under CVI control and constant voltage control are depicted in Figure 7A. The rate of change of the system frequency is smaller under CVI control, indicating that the proposed control increases the equivalent inertia. The steady-state frequency under both controls remains at 49.9 Hz. This consistency arises because the system inertia affects only the transient characteristics of the frequency without influencing its steady-state behavior. Additionally, the system frequency waveform under CVI control is lower than that under constant voltage control from 10.2 s to 11.2 s, corresponding to the overshooting of the DC capacitor voltage under CVI control. This occurs because the DC capacitor undergoes a discharging process to provide inertial support power to the system during the initial stage of the disturbance, necessitating a subsequent charging process.
Figure 7B illustrates the DC capacitor voltage waveforms under both control strategies. When a load disturbance occurs, the DC capacitor voltage under constant voltage control has only a small fluctuation and recovers to 1800 V quickly. In contrast, the DC capacitor voltage under CVI control drops from 1800 V to 1600 V and subsequently keeps stabilizing due to the coupling between the DC capacitor voltage and the system frequency deviation. This dynamic behavior under CVI control has provided inertia support for the power system and enhanced the equivalent inertia of the power system.
To verify the specific impact of CVI control on frequency dynamics, the system frequency and DC capacitor voltage waveforms are conducted under the same operating condition at different regulation coefficients kc. The results are shown in Figure 8.
[image: Figure 8]FIGURE 8 | Waveform comparison of constant voltage and CVI control under different kc. (A) System frequency. (B) DC capacitor voltage.
Figure 8A shows that the rate of change of the frequency decreases with the increase of the regulation coefficient kc, indicating that the stronger the coupling between the regulated DC capacitor voltage and the frequency deviation of the system, the larger the equivalent inertia provided by the CVI control to the system. In addition, the overshooting of the frequency waveform between 10.2 s and 11.2 s also increases with the increase in the regulation coefficient kc because the overshooting of the DC capacitor voltage drop process becomes larger with the increase in the regulation coefficient kc, and more energy is required in the charging process before it reaches the steady state. The DC capacitor voltage waveforms under different regulation coefficients kc are shown in Figure 8B, and it reveals that the larger the regulation coefficient kc is, the more inertia-supporting power is provided by the DC capacitor, corresponding to a larger voltage drop.
5.2 Multi-machine system
The IEEE four-machine two-area (4M2A) system is a commonly used theoretical model in the power system to study the power transmission and control between neighboring regions in a power system. To further verify the correctness and effectiveness of the control method proposed in this paper, an IEEE 4M2A simulation model with a wind generation system is constructed, as shown in Figure 9.
[image: Figure 9]FIGURE 9 | 4M2A system with the wind generation system.
Area 1 consists of two synchronous generators SG1 and SG2 and stational load, whereas area 2 consists of synchronous generator SG3, D-PMSG single-turbine system replacing synchronous machine SG4, and variable load where PCC is the wind generator merging point. Initially, the load demand is 225 MW, with a variable load of 119.5 MW. At 40 s, a sudden disturbance of 50 MW is imposed on the variable load. The comparative analysis of system frequency and DC capacitor voltage waveforms under CVI and fixed-voltage control conditions is shown in Figure 10.
[image: Figure 10]FIGURE 10 |  Waveform comparison of constant voltage and CVI control in multi-machine system. (A) System frequency. (B) DC capacitor voltage.
Figure 10A shows that in the multi-machine power system, the rate of change of system frequency is smaller under CVI control, indicating that this control increases the equivalent inertia of the wind power system. However, due to the relatively slow frequency response process of the synchronizer in the system, there is a small recovery when the system frequency drops to its lowest point. The DC capacitor voltage waveform is shown in Figure 10B, where the capacitor voltage remains stable under constant voltage control, while the DC capacitor voltage drops to about 1300 V under CVI control to provide inertia support to the power system.
In summary, analysis of simulation results for both the single-turbine and 4M2A systems under CVI control demonstrates its superiority over constant voltage control. CVI control facilitates the DC capacitor responsiveness to system frequency changes, effectively delaying system frequency decrease. This response aligns with the demands of the frequency response, providing the system with a reasonable level of inertia support.
6 CONCLUSION
This paper proposes a CVI control strategy for the GFM wind generation system and employs the Philips–Heffron model to analyze the equivalent inertia of the entire power system with the wind generation controlled by the proposed GFM strategy. The corresponding single-turbine test system and 4M2A test system are constructed to carry out the simulation validation. The main conclusions are as follows:
1. The CVI control effectively couples the DC capacitor voltage to the grid frequency deviation. When the power grid is disturbed, the CVI control can make the DC capacitor participate in the frequency response, provide the inertia support for the power grid, and reduce the rate of change of frequency.
2. The equivalent Philips–Heffron model was established to analyze the equivalent inertia of the entire power system with the wind generation controlled by the proposed GFM strategy.
3. The single-turbine and 4M2A test system models are constructed to verify the effectiveness of the proposed GFM control strategy and the correctness of the inertia analysis results.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material; further inquiries can be directed to the corresponding authors.
AUTHOR CONTRIBUTIONS
QuL: conceptualization, data curation, formal analysis, investigation, methodology, software, writing–original draft, and writing–review and editing. QiL: conceptualization, data curation, software, supervision, and writing–original draft. WT: validation, visualization, and writing–review and editing. CW: project administration, resources, and writing–review and editing.
FUNDING
The author(s) declare that financial support was received for the research, authorship, and/or publication of this article. This work was supported by the Science And Technology Project of State Grid Jiangsu Electric Power Co., Ltd (J2023021).
ACKNOWLEDGMENTS
The authors wish to thank the project funding from the Science And Technology Project of State Grid Jiangsu Electric Power Co., Ltd (J2023021).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Avazov, A., Colas, F., Beerten, J., and Guillaud, X. (2022). Application of input shaping method to vibrations damping in a type-iv wind turbine interfaced with a grid-forming converter. Electr. Power Syst. Res. 210, 108083. doi:10.1016/j.epsr.2022.108083
 Bhende, C., Mishra, S., and Malla, S. G. (2011). Permanent magnet synchronous generator-based standalone wind energy supply system. IEEE Trans. Sustain. energy 2, 361–373. doi:10.1109/tste.2011.2159253
 Davari, M., and Mohamed, Y. A.-R. I. (2016). Robust dc-link voltage control of a full-scale pmsg wind turbine for effective integration in dc grids. IEEE Trans. Power Electron. 32, 4021–4035. doi:10.1109/tpel.2016.2586119
 de Oliveira, J. D. A., de Araújo Lima, F. K., Tofoli, F. L., and Branco, C. G. C. (2023). Synchronverter-based frequency control technique applied in wind energy conversion systems based on the doubly-fed induction generator. Electr. Power Syst. Res. 214, 108820. doi:10.1016/j.epsr.2022.108820
 He, H., Xiao, H., and Yang, P. (2024). Analysis and quantitative evaluation of wind turbine frequency support capabilities in power systems. Front. Energy Res. 12, 1363198. doi:10.3389/fenrg.2024.1363198
 Lai, J., Song, Y., and Du, X. (2017). Hierarchical coordinated control of flywheel energy storage matrix systems for wind farms. IEEE/ASME Trans. Mechatronics 23, 48–56. doi:10.1109/tmech.2017.2654067
 Liu, J., Wen, J., Yao, W., and Long, Y. (2016). Solution to short-term frequency response of wind farms by using energy storage systems. IET Renew. Power Gener. 10, 669–678. doi:10.1049/iet-rpg.2015.0164
 Meng, J., Wang, D., Wang, Y., Guo, F., and Yu, J. (2023). An improved damping adaptive grid-forming control for black start of permanent magnet synchronous generator wind turbines supported with battery energy storage system. IET Generation, Transm. Distribution 17, 354–366. doi:10.1049/gtd2.12753
 Muftau, B., Fazeli, M., and Egwebe, A. (2020). Stability analysis of a pmsg based virtual synchronous machine. Electr. Power Syst. Res. 180, 106170. doi:10.1016/j.epsr.2019.106170
 Pazmiño, I., Martinez, S., and Ochoa, D. (2021). Analysis of control strategies based on virtual inertia for the improvement of frequency stability in an islanded grid with wind generators and battery energy storage systems. Energies 14, 698. doi:10.3390/en14030698
 Rodríguez-Amenedo, J. L., Gómez, S. A., Martínez, J. C., and Alonso-Martinez, J. (2021). Black-start capability of dfig wind turbines through a grid-forming control based on the rotor flux orientation. IEEE Access 9, 142910–142924. doi:10.1109/access.2021.3120478
 Sang, S., Pei, B., Huang, J., Zhang, L., and Xue, X. (2021). Low-voltage ride-through of the novel voltage source-controlled pmsg-based wind turbine based on switching the virtual resistor. Appl. Sci. 11, 6204. doi:10.3390/app11136204
 Thakallapelli, A., Kamalasadan, S., Muttaqi, K. M., and Hagh, M. T. (2019). A synchronization control technique for soft connection of doubly fed induction generator based wind turbines to the power grids. IEEE Trans. Industry Appl. 55, 5277–5288. doi:10.1109/tia.2019.2917654
 Wang, S., Hu, J., and Yuan, X. (2015). Virtual synchronous control for grid-connected dfig-based wind turbines. IEEE J. Emerg. Sel. Top. power Electron. 3, 932–944. doi:10.1109/jestpe.2015.2418200
 Wu, Z., Gao, D. W., Zhang, H., Yan, S., and Wang, X. (2017). Coordinated control strategy of battery energy storage system and pmsg-wtg to enhance system frequency regulation capability. IEEE Trans. Sustain. Energy 8, 1330–1343. doi:10.1109/tste.2017.2679716
 Xiong, L., Liu, X., Zhang, D., and Liu, Y. (2020). Rapid power compensation-based frequency response strategy for low-inertia power systems. IEEE J. Emerg. Sel. Top. Power Electron. 9, 4500–4513. doi:10.1109/jestpe.2020.3032063
 Xiong, L., Liu, X., Zhao, C., and Zhuo, F. (2019). A fast and robust real-time detection algorithm of decaying dc transient and harmonic components in three-phase systems. IEEE Trans. Power Electron. 35, 3332–3336. doi:10.1109/tpel.2019.2940891
 Xiong, L., Zhuo, F., Wang, F., Liu, X., Chen, Y., Zhu, M., et al. (2015). Static synchronous generator model: a new perspective to investigate dynamic characteristics and stability issues of grid-tied pwm inverter. IEEE Trans. Power Electron. 31, 6264–6280. doi:10.1109/tpel.2015.2498933
 Yazdi, S. S. H., Milimonfared, J., Fathi, S. H., Rouzbehi, K., and Rakhshani, E. (2019). Analytical modeling and inertia estimation of vsg-controlled type 4 wtgs: power system frequency response investigation. Int. J. Electr. Power and Energy Syst. 107, 446–461. doi:10.1016/j.ijepes.2018.11.025
 Yazdi, S. S. H., Shokri-Kalandaragh, Y., and Bagheri, M. (2023). Power system stability improvement considering drive train oscillations of virtual synchronous generator-regulated type-4 wind turbines. IET Renew. Power Gener. 17, 579–603. doi:10.1049/rpg2.12616
 Zhong, Q.-C., Ma, Z., Ming, W.-L., and Konstantopoulos, G. C. (2015). Grid-friendly wind power systems based on the synchronverter technology. Energy Convers. Manag. 89, 719–726. doi:10.1016/j.enconman.2014.10.027
Conflict of interest: Authors QuL, QiL, WT, and CW were employed by State Grid Jiangsu Electric Power Co., Ltd. Research Institute.
The authors declare that this study received funding from State Grid Jiangsu Electric Power Co., Ltd. The funder had the following involvement in the study: the study design, collection, analysis, interpretation of data, and the writing of this article.
Copyright © 2024 Li, Li, Tang and Wang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 05 July 2024
doi: 10.3389/fenrg.2024.1424389


[image: image2]
Day-ahead and hour-ahead optimal scheduling for battery storage of renewable energy power stations participating in primary frequency regulation
Huaizhong Hu1*, Yanzhao Ma1, Xiaoke Zhang2, Chongshang Han1 and Yiran Hao1
1School of Automation Science and Engineering, Faculty of Electronics and Information Engineering, Xi’an Jiaotong University, Xi’an, China
2State Grid Henan Electric Power Company, State Grid Corporation of China (SGCC), Electric Power Research Institute, Henan, China
Edited by:
Yonghui Liu, Hong Kong Polytechnic University, Hong Kong SAR, China
Reviewed by:
Chen Yang, Chongqing University, China
Weibin Zhang, Nanjing University of Science and Technology, China
Zhiwu Li, Macau University of Science and Technology, Macao SAR, China
* Correspondence: Huaizhong Hu, huhuaizhong@xjtu.edu.cn
Received: 28 April 2024
Accepted: 07 June 2024
Published: 05 July 2024
Citation: Hu H, Ma Y, Zhang X, Han C and Hao Y (2024) Day-ahead and hour-ahead optimal scheduling for battery storage of renewable energy power stations participating in primary frequency regulation. Front. Energy Res. 12:1424389. doi: 10.3389/fenrg.2024.1424389

Due to the fast response characteristics of battery storage, many renewable energy power stations equip battery storage to participate in auxiliary frequency regulation services of the grid, especially primary frequency regulation (PFR). In order to make full use of the battery capacity and improve the overall revenue of the renewable energy station, a two-level optimal scheduling strategy for battery storage is proposed to provide primary frequency regulation and simultaneously arbitrage, according to the peak-valley electricity price. The energy storage output is composed of the droop-based primary frequency regulation output and the economic output, according to the electricity price. First, day-ahead optimization defines the economic output profile and an appropriate droop coefficient, considering regulation needs, with the goal of maximizing the overall return. The scheduling result is then adjusted for hour-ahead optimization based on the updated regulation information to ensure more durable and reliable performance. Simulation results show that the proposed scheduling strategy can fully utilize the battery capacity, realize peak-valley arbitrage while assuming the obligation of primary frequency regulation of the renewable energy power station, and then improve the overall income of the power station.
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1 INTRODUCTION
Nowadays, many countries in the world are vigorously developing renewable energy power generation, such as wind power and photovoltaic (PV) power. Compared with traditional thermal power generation, renewable energy power generation is more environmentally friendly due to the use of clean and renewable energy. However, most renewable energy power units are connected to the grid through inverters, which decrease the inertia and damping of the grid (Xiong et al., 2022). Moreover, renewable energy units often operate in the maximum power tracking mode, which makes it difficult for them to cope with active power instantaneous fluctuations in the grid; in other words, they lack primary frequency regulation (PFR) capability. Related research equips renewable energy units with the primary frequency regulation ability by improving their control algorithms, but they still have certain shortcomings (Mahish and Pradhan, 2020; Li et al., 2021). For instance, wind turbines need to operate at the right speed to participate in PFR (Ma et al., 2024). PV units are mostly involved in PFR through load shedding, which greatly reduces their operating economy (Cristaldi et al., 2022).
Under the above context, the use of the battery energy storage system (BESS) to undertake the primary frequency regulation task of renewable energy power stations has emerged. It is shown that BESS participating in PFR can effectively improve the system frequency (Turk et al., 2019). With the coordination of energy storage and renewable energy power stations, renewable energy units do not need to participate in PFR, and all generated electricity is connected to the grid. BESS utilizes its speed and flexibility to actively respond to primary frequency regulation signals. As more countries start to implement time-of-use electricity pricing policies, BESS can also perform peak shaving and valley filling based on the output of renewable energy generation when its capacity is sufficient. The combination of the renewable energy power station and BESS mentioned above can not only improve the grid-connected characteristics but also further increase the revenue of the integrated station (IS).
A lot of studies have been conducted on BESSs providing PFR services. Zhu and Zhang (2019) divided the PFR control into frequency regulation and state-of-charge (SOC) recovery phases. For frequency regulation, it optimizes the charge and discharge power of the BESS online based on the determined frequency regulation requirements of the grid. Most of the PFR power of BESSs is obtained by a droop-based control mechanism, according to the system frequency difference (Arrigo et al., 2020; Fang et al., 2020; Xiong et al., 2021; Zhao et al., 2022). Most BESSs under droop control set a fixed droop coefficient in their factory settings, but a fixed droop coefficient cannot satisfy various frequency regulation conditions (Xiong et al., 2021). Schiapparelli et al. (2018); Feng et al. (2024) dynamically adjusted the droop coefficient based on the prediction of future system frequency differences or the SOC of BESSs to maintain a long-term reliable operation. The above research mainly focuses on BESSs participating solely in PFR, while the relevant literature has studied BESSs providing multiple auxiliary services, including PFR. Ma et al. (2022) considered a shared BESS performing PFR and automatic generation control (AGC) for multiple renewable energy power stations. This paper only describes the formulation of the hour-ahead optimization strategy and does not involve the content of the day-ahead optimization strategy. According to Schiapparelli et al. (2018), the BESS capacity in Conte et al. (2020) is divided into PFR sub-battery and PV sub-battery: the former compensates for PV prediction errors, and the latter is for frequency regulation. The proposed method realizes the economic optimal of the IS under the premise of keeping SOC safe in both day-ahead and intra-day markets. However, the sub-battery compresses the available capacity of BESSs, which does not take into account that the effect of sub-batteries on SOC may counteract each other. Wang et al. (2022) proposed a bi-level joint optimization model of BESSs to arbitrage in the energy market and provide PFR services to make profits. The optimization of BESSs in energy and PFR markets helps improve the frequency security and stabilize the clearing price. In this model, the dynamic frequency nonlinear constraints are constructed to ensure the safety of the rate of change of frequency (RoCoF) and the frequency nadir. These constraints are related to the given power imbalance of the system and do not take into account the randomness of actual frequency regulation occurrences.
In this work, an IS containing several renewable energy units and a small-capacity BESS with PFR are considered. Usually, small-capacity BESSs in renewable energy stations are mostly just involved in PFR services (Meng et al., 2021; Li et al., 2022). Here, BESSs participate in PFR without affecting renewable energy generation and utilize the remaining capacity to arbitrage through time-of-use electricity prices. In summary, existing research on BESS optimization scheduling has not paid enough attention to the energy consumption of primary frequency regulation, and most of it has not considered the uncertainty of primary frequency regulation signals. We proposed a two-level optimization strategy for BESSs providing PFR services based on the acquired forecast PFR information. First, day-ahead scheduling (DAS) tunes a suitable droop coefficient and optimizes a preliminary BESS charge and discharge plan for the day to achieve the economic goal of the IS. Because there may be great differences in PFR action between the before-day forecast and actual operation, hour-ahead scheduling (HAS) corrects the results of DAS using updated SOC and PFR forecast to keep the BESS operation safer and more reliable. Due to the strong randomness of the PFR action by units in the real grid, both DAS and HAS use the prediction of system frequency difference integral to construct probability constraints for BESS energy offset in order to describe PFR behavior more accurately.
The remainder of this article is organized as follows: Section 2 presents the modeling of ISs and BESSs. Section 3 and Section 4 introduce the DAS and HAS optimization algorithms, respectively. Section 5 shows the simulation result analysis, and Section 6 provides a summary of our whole work.
2 IS MODELING
2.1 System architecture
Figure 1 shows the system architecture of the IS. The IS mainly consists of three parts: renewable energy units, BESSs, and an integrated station dispatch center (ISDC). The power grid dispatch center (PGDC) is responsible for communication with the IS, and the total power output [image: image] from the IS is delivered to the grid at the grid coupling point (GCP). [image: image] and [image: image] represent the output of all renewable energy units and BESSs, respectively. Here, renewable energy units are composed of several wind turbines or PV plants. We assume these renewable energy units operate in the maximum power tracking mode, with their output decoupled from the system frequency. Therefore, [image: image] is fully connected to the grid.
[image: Figure 1]FIGURE 1 | System architecture of the IS.
The output [image: image] from the IS is the sum of the output from BESSs and renewable energy units, which is given by Eq. 1.
[image: image]
In the IS above, the PFR service is only provided by BESSs, and the power from the PFR service of BESSs is [image: image], which will be elaborated in Section 2.2. Furthermore, BESS arbitrages through the time-of-use electricity price, and this power is indicated by [image: image]. [image: image] can be obtained through DAS or HAS. At this point, the BESS output [image: image] is given by
[image: image]
The ISDC gathers a variety of information from the power station and the grid and then performs scheduling algorithms (DAS and HAS) to plan the operation for the BESS. For running DAS, the ISDC collects the time-of-use electricity price of the day, the forecast PFR needs from PGDC, the initial capacity of BESSs, and the output forecast from renewable energy units. Through DAS, we can obtain the droop coefficient for PFR and the charge and discharge plan for BESSs before the day operation, with the goal of maximum profit. For running HAS during the day, the ISDC adds the newest PFR needs and the real-time SOC of BESSs to correct the DAS results in order to maintain a lasting and reliable operation.
The DAS and HAS optimization results will be sent back to PGDC in order to schedule the operation of other units at the grid level. During the real-time operation of BESSs, the ISDC also needs to obtain information, such as system frequency, from the GCP to provide PFR services.
2.2 Modeling of BESSs
According to droop-based control (Ma et al., 2022), the PFR output [image: image] from BESSs can be calculated as Eq. 3.
[image: image]
where [image: image] is the droop coefficient; [image: image] is the system frequency difference from [image: image]; [image: image] is the rated system frequency value; and [image: image] is the operating power of the renewable energy power station, which we consider to be the rated power of the renewable energy station.
Suppose we have a BESS with output [image: image] at time step [image: image] and capacity [image: image], then the SOC variation in the BESS satisfies the following equation in a discrete process:
[image: image]
where [image: image] refers to the scheduling interval during optimization. According to the above text, we can conclude that [image: image] is composed of [image: image] and [image: image]. [image: image] is obtained by DAS and HAS, which we will discuss in detail in Sections 3.1 and 3.2. Because [image: image] is real-time dependent on [image: image], in order to get the energy exchange [image: image] caused by [image: image], we have
[image: image]
where [image: image] is the integral of the frequency difference over time period [[image: image], [image: image]]. Schiapparelli et al. (2018) showed that time series {[image: image]} collected through a large amount of real measurement data can be expressed using an autoregressive (AR) process model and that the predicted value [image: image] can be used to improve SOC management of BESSs under droop control. Based on this research, in our work, the before-day and intra-day forecast [image: image] represents the estimation of system frequency regulation needs for DAS and HAS. According to the AR model, [image: image] is given by Eq. 6.
[image: image]
where [image: image], … [image: image] are the real measurements of the integral during the last [image: image] time steps; [image: image] refers to the prediction at time step [image: image]; [image: image], …, [image: image] are the AR coefficients obtained from the database; [image: image] represents a zero-mean Gaussian random variable with standard deviation [image: image], which is closely related to integral intervals. Here, we consider the integral interval to be equal to the scheduling interval [image: image] as this ensures that more accurate PFR demand information is provided for DAS and HAS under a certain amount of data. An excessively long integral interval may cause the optimization to blur or ignore the PFR demand during this time interval, leading to overly aggressive or conservative BESS operations.
3 DAY-AHEAD SCHEDULING
3.1 DAS objective function
The DAS optimization has the objective of maximizing the overall revenue of the IS by obtaining an appropriate droop coefficient [image: image] and the daily power delivery plan [image: image]. The objective function of DAS is as follows:
[image: image]
where [image: image] is the PFR profit coefficient; [image: image] is the time-of-use electricity price; and [image: image] is the total length of the scheduling interval with [image: image]. Since the renewable energy output is not our decision variable, we consider the overall revenue of the IS to be composed of the PFR revenue and the electricity price revenue from the BESS. Zhang et al. (2018) showed the profit BESS receives by providing PFR is proportional to its standby reserve capacity rather than the actual PFR output. Referring to Conte et al. (2020), we use the droop coefficient [image: image] to represent the PFR capability of BESSs and let [image: image] represent the PFR revenue. In Eq. 7, [image: image] refers to the electricity price revenue of the BESS output. So, the sum of the first two items in Eq. 7 is equal to the total revenue. The square of [image: image] is added as a penalty to make the BESS power smoother and avoid sudden changes in the output. For running DAS before-day, the following data should be available in advance:
(a) the initial SOC of the BESS [image: image];
(b) the PFR profit coefficient [image: image];
(c) the time-of-use electricity price [image: image];
(d) the forecast frequency integral [image: image] and the standard deviation [image: image];
(e) the forecast renewable energy power [image: image].
The solution to the DAS problem should also satisfy a certain number of constraints, which are elaborated in detail in the following.
3.2 DAS constraints

• SOC constraints
Combining Eqs 2, 4 and Eq. 5, we can obtain SOC variation as Eq. 8.
[image: image]
Define [image: image] as the SOC offset between time steps [image: image] and [image: image]. During the daily operation of the BESS, we consider the SOC deviation between every two steps to be within an allowable range to avoid SOC being too close to the operating boundary. Here, we introduce [image: image] to describe the allowable SOC deviation, similar to Eq. 9. Because the SOC offset between two periods could be either positive or negative, there are two possible situations for SOC deviation like Eq. 10.
[image: image]
[image: image]
Figure 2 shows two situations that satisfy our SOC constraint: variations from [image: image] to [image: image] and [image: image] to [image: image] correspond to two possible increasing or decreasing cases. For example, assume that the SOC at time step [image: image] is [image: image]; as long as the SOC at [image: image] is within the yellow or red range, the operation of SOC is safe.
[image: Figure 2]FIGURE 2 | SOC offset constraint.
From Eq. 6 we can derive that [image: image] is a Gaussian random variable, and it is the only random variable in the definition of [image: image]. Therefore, [image: image] is a Gaussian random variable, and its randomness comes from the uncertainty of [image: image]. In order to maintain the SOC of the BESS safe, we have the following probability constraint:
[image: image]
where [image: image] is the confidence level. Eq. 11 means the probability that the SOC offset during every two steps of the BESS is within [image: image] should be greater than [image: image]. By applying such a probability constraint, the uncertainty of PFR action is taken into account, making the optimization more adaptable and in line with the energy requirements of PFR action in real scenarios. Now, we will convert this chance constraint into a deterministic constraint through derivation.
Eq. 11 can be rewritten as follows:
[image: image]
Obviously, if [image: image] and [image: image] are greater than zero, then we can normalize the coefficients of [image: image] as Eq. 13.
[image: image]
In addition, the random events included in the above probability inequality are
[image: image]
Clearly, [image: image] is a Gaussian random variable and it follows Eqs 15, 16.
[image: image]
where
[image: image]
Since we have known the mean and standard variance of [image: image], Eq. 12 can be solved based on probability theory. The idea is to convert the random variable on the left in Eq. 14 into a standard Gaussian random variable and solve it according to the percentile table. Therefore, we obtain the following inequality:
[image: image]
where [image: image] is [image: image]th percentile of the zero-mean standard Gaussian random variable. Eq. 17 can be further simplified:
[image: image]
We can see that Eq. 18 expresses the inequality relationship among the BESS capacity margin, energy exchanged by [image: image], and PFR energy. The uncertainty of PFR action is ultimately reflected in the parentheses at the right end of the inequality. At each step of DAS, [image: image] can be obtained based on known optimization results, so this constraint is built for the optimization of [image: image] and [image: image]. Such two inequalities can constrain the SOC changes in both directions of the BESS at the same time. Eq. 18 can be further extended to the constraints of the BESS operation for a day, similar to Eq. 19:
[image: image]
The above equation indicates that after a day of PFR and charging or discharging behavior, the deviation between the final SOC of the BESS and the initial [image: image] should be within the constraint conditions. This constraint contributes to the safety of the next day’s initiation SOC of the BESS.
• Power constraints
The operation of the BESS and IS also needs to meet certain power constraints. First, for the BESS, its droop coefficient [image: image] should meet the requirements of the scheduling agency, i.e.,
[image: image]
The output of the BESS must be within the allowable range of its rated power output [image: image], so we have
[image: image]
[image: image]
[image: image]
where [image: image] is the maximum frequency deviation of this region obtained from the historical data and [image: image] refers to the possible maximum power demand by PFR. Eq. 21 is a constraint for the optimization of [image: image]. Eqs 22, 23 are constraints for PFR output. First, we consider that the average output for PFR cannot exceed the rated power of the BESS. Then, considering extreme situations, the maximum PFR output should also need to be constrained.
[image: image] also needs to meet the following ramp constraint:
[image: image]
where [image: image] is the maximum power variation in the BESS.
Finally, it is necessary to impose constraint on the total output of the IS:
[image: image]
where [image: image] is the maximum rated power for the IS. Except for the output in response to the PFR signal, the sum of all other outputs of the power station should be greater than zero, indicating that it should supply electricity to the grid at any time.
4 HOUR-AHEAD SCHEDULING
4.1 Objective function
HAS is an optimization process that corrects the results of DAS based on the latest SOC variation and PFR requirements to maintain the long-term operation capacity of the BESS. The goal of HAS is to improve the safety of SOC without changing the optimization results from DAS as much as possible. For running HAS before-hour, the following data should be available in advance.
(a) the DAS result [image: image] and droop coefficient [image: image];
(b) the penalty coefficient [image: image];
(c) the updated SOC of the BESS [image: image];
(d) the updated frequency integral [image: image] and the standard deviation [image: image];
(e) the updated renewable energy power [image: image].
Figure 3 shows the schematic diagram of HAS. Suppose that [image: image] represents the number of hours in a day (0, 1, 2, … , 23), [image: image] is the number of scheduling periods within an hour, and [image: image] represents the number of scheduling periods in a day ([image: image]; [image: image],…,96). Suppose we run HAS in the first hour of the day ([image: image]), and we already have the results from DAS [image: image]. Then, we obtain the latest optimization results [image: image] from HAS. Next, the BESS will work based on [image: image] for [image: image] steps, and the SOC of the BESS will update according to real PFR actions and [image: image]. When it comes to [image: image], HAS gets scheduling for the rest of the day with [image: image], and the process will repeat in the same way as the first hour. Only the results of one coming hour (CH) at [image: image] hour will be put into the real operation of the BESS, and the results of the remaining hours (RH) of the day are just a subsidiary result for HAS.
[image: Figure 3]FIGURE 3 | HAS example.
The objective function of HAS in the [image: image] hour is as follows:
[image: image]
In Eq. 26, [image: image] is the penalty coefficient for the deviation of HAS and DAS results; [image: image] and [image: image] are the weight coefficients for CH and RH, respectively; and [image: image] and [image: image] are quantiles in probability constraints for CH and RH, respectively. The objective function of HAS optimization consists of two parts: one is the penalty for deviation from the [image: image] step to [image: image] step between DAS and HAS optimization results, and the other is the SOC safety optimization index. The larger the value of [image: image], the smaller the deviation of the optimization results between DAS and HAS, and [image: image] should be larger. The larger the [image: image] value, the safer the SOC of the BESS, which is discussed in Section 4.2.
4.2 Constraints
The SOC constraint set for HAS is as follows (CH and RH, respectively):
[image: image]
[image: image]
[image: image]
[image: image]
Eqs 27–30 are actually reformulations of Eq. 18, where [image: image] and [image: image] in the original formula are replaced with [image: image] ([image: image]) and [image: image]. In DAS, such SOC constraints are implemented for a whole day, while in HAS, they are used separately in CH and RH. These constraints are all derived based on the probability constraints of the SOC offset (Eq. 11) to ensure that the SOC deviation of the BESS at each step is within a safe range. The objective of [image: image] is to increase the values of [image: image] and [image: image] as they increase the probability of constraint Eqs 27–29 being satisfied. This can be seen from the calculation formula of [image: image]. The value of [image: image] that satisfies probability [image: image] is
[image: image]
where [image: image] represents the distribution function of the standard Gaussian distribution. We can then obtain the derivative of [image: image] as Eq. 32.
[image: image]
Clearly, [image: image] is greater than zero. So, as the value of [image: image] increases, the corresponding probability [image: image], which refers to the possibility of Eqs 27–29 being valid, also increases. We add constraints for [image: image] and [image: image] in Eqs 28–30 to limit the range of possibilities that the constraint can satisfy. Therefore, we can ensure the durable operation of the BESS using the above constraints.
There is a contradiction between the two optimization objectives in Eq. 25. The results of DAS have already achieved economic optimality while maximizing the utilization of energy storage capacity. If we want to make the operation of energy storage more conservative, it will inevitably lead to an increase in the deviation of the optimization results between DAS and HAS. Therefore, the size of the three weight coefficients in Eq. 25 will significantly affect the difference in the final optimization results.
The power constraints for HAS are almost the same as those for DAS (i.e., Eqs 21–25) and will not be further elaborated here.
5 SIMULATION ANALYSIS
For the simulation part, first, we focus on a renewable energy power station that consists of 10 wind turbines with a rated capacity of 1.5 MW and a total rated output of 15 MW. Consider equipping these wind turbines with a BESS of 2MW/2 MW·h to provide PFR and peak-valley arbitrage services. We collected historical frequency fluctuation data measured from several stations in the power grid of Henan province, China. We selected several days of system frequency difference data as our simulation scenario and obtained the corresponding frequency regulation demand prediction using the AR model. The time-of-use electricity price released by Henan province is used as the value of [image: image]. Renewable energy outputs are chosen from Elia Transmission Belgium. For the values of other parameters in our algorithm, please refer to Table 1. Additionally, the programming of DAS and HAS is written using the YALMIP toolbox and solved using CPLEX in MATLAB.
TABLE 1 | Simulation parameters.
[image: Table 1]We first select the operation optimization of the BESS on a certain day as the first part of our simulation. The results of DAS and DAS and HAS will be shown separately. Figure 4 shows the simulation results using DAS optimization only. Figure 4A shows the scheduling result for DAS [image: image] together with the time-of-use electricity price [image: image], corresponding to the left and right coordinate axes, respectively. Figure 4B shows the renewable energy forecast [image: image] and the sum of [image: image] and [image: image]. The SOC variation curve calculated by DAS and the realized ones are displayed in Figure 4C. Figure 4D shows the real renewable energy output [image: image] and the sum of [image: image] and [image: image], together with the real total power output [image: image]. First, Figure 4A shows that the trends of [image: image] and [image: image] are very similar. The BESS was charged and replenished during low-electricity prices (such as 0–7) and discharged during high-electricity prices (like 10–14) to generate revenue. Figure 4B shows that the economic output of BESS does not change the overall trend of renewable energy output but transfers energy from different periods according to electricity prices. From Figure 4C, we can infer that during DAS, the SOC of the BESS is fully utilized, while in the realized situation, the SOC has crossed the safety boundary at certain hours. This is due to significant errors between the predicted and actual frequency differences, so the results of DAS may be aggressive in practical scenarios. This issue can be addressed through the updated SOC trajectory and frequency regulation requirements in HAS. When SOC exceeds the boundary, the BESS output is zero to ensure safety, as shown in Figure 4D (approximately 13): at a certain time, only renewable energy output constitutes the total output. The long-term operation of energy storage near the SOC boundary not only affects its own safety but also hinders its provision of PFR services. Such a situation should be avoided as much as possible.
[image: Figure 4]FIGURE 4 | DAS results.
Figure 5 shows the simulation results using DAS and HAS optimization. Figure 5A shows the scheduling results for DAS and HAS. Figure 5B contains the sum of two scheduling results and the prediction of renewable energy output separately. The realized SOC by DAS and HAS is displayed in Figure 5C. Figure 5D shows the real renewable energy output [image: image], the sum of [image: image] and [image: image] together with the real total power output [image: image] from HAS. We can find from the results of HAS that it comes from a little correction of DAS, which makes the output of BESS more conservative and does not change its overall trend with variation in electricity prices. Through the HAS, the SOC changes calculated based on actual frequency modulation actions did not exceed the upper and lower limits within a day. BESS can provide sufficient PFR services throughout the day. Therefore, HAS can ensure the reliability of the BESS operation.
[image: Figure 5]FIGURE 5 | HAS results.
Table 2 summarizes the data results from the above simulations as PFR scenario 1, and we add additional simulation results for another day’s operation as PFR scenario 2. It mainly displays the optimization results of the BESS droop coefficient, PFR revenue, and electricity revenue under different simulation settings. We introduce [image: image]% to describe the failure rate of the BESS providing primary frequency regulation, which is the proportion of the time when SOC exceeds the limit to the total time of a day. The PFR revenue is obtained by multiplying the original revenue by the actual duration of the PFR provided, and the electricity revenue is the product of the economic output of the BESS and the time-of-use electricity price. We have also imposed penalties for the inability of the BESS to participate in PFR in accordance with the Implementation Rules for Auxiliary Service Management of Central China Electric Power. For PFR scenario 1, it is obvious that the droop coefficient and PFR revenue of the BESS only participating in PFR are lower than those of DAS and HAS. This indicates that the economic output and PFR output within a day can partially offset each other, increasing more space for BESS PFR actions. When BESS output only includes economic output, the electricity price revenue is lower than the optimization results of DAS, which also indicates that our optimization algorithm can increase the freedom of the BESS to participate in PFR and peak-valley arbitrage simultaneously. The low profit of the PFR revenue from DAS is mainly due to the significant punishment it received, which was avoided during the intra-day optimization. The reduction in electricity price revenue through HAS compared to DAS alone is mainly due to the correction of DAS’s overly aggressive charging and discharging behavior. HAS reduces the PFR failure time by 7.5%, and its total revenue is much greater than that of DAS. Therefore, the scheduling results optimized by DAS and HAS can ensure the reliability of PFR by the BESS and achieve maximum total revenue.
TABLE 2 | Simulation result data.
[image: Table 2]The optimization results for PFR scenario 2 show that the PFR task on the day is much heavier, so the optimized droop coefficient is small. We can see that there is still 1.45% of the time that the BESS cannot provide PFR, resulting in a decrease in PFR revenue in DAS. Due to the fact that the PFR penalty stipulated in the implementation rules for auxiliary service management in Central China is related to its rated capacity and the optimized droop coefficient is small, the PFR revenue of DAS is relatively low. We can see that in the current scenario, the total revenue after DAS and HAS is still optimal. The simulation results above show that the proposed optimization scheduling method can ensure that the BESS can provide PFR services stably, as well as increase the overall revenue of the power station.
To verify the adaptability of the proposed algorithm in various scenarios, we consider conducting the second simulation for a PV station with a rated capacity of 10 MW. Other simulation configurations remain unchanged. Figure 6 shows the simulation results after using DAS and HAS. Figure 6A shows the scheduling results for DAS and HAS. Figure 6B contains the sum of two scheduling results and the prediction of PV output separately. The realized SOC by DAS and HAS is displayed in Figure 6C. Figure 6D shows the real PV output [image: image], the sum of [image: image] and [image: image], together with the real total power output [image: image] from HAS. Because the output of the PV station at night is very low, our optimization results are mainly reflected between 7 and 21 o’clock. From Figure 6A, we can see that the BESS roughly goes through two rounds of charging and discharging based on the electricity price. Again, our HAS results are very similar to those of DAS. The DAS SOC curve also showed an out-of-bounds situation, which is improved during HAS. Finally, Figure 6D clearly shows that our optimization has caused a deviation in the trend of the real PV output: when the electricity price is high, the output of the power station is increased (from 10 to 13), while when the electricity price is low, the output of the power station is appropriately reduced (from 13 to 17). Furthermore, the BESS has extended the time for power transmission by the PV (from 18 to 21), achieving the migration of energy from the PV at different periods. These simulation results indicate that the method we proposed has shown good performance in different renewable energy generation scenarios.
[image: Figure 6]FIGURE 6 | HAS results of the PV.
6 CONCLUSION
In order to fully harness the potential of battery energy storage, it is essential to enhance its capability of supporting primary frequency regulation while simultaneously carrying out peak-valley arbitrage through the time-of-use electricity price. Thus, a day-ahead and hour-ahead optimal scheduling algorithm is proposed in this paper. The main conclusion of the context is as follows.
(1) The proposed algorithm can ensure the long-term operation ability of the energy storage and provide the primary frequency regulation service stably, indicating that the proposed probability constraints can ensure the safety of the energy storage state of charge.
(2) The proposed algorithm can adjust the charge and discharge plan of the energy storage in a day according to the time-of-use electricity price, thereby maximizing the utilization of the energy storage capacity and achieving the maximum energy storage profit.
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Energy storage systems (ESSs) installed in distribution networks have been widely adopted for frequency regulation services due to their rapid response and flexibility. Unlike existing ESS design methods which focus on control strategies, this paper proposes a new method based on an ESS equivalent aggregated model (EAM) for calculating the capacity and the droop of an ESS to maintain the system frequency nadir and quasi-steady state frequency using low-order functions. The proposed method 1) uses first-order functions to describe the frequency response (FR) of synchronous generators (SGs); 2) ignores the control strategies of SGs, making the method systematic and allowing it to avoid analyzing complex high-order functions; and 3) is suitable for low inertia systems. The applicability and accuracy of the method is demonstrated using a modified four-generator two-area (4G2A) system.
Keywords: energy storage system (ESS), distribution network, synchronous generator (SG), frequency response (FR), capacity, droop
1 INTRODUCTION
Frequency is a crucial index for measuring power quality, representing the balance of active power in power systems (He and Wen, 2021). With the increasing penetration of renewable energy sources, the inertia of power systems is decreasing and the effective maintenance of the frequency nadir (fnadir) and quasi-steady state frequency (fss) consequently becomes challenging, posing a threat to system stability.
Therefore, system operators all over the world are focused on setting a series of frequency response (FR) services. Among FR energy sources, energy storage systems (ESSs) installed in distribution networks have been widely used (GB/T 30370-2013, 2013; Rana et al., 2023). The National Grid in Britain has set various dynamic frequency control products (AEMO, 2023), the Australian Energy Market Operator (AEMO) has proposed a Contingency Frequency Control Ancillary Service (FCAS) and a Regulation FCAS (National Grid ESO, 2019), and in Guangdong, China, a LiFePO4 (LFP) battery is also used as a frequency control product (Wang et al., 2023). However, the design of the aforementioned ESSs relies entirely on simulation analysis. Systematic methods for system operators to evaluate the frequency support ability of an ESS and calculate the main parameters of an ESS have not been proposed.
ESSs can function both as generators and loads. Existing research mainly focuses on the construction of the ESS FR model. In these studies, the classical FR model proposed by Anderson and Mirheydar (1990) has been widely used. Based on the classical model, researchers have developed an ESS transfer function model (Aik, 2006; Yang et al., 2022). In Chen et al. (2016), the penetration rate of an ESS is considered to improve the FR model. However, ESS FR models based on the classical FR model only consider the reheat turbines of synchronous generators (SGs); thus, they are not suitable for systems with other types of gas/hydraulic turbines. To avoid this limitation, generic FR models have been proposed by Gao et al. (2021), Ju et al. (2021), and Zhang et al. (2021). In Ju et al. (2021) and Gao et al. (2021), the FR of an SG is described as an nth-order function, and in Zhang et al. (2021), all generation sources are presented as lead-lag functions, and the FR of the system can be described as the classical FR model. Nevertheless, generic FR models present the system frequency characteristics in an aggregated manner, making it difficult to distinguish the FR of an ESS.
To precisely evaluate the frequency support ability of an ESS, many ESS control strategies have been proposed. An ESS management strategy was proposed by Ben Elghali et al. (2019) to determine the optimal capacity of an ESS based on system frequency, and an ESS shaping strategy was introduced by Jiang et al. (2021) to maintain the fnadir with the optimal cost of an ESS (Mustafa and Altinoluk H, 2023) and aging minimization (Wang et al., 2020). In Xiong et al. (2021), first-order functions were used to size an ESS based on the rate of change of frequency (RoCoF) to avoid dealing with high-order transfer functions. Recently, ESS control schemes employing robust control (Xiong et al., 2020), grid-tied inverter design (Xiong et al., 2016), self-adaptive control (Wu et al., 2020), predictive models based on the uncertainty of renewable sources (Zarei and Ghaffarzadeh, 2024), and ESS generation (Baker et al., 2017; Zarei and Ghaffarzadeh, 2024) have been used to design ESSs. However, these methods are only suitable for specific power grids, limiting their broader applicability. Moreover, the control strategies always ignore the capacity limit and droop limit of an ESS and regard the frequency response output of an ESS as a step change, resulting in significant errors in evaluating the frequency support ability of an ESS.
In this paper, an ESS equivalent aggregated model (EAM) is introduced and a new method named the Energy Storage Designing Method (ESDM) based on an EAM is proposed. An EAM consists of a multistep model named FM to maintain the fnadir and a model named QM to maintain the fss. For both FM and QM, which include a first-order system FR model and a first-order ESS FR model, it is convenient for system operators to evaluate and analyze the frequency support ability of an ESS and lay the foundation of ESS sizing. Since renewable sources such as wind farms and photovoltaic (PV) panels always work in Maximum Power Point Tracking (MPPT) mode (Bai et al., 2015; Mohanty et al., 2016) and are strongly related to the weather, and the participation of renewable sources in frequency modulation is not mandatory at present (Guangfu, 2020; Guangfu, 2022), SGs and ESSs are still the main resources for frequency regulation. Therefore, the proposed ESDM can effectively calculate the capacity and the droop of an ESS based on a historical event and therefore accurately maintain the fnadir and fss of the power system.
2 SYSTEM EQUIVALENT FREQUENCY RESPONSE MODEL
When there is an imbalance in the active power of the power system, the system’s primary frequency response (PFR) can be described in Figure 1, and it can also be described by the classical swing equation as shown in (Eq. 1).
[image: image]
where H [s] is the inertia constant, D [p.u.] is the equivalent damping factor, ΔPm [p.u.] is the mechanical power deviation from generators, and ΔPd [p.u.] is the power disturbance. During a frequency event, the system frequency must have a nadir. Due to the monotone decreasing and converging of the step response of the first-order system, if only the fnadir is considered, there must be a first-order power function with a minimum value that is equal to the fnadir as shown in Figure 2A. Similar to the fnadir, the fss can also be described as a first-order function as shown in Figure 2B.
[image: Figure 1]FIGURE 1 | System PFR.
[image: Figure 2]FIGURE 2 | (A) Representation of fnadir using the step response of the first-order system, and (B) Representation of fss using the step response of the first-order system.
In Figure 2, tnadir1 is the time at which the system reaches the frequency nadir at the maximum rate of the change of frequency (RoCoFmax), while tnadir is the time at which the system reaches the fnadir.
Therefore, the system equivalent FR (SEFR) model is depicted in Figure 3. If K = K1, SEFR can be used to predict the fnadir after a frequency event, with ∆f = ∆fnadir at t = ∞. Similarly, when K = K2, SEFR is used to forecast the fss with ∆f = fss at t = ∞. According to Figure 3, the SEFR model can be shown as follows:
[image: image]
[image: Figure 3]FIGURE 3 | SEFR model.
Assuming that the load disturbance during a frequency event undergoes a step change, with an amplitude of ΔPd, the time-domain expression of the system frequency can be obtained by solving (Eq. 3).
[image: image]
Δf*(t) is the per unit system frequency. It is clear from (Eq. 3) that Δf*(t) is an increasing function, so its maximum value can be calculated as shown in (Eq. 4).
[image: image]
For a historical frequency event, the fnadir and fss can be acquired from system operators so that K1 and K2 can be easily calculated.
[image: image]
where fN is the base of system frequency (i.e., 50 Hz or 60 Hz).
As for the fss, if only PFR is considered, SEFR can accurately symbolize the fss because both the actual value and SEFR value are calculated when the time approaches infinity, i.e., t = ∞. To analyze the accuracy of the SEFR in representing the fnadir, a parameter named E is introduced to symbolize the error between the actual fnadir and the SEFR value at tnadir. E can be shown as
[image: image]
According to (1), RoCoFmax can be described as (7), and if frequency continues to fall at RoCoFmax, tnadir1 can be calculated as follows:
[image: image]
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A parameter named φ is proposed to describe the relationship between tnadir1 and tnadir, so that E can be described as
[image: image]
where φ is a constant and φ ≤ 1.
According to Gao et al. (2021), tnadir usually falls in 8.5 s–10 s, and in many areas, RoCoFmax can be very large (Xiong et al., 2021); thus, φ can be very large so that E can be very small.
3 THE PROPOSED EAM
The parameters of an ESS are always designed based on the maximum power disturbance (ΔPdmax), which means the utilization ratio of an ESS will be quite low, and an ESS with a large droop and capacity is not energy-efficient. Since ΔPdmax is a small probability event, an ESS designed based on ΔPdmax is not flexible in dealing with normal ΔPd.
3.1 The proposed FM
A new model named FM is proposed to calculate the parameters of an ESS based on different levels of ΔPd and different required frequency deviations as shown in Figure 4A.
[image: Figure 4]FIGURE 4 | (A) The proposed FM, and (B) The proposed QM.
Vsi and δsi, respectively, represent the equivalent capacity and droop of an ESS for addressing frequency events with a power disturbance level ΔPdi, and Δfi is the system-required frequency maximum deviation at ΔPdi.
The principle of the ESS FM model is that different levels of power disturbances have different occurrence probabilities. For example, a% of disturbance lies in 0 to ΔPd1, b% of disturbance lies in ΔPd1 to ΔPd2, and others lie in ΔPd2 to ΔPdmax. Therefore, according to the range of power disturbances that need to be addressed, system operators can design the Vsi and δsi of an ESS using the FM model, as depicted in Figure 5, and choose the appropriate combinations of Vsi and δsi based on their economic or technical needs.
[image: Figure 5]FIGURE 5 | FR of ESS dealing with fnadir.
The Δfmax shown in Figure 5 can be selected as load-shedding frequency deviation to deal with ΔPdmax of the power system, and the frequency response characteristic of an ESS at ΔPdi should be divided into three parts to deal with different disturbance levels according to FM. The product of Vsi and δsi can be described as (10).
[image: image]
where Δfi is the knee point of FR of an ESS and can also be illustrated as the system-required frequency maximum deviation at ΔPdi which can be selected by system operators. Δfnadiri symbolizes the frequency deviation at ΔPdi from a historical frequency event which can be easily acquired from system operators. In applications, system operators can select the Δfi based on their economic or technical needs of an ESS and the stability of the power grid.
3.2 The proposed QM
As the proposed FM model does not consider detailed governor-turbine dynamics, it cannot be used to represent frequency dynamics after the nadir. To address this limitation, the QM model is proposed to characterize the fss, as illustrated in Figure 4B.
The product of an ESS’s capacity, Vm, and droop, δm, can be calculated as
[image: image]
System operators always set up a rigorous limitation of fss deviation (Δfss), so the calculation of Vm and δm can be based on the ΔPdmax, where the Δfssmax is the required maximum Δfss.
3.3 The proposed EAM
The EAM includes the FM model and the QM model to deal with the fnadir and fss, as mentioned above. The timing of switching between FM and QM depends on ξ and the time tnadir. The tnadir can be acquired from system operators and is smaller when an ESS takes part in FR; thus, it is suitable that the moment of switching should be greater than tnadir. ξ is introduced to measure the fss without the QM mode’s participation.
[image: image]
3.4 Constraint condition in the ESDM
This section compares the energy efficiency of ESS designs based on different levels of ΔPd and ΔPdmax to establish the constraint conditions of the ESDM. If a power system experiences a disturbance ΔPdm, according to the ESDM, the capacity and droop of an ESS are Vsm and δsm, respectively. The output power of an ESS, Pm1, is given by (Eq. 13).
[image: image]
If Vsmδsm < Vsmaxδsmas (the product of Vsm and δsm is based on ΔPdm), an ESS designed through the ESDM is more energy-saving.
4 SIMULATION RESULTS
The modified four-generator two-area (4G2A) system with PV penetration and an line commutated converter based High Voltage Direct Current (LCC-HVDC) connection is used for simulation in this section, as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Modified four-generator two-area (4G2A) system.
G1–G4 represent synchronous generators; PL7 and PL8 are the equivalent loads at bus 7 and bus 9, respectively; and C7 and C8 represent reactive compensations. A grid-connected ESS is connected to bus 10. Grid-connected PVs, named PV1 and PV2, are connected to bus 1 and 6. The power rating of each synchronous generator is 900 MVA, and the capacity of LCC-HVDC is 800 MVA, resulting in the power rating of the receiving system (Area 2) being 2600 MVA. The parameters of the simulation system are from Kundur (1994). The mechanical power gain factor is 1 p.u., the power generated by the high-pressure turbine is 0.4 p.u., the reheat time constant is 8 s, and the equivalent damping factor is 0. The system frequency characteristics are listed in Table 1.
TABLE 1 | Simulation Scenario.
[image: Table 1]4.1 Installed PV capacity of 33.3%
In scenario I, the power ratings of PV1 and PV2 are both 450 MVA. Furthermore, 90% of ΔPd is below 0.037 p.u., and the system’s ΔPdmax is 0.046 p.u.
According to (10), if Δf1 is selected as 0.2 Hz, and Δfmax is 0.3 Hz, Vsi, δsi should satisfy Vs1δs1 ≥ 1.613 and Vs2δs2 ≥ 0.708. According to (12), ξ = 0.172 Hz, and according to (11), Vmδm ≥ 3.067. The simulation results are shown in Figure 7.
[image: Figure 7]FIGURE 7 | (A) FR of Scenario I at ΔPd = 0.046, and (B) FR of Scenario I at ΔPd = 0.037.
It can be seen in Figure 7 that FM and QM can accurately describe the fnadir and fss, respectively. The orange curve in Figure 7 shows that the ESDM effectively maintains fnadir and fss. Considering that Δfss is smaller than Δfssmax when ΔPd = 0.037, the ESS will not switch to fss maintaining mode.
4.2 Installed PV capacity of 66.7%
In scenarios II and III, G1 is replaced with PV1 and PV2, both with capacities of 900 MVA.
4.2.1 Scenario II
In scenario II, 90% of ΔPd is below 0.037 p.u., and the system’s ΔPdmax is 0.0468 p.u.
According to (10), if Δf1 is selected as 0.2 Hz, and Δfmax is 0.3 Hz, Vsi, δsi should satisfy Vs1δs1 ≥ 1.733 and Vs2δs2 ≥ 2.251. According to (12), ξ = 0.167 Hz, and according to (11), Vmδm ≥ 3.704. Taking ΔPdmax as an example, simulation results are shown in Figure 8.
[image: Figure 8]FIGURE 8 | (A) FR of Scenario II at Switching moment = 10 s, and (B) FR of Scenario II at Switching moment = 7 s.
Figure 8 shows different switching times and combinations of capacity and droop of an ESS. It can be seen that FM and QM can accurately describe the fnadir and fss, respectively. Additionally, the orange curve in Figure 8 shows that the ESDM effectively evaluates the frequency support ability of an ESS and maintains fnadir and fss.
4.2.2 Scenario III
In scenario III, 40% of ΔPd is below 0.037 p.u., 50% of ΔPd lies between 0.037 p.u. and 0.05 p.u., and ΔPdmax is 0.06 p. u. According to (10), if Δf1 is selected as 0.2 Hz, Δf2 is selected as 0.5 Hz, and Δfmax is 0.8 Hz, Vsi, δsi should satisfy Vs1δs1 ≥ 1.609, Vs2δs2 ≥ 1.608, and Vs3δs3 ≥ 2.654.
Eq. 12 yields ξ = 0.21 Hz for ΔPd2 and ξ = 0.276 Hz for ΔPd3, indicating that the ESS should be in fss maintaining mode and Vmδm ≥ 7.595 according to (11).
Figure 9 demonstrates that the ESDM maintains fnadir and fss not only at ΔPdmax but also at various ΔPd levels (as shown in Figure 9A). For instance, in Figure 9A, the fnadir is larger than 59.5 Hz but lower than 59.8 Hz, which means that ΔPd is larger than 0.036 and smaller than 0.05. Therefore, the ESS should be switched to fss maintaining mode for added assurance.
[image: Figure 9]FIGURE 9 | (A) FR of Scenario III at ΔPd = 0.047, and (B) FR of Scenario I at ΔPd = 0.06.
4.3 Discussion
From Figures 7–9, it is evident that the ESS based on EAM is conservative at the fnadir but exhibits some error at the fss. That is because of the neglect of the coupling relationship between active power and voltage in the model. With an increase in power disturbance, the active power support increases, leading to higher line losses and reduced load voltage. Taking the system load surge as an example, the active power of the system increases so that the load voltage decreases. As for the constant impedance load, active power is positively correlated with the voltage. Consequently, the actual power disturbance is lower than expected. With the frequency support provided by an ESS and SGs, the system frequency is recovered and the load voltage therefore increases. The increasing voltage increases the power disturbance, leading to tiny errors in maintaining the fss (as observed by the red lines (59.84 Hz) in 10; the error of 0.01 Hz is smaller than the dead-band of 0.015 Hz (GB/T 40595-2021, 2021)). In simulation scenarios, D is set as zero but cannot be zero in reality. As for FM and QM models used for the ESS calculation, D is not one of the input parameters according to (10) and (11), and all input parameters are from system operators, so D will not influence the accuracy of the models.
5 CONCLUSION
This paper proposes a method for calculating the capacity and droop of an ESS based on historical frequency events to maintain the fnadir and fss. The proposed method is convenient and accurate for system operators to evaluate the frequency support ability of an ESS and design ESSs. Furthermore, an ESS based on the ESDM proves to be energy-efficient. Given that all parameters are provided by system operators, the method holds significant practical applications. Moreover, the proposed method serves as a foundation for ESS sizing and control of distribution network ESSs.
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For the permanent magnet synchronous generator (PMSG) integrated into the flexible interconnected distribution network (FIDN), its low-voltage ride-through (LVRT) strategy needs to be designed to enhance the transient operation capability of the FIDN. The design of the LVRT strategy also needs to take the fault location of the FIDN into consideration. To deal with faults occurring on the integrated feeder of the PMSG, the PMSG needs to realize successful LVRT using the hardware protection equipment. To deal with faults occurring on the feeder adjacent to the integrated feeder of the PMSG, the PMSG needs to release its stored energy to temporarily increase its active power output, which is then supplied to the loads on the faulted feeder that are isolated from the fault through the soft open point (SOP). In this paper, a novel LVRT strategy designed for the PMSG integrated into the FIDN is proposed, which includes dual operation modes that are separately applied to different fault locations. If PMSG is on the faulted feeder, the DC-link voltage of the PMSG is maintained with the controllable resistive fault current limiter (CRFCL), while the maximized stored kinetic energy is reserved to enhance the generation efficiency during the LVRT. If PMSG is on the feeder adjacent to the faulted feeder, the control strategy of the converters of the PMSG is adjusted in response to the power regulation goal at the SOP. Meanwhile, the maximum releasable kinetic energy of the PMSG is considered when increasing its active power output. The feasibility and effectiveness of the LVRT strategy for the PMSG are verified based on the numerical analysis.
Keywords: low-voltage ride-through, permanent magnet synchronous generator, flexible interconnected distribution network, controllable resistive fault current limiter, q-axis stator current control, maximized stored kinetic energy, temporary increased active power output, maximum releasable kinetic energy
1 INTRODUCTION
With the increasing penetration of distributed generation within the distribution network, the operation state of the distribution network becomes increasingly variable and complicated. Thus, the novel structure of the distribution network incorporating the back-to-back converters, i.e., the flexible interconnected distribution network (FIDN), has attracted great attention with potential for wide-scale application (Ji et al., 2022; Yang et al., 2022; Liu Y. et al., 2023). The FIDN replaces the traditional interconnection switch that links two feeders with the soft open point (SOP). With the SOP, active power exchange between the two feeders can be flexibly controlled. Furthermore, the back-to-back converter at the SOP can provide reactive power to support the terminal voltage of the feeder. The control flexibility brought by the FIDN enhances the capability of distributed power generation integration into the distribution network. For example, the permanent magnet synchronous generator (PMSG) may be connected to the FIDN as part of the wind power integration (Yang et al., 2024; Pradhan et al., 2022). With the integration of distributed wind generation, low-voltage ride-through (LVRT) requirements, traditionally prescribed to wind turbine generators (WTGs) (Yao et al., 2018; He et al., 2020; Xie et al., 2021), become an issue to solve from the operation perspective of the FIDN rather than the WTG alone (Li et al., 2022).
In cases where a fault occurs on the feeder to integrate the PMSG, the PMSG needs to stay connected within the LVRT duration prescribed by grid codes to support the operation of the FIDN (Kim et al., 2013; Wu et al., 2019). To assist the LVRT of the PMSG, usually hardware protection equipment is applied, e.g., the chopper circuit (Xiong et al., 2016; Xing et al., 2018), the series braking resistor (Ji et al., 2014), and the fault current limiter (Huang et al., 2019; Okedu, 2022), to dissipate the redundant active power generation caused by the reduced active power output with the voltage dip at the point of common coupling (PCC) (Huang et al., 2020). The hardware protection scheme is easy to implement but has drawbacks caused by its fixed resistance. For example, multiple switch-ins and -outs of the chopper circuit may occur with inappropriate resistance values, leading to an intensified ripple of the DC-link voltage (Li et al., 2017). For the series braking resistor with comparatively high resistance, overvoltage may occur with minor voltage dips at the PCC (Firouzi et al., 2020). In view of these, the controllable resistive fault current limiter (CRFCL) is a feasible solution to avoid these shortcomings and is capable of providing adjustable resistance values in response to different fault scenarios (Behzad and Negnevitsky, 2015; Huang and Li, 2020). Moreover, instead of dissipating the redundant active power generation in the resistor, the active power output of the machine-side converter (MSC) of the PMSG may be regulated to store the excessive active power generation as the kinetic energy of the rotor (Alepuz et al., 2013; Marmouh et al., 2019). In this way, the generation efficiency of the PMSG during the LVRT may be improved, and the active power reserved may be utilized to provide support to system frequency at the fault-clearance stage (Xiong et al., 2021). In the existing research studies, the variable resistance of the CRFCL is mostly utilized to constrain the fault current during the LVRT. In this case, different levels of resistance values are applied under different voltage drop depths. The resistance of the CRFCL may also be controlled based on simple functions, e.g., the ramp function to realize smooth switch-in and -out of the CRFCL. To further regulate the active power dissipated on the CRFCL during the LVRT, delicate control of the CRFCL resistance is needed, which requires a more complicated control design.
To assist the LVRT of the PMSG, modification to the control of the converter is another widely adopted scheme, apart from hardware protection equipment. To reduce the active power imbalance between the MSC and grid-side converter (GSC), their active power control targets may be switched, i.e., the MSC is responsible for regulating the DC-link voltage during the LVRT (Hanson and Michalke, 2009; Yuan et al., 2009; Yassin et al., 2016). In this way, the active power output from the PMSG may be actively reduced to alleviate the DC-link voltage deviation during LVRT. Still, this scheme retains the outer-loop current control loop, which fails to provide a fast response at the comparatively short LVRT time scale. By eliminating the outer-loop control and applying the direct inner-loop current control (Li et al., 2017), the LVRT performance of the PMSG may be further enhanced.
On the other hand, in cases where the fault occurs on the adjacent feeder connected to the integration feeder of the PMSG through the SOP, the back-to-back converter at the SOP needs to adjust its control strategy to respond to the fault scenario. The converter at the side of the faulted feeder adjusts its current reference to provide the required reactive current injection for the voltage support (Geng et al., 2018; Liu J. et al., 2023) and utilizes the remaining current capacity to maximize the active power output during the LVRT to provide power supply to the loads on the faulted feeder that have been isolated from the fault during the reconfiguration process (Zhou et al., 2021). If the increased active power output is needed by the converter at the side of the faulted feeder, the PMSG at the adjacent feeder may temporarily increase its active power to reduce the transient active power imbalance of the back-to-back converter at the SOP. With the increased active power output, the rotating speed of the shaft is gradually decreasing. For the wind turbine (WT), its rotating speed needs to be regulated so as not to drop below the critical value that causes instability of the WT. Thus, the maximum value of the increased active power needs to be predetermined, and two-mass modeling of the shaft needs to be adopted to ensure a comparatively accurate estimation of the rotating speed of the WT (Yang et al., 2023).
In this paper, the LVRT strategy for the PMSG, especially in the application scenario with integration to the FIDN, is designed with two operation modes corresponding to different locations of the fault. For the fault on the integration feeder of the PMSG, the PMSG utilizes the CRFCL to realize satisfactory LVRT performances under various fault scenarios. The maximized kinetic energy is stored in the rotor with coordinated control between the converters and the CRFCL, which both improves the generation efficiency of the PMSG during the LVRT and reserves active power for the post-fault recovery of the FIDN. For the fault on the feeder adjacent to the integration feeder of the PMSG, the PMSG is controlled to provide active power support to the back-to-back converter at the SOP, in the case where additional active power output is needed at the faulted feeder, to provide power supply to loads isolated from the fault through the process of network reconfiguration. The tow-mass shaft model is adopted to analyze the dynamics of the rotating speed of the WT so as to avoid deacceleration below the critical rotating speed that causes the instability of the WT. Numerical analysis is carried out to verify the feasibility and effectiveness of the proposed LVRT strategy for the PMSG integrated into the FIDN.
The remainder of this paper is organized as follows. The literature review of research related to the LVRT of the PMSG and the FIDN is conducted in Section 1. In Section 2, the configuration of the studied system, i.e., the PMSG-integrated FIDN, is illustrated and modeled. The requirements during the LVRT process are also introduced. In Section 3, the LVRT strategy of the PMSG in the case of faults occurring on the integration feeder is developed. The coordinated control between the CRFCL and converter control is designed to maximize the kinetic energy storage of the rotor during the LVRT process while maintaining the DC-link voltage within security constraints. In Section 4, the LVRT strategy of the PMSG in the case of faults occurring on the adjacent feeder is developed. The control scheme of the PMSG to adjust its active power output based on the power demands of the back-to-back converter and its maximum releasable kinetic energy during the LVRT is presented. The numerical analysis is carried out in Section 5, and the resulting conclusions are presented in Section 6.
2 CONFIGURATION OF FIDN WITH INTEGRATED PMSG AND LVRT REQUIREMENTS
2.1 System configuration
The configuration of the FIDN with the integration of the PMSG is illustrated in Figure 1. The feeder that connects the PMSG to the FIDN is denoted as the integration feeder, and the adjacent feeder in the FIDN is connected to the integration feeder through the back-to-back converter at the SOP.
[image: Figure 1]FIGURE 1 | Configuration of the FIDN with the integration of the PMSG.
When faults occur on the integration feeder of the PMSG, the PMSG will suffer from a voltage drop at the PCC. In this case, the PMSG is required to realize LVRT during the fault. Here, the CRFCL is implemented at the stator side of the PMSG to dissipate the power imbalance between the MSC and GSC, as illustrated in Figure 2. Usually, the fault current limiter (FCL) is placed at the generator terminal to elevate the terminal voltage. Yet, in the case of the PMSG, the fault is partially isolated by the back-to-back converter, and the key to a successful LVRT is to mitigate the transient active power imbalance between the MSC and GSC. In view of this, the CRFCL is directly placed on the MSC side to dissipate the redundant active power output from the PMSG. Another choice to implement the CRFCL is to connect it to the DC-link capacitor to operate as the DC chopper circuit. However, the DC chopper circuit is a comparatively passive protection scheme that requires the DC-link voltage to reach its constraint in the first place. Thus, installing the CRFCL as the DC chopper circuit fails to fully utilize the controllability of the CRFCL.
[image: Figure 2]FIGURE 2 | PMSG with implemented CRFCL at the stator side to assist the LVRT.
The resistance of the CRFCL is controllable. When a fault occurs on the adjacent feeder, its resistance is reduced to zero, while the PMSG adjusts its active power output, which is transferred to the adjacent feeder through the SOP.
2.2 Modeling and control of the PMSG and CRFCL
For the PMSG, when assuming that its flux is aligned to the direct axis, the stator flux of the PMSG and its dynamic adopting the generator convention are modeled using Eq. 1.
[image: image]
where ψ, L, I, V, and R are the flux, inductance, current, voltage, and resistance, respectively; p is the differential operator; ψf is the flux of the permanent magnet; ωr is the rotor speed; the subscript s denotes the stator; and subscripts d and q denote the direct and quadrature axes, respectively.
If the d-axis inductance of the stator is equal to its q-axis inductance, the steady-state output active power of the stator and the electromagnetic torque of the PMSG are derived based on Eq. 1, which is given by Eq. 2.
[image: image]
where Ps is the active power of stator and Te is the electromagnetic torque of the PMSG.
It can be seen from Eq. 2 that the active power output of the PMSG is approximately proportional to the q-axis stator current, based on which the traditional dual-loop PI control schemes of the MSC and GSC are developed and illustrated in Figure 3, where subscripts PCC, dc, and g denote the point of common coupling, the DC-link capacitor, and the GSC, respectively; superscript ref denotes the reference value, and ω0 is the synchronous electric angular speed of the power system.
[image: Figure 3]FIGURE 3 | Traditional dual-loop PI control schemes for MSC and GSC.
For the MSC, since the stator output active power is approximately proportional to the q-axis stator current, the reference of the q-axis stator current is yielded by the outer-loop power control. On the other hand, for the GSC, its active power outer-loop control is responsible for the DC-link voltage regulation, and its reactive power outer-loop control is responsible for maintaining the PCC voltage (Xiong et al., 2020). Current references proportional to the active and reactive power output of the GSC are prescribed by the outer-loop power control and applied for the inner-loop current control.
As for the CRFCL, its equivalent resistance at the AC side is determined by the resistance value of the resistor placed at the DC side and the duty ratio of the switching signals applied to the parallel connected switch, as given by Eq. 3 (Behzad and Negnevitsky, 2015). Through control of the duty ratio of the switching signal, the CRFCL is capable of providing variable resistance. The switching signal is generated using the pulse width modulation (PWM) technique. To realize effective control over the equivalent resistance of the CRFCL, the frequency of the PWM signal does not need to be set to a high value. The frequency of the PWM signal is set to 500 Hz for the studied system illustrated in Figure 2.
[image: image]
where RCRFCL is the equivalent resistance of the CRFCL, D is the duty ratio of the switching signal, and RDC is the resistance value of the resistor at the DC side.
3 LVRT STRATEGY OF THE PMSG WITH FAULTS IN THE INTEGRATION FEEDER
The designed LVRT scheme applies different strategies, with faults occurring at the integration and adjacent feeders, as shown in Figure 1, respectively. The controller collects protection information from the feeders to identify fault locations. With faults occurring on the integration feeder, the controller aims to ensure successful LVRT of the PMSG, and the active power output of the PMSG is reduced to avoid overvoltage of the DC-link capacitor. However, with faults occurring on the adjacent feeder, the active power output of the PMSG is increased to provide power supply through the soft open point to load nodes on the faulted feeder that have been isolated from the fault.
3.1 Control schemes of converters during LVRT
With faults occurring on the integration feeder, the coordinated operation of the converter control and the CRFCL come into action to assist the LVRT of the PMSG. Considering the short time scale of the LVRT transient, the single inner-loop current control scheme is applied to both the MSC and GSC in the modified converter control scheme to enhance the LVRT capability of the PMSG, as illustrated in Figure 4. The elimination of the outer-loop power control enables the converter to provide a faster response to the LVRT needs compared to the traditional dual-loop control scheme. To achieve the same control target, the current references need to be calculated based on the parameters of the outer-loop power control and then applied to the direct inner-loop current control, as given by Eq. 4.
[image: image]
where kPCC is the voltage dip depth at the PCC and subscript m denotes the MSC.
[image: Figure 4]FIGURE 4 | Modified converter control scheme for enhanced LVRT capability of the PMSG.
One of the essential functions of the outer-loop power control is to maintain the DC-link voltage, which is a key requirement for successful LVRT and needs to be retained by setting up connections between the active current references of the MSC and GSC to indirectly maintain the active power balance. However, this balance is difficult to maintain since the active power output capability of the GSC is constrained by the voltage dip at the PCC. With severe voltage dips, assistance from the CRFCL is needed to dissipate the redundant active power from the stator.
The dynamic DC-link voltage of the PMSG is given in Eq. 5. For the GSC, its maximum active power output during the LVRT is determined by the remaining capacity of the GSC after the GSC injects reactive current to the PCC based on the voltage dip depth, as given by Eq. 6.
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where C is the DC-link capacitance and the superscript max denotes the maximum feasible value.
With the CRFCL resistance taken into consideration, the input active power of the MSC is quantified using Eq. 7.
[image: image]
Combining Eqs 6, 7, the maximum variation in the stored energy in the DC-link capacitor during the LVRT yielded by the active power imbalance between the MSC and GSC is given by Eq. 8.
[image: image]
where ΔE is the maximum variation in the stored energy and tf is the duration of the LVRT process.
As can be seen from Eq. 8, to solve ΔE, the integral of the rotor speed, i.e., the variation in the rotor speed during the LVRT duration, is needed. With the one-mass modeling of the PMSG shaft, i.e., the rotating speed of the PMSG rotor is equal to that of the WT, variation in the rotor speed is modeled using Eqs 9, 10. To solve the differential equation, the improved Euler method is applied to solve the rotor speed dynamic during the LVRT.
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where Heq is the equivalent inertia time constant of the PMSG shaft, PWT is the mechanical power captured by the WT, ρ is the air density, vw is the wind speed, c1–c9 are parameters of the Cp function, λ is the tip speed ratio, λi is the intermediate variable, ωWT is the rotating speed of the WT, and r is the radius of the WT.
The process of solving Eq. 9 using the improved Euler method is given by Eq. 11, where Δt is the time step adopted to solve the rotating speed dynamic; superscripts (n) and (n+1) denote the values at the beginning and ending instants of the nth time step, respectively; and the superscript pred denotes the prediction value obtained with the Euler method.
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In some cases, the variation in the mechanical power captured by the WT is ignored for the LVRT duration. This assumption is acceptable with no change to the active power control scheme of the MSC. As for the LVRT scheme in this paper, the active power of the stator is adjusted and the rotating speed of the WT varies with the significant change in the stored kinetic energy; thus, in this case, the impact of the rotating speed change on the mechanical power of the WT may not be ignored.
When solving the rotor dynamic during the LVRT based on Eqs 9, 10, the pitch angle of the WT is considered to be constant due to the short time scale of the LVRT duration. The allowable change rate of the pitch angle is usually constrained below 2° per second. With the limited response capability of the pitch angle regulation and further considering the postponed response due to control delay, the impact of the pitch angle regulation is ignored here to realize higher calculation efficiency without affecting the accuracy of the calculation results.
Considering the upper limit of the DC-link voltage, the maximum value of the stored energy variation is quantified using Eq. 12.
[image: image]
where Vdc,upper and Vdc,ini denote the upper limit and the initial value of the DC-link voltage, respectively.
To realize successful LVRT of the PMSG, the key is to constrain the DC-link voltage within its security constraint. Based on calculations with Eqs 5–12, the DC-link voltage variation with the setting of the q-axis stator current reference is obtained to check its voltage constraint, and the required minimum CRFCL resistance to avoid the overvoltage of the DC-link can be determined. Meanwhile, the acceleration of the PMSG rotor may also cause violations of the upper constraint of the rotor speed. In that case, a larger reference of the q-axis stator current needs to be applied to increase the electromagnetic torque of the PMSG.
3.2 Coordinated operation of the CRFCL and converter control for the enhanced LVRT effect
As can be seen from Section 3.1, the current references of the converter control and the resistance of the CRFCL both affect the LVRT transient; thus, they need to be applied in a coordinated manner to realize the optimal LVRT effect. The optimization targets for the coordinated control are set to first maximize the kinetic energy stored in the PMSG rotor and then minimize the resistance of the CRFCL to reduce the active power dissipated in the resistor. The flowchart of the coordinated operation of the CRFCL and the converter control is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Coordinated operation of CRFCL and converter control with faults on the integration feeder.
As shown in Figure 5, first, the initial operation state of the PMSG needs to be solved. The PMSG may operate in the maximum power point tracking (MPPT) or power dispatch mode. The initialization of the PMSG under these two modes may be referred to in Li (2015). Normally, under the power dispatch mode, the operation point of the PMSG drifts away from the MPPT point to realize active power reserve for frequency regulation. If the overspeed control is adopted to reserve active power, the capacity of the kinetic energy that can be stored in the PMSG rotor will be decreased compared to the case of MPPT operation.
Based on the initial operation state, the critical q-axis stator current that leads the rotor speed to its upper limit at the ending instant of the LVRT duration, with the resistance of the CRFCL controlled to zero, is first determined. This q-axis stator current corresponds to the ideal LVRT transient, where the theoretical maximum kinetic energy is stored and no active power is dissipated in the CRFCL resistance. The variation in the DC-link voltage is then evaluated, and if the voltage constraint of the DC-link is violated, the q-axis stator current reference and the resistance of the CRFCL are correspondingly readjusted to ensure the successful LVRT of the PMSG.
If the prescribed q-axis stator current reference and CRFCL resistance yield an undervoltage of the DC-link, the active power output of the MSC needs to be increased by increasing the q-axis stator current reference. This situation may occur with minor voltage drops where the comparatively small value of the reactive current injection is required and a large amount of active current is provided to the integrated grid, and the undervoltage of the DC-link will occur as the active power originally transmitted to the MSC now transforms into kinetic energy stored in the PMSG rotor.
In the other case, with the overvoltage of the DC-link, the active power imbalance may not be compensated merely through storing kinetic energy in the PMSG rotor; thus, the resistance of the CRFCL is increased to dissipate part of the active power imbalance. With the scheme of the CRFCL resistance control shown in Figure 5, the minimum resistance of the CRFCL is determined to minimize the transient active power consumption of the CRFCL during the LVRT. In this way, the active power loss is minimized.
After the fault clearance, the PMSG needs to realize a quick recovery to its initial operation state prior to the LVRT process. To realize the quick recovery of the DC-link voltage to its nominal value, the output of the integral link with the DC-link voltage difference as the input is adjusted to ensure that the q-axis stator current reference is set to its pre-fault value at the initial fault clearance stage. In this way, the active power imbalance between the MSC and GSC will be minimized as the PMSG enters the fault clearance stage. Then, using the outer-loop DC-link voltage control, the DC-link voltage may be quickly controlled to its nominal value.
4 LVRT STRATEGY OF THE PMSG WITH FAULTS ON THE ADJACENT FEEDER
4.1 Power control target of the PMSG for active power support
With faults occurring on the feeder adjacent to the integration feeder of the PMSG, first, the converters at the SOP need to respond to this LVRT scenario. For the back-to-back converters at the SOP, the converter at the PMSG side is denoted with the subscript int and the converter at the adjacent feeder is denoted with the subscript adj in this section. With the voltage dip depth kadj at the adjacent feeder, the active power reference of the connected converter during the LVRT, Padj, LVRT, is given by Eq. 13 in a similar manner to the transient LVRT control of the PMSG. The connected converter injects reactive current proportional to the voltage drop depth, and the remaining current capacity is utilized for the transient active power output.
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Meanwhile, the converter at the PMSG side is currently responsible for maintaining the DC-link voltage at the SOP; thus, the additional active power need, ΔPint, is incorporated into its outer-loop active power control based on the calculation of the increased active power output of the converter at the adjacent feeder side, as given by Eq. 14. The additional active power need is added as a compensation term to the output of the outer-loop PI control with the input of the DC-voltage control difference to ensure the quick response of the active control by the converter at the PMSG side.
[image: image]
The increased active power demand from the converter at the integration feeder side may be partially or completely provided by the PMSG by releasing the kinetic energy in the PMSG rotor during the LVRT transient. Through the deacceleration process to release the kinetic energy of the PMSG, the rotating speed of the WT needs to be maintained above the critical value ωWT,cri to prevent instability of the PMSG shaft, as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Critical rotating speed of the WT corresponding to the instability of the PMSG shaft.
As can be seen from Figure 6, the value of the critical rotating speed of the WT is smaller than its value corresponding to the MPPT operation mode ωWT,MPPT. At the critical rotating speed, the derivative of the mechanical torque of the WT to its rotating speed is zero. Thus, the critical rotating speed may be obtained by solving the mathematical equation given in Eq. 15.
[image: image]
Once the rotating speed of the WT drops below the critical value, the mechanical torque of the WT also decreases, making the PMSG unable to recover to its initial operation state. Thus, increased active power output from the PMSG, ΔPm, must be constrained to maintain the rotating speed of the WT above its critical value.
It should be noted that the mechanical power captured by the WT needs to be modeled based on the detailed Cp function, as given by Eq. 10, to solve Eq. 15, despite the complexity involved in the calculation process. One classically simplified model assumes that the mechanical power of the WT is proportional to the cube of the rotating speed, but this assumption is only valid for MPPT operation. As shown in Figure 6, at the critical rotating speed, the WT does not work under the MPPT mode; thus, the simplified model cannot be applied here.
4.2 Two-mass shaft model for dynamic rotating speed analysis
As stated in Section 4.1, the rotating speed of the WT needs to be maintained above its critical value when releasing the kinetic energy; thus, the two-mass shaft model is adopted to analyze the dynamic rotating speed of the WT to achieve higher accuracy and eventually obtain an appropriate reference for the increased active power output of the PMSG during the LVRT.
With the increased active power reference of the PMSG, the rotating speeds of the WT and the rotor may be analyzed based on the two-mass shaft model, as given in Eq. 16. The two-mass model of the PMSG shaft is illustrated in Figure 7. The different inertias of the WT and PMSG rotors are considered in the two-mass model. When increasing the active power output of the PMSG, the electromagnetic torque increases, and the PMSG rotor quickly decreases due to its comparatively smaller inertia. As shown in Eq. 2, the active power control of the PMSG is affected by its rotor speed, and the improved accuracy of rotor speed modeling based on the two-mass shaft is beneficial to the transient power control of the PMSG.
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where H is the inertia time constant; Ds and Ks are constant coefficients describing the damping and stiffness of the shaft, respectively (Han et al., 2011; Mandic et al., 2012); and γ is the torsional angle of the shaft. With a larger stiffness coefficient, the torque generated by the torsional angle resulting from the difference between the rotating speeds of the WT and PMSG rotors will be increased, i.e., their difference tends to be decreased. On the other hand, with the larger damping coefficient, a similar damping torque is increased, also to reduce the difference between the rotating speeds of the WT and PMSG rotors. In conclusion, with the larger stiffness and damping coefficient, the two-mass shaft will behave more like the one-mass shaft.
[image: Figure 7]FIGURE 7 | Two-mass model of the PMSG shaft.
With the improved Euler method applied to solve the differential equations in Eq. 16, the rotating speed of the WT at the ending instant of the LVRT process with increased active power output of the PMSG is calculated. Based on the calculation results, the maximized active power support capability of the PMSG is determined to obtain the appropriate active power reference during the LVRT. The solving process of Eq. 16 using the improved Euler method is given by Eq. 17. The flowchart describing the detailed LVRT scheme procedure is shown in Figure 8.
[image: image]
[image: Figure 8]FIGURE 8 | Flowchart to determine the active power reference of the PMSG with faults on the adjacent feeder.
As shown in Figure 8, the initial active power setting applied to the PMSG is intended to fully compensate for the active power demand from the converter at the PMSG side of the SOP. However, if the calculation of the rotating speed of the WT based on the two-mass model indicates that the instability of the WT will occur with its rotating speed dropping below the critical value, the q-axis stator current reference is reduced to decrease the active power output of the PMSG to the optimal value that both fully utilizes the stored kinetic energy of the PMSG to provide active power support during the LVRT and prevents instability of the PMSG at the same time to enable the PMSG to recover to its initial operation state after the LVRT transient. In Figure 8, the q-axis stator current reference is adjusted to ensure that, at the end of the LVRT duration, the rotating speed of the WT is maintained above its critical value with a plus 3% margin, taking into account the calculation error caused by the improved Euler method to solve the differential equation, as well as the neglection of the pitch angle variation. To further ensure that the instability of the PMSG shaft will not occur, a backup protection scheme is employed that reduces the active power control goal of the PMSG to 80% of the current value of mechanical power captured by the WT, once the rotating speed approaches the critical value, to prevent further dropping of the rotating speed.
To maintain the rotating speed of the WT above its critical value, the speed control of the PMSG may be applied to replace the active power control of the MSC. This scheme is not adopted here for the following two reasons: on one hand, this scheme still contains the outer-loop PI control; thus, it may not provide a fast response during the LVRT transient. On the other hand, the parameters of the speed control require careful tuning to avoid the rotor speed dropping below its critical value during the control transient.
5 NUMERICAL ANALYSIS
5.1 Parameters of the simulation system
The detailed parameters of the PMSG used for the simulation analysis are provided in Table 1. The parameters of the Cp function are referred to in Li (2015). As for the LVRT analysis, the fault occurs at t = 0.1 s and lasts for 0.625 s.
TABLE 1 | Parameters of the PMSG (Huang et al., 2021).
[image: Table 1]5.2 Verification of the LVRT strategy of the PMSG with faults on the integration feeder
In this section, the effectiveness of the LVRT strategy with faults occurring on the integration feeder of the PMSG is verified.
5.2.1 Transient LVRT control with no need for CRFCL resistance
During the LVRT, the output active power of the GSC is reduced according to grid code requirements and the voltage dip depth, as given by Eq. 6. In this subsection, a minor voltage dip under a wind speed of 9 m/s is considered, and in this case, the active power output of the GSC is reduced to 70% of its pre-fault value. The calculated q-axis stator current that leads the rotating speed of the WT to its maximum value is 0.9 p. u., and no CRFCL resistance is applied. The transient q-axis stator current, rotating speed of the WT, and DC-link voltage are shown in Figure 9.
[image: Figure 9]FIGURE 9 | LVRT transient under a minor voltage dip with no CRFCL resistance. (A) q-axis stator current. (B) Rotating speed of the WT. (C) DC-link voltage.
The quick response of the inner-loop current control is verified based on the transient stator q-axis current shown in Figure 9A. The q-axis stator current is capable of tracking its reference within a short duration of time, which enhances the transient active power control capability of the PMSG. Figure 9B shows that the calculated q-axis stator current reference can maximize the kinetic energy stored in the WT during the LVRT. With a minor voltage dip, the active power imbalance is comparatively small and can be solely compensated with kinetic energy stored in the WT. The reduced active power output of the MSC yields the voltage drop of the DC-link, as shown in Figure 9C. Generally, the DC-link voltage should not fall below 0.95 p. u. The setting value of the allowable DC-link voltage drop (0.05 p. u.) is smaller than that of the allowable DC-link voltage increase (0.2 p. u.) as the converter voltage control will be affected by the undervoltage of the DC-link. In this case, the q-axis stator current reference may be increased to the value that yields smaller deviations of the DC-link voltage.
By increasing the q-axis stator current reference, the power transmitted to the MSC is increased to reduce the deviation of the DC-link voltage. With the q-axis stator current reference increased to 1.25 p. u., the active power input of the MSC is increased, and the increment of the rotating speed during the LVRT is reduced due to the increased active power. Meanwhile, the undervoltage of the DC-link is avoided, with the DC-link voltage maintained close to its nominal value during the whole LVRT process, as verified by the results shown in Figure 10.
[image: Figure 10]FIGURE 10 | LVRT transient under a minor voltage dip with the DC-link voltage maintained close to the nominal value. (A) Rotating speed of the WT. (B) DC-link voltage.
As the q-axis stator current reference further increases, the active power output of the MSC is also increased, and the upper limit of the q-axis stator current reference is reached once the DC-link voltage reaches its maximum feasible value at the ending instant of the LVRT transient, as shown in Figure 11.
[image: Figure 11]FIGURE 11 | LVRT transient under a minor voltage dip with the maximum q-axis stator current reference. (A) Rotating speed of the WT. (B) DC-link voltage.
As shown in Figure 11B, with the q-axis stator current reference increased to 1.4 p. u., the upper limit of the DC-link voltage is reached, which denotes the maximum active power output capability of the MSC during the LVRT. Figure 11A shows that, under the minor voltage drop, the active power output of the MSC can be increased to enhance the active power support capability of the PMSG, as long as the DC-link voltage does not increase above its upper constraint, instead of utilizing the full capacity of kinetic energy storage of the WT to reduce the active power imbalance between the MSC and GSC.
5.2.2 Transient LVRT control with coordinated CRFCL and converter control
In this subsection, a severe voltage dip under the wind speed of 9 m/s is considered, and in this case, the active power output of the GSC is reduced to 20% of its pre-fault value. The calculated q-axis stator current that leads the rotating speed of the WT to its maximum value is 0.98 p. u. However, with the greatly reduced active power output of the GSC under the severe voltage dip, the active power imbalance between the MSC and GSC needs to be partially dissipated in CRFCL resistance to avoid the overvoltage of the DC-link. The calculation result of the optimal CRFCL resistance in this case is 0.1 p. u. The comparison between different CRFCL resistances, as displayed in Figure 12, shows that the optimal resistance can avoid the overvoltage of the DC-link while minimizing the active power dissipated in the CRFCL resistance at the same time.
[image: Figure 12]FIGURE 12 | Comparison of transient DC-link voltage with different CRFCL resistance values.
With the active power output of the GSC further dropping from 20% of its pre-fault value to 0% of its pre-fault value (0.078 p. u. to 0 p. u.), the active power imbalance between the MSC and GSC is increased; thus, the required CRFCL resistance to maintain the DC-link voltage within security constraints is increased alongside, as revealed by the optimal CRFCL resistance values with the decreasing active power output of the GSC during the LVRT shown in Figure 13.
[image: Figure 13]FIGURE 13 | Optimal CRFCL resistance with different active power output values of the GSC during the LVRT.
5.2.3 Evaluation of LVRT effectiveness under different wind speeds
In this subsection, a severe voltage dip is considered, and in this case, the active power output of the GSC is reduced to 0% of its pre-fault value. Different wind speeds are considered, and with each wind speed, the q-axis stator current reference and the optimal CRFCL resistance are obtained based on the procedure illustrated in Figure 5. The transient rotating speed of the WT and DC-link voltage under different wind speeds with optimized q-axis stator current reference and CRFCL resistance are shown in Figure 14.
[image: Figure 14]FIGURE 14 | LVRT transient with optimized q-axis stator current and CRFCL resistance under different wind speeds. (A) Rotating speed of the WT. (B) DC-link voltage.
Figure 14A shows that the initial rotating speed of the WT is higher at high wind speeds; thus, the capacity for kinetic energy storage is smaller. In this case, the optimal q-axis stator current reference is increased to provide larger electromagnetic torque so as to avoid the overspeed of WT. Meanwhile, the optimal q-axis stator current reference is capable of fully utilizing the available capacity for kinetic energy storage as the rotating speeds of the WT all approach their upper limit under the different wind speeds. Based on the optimal q-axis stator current references, corresponding CRFCL resistance values that avoid overvoltage of the DC-link with the minimized active power consumed by the CRFCL are determined, and their effectiveness under different wind speeds is verified, as shown in Figure 14B.
5.3 Verification of the LVRT strategy of PMSG with faults on the adjacent feeder
In this section, the effectiveness of the LVRT strategy with faults occurring on the feeder adjacent to the integration feeder of the PMSG is verified.
5.3.1 Maximized active power support capability considering the stability of the PMSG shaft
With faults occurring on the adjacent feeder, the PMSG may provide active power support to the adjacent feeder through SOP during the LVRT. It needs to be ensured that, with an increased active power output of the PMSG, the rotating speed of the WT will not drop below the critical value related to shaft instability. Under wind speed 11 m/s, through a calculation based on the flowchart shown in Figure 8, it is determined that the maximum increase in the active power output of the PMSG during the LVRT duration (0.1 s–0.725 s) is 0.1 p.u. The transient rotating speeds of the WT and the rotor with different active power increments are compared in Figure 15.
[image: Figure 15]FIGURE 15 | Transient rotating speeds of the WT and rotor with different active power increments. (A) Rotating speed of the WT. (B) Rotating speed of the rotor.
The correctness of the calculated maximum active power increment of the PMSG (0.1 p.u.) is verified by the results shown in Figure 15. Even with the slightly larger active power increase (0.105 p.u.), the WT will deaccelerate to a rotating speed smaller than its critical value; thus, the WT keeps deaccelerating even after the active power output of the PMSG recovers to its pre-fault value.
5.3.2 Verification of the necessity to incorporate two-mass modeling of the PMSG shaft
As can be seen from Figure 15, the transient rotating speeds of the WT and rotor are different due to their different inertia and the stiffness and damping of the shaft. Given that the instability of the PMSG shaft is closely related to the rotating speed of the WT, the two-mass model of the shaft is capable of providing more accurate results of the rotating speeds of the WT and rotor. In this subsection, the necessity of adopting two-mass modeling is further verified. With the active power increment of the PMSG set to 0.105 p.u., the previous results shown in Figure 15 indicate that instability of the PMSG shaft will occur with analysis based on the two-mass model of the shaft. With the one-mass model of the shaft, the result of the rotating speed of the WT is shown in Figure 16, in comparison to results based on the two-mass model.
[image: Figure 16]FIGURE 16 | Rotating speeds of WT and the rotor with a 0.105 p. u. active power increment based on one-mass and two-mass modeling.
Figure 16 shows that, with the one-mass model, instability of the PMSG shaft will not occur. This is because the one-mass model combines the WT with the larger inertia and the rotor with the smaller inertia; thus, the rotor speed change is underestimated by the one-mass model. With the smaller inertia, a rotor speed deaccelerates at a faster speed. With the smaller rotor speed, the larger electromagnetic torque is required to maintain the active power output of the PMSG, which further leads to the deacceleration of both the WT and rotor. Based on the results shown in Figure 16, with the one-mass modeling of the PMSG shaft, the optimistic result of the deacceleration with the active power output increment is yielded, failing to prevent instability issues with the PMSG shaft. The results in Figure 17 show that, with the one-mass model of the shaft, it is estimated that instability of the shaft will occur until the active power increment increases to approximately 0.22 p.u., which is far larger than the result obtained based on the more accurate two-mass modeling (0.105 p.u.), showing the necessity to incorporate two-mass shaft modeling.
[image: Figure 17]FIGURE 17 | Evaluation results of the maximum active power output increment with different shaft models.
6 CONCLUSION
In this paper, the LVRT strategy for the PMSG integrated into the FIDN is designed considering faults occurring on different feeders. With faults on the integration feeder of the PMSG, a coordinated scheme between control to the converters and CRFCL is developed, which is capable of realizing optimization targets, including storing imbalanced active power as kinetic energy of the PMSG, maintaining the DC-link voltage within its security constraints, and minimizing the active power dissipated in CRFCL resistance. With faults occurring on the feeder adjacent to the integration feeder of the PMSG, active power support is provided by the PMSG if needed, and the scheme to determine the maximum active power support capability is designed to avoid the instability of the PMSG shaft resulting from constant deacceleration. Based on the results of the numerical analysis, the following conclusions are drawn:
(i) During the LVRT with faults on the integration feeder of the PMSG, through optimization of its q-axis stator current reference, the capability of the PMSG to store the imbalanced active power as kinetic energy is fully utilized with the rotating speed of the WT controlled to its maximum value at the ending instant of the LVRT transient.
(ii) During the LVRT with faults on the integration feeder of the PMSG, through optimization of the resistance of the CRFCL, the minimized CRFCL resistance needed to keep the DC-link voltage within its security constraint is obtained to realize a successful LVRT with the minimum active power loss on the CRFCL.
(iii) During the LVRT with faults on the adjacent feeder, the maximum active power increment of the PMSG is determined based on the two-mass modeling of the shaft, which ensures that the rotating speed of the WT is kept within the stable operation range during the LVRT transient.
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Existing transient stability analysis of grid-following (GFL) converters mainly focuses on the dynamics of the phase-locked loop (PLL), while current loop dynamics are usually neglected due to their faster response than PLL. However, this article reveals that active current may not be able to track its reference quickly during severe grid faults even with high current loop bandwidth, which leads to a non-negligible impact on the transient stability of GFL converters. Furthermore, this article discusses the intrinsic mechanism of why active current cannot track its reference quickly during severe grid faults and establishes a refined third-order transient synchronization model that offers a more accurate assessment of transient stability during severe grid faults than the conventional second-order model.
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1 INTRODUCTION
With the continuous integration of renewable energy into modern power systems through grid-following (GFL) converters, the transient stability of GFL converters during grid faults is receiving increasing attention. It has been found that a GFL converter may experience loss of synchronization (LOS) during grid faults (Göksu et al., 2014; Xiong et al., 2020). Various analysis techniques have been applied to understand the synchronization instability mechanism, such as the equal-area criteria (He et al., 2021), phase portraits (Wu and Wang, 2020), and the energy function method (Tian et al., 2022).
The aforementioned studies mainly focus on the dynamics of the phase-locked loop (PLL), neglecting the current loop dynamics due to their faster response. However, it has been pointed out that ignoring current loop dynamics when the current loop bandwidth is not high enough may lead to incorrect transient stability assessment (Chen et al., 2020). Then, a high-order transient synchronization model considering the coupling effect between the PLL and current loop is established to analyze the impact mechanism of current loop dynamics (Hu et al., 2021). Furthermore, the work by Wu et al. (2024) gives a conservative bandwidth boundary that can ignore the current loop dynamics. The above studies suggest that the current loop dynamics may harm the transient stability of GFL converters. Nevertheless, the changes in the current reference are not considered, which could potentially invalidate the conclusion during severe grid faults.
In fact, according to the grid code requirements, GFL converters must inject reactive current to support the grid voltage during the low-voltage ride-through process. Particularly, GFL converters should inject pure reactive current during severe grid faults (Yuan et al., 2019). Under this situation, this article observes that although reactive current tracks its reference quickly, active current may undergo obvious dynamic attenuation even with high current loop bandwidth. This phenomenon challenges the assumption of treating the current loop as a unity gain in transient stability modeling, as the active current dynamics have a non-negligible impact on the transient stability. The zero-pole characteristics of the current loop are analyzed to reveal the intrinsic mechanism of why active current cannot track its reference quickly during severe grid faults. Then, a refined third-order transient synchronization model considering active current dynamics is established, which offers a more accurate assessment of the transient stability during severe grid faults than the conventional second-order model. Finally, the impact of active current dynamics is validated through experimental results.
2 MISJUDGMENT OF THE SECOND-ORDER MODEL
Figure 1A illustrates the topology and control diagram of the GFL converter. Upcc = Upcc∠θpcc represents the voltage of the point of common coupling (PCC). Ug = Ug∠θg represents the grid voltage. Uc represents the voltage at the converter port. Ipcc is the output current of the converter. Lf and Rf are the filter inductance and parasitic resistance. Lg and Rg are the grid inductance and resistance.
[image: Figure 1]FIGURE 1 | (A) Topology and control diagram of the GFL converter, and (B) simulation results and solutions of the second-order model with a grid fault voltage of Uf = 0.05 p.u.
A synchronous reference frame PLL is used to extract the phase angle information of the point of common coupling (PCC) voltage, in which θpll and ωpll are the output phase angle and angular frequency, respectively. ωn is the norm angular frequency, which is a constant of 100π. kp and ki are the PI parameters of the PLL. The current control in Figure 1A is oriented by the PLL. The outer loop control is disconnected during grid faults, and the current references Idref and Iqref are directly designated according to the grid code (Yuan et al., 2019; He et al., 2021). The PI parameters of the current control are denoted as kpc and kic.
According to Tian et al. (2022), if the current loop is approximated as a unity gain, that is, Id ≈ Idref and Iq ≈ Iqref, the transient synchronization process of the GFL converter during grid faults can be described by a second-order nonlinear model as (1), in which the phase error of the PLL is defined as δ = θpll−θg.
[image: image]
When a severe grid fault occurs with a fault voltage of Uf = 0.05 p.u., simulation results and solutions of the second-order model are as shown in Figure 1B. The solutions of the second-order model show that the PLL frequency fpll is unable to converge, and LOS occurs. However, the simulation results demonstrate that only the reactive current Iq tracks its reference quickly, while active current Id undergoes obvious dynamic attenuation even with a high current loop bandwidth of 500 Hz. The simulation system ultimately maintains synchronicity with the grid, which contradicts the results of the second-order model. The above results indicate that the second-order model cannot capture the dynamic process of active current during severe grid faults, leading to a misjudgment of transient stability.
3 INTRINSIC MECHANISM OF ACTIVE CURRENT DYNAMICS DURING SEVERE GRID FAULTS
According to the main circuit structure in Figure 1A, the dq-axis voltage at the converter port can be obtained as (2), where R = Rf + Rg represents the sum of the parasitic filter resistance and the grid resistance and L = Lf + Lg represents the sum of the filter inductance and the grid inductance. s is the Laplace operator.
[image: image]
The output of the current controller is approximately equal to Ucd and Ucq. So, according to the control structure, the control equations for Ucd and Ucq are obtained as follows:
[image: image]
Combining (2) and (3), the dq-axis current can be derived as follows:
[image: image]
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According to Eqs 4, 5, the impact of grid voltage changes on the current dynamics is characterized by G2(s). Because G2(s) is a bandpass filter, the bandwidth of the current loop cannot reflect the speed of dynamic response caused by grid voltage changes. Therefore, even if the current loop bandwidth is large enough, it cannot guarantee that the current dynamics caused by grid voltage changes will be fast.
The zero-pole characteristics of the current loop are analyzed to reveal the intrinsic mechanism of why active current cannot track its reference quickly during severe grid faults. According to the zero-pole elimination approach, the parameters of the current loop are set as kpc = ωcLf and kic = ωcRf, where ωc represents the open-loop crossover angular frequency. This configuration results in a non-dominant pole p1 and a dominant pole p2 on the negative real axis. The approximate expressions for the poles are given as Eqs 6, 7
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The zero of G1(s) is z1 = −kic/kpc, which is approximately equal to the dominant pole p2 because the P gain of the current controller kpc is typically much larger than the resistance R. Hence, z1 and p2 are canceled out, leading to a fast response to changes in the current reference. However, the zero of G2(s) is located at the origin, which cannot be canceled by the dominant pole. Therefore, the response speed of G2(s) is much lower than that of G1(s).
Based on the above analysis, the current dynamics are dominated by p2 and the zero of G2(s), while G1(s) and the non-dominant pole of G2(s) can be neglected. Consequently, the expressions for the current dynamics ΔIdq can be formulated as (8), where δ0 and Iq0 represent the stable phase error and the reactive current prior to the grid fault, respectively.
[image: image]
From the expression of ΔIq, the input includes three terms: Uf sinδ, −ωpllLgId, and −RgIq0. During severe faults, the fault voltage Uf is small. The converter must output reactive current to support the grid voltage, so the active current Id cannot be very large. In addition, the pre-fault reactive current Iq0 is generally 0. Therefore, the reactive current dynamics are small, that is, ΔIq≈0, which means that the reactive current can track its reference quickly. However, the input of the active current dynamics has two large terms ωpllLgIq and Ugcosδ0, leading to obvious active current dynamics.
4 THIRD-ORDER TRANSIENT SYNCHRONIZATION MODEL
According to the above analysis, the active current dynamics are much larger than the reactive current dynamics during severe grid faults. Additionally, the input voltage of the PLL includes the grid impedance voltage drop RgIq + XgId. Typically, Xg is greater than Rg, so the active current dynamics have a dominant impact on the transient synchronization process, while the impact of the reactive current dynamics can be ignored.
Considering the active current dynamics, the q-axis component of the PCC voltage is corrected as
[image: image]
According to Equation 8, voltage disturbances generate the active current dynamics through a high-pass filter. The grid voltage sag and switching of the reactive current reference have the main impact on the current dynamics, while the slow changes in the phase error δ and the PLL frequency ωpll have a relatively small impact. Hence, the active current dynamics can be approximated as
[image: image]
According to the PLL structure in Figure 1A, the dynamics of the PLL are expressed as
[image: image]
Combining Equations 9–11 and taking the phase error δ, the angular frequency error Δω, and the active current dynamics ΔId as state variables, a third-order state space equation is derived as
[image: image]
According to the Eq 12, a refined third-order transient synchronization model of the GFL converter is established, as illustrated in Figure 2A. The black part is a PLL-based second-order transient synchronization model, while the red part represents the impact of active current dynamics on PLL dynamics. The transient active current ΔId generates a transient voltage drop ΔUL on the grid impedance, which affects the PCC voltage and subsequently affects the transient synchronization process.
[image: Figure 2]FIGURE 2 | (A) Third-order transient synchronization model, and (B) transient response with a fault voltage of Uf = 0.05 p.u.
5 SIMULATION AND EXPERIMENTAL VERIFICATION
A full-order simulation model based on Figure 1A is constructed using MATLAB/Simulink to validate the correctness of the third-order transient synchronization model, and the simulation results are compared with the solutions of the reduced-order models. The rated voltage and rated power of the system are 690 V and 1.5 MW, respectively. The parameters related to the filter and grid impedance are Lf = 0.1 mH, Rf = 2.1 mΩ, Lg = 0.11 mH, and Rg = 13 mΩ. The damping ratio of the PLL is 1.2, and the bandwidth is approximately 50 Hz. The parameters of the current loop are kpc = 0.95 and kic = 20.
With a fault voltage of Uf = 0.05 p.u., the transient response is shown in Figure 2B. The third-order model closely aligns with the simulation results, while the second-order model does not match the simulation results, validating the correctness of the third-order transient synchronization model.
Experiments are conducted in a control hardware-in-loop (CHIL) platform to verify the impact of active current dynamics. The detailed experimental platform is shown in Figure 3. The main circuit is developed in Typhoon 602+, and the system is controlled by a TMS320F28335/Spartan 6 XC6SLX16 DSP + FPGA control board. The sampling frequency is set as 5 kHz. Other parameters are consistent with the simulation parameters above.
[image: Figure 3]FIGURE 3 | Hardware platform of the CHIL experiment.
The experimental results using the above parameters are shown in Figure 4A. The figure sequentially shows the waveforms of the grid line voltage Ugab, d-axis current Id, q-axis current Iq, phase error δ, and PLL frequency fpll. When the grid voltage drops from 1.0 p.u. to 0.05 p.u., the current reference switches quickly. The active current reference Idref switches from 1.0 p.u. to 0, while the reactive current reference Iqref switches from 0 to −1 p.u. As the steady-state operating point changes, the system enters the transient synchronization process. During this process, the reactive current quickly tracks its reference and stabilizes at −1 p.u., while the active current undergoes a dynamic decay process of over 100 ms. As a result, the system maintains synchronicity with the grid, which is consistent with the theoretical analysis and simulation results.
[image: Figure 4]FIGURE 4 | Experimental results. (A) With slow active current dynamics and (B) without active current dynamics.
Increasing kic can increase the absolute value of the dominant pole p2, thereby accelerating the active current dynamics. In this case, the experimental results are shown in Figure 4B. Both active and reactive current can quickly track their references. However, without slow active current dynamics, the PLL frequency decreases continuously, and a loss of synchronization occurs. The experimental results demonstrate that the active current dynamics have a non-negligible impact on the transient stability of GFL converters.
6 CONCLUSION
This article discusses the intrinsic mechanism of why active current cannot track its reference quickly during severe grid faults. The transfer function from grid voltage disturbance to current output has a zero located at the origin and a dominant pole, resulting in a slow dynamic response. In addition, severe grid faults have a much greater impact on active current dynamics than reactive current dynamics. Therefore, active current will undergo obvious dynamic attenuation during severe grid faults. The coupling of active current dynamics and the grid impedance generates a transient voltage that affects the transient synchronization process. Accordingly, a refined third-order transient synchronization model is established, which offers a more accurate assessment of the transient stability of GFL converters during severe grid faults than the conventional second-order model.
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Grid-forming (GFM) wind storage systems (WSSs) possess the capability of actively building frequency and phase, enabling faster frequency response. The frequency regulation power of GFM WSSs is provided by both the rotor of wind turbine and the battery storage (BS) in parallel with DC capacitor. However, with existing control strategies, the energy storage immediately responds to both small and large grid disturbances. The frequent responses significantly decrease the lifespan of energy storage. To address this issue, a cooperative strategy between rotor and energy storage is necessary. This paper proposes an advanced strategy of GFM WSSs for cooperative DC power support. The cooperative principle is that for small disturbances, the BS is disabled and total frequency regulation power is provided by the rotor, while for large disturbances, the BS is enabled to cooperatively provide power support with the rotor. The proposed cooperative strategy can decrease the charging and discharging times of BS with a small range of rotor speed fluctuation, and then the service life of BS can be significantly extended. Simulation results validate the effectiveness and superiority of the proposed strategy.
Keywords: wind storage system, cooperative power support, grid forming control, battery storage, frequency regulation
1 INTRODUCTION
With the development of wind power generation, its penetration in grids is increasing (Liu et al., 2021; Bao et al., 2022; Huang et al., 2023). Currently, the predominant control method for most wind turbines is grid-following (GFL) control, which relies on a phase-locked loop (PLL) to synchronize with the frequency/phase of the AC grid. However, this approach faces challenges in maintaining stable operation under weak grid conditions and lacks grid support capability Xiong et al. (2020). Consequently, wind power systems utilizing grid-forming (GFM) control have obtained wide attention due to their capability of rapid frequency regulation (FR), facilitated to autonomously forming frequency/phase (Jiao and Nian, 2020; Zhao et al., 2021).
The FR of GFM wind power systems takes a frequency regulation (FR) cost of the frequency response resources (Xiong et al., 2019). Releasing the rotational kinetic energy of the rotor can enhance grid frequency stability (Lin and Liu, 2020). However, utilizing rotor power for FR purposes requires sacrificing the maximum power point tracking (MPPT) of the wind power system and tapping into the limited amount of stored energy, thus somewhat diminishing the FR effect (Xiong et al., 2015). Battery storage (BS) offers notable advantages such as rapid response times and precise tracking of active power commands. Through optimized control system designs, wind farms can attain swift inertia response capabilities and continuous active power support, underscoring the necessity of equipping wind farms with a certain percentage of BS (Astero and Evens, 2020).
For wind storage systems (WSSs), scholars both domestically and internationally have proposed various control methods. In Shadoul et al. (2022), flywheel energy storage is integrated on the DC side of WSSs. Here, the BS assumes control over the DC bus voltage during grid-connected operation, facilitating virtual synchronous control of the grid-side converter. This approach ultimately enhances system inertia responsiveness, smoothens the active output of WSSs, and ensures the stability of the DC bus voltage. Yang et al. (2023) addresses the practical constraints of wind farms and BS systems, using model prediction to design WSSs for small-scale grid-oriented FR control. However, this strategy necessitates the determination of the grid inertia time constant, a parameter often challenging to ascertain in large grids. Mohamed et al. (2022) integrates considerations of DC voltage maintenance on the energy storage side and virtual synchronization control of the grid-side converter (GSC). Furthermore, it accounts for the load state of the BS and coordinates main unit control, converter control, and BS side control to maintain energy balance. This is achieved through rotational speed control of the machine-side converter (MSC) and adjustment of blade pitch angles to ensure energy equilibrium. Zeng et al. (2021) establishes a connection between the BS and the wind farm exit bus. It devises a strategy based on fuzzy control for the BS to emulate the FR inertia of the wind farm. However, this strategy overlooks the utilization of the frequency support capability inherent in WSSs. Sang et al. (2021) proposes a voltage source-type configuration network control method that utilizes DC-side energy. It integrates the concepts of virtual synchronous control and DC capacitor inertial synchronous control within the grid-side converter for WSSs equipped with additional supercapacitors on the DC-side. Additionally, it introduces a virtual capacitor control strategy in the supercapacitor storage-side converter. Sun et al. (2022) uses fuzzy control to devise a strategy for superconducting BS to aid wind turbines in MPPT operation, aiming to conserve BS capacity allocation. However, this strategy overlooks the potential coordination between BS and rotor kinetic energy to provide frequency support. Ahsan and Mufti (2020) investigates the coordination strategy of BS and wind turbines to deliver FR response. It explores scenarios based on whether the frequency rate of change meets FR power demand. This involves designing load shedding operations for WSSs to participate in FR control using fuzzy control. Meng et al. (2023) proposes a virtual synchronous generator cooperative control scheme for wind farms and their GFM BS devices on the AC side. This scheme enables the WSSs to function as a voltage source, providing both system damping and inertia. Yao et al. (2024) developed a wind farm FR model and an adaptive primary FR control strategy for a BS system, utilizing the frequency change rate as the output conversion characteristic. In summary, existing control methods for GFM WSSs often result in frequent actions of the energy storage, with insufficient consideration for the service life of the battery. Notably, the general design life of batteries is typically 4–5 years, a duration often insufficient for high FR demand scenarios (Dhiman and Deb, 2020).
To address the aforementioned challenges, this paper investigates the cooperative principle of DC power support in GFM WSSs and introduces a cooperative control strategy. The fundamental principle of the proposed control is as follows: for small disturbances, the BS is disabled and total frequency regulation power is provided by the rotor, while for large disturbances, the BS is enabled to cooperatively provide power support with the rotor. This control approach aims to minimize the time of BS charging and discharging, consequently enhancing the service life of BS, while ensuring minimal fluctuations in rotor speed.
The remaining sections of this manuscript are as follows. Section 2 describes the control methods for GFM WSSs. Section 3 analyzes the cooperative principle of DC-side power support in GFM WSSs and introduces a cooperative control strategy tailored for these systems. Finally, Section 4 validates the effectiveness and superiority of the proposed control method.
2 CONTROL STRATEGY OF GFM WSS
As shown in Figure 1, the typical PMSG based GFM WSSs consists of wind generation modules and BS modules. Wind generation module mainly consists of wind turbine (WT), PMSG, MSC, dc-capacitor, and GSC. The BS module mainly consists of battery, battery storage converter (BSC).
[image: Figure 1]FIGURE 1 | Circuit topology of GFM WSS.
2.1 GFM control strategy for WTs
The power balance relationship on the DC side of the WSSs is given by
[image: image]
where [image: image] is the BS output power; [image: image] is the power released by the DC capacitor; [image: image] is the WSSs output power and [image: image] is the wind power captured by WT, which is shown in Eq. 2,
[image: image]
where [image: image] is the air density; [image: image] is the blade radius of the wind turbine; [image: image] is the wind energy utilization coefficient; [image: image] is the blade tip speed ratio; [image: image] is the pitch angle; and [image: image] is the inlet wind speed.
The MSC uses DC-link voltage control to stabilize the DC voltage, as depicted in Figure 2. In dc-link voltage strategy, the d-axis current command value [image: image] is set to 0, while the q-axis current command value [image: image] is determined by the DC capacitor voltage loop.
[image: Figure 2]FIGURE 2 | MSC control structure.
The GSC uses droop control to construct the voltage and frequency, which realizes the grid-configuration operation, as depicted in Figure 3. It should be noted that for GFM WSSs, the GFM control is implemented by the GSC. Consequently, WSSs output power is no longer determined by [image: image] captured by WT, but depends on the grid load.
[image: Figure 3]FIGURE 3 | GSC control strategy.
Droop control simulates the active-frequency and reactive-voltage droop characteristics of a synchronous generator, and the control equations for its frequency and voltage are shown in Eq. 3,
[image: image]
where [image: image] is the grid angular velocity reference value; [image: image] is the grid angular velocity; [image: image] is the grid rated angular velocity; [image: image] is the active droop coefficient; [image: image] is the WSSs rated output power; [image: image] is the grid voltage reference value; [image: image] is the rated grid voltage; [image: image] is the reactive droop coefficient; [image: image] is the WSSs reactive power; [image: image] is the WSSs rated reactive power.
2.2 BS control strategy
GFM WSSs BS distribution methods include AC-side BS and DC-side BS. For the former, it can be considered as utilizing the BS system of GFM control to assist the operation of the wind generation systems, while the wind generation systems still adopt GFL control. The significant advantage of the DC-side BS in GFM WSSs is that the DC voltage can be stabilized with the help of an additional BS on the DC side, which effectively aids in realizing the GFM control of the turbine. Compared to the AC-side BS, the DC-side BS of WSSs can save one inverter, thus reducing the cost. Additionally, the DC-side BS is more integrated in structure and control, which has the potential to enhance the transient and steady-state control capabilities of the unit and optimize its operational flexibility while meeting active support energy demand (Liu et al., 2020). Therefore, in this paper, the DC-side distribution BS is adopted to provide FR support power for the system.
The BSC control structure is shown in Figure 4. The current command value for the BS is derived from the DC capacitor voltage loop. Subsequently, the PWM control signal for the BSC is generated from the current loop.
[image: Figure 4]FIGURE 4 | BSC control structure.
2.3 Challenge of GFM WSSs
From Eq. 1, for wind generation systems without BS, in the event of a small disturbance, the system can respond by utilizing the wind turbine rotor to release or absorb energy, thereby adjusting rotational speed. However, during large disturbances, the spare power available from the rotor may not suffice to counteract the disturbance. Consequently, the energy supplied by the rotor to the DC capacitor may fail to match the energy it releases, resulting in instability of the capacitor voltage.
In conventional wind storage systems, the BS responds to disturbances of any magnitude, ensuring stabilization of the DC voltage and maintenance of rotor speed within normal ranges. However, frequent activation of the BS can lead to unnecessary wear and tear on the battery. Presently, the cycle life of Li-ion batteries ranges from 3,000 to 5,000 cycles. Excessive activation of the BS for each disturbance significantly shortens the battery’s service life (Liu et al., 2020). Therefore, imprudent utilization of the BS can have adverse effects on the economic operation of the wind storage system.
In summary, to fulfill the system’s power support requirements while minimizing the usage times of BS, there is a pressing need for a cooperative control strategy. This strategy aims to facilitate effective collaboration between the wind turbine rotor and the BS, enabling them to respond appropriately to varying degrees of disturbances encountered by the wind storage system within the power system.
3 COOPERATIVE DC POWER SUPPORT STRATEGY OF GFM WSS
3.1 Cooperative principle
From the analysis presented above, it becomes apparent that BS in WSSs should only be activated in response to large disturbances, while small disturbances do not necessitate their activation. It is not desirable for BS to respond to every disturbance encountered. Building upon this insight, this paper proposes a cooperative control strategy for DC-side power support in wind storage systems. This strategy utilizes frequency as a threshold to discern the size of the disturbance, determining when BS activation is warranted.
When a disturbance results in a frequency deviation of the WSSs that is below the frequency threshold [image: image], it is categorized as a small disturbance. In such cases, the BS does not respond, and the DC voltage is maintained stable solely by the rotor. Figure 5 illustrates the power and energy needed to support the GSC during small disturbances. As depicted in Figure 5A, the frequency deviation caused by small disturbances remains below the frequency threshold [image: image], indicating that all the GSC power [image: image] is sustained by the rotor. Figure 5B displays the corresponding GSC energy [image: image] during small disturbances over time, revealing that the entire energy demand is sustained by the rotor throughout the disturbance period.
[image: Figure 5]FIGURE 5 | Small disturbance power support. (A) Power required by the GSC. (B) Energy required by GSC.
When the disturbance causes the frequency deviation of the WSSs to exceed the frequency threshold [image: image], it is classified as a large disturbance. At this point, the DC voltage is stabilized by both the rotor and the BS to achieve cooperative support on the DC side. Since the system’s frequency deviation resulting from large disturbances undergoes a process, the proposed control uses a different cooperative strategy before and after reaching the frequency triggering threshold. Figure 6 illustrates the support of power and energy required by the GSC during large disturbances. In Figure 6A, when the system is in state [image: image], all the power required by the GSC is supplied by the rotor alone; however, in state [image: image], both the rotor and the BS jointly provide power support for the DC capacitor. The corresponding energy required by the GSC during large disturbances over time is depicted in Figure 6B. In state [image: image], all the energy is sourced from the rotor, whereas in state [image: image], the BS is activated to supply energy to the DC capacitor in conjunction with the rotor.
[image: Figure 6]FIGURE 6 | Large disturbance power support. (A) Power required by the GSC. (B) Energy required by GSC.
The cooperative principle of the proposed cooperative FR control strategy for the wind storage system is shown in Figure 7. When the WSSs encounter disturbances, the rotor first provides FR support power for the DC capacitor, and at the same time, its frequency deviation is measured; if [image: image], the BS is disabled and the rotor only supports the disturbed power by sacrificing the rotational speed; if [image: image], the BS is enabled, and the rotor and the BS work together to maintain the stability of the DC voltage, which realizes the cooperative support of DC capacitance.
[image: Figure 7]FIGURE 7 | Cooperative principle of the cooperative control for GFM WSS.
3.2 Cooperative control strategy
Building upon the cooperative principle described above, the control block diagram of the proposed DC side power support cooperative control strategy for GFM WSSs is depicted in Figure 8.
[image: Figure 8]FIGURE 8 | Block diagram of the cooperative control for GFM WSS.
To achieve the control objective of determining whether the BS should be activated based on whether the frequency deviation reaches the frequency threshold [image: image], the BS DC current [image: image] can be selected as the controlled parameter. In the cooperative control strategy, the reference value of the BS DC current, [image: image], is initially set to 0 since the BS typically remains inactive. Activation of the BS occurs only when a disturbance causes the system deviation to exceed the frequency threshold [image: image], indicating a large disturbance. To address potential instability issues at the threshold boundary, a hysteresis loop module is implemented to define the cooperative criteria for large disturbances. The design logic of the hysteresis loop module is shown in Eq. 4,
[image: image]
where [image: image] is the flag of the energy storage criterion; [image: image] is the frequency deviation threshold upper limit and [image: image] is the frequency deviation threshold lower limit.
When the hysteresis loop module [image: image] is at 0, the BS remains inactive; however, when the hysteresis loop module [image: image] transitions to 1, the DC voltage loop activates, thereby enabling the BS to provide power support for the DC capacitor.
4 VERIFICATION
To validate the effectiveness and superiority of the proposed DC power support cooperative control, this section integrates the GFM WSSs with the grid to evaluate the DC power support characteristics. The constructed test system is illustrated in Figure 9.
[image: Figure 9]FIGURE 9 | Test system of the cooperative control for GFM WSS.
In this paper, the test system is constructed within the MATLAB/SIMULINK environment, and the specific parameters are outlined in Table 1. The detailed configuration of the tested GFM WSSs is depicted in Figure 8. The grid’s frequency response characteristics are emulated using an inverter, which is controlled using virtual synchronous generator control.
TABLE 1 | Main parameters of test system.
[image: Table 1]When a small disturbance occurs, the proposed cooperative control anticipates that the WSSs BS will remain inactive, with the rotor supplying all the necessary support power. Only in the event of a large disturbance causing the frequency deviation to surpass the frequency threshold [image: image], does the BS become operational, collaborating with the rotor to stabilize the DC voltage and achieve cooperative power support on the DC side. To assess the effectiveness of the proposed cooperative control strategy, the control effects of the following three control methods are simulated and analyzed.
• Case I: The BS does not participate in FR and total FR power is provided by the rotor.
• Case II: Immediately upon the occurrence of a grid disturbance, both the rotor and the energy storage system respond promptly.
• Case III: The proposed cooperative control strategy.
In the initial conditions of the test system, the load power is jointly supported by the WSSs and the grid to ensure the stabilization of the system frequency. Random disturbances, including both large and small disturbances, are set between 10 s and 110 s. The values of these disturbances are in the range of −40 kW–40 kW, as illustrated in Figure 10.
[image: Figure 10]FIGURE 10 | Stochastic disturbances.
As shown in Figure 11, the grid frequency [image: image] and the output power [image: image] of the WSSs remain consistent across all three control methods. This consistency is attributed to the uniform GSC control strategy employed by all three methods. Moreover, the output power of the WSSs, managed by the GSC to integrate with the grid, is contingent upon the grid-side loads and the GFM control methodology it employs.
[image: Figure 11]FIGURE 11 | Gird-side results under stochastic disturbances. (A) Gird frequency. (B) WSS output power.
In Figures 12A,B, the WSSs rotor speed n and BS power PBS are illustrated. In Case I, grid-side load changes are solely managed by the rotor, resulting in wide fluctuations in rotor speed and potential damage to its mechanical structure. In Case II, the BS responds faster than the rotor to grid-side load changes, leading to frequent charging and discharging cycles of the BS, thus reducing its service life and increasing WSSs’ investment costs. However, in Case III, the proposed cooperative control method is employed. Here, the BS responses are minimized while ensuring stable rotor speed. This is achieved by activating the BS only when [image: image], and the rotor provides all support power when [image: image]. Consequently, the proposed method enhances the BS’s service life and improves the economic and technological benefits of WSSs, while safeguarding the rotor’s mechanical integrity. Figure 12C displays the SOC% of the BS under the three control methods. The proposed cooperative control method notably reduces the time of BS charging and discharging compared to the method where the BS responds to every disturbance.
[image: Figure 12]FIGURE 12 | DC-side results under stochastic disturbances. (A) Rotor speed. (B) Wind turbine output power. (C) BS output power. (D) Battery SOC.
In Figure 13A, the response of the WSSs BS to load-side disturbances under cooperative control is depicted. It’s evident that the BS only reacts to large disturbances under this control scheme. Additionally, Figure 13B compares the response times of the BS under the three control methods. It demonstrates that when confronted with identical disturbance scenarios, cooperative control significantly reduces the number of BS responses, thereby enhancing its service life.
[image: Figure 13]FIGURE 13 | Comparison of WSSs BS responses under three controls. (A) BS responses under cooperative control. (B) Comparison of three controls.
5 CONCLUSION
This manuscript analyzes the principle of cooperative DC power support for GFM WSSs and proposes a cooperative strategy for GFM WSSs. The simulation results verify that the proposed control can effectively reduce the number of BS responses. The main conclusions are as follows.
1) The cooperative principle of the GFM WSSs is as follows: for small disturbances, the BS is disabled and total frequency regulation power is provided by the rotor, while for large disturbances, the BS is enabled to cooperatively provide power support with the rotor.
2) Based on the cooperative principle, the proposed cooperative strategy can distinguish between large and small disturbances by using a frequency threshold. Additionally, it incorporates a hysteresis loop module into the cooperative criterion. This module facilitates the cooperative support of both the rotor and the BS on the DC side of the WSSs.
3) The simulation results indicate that the proposed strategy effectively can reduce the times of BS charging and discharging. This improvement contributes to extend the service life of BSs while ensuring that rotor speed remains stable without wide fluctuations.
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A modified two-stage buck-DAB (MBDAB) converter is proposed to improve the performance of the traditional two-stage buck-DAB (TSBDAB) converter. In the MBDAB converter, the DAB can work with fixed voltage gain and voltage-matched condition under a wide input voltage range. The voltage gain of the converter is adjusted through the added front-end stage, which is similar to a buck converter. Compared with the TSBDAB converter, only part of the transmitted power flows through the front-end stage, so the loss of the buck stage and the burden of zero-voltage switching (ZVS) can be reduced. Detailed analysis of the working principle, partial power characteristics, and the full-load ZVS range design are presented. To verify the effectiveness of the proposed MBDAB converter, experimental results are obtained from a prototype with a rated power of 1 kW.
Keywords: isolated DC/DC converter, modified two-stage, buck-DAB converter, zero-voltage switching, bidirectional converter
1 INTRODUCTION
Bidirectional DC/DC converters play a crucial role in various applications like DC microgrids and energy storage systems to provide electrical isolation and voltage gain regulation capability (Inoue and Akagi, 2007; Masrur et al., 2018; Tu et al., 2019). In the domain of traditional IBDC converters, there are two key types: resonant converters and dual active bridge (DAB) converters (Zhao et al., 2014). DAB converters have gained significant interest due to their numerous benefits, such as electrical isolation, high efficiency, the ability to transfer energy bidirectionally, and soft-switching characteristics (Shao et al., 2019).
The single phase shift (SPS) control has only one degree of freedom, which is very simple (Doncker et al., 1988). However, the efficiency of the SPS-controlled DAB converter is low when the voltage gain is far away from the unity gain due to the large current stress and backflow power, and the zero-voltage switching (ZVS) cannot be achieved under full range. Therefore, to improve the efficiency of the DAB converter under a wide voltage range, modulation strategies with more control variables have been proposed. Extended phase shift (EPS) control and dual phase shift (DPS) control are two common two-degree-of-freedom control methods (Zhao et al., 2012; Sun et al., 2020). An inner phase-shift angle is introduced to reduce the RMS inductance current and the backflow power under a wide voltage range. Triple phase shift (TPS) control (Everts, 2017; Guo, 2020) is designed to further improve the performance of the DAB. There are three degrees of freedom in TPS control, which results in increased complexity in both the operation modes and control strategy due to the added degree of freedom.
Another effective and simple solution for improving the performance of the converter under a wide voltage range is the restructuring of its topology (Alou et al., 2001; Lee et al., 2011; Fu et al., 2020; Xu et al., 2020; Liao et al., 2022; Lin et al., 2022). The core concept of this technique is to enable the DAB converter to operate under a unity gain condition across a wide voltage range by restructuring the topology. One straightforward way is the two-stage cascade solution. To achieve high performance, the IBDC converter operates under fixed voltage gain in the two-stage cascade scheme. The two-stage structure includes two DC/DC converters, and one of them has isolation properties, as detailed in Alou et al. (2001), Lee et al. (2011), Fu et al. (2020), and Xu et al. (2020). Figure 1 illustrates the configuration of the TSBDAB converter. Fu et al. (2020) enhanced the efficiency by combining the IBDC converter with a non-isolated boost converter. ZVS of all switches is achieved, and the overall losses are reduced. Xu et al. (2020) combined a DAB converter and a buck–boost converter to achieve superior performance under a wide voltage gain range. Lin et al. (2022) described the combination of the DAB and the boost converter in input-series configuration. High efficiency can be achieved by power-sharing adjustments between the two converters.
[image: Figure 1]FIGURE 1 | Topology of the TSBDAB converter.
 All of the power should be transferred by the front-end stage in the existing two-stage scheme, which leads to increased conversion loss. To improve the efficiency of the two-stage scheme and reduce the front-end-stage-transferred power, a partial power converter (PPC) approach as mentioned in Sun et al. (2008), Zientarski et al. (2019), and Liao et al. (2022) can be used. The PPC concept involves integrating the PPC submodule alongside the main power converters, either in parallel or in series. It is important to note that the PPC solution typically does not provide electrical isolation, as it often uses buck or buck/boost converters for the DC–DC conversion with partial power characteristics, as explained in Sun et al. (2008).
In this article, a modified isolated bidirectional buck-DAB converter is proposed to construct partial power transmission characteristics of the front-stage converter and further improve the efficiency of the two-stage converter under a wide voltage range. The proposed converter only requires a simple change in the connection architecture of the TSBDAB converter. In the MBDAB converter, when the input voltage changes, the front-end buck stage performs a gain adjustment, whereas DAB operates under a fixed voltage gain condition. In addition, the buck stage can only transmit part of the output power, which is due to the change in the connection architecture of the TSBDAB scheme. All the switches of the proposed converter can achieve the ZVS operation.
2 PROPOSED MBDAB CONVERTER AND OPERATION PRINCIPLES
2.1 Proposed modified buck-DAB converter
Figure 2 illustrates the proposed MBDAB converter. Compared with the TSBDAB converter in Figure 1, to achieve the partial power conversion, the source of S1 is disconnected from the source of S3, and the source of S3 is directly connected to the input voltage. In addition, a blocking capacitor Cb is added to ensure that the voltages on both sides of the leakage inductor Lk are matched. The buck stage consists of two switches (Sa-b), an inductor (Lf), and a capacitor (CBuck). The DAB stage consists of two full bridges in the primary side and the secondary side, connected by a high-frequency transformer T with the turns ratio of Np:1, an inductor (Lk), and a capacitor (Cb).
[image: Figure 2]FIGURE 2 | Topology of the proposed MBDAB converter.
2.2 Mechanism of DC block capacitor Cb
The equivalent circuit of the DAB stage is shown in Figure 3. When the DAB stage is under the SPS control, the voltages on both sides of the leakage inductor are in volt–second equilibrium, which ensures that the inductor current iLk does not diverge. According to Figure 3, the relationship can be calculated as Eq. 1:
[image: image]
[image: Figure 3]FIGURE 3 | Equivalent circuit.
The steady state of the converter means that the average voltage of inductor Lk is 0. The relationship between the uab, up and ucd is shown in Figure 3, the average values of ucd and uab are 0 and (Vin−VBuck)/2, then the voltage on DC block capacitor Cb can be deduced as Eq. 2:
[image: image]
2.3 Modulation strategies and operation principles
Figure 4 illustrates the modulation strategy and theoretical operating waveforms of the proposed MBDAB converter. According to Figure 4, switches Sa and Sb are driven complementarily, and pulse width modulation is applied to the buck converter. As for the DAB stage, the conventional SPS modulation is applied. It is very simple with a fixed 50% duty ratio.
[image: Figure 4]FIGURE 4 | Key waveforms of the MBDAB converter.
The duty cycle D of Sa is to regulate the voltage across CBuck. The half-cycle phase shift ratio Dφ is used to regulate the output power of DAB. It is worth pointing out that Sa and S1 do not have to be turned on at the same time.
The 10 operating intervals are analyzed as follows and shown in Figure 5.
Stage I (t0–t1): At t0, switches Sb, S2, and S3 are turned off. During stage I, since the currents iLf and iLk are negative, respectively, the body diodes of Sa, S1, and S4 are turned on. The conduction of diodes provides the conditions for the ZVS of the corresponding switches.
Stage II (t1–t2): At t1, switches Sa, S1, and S4 are turned on under the ZVS condition. The voltage across inductors Lf and Lk is kept constant, and the currents iLf and iLk increase linearly. The inductor currents iLf and iLk are expressed in Eqs 3, 4:
[image: image]
[image: image]

Stage III (t2–t3): At t2, switches Q2 and Q3 are turned off. During stage III, since the current iLk is positive, the body diodes of Q1 and Q4 are turned on. The conduction of diodes provides the conditions for the ZVS of the corresponding switches.
Stage IV (t3–t4): At t3, switches Q1 and Q4 are turned on under the ZVS condition. Since the voltage across the inductor Lk is zero under the voltage-matching condition, iLk keeps constant.
Stage V (t4–t5): At t4, the switch Sa is turned off. Since the inductor current iLf is positive during stage V, the body diodes of Sb are turned on, which provides the conditions for ZVS of Sb.
Stage VI (t5–t6): At t5, the switch Sb is turned on under the ZVS condition. The voltage across the inductor Lf is kept constant, and the current iLf decreases linearly which is expressed in Eq. 5:
[image: image]

Stage VIII (t7–t8): At t7, switches S2 and S3 are turned on under the ZVS condition. The voltage across the inductor Lk is kept constant, and the current iLk decreases linearly, which is expressed in Eq. 6:
[image: image]
Stage IX (t8–t9): At t8, switches Q1 and Q4 are turned off. During stage IX, since the current iLk is negative, the body diodes of Q2 and Q3 are turned on. The conduction of diodes provides the conditions for the ZVS of the corresponding switches.
Stage X (t9–t10): At t9, switches Q2 and Q3 are turned on under the ZVS condition. Since the voltage across the inductor Lk is zero under the voltage-matching condition, the current iLk keeps constant.
[image: Figure 5]FIGURE 5 | Operational principles of the proposed converter: (A) stage I (t0–t1); (B) stage II (t1–t2); (C) stage III (t2–t3); (D) stage IV (t3–t4); (E) stage V (t4–t5); (F) stage VI (t5–t6); (G) stage VII (t6–t7); (H) stage VIII (t7–t8); (I) stage IX (t8–t9); and (J) stage X (t9–t10).
3 STEADY-STATE ANALYSIS OF THE PROPOSED MBDAB CONVERTER
3.1 Analysis of the voltage gain ratio of the MBDAB converter
Under the SPS modulation strategy, the output power of DAB in the MBDAB converter can be expressed as Eq. 7:
[image: image]
where Np is the ratio of the high-frequency transformer and fs is the switching frequency of the converter. Veq is one half of the peak-to-peak value of the voltage up, which can also be regarded as the equivalent input voltage of DAB. The expression of Veq can be deduced as Eq. 8:
[image: image]
Therefore, the voltage gain of the DAB circuit in the modified buck-DAB converter can be derived as follows:
[image: image]
where RL is the resistance value of the load resistance and M1 is the voltage gain of the DAB circuit. In order to achieve the voltage-matched condition of the DAB primary and secondary sides, the normalized gain of DAB is controlled to be constant at 1 in this converter, that is, NpM1 = 1.
The voltage gain of the buck circuit is expressed as Eq. 10:
[image: image]
Considering the voltage gain of the buck part yields Eq. 11:
[image: image]
The voltage gain of the MBDAB converter can be expressed as Eq. 12:
[image: image]
It can be known from Eq. 9 that the voltage gain ratio is related to D of the buck stage and Np. When D is within the range of [0,1], the normalized voltage gain ratio (MNp) is within the range of [0.5,1].
3.2 Transferred power of the buck stage
In the proposed MBDAB converter, the buck stage only transfers power when S1 is on, so the transferred power of it is always smaller than the output power of the system. In addition, the power is directly transferred from the input voltage Vin when the switch S3 is on. Then, the inductor current of the buck stage has a smaller offset and RMS value. It will reduce the loss and size of the buck inductor and help meet the ZVS condition of the buck switches.
The power of the MBDAB converter can be expressed as Eq. 13, according to power transmission characteristics of the DAB stage.
[image: image]
Because the average inductor current is equal to half of the average DAB stage input current, the load current of the buck circuit can be expressed as Eq. 14:
[image: image]
The transferred power of the buck stage can be expressed as Eq. 15:
[image: image]
The power transfer ratio for the buck stage to the DAB stage can be expressed as Eq. 16:
[image: image]
3.3 Analysis of the ZVS condition
First, the ZVS conditions of the DAB circuit are analyzed. It can be seen from Figure 4 that before the switches S1 and S4 are turned on, the inductor current iLk<0 should be ensured to discharge the junction capacitor of the switches and make their body diodes turn on. Before the switches Q1 and Q4 are turned on, the inductor current iLk >0 should be ensured. The situation is similar when switches S2–3 and Q2–3 are switched on.
Therefore, the conditions for all switches of the DAB circuit to realize ZVS can be summarized as Eq. 17:
[image: image]
To simplify the calculation, the change in the current in the dead time is ignored in the deduction. According to Formulas 4, 6 and the voltage-matching condition, the leakage inductor current at times t1 and t3 in the modified buck-DAB converter can be obtained as Eqs 18, 19:
[image: image]
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It can be seen from the equation that when the modified buck-DAB satisfies the voltage-matched conditions, all switches in the DAB circuit can achieve the ZVS condition under any voltage gain and any load conditions.
As for the buck stage, the polarity of iLf before Sa and Sb are turned on determines the ZVS realization. The ZVS can always be achieved for Sa since iLf(t) < 0 are always feasible. By properly designing the inductance value of Lf, iLf (t2)<0 can be ensured. Then, Sb can achieve ZVS turn on. The condition of Sb to realize ZVS turn on is shown in Eq. 20:
[image: image]
3.4 Control strategy of the MBDAB converter
Based on the voltage-matched principle, the converter control strategy is designed as follows. The control block diagram is shown in Figure 6. The converter has two control degrees of freedom, D and Dφ, which are the output of the voltage-matching control loop and the output of the voltage-regulating loop, respectively. In the voltage control loop, the direction of the output voltage and transmission power is changed by adjusting the phase shift ratio Dφ.
[image: Figure 6]FIGURE 6 | Control diagram of the proposed MBDAB converter.
4 EXPERIMENTAL VERIFICATIONS
To validate the effectiveness of the proposed MBDAB converter, a 1-kW prototype is designed. The main parameters of the prototype are presented in Table 1. In addition, the prototype of the MBDAB converter is shown in Figure 7.
TABLE 1 | Specific parameters.
[image: Table 1][image: Figure 7]FIGURE 7 | Prototype of the proposed MBDAB converter.
The steady-state experimental waveforms of the MBDAB converter under Vin = 250 V and Vin = 450 V are shown in Figure 8. The voltage across the auxiliary capacitor CBuck, the output voltage of the MBDAB converter, the buck inductor current iLf, and the DAB leakage inductor current are shown in the figure. As can be seen, the output voltage of the MBDAB converter can be stabilized at 48 V. The DAB leakage inductor current iLk indicates that the voltage-matched condition is achieved. The waveforms of the currents are consistent with the theoretical analysis when input voltage varies.
[image: Figure 8]FIGURE 8 | Steady-state waveforms of (A) Vin = 250 V; (B) Vin = 450 V.
The ZVS waveforms of Sa under 250 V input voltage and different loads are shown in Figure 9. The drain–source voltage across Sa, the driving signal of Sa, the buck inductor current, and the DAB leakage inductor current are shown in the figure. As can be seen, drain–source voltage across Sa has dropped to zero before the driving signal arises. As shown in the experimental results, Sa of the buck stage realizes ZVS under 250 V input voltage at both light and heavy loads. The heavy load condition is 1,000 W, and the light load condition is 300 W.
[image: Figure 9]FIGURE 9 | ZVS waveforms of Sa when Vin = 250 V: (A) light load; (B) heavy load.
The ZVS waveforms of Sa under 450 V input voltage and different loads are shown in Figure 10. The drain–source voltage across Sa, the driving signal of Sa, the buck inductor current, and the DAB leakage inductor current are shown in the figure. As can be seen, the drain–source voltage across Sa has dropped to zero before the driving signal arises. As shown in the experimental results, Sa of the buck stage realizes ZVS under 450 V at both light and heavy loads.
[image: Figure 10]FIGURE 10 | ZVS waveforms of Sa when Vin = 450 V: (A) light load; (B) heavy load.
The ZVS waveforms of S1 under both light and heavy loads are shown in Figure 11. The drain–source voltage across S1, the driving signal of S1, the buck inductor current, and the DAB leakage inductor current are shown in the figure. As can be seen, the drain–source voltage across S1 has dropped to zero before the driving signal arises. As shown in the experimental results, S1 of the DAB stage realizes ZVS under a wide voltage range at both light and heavy loads.
[image: Figure 11]FIGURE 11 | ZVS waveforms of S1 under (A) light load; (B) heavy load.
The ZVS waveforms of S2 under both light and heavy loads are shown in Figure 12. As can be seen, the drain–source voltage across S2 has dropped to zero before the driving signal arises. As shown in the experimental results, S2 of the DAB stage realizes ZVS under a wide voltage range at both light and heavy loads.
[image: Figure 12]FIGURE 12 | ZVS waveforms of S2 under (A) light load; (B) heavy load.
The experimental results of bidirectional power transfer are shown in Figure 13. As can be seen, under forward power transmission mode, the phase of uab is ahead of the phase of ucd, as shown in Figure 13A. In addition, under backward power transmission mode, the phase of uab lags behind the phase of ucd, as shown in Figure 13B.
[image: Figure 13]FIGURE 13 | Bidirectional waveforms under 1,000 W: (A) forward mode; (B) backward mode.
The measured efficiency comparisons of the proposed MBDAB converter and the TSBDAB converter are shown in Figure 14. It includes experimental results under different loads and different input voltages. To ensure the fairness of comparison, the input and output voltage and the circuit parameters of the DAB circuit of the TSBDAB converter are the same as the MBDAB converter. In addition, to make a comparison under the same magnetic component, the inductance of the buck inductor in the TSBDAB converter is also designed the same as that in the MBDAB converter. This means that the ZVS condition of the buck part cannot be achieved under some load conditions in the TSBDAB converter. At lower input voltage, the proposed MBDAB converter has a higher efficiency than buck-DAB under a full-load range due to the partial power transmission characteristic. At medium input voltage, the two converters have similar efficiencies due to the similar current of iLf. At higher voltage, the proposed MBDAB converter has a higher efficiency than the buck-DAB converter due to the lower inductor current.
[image: Figure 14]FIGURE 14 | Comparison of measured efficiency of the proposed MBDAB and TSBDAB converters: (A) 250 V; (B) 350 V; and (C) 450 V.
The loss breakdown of the proposed MBDAB converter under different input voltages and different loads is shown in Figure 15. The C3M0045065D of CREE is adopted as the MOSFETs of the primary and secondary switches of the converter. The PQ40-40 and RM10 are used as the inductor and transformer core of DAB. In addition, the inductor type of buck used for the prototype is Kool Mµ Toroid of 77071A7.
[image: Figure 15]FIGURE 15 | Loss breakdown of the proposed MBDAB converter under different input voltages and different loads.
As shown in the figure, the total loss of the MBDAB converter under 350 V input voltage is higher than that of the input voltages at 250 V and 450 V, which is mainly caused by the increased inductor Lf iron loss. The peak-to-peak and RMS values of the buck inductor current under this operating point are larger. In addition, it can be seen from Figure 13 that the estimated efficiency is basically consistent with the measured efficiency with slightly mismatching. For example, at the output power of 200 W, the estimated losses are 9.4 W, 41.5 W, and 17.8 W at the input voltages of 250 V, 350 V, and 450 V, which are close to the measured efficiencies of 95.3%, 79.2%, and 91.1%, respectively.
5 CONCLUSION
In this article, a modified two-stage isolated bidirectional buck-DAB converter is proposed. When the input voltage of the MBDAB changes, the front-end buck stage performs gain adjustment, whereas DAB operates under a fixed voltage gain condition. The buck stage can only transmit part of the output power, which is due to the change in the TSBDAB scheme. All the switches of the proposed converter can achieve the ZVS condition. Working principle, voltage gain ratio analysis, power transfer characteristic, and ZVS analysis are introduced for the MBDAB converter.
The experimental results show that the proposed MBDAB converter can realize partial power transmission of the buck stage and ZVS of all switches, which reduces losses of the MBDAB converter effectively.
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The ultra-high voltage direct current (UHVDC) transmission composed of modular multilevel converters (MMC) is an important technology for large-scale centralized transmission of renewable energy. In UHVDC system, temporary faults in the AC power grid system are a high probability fault, and the fault control strategy affects the safety and reliability of system operation. This paper studies on the condition of AC power grid faults occurring at the receiving converter station. Firstly, study the system characteristics after the occurrence of AC faults, and use theoretical analysis to derive the trend of DC voltage changes of each converter valve. Then, an AC fault ride-through control strategy with high power transmission capability is proposed with hierarchical connection structure, the strategy controls the system to synchronously reduce DC voltage and AC active power after a fault, maximizing the retention of the system’s transmission capacity during the occurrence of faults, thereby reduce power shock in the system. Finally, a simulation model of the dual ended system has built based on the PSCAD simulation platform. The simulation results show that when a single-phase ground fault and a three-phase ground fault occur in the high valve group at the receiving station, the system can retain about 83% and 50% of the transmission capacity during the fault period, respectively. Meanwhile, there is no serious overvoltage or overcurrent phenomenon in the system. The simulation results verified the effectiveness of the proposed control strategy.
Keywords: MMC-UHVDC, hierarchical connection mode, AC fault ride-through, reducing DC voltage, high power transmission capability
1 INTRODUCTION
With the profound transformation of the global energy structure and the urgent need for sustainable development, the position of renewable energy, such as solar energy, wind energy, etc., in the energy field is increasingly prominent due to their environmentally friendly and sustainable characteristics (Liu et al., 2021; Xiong et al., 2021; Rokicki et al., 2022; Alghamdi et al., 2023). The distance between load centers and renewable energy power stations is usually far, so the efficient transmission technology of large-scale renewable energy has become a research hotspot in the field of transmission.
The high-voltage direct current (HVDC) transmission system composed of MMC has many key technological advantages, such as large transmission capacity, low losses, long transmission distances, the ability to connect to isolated and weak AC systems, and strong support for the power grid system (Wang and Redfern, 2010; Lei et al., 2019; Vercellotti, 2019; Saadeh et al., 2023). The MMC-UHVDC transmission system has a higher voltage level and larger transmission capacity, therefore it has greater advantages in the application scenarios of large-scale renewable energy transmission. In the process of building a new type of power system in the future, the technology of large-scale renewable energy transmission through MMC-UHVDC systems will play an important role.
At present, there is only one MMC-UHVDC project in operation worldwide, in which the receiving station is connected to the AC power grid through centralized access, with a maximum capacity of 5,000 MW (Baoan et al., 2021). In the future, with the increasing demand for optimizing the power grid structure and dispersedly consuming system power, the MMC-UHVDC system can refer to the line commutated converter based high-voltage direct current (LCC-HVDC) system and adopt the structure of hierarchical connection to the AC power grid. In recent years, most of the LCC-HVDC projects put into operation in China have adopted this hierarchical connection structure (Li et al., 2017). This structure gives the system a large short-circuit ratio and voltage support capacity, which helps optimize the power grid structure, balance power flow distribution, and improve the safety and stability level of the receiving end AC power grid (Jia et al., 2016; Qi et al., 2018; Ying et al., 2018; Ding et al., 2020).
This paper mainly studies the AC Fault ride-through control strategy of MMC-UHVDC system with hierarchical connection mode. In MMC-HVDC systems, there are two solutions to solve the power surplus problem caused by AC grid faults at the receiving station:
The first solution is to install additional energy consuming devices in the system to absorb surplus power. For application scenarios where onshore renewable energy transmission through MMC-HVDC systems, AC energy consumption devices are generally installed on the AC side of the transmitting station (Nian et al., 2020; Boning et al., 2020). For offshore wind power systems transmitted through MMC-HVDC, DC energy dissipation devices are generally installed on the DC side of the receiving station (Nentwig et al., 2016; Xu et al., 2021; Sixuan et al., 2023; Wang and Li, 2023). However, this solution requires additional equipment, which increases the system’s footprint and investment cost.
The second solution is to use control strategies to reduce the power delivered to the DC system. This solution is suitable for the application scenario of the MMC-HVDC system’s transmitting station connecting to the AC power grid. In this scenario, the active power is usually controlled by the transmitting station and the DC voltage is controlled by the receiving station. When a fault occurs in the AC power grid at the receiving end, control the transmitting station to reduce the active power, thereby ensuring power balance in the HVDC system (Ma et al., 2020).
For the application scenario where renewable energy is connected in parallel with the AC power grid and then sent out by MMC-UHVDC system, neither of the above two AC fault handling solutions is fully applicable to this system. Due to the fact that the AC side of the transmitting station in this system is equivalent to connecting to the power grid, the transmitting station can actively control the magnitude of AC power, so there is no need for the first costly solution. The second solution of using control strategies to reduce active power is usually applied in scenarios where the receiving station is centrally connected to the AC power grid. This solution significantly reduces the transmission capacity of the system during faults, causing significant power shocks in the system. At present, there is no literature proposing a better AC fault ride-through control strategy when MMC-UHVDC’s receiving station hierarchical connected to the AC power grid.
In order to reduce the power shock of MMC-UHVDC system with hierarchical connection mode during AC fault ride-through process, this paper proposes an AC fault ride-through strategy with high power transmission capability that synchronously reduces DC voltage and active power during the fault period. This paper first analyzes the topology structure and steady-state control strategy of the MMC-UHVDC system. Then, study the system fault characteristics in the case of AC power grid faults occurring in a single valve group at the receiving station. Next, based on the characteristics of the system, an AC fault ride-through strategy with high power transmission capability is proposed. Finally, a dual end system simulation model is built on the PSCAD simulation platform, and the effectiveness of the proposed fault ride-through strategy is verified based on the simulation model.
This paper is organized as follows: Section 2 introduces the topology and steady-state control strategy of the MMC-UHVDC system. Section 3 establishes the equivalent circuit of the system after the AC fault to describe the system fault characteristics. Section 4 proposes a cost-effective AC fault ride-through strategy. Section 5 analyzes the effectiveness of control strategies using the simulation method. Section 6 introduces the conclusion.
2 TOPOLOGY STRUCTURE AND STEADY-STATE CONTROL STRATEGY OF MMC-UHVDC SYSTEM
2.1 Topology structure
The MMC-UHVDC system generally adopts a symmetrical bipolar topology structure. The parameters of each MMC in the same pole are consistent. Each pole is composed of high valves and low valves in series, thereby raising the DC voltage of the system. In order to enable the system to have DC fault ride-through capability, the MMC in the system is usually designed as the hybrid MMC composed of full bridge sub modules (FBSM) and half bridge sub modules (HBSM) (Fu et al., 2022; Han et al., 2023). This paper conducts research on the MMC-UHVDC system with hierarchical connection mode. The basic topology of the dual ended MMC-UHVDC system is shown in Figure 1.
[image: Figure 1]FIGURE 1 | The topology of the dual ended MMC-UHVDC system.
2.2 Basic control strategy and operational characteristics
For the MMC-UHVDC system, the stability of DC voltage is the foundation for power transmission, so it is necessary to have a converter station to control the DC voltage of the system, and the other converter stations to control the active power of the system.
Due to the consistent control strategies of the positive and negative electrode systems, the steady-state control strategy is analyzed using the positive electrode system as an example. The topology of the dual ended positive electrode system is shown in Figure 2, where the receiving station is called MMC1 and the transmitting station is called MMC2.
[image: Figure 2]FIGURE 2 | The topology of the positive electrode system.
For a dual ended DC transmission system, the transmission capacity is determined by the transmitting station, so the active power is generally controlled by the transmitting station and the DC voltage of the system is controlled by the receiving station.
In this control mode, the high MMC at receiving station (MMC1_PH) and low MMC at receiving station (MMC1_PL) control their own DC voltage to be stable, and the DC voltage of both MMC is controlled to the rated value Udc0, that is, Udc1_pH = Udc1_PL = Udc0. Due to the series structure of each MMC in the station, the DC current Idc of each MMC is equal, indicating that the DC input power of the 2 MMCs in the receiving station is equal. Because the power inside each MMC is balanced during steady state, the output AC power of MMC1_PH and MMC1_PL is also equal.
In the transmitting station, the high MMC at transmitting station (MMC2_PH) and low MMC at transmitting station (MMC2_PL) control their own AC active power, and the AC active power of the two MMC is equal. If there is no disturbance in the system, the DC voltage of both MMC will remain stable at the rated value Udc0. When a small disturbance occurs in the system, causing a small deviation △Udc in the DC voltage of the two MMC, if this disturbance causes the DC voltage Udc2_PH of MMC2_PH being higher than that of MMC2_PL, this relationship can be expressed as Eq. 1:
[image: image]
Then the DC side output power Pdc2_PH of MMC2_PH will increase, and the Pdc2_PH can be expressed as Eq. 2:
[image: image]
At this point, due to the constant input power Pac2_PH on the AC side of MMC2_PH, there will be a power imbalance phenomenon in the converter valve, the relationship can be expressed as Eq. 3:
[image: image]
There is a power loss phenomenon in MMC2_PH, which leads to a decrease in its DC voltage and gradually decreases to near the rated value Udc0.
Similarly, if the small disturbance in the system causes the DC voltage of MMC2_PH being lower than that of MMC2_PL, under the inherent relationship between the power and DC voltage of the MMC, the DC voltage of the MMC will also gradually recover to the rated value. Finally, the DC voltage of the MMC2_PH and MMC2_PL in the transmitting station will also be in an automatic equilibrium state, that is, Udc2_PH = Udc2_PL.
Based on the above analysis, when the transmitting station controls the active power of the system and the receiving station controls the DC voltage, the DC voltage and active power of the high and low converter valves in the receiving and transmitting stations can automatically maintain a balanced state in steady state.
3 SYSTEM CHARACTERISTICS AFTER FAULT OCCURRING
This section mainly studies the system characteristics after a temporary AC power grid fault occurring. Considering that under the same type of fault conditions, the DC overvoltage caused by faults in the receiving station is the most severe. Therefore, this section takes the most severe three-phase metallic grounding fault (named ABCG fault) on the AC grid side of MMC1_PH in the receiving station as an example to analyze the system characteristics after the fault occurring. The schematic diagram of the positive electrode system fault is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Schematic diagram of the system when the AC fault occurring in MMC1_PH.
For the receiving station, after the occurrence of ABCG fault, the amplitude of the three-phase voltage on the AC side of MMC1-PH drops to zero, so the output power of MMC1_PH on the AC side drops to zero. Meanwhile, due to the fact that the DC side of MMC1_PH can be seen as composed of the capacitors of MMC submodules in series and parallel. Therefore, MMC1_PH can be equivalent to a capacitor Ceq1_PH connected in series to the DC side of the system. For MMC1_PL in the receiving station, due to the hierarchical connection of MMC1_PL and faulty MMC1_PH to different AC power grids, so the AC active power output by MMC1_PL is not affected by the fault, and the DC voltage control capability of MMC1_PH remains unchanged. Therefore, MMC1_PL can be equivalent to a DC voltage power supply, with a voltage source amplitude of Udc1_PL.
For the transmitting station, both MMC2_PH and MMC2_PL maintain the control mode of controlling AC active power, and the active power of these 2 MMCs is equal, that is, Pac2_PH = Pac2_PL. According to the analysis in Section 2.2, it can be seen that the DC voltage of these 2 MMCs is also equal, that is, Udc2_PH = Udc2_PL. Therefore, the DC current of these 2 MMCs is also equal, with a current value of idc2_PH = idc2_PL. At the same time, the parameters of the MMC2_PH and MMC2_PL are exactly the same, so their DC side can be equivalent to equal capacitance. Therefore, the transmitting station can be equivalent to a controlled current source idc2 and an equivalent capacitor Ceq2 in parallel as a whole. The amplitude idc2 of the controlled current source is equal to the total active power Pac2 divided by the total DC voltage Udc2 at the transmitting station, and the equivalent capacitance Ceq2 is equal to the series value of the equivalent capacitance of MMC2_PH and MMC2_PL.
Based on the above analysis, the circuit of positive electrode system after the ABCG fault occurs on the AC grid side of MMC1_PH can be equivalent to the topology shown in Figure 4.
[image: Figure 4]FIGURE 4 | Equivalent circuit of positive electrode system after the ABCG fault occurs on MMC1_PH AC grid side.
Before the fault occurred, the DC voltage of MMC1_PH and MMC1_PL in the receiving station is equal. Therefore, in Figure 4, the initial voltage of the equivalent capacitance Ceq1_PH of MMC1_PH is equal to the equivalent DC voltage source amplitude Udc1_PL of MMC1_PL, both of which are rated values Udc0. Similarly, in Figure 4, the initial voltage of the equivalent capacitance Ceq2 in the transmitting station is Udc2 = 2*Udc0. Due to the fact that in the MMC-UHVDC system studied in this paper, the parameters of each MMC at the transmitting and receiving stations are equal, so the relationship between the equivalent capacitance Ceq1_PH and Ceq2 is: Ceq2 = Ceq1_PH/2.
Perform Laplace transform on the right circuit of port ab in Figure 4 to obtain the operational circuit shown in Figure 5A. Then using the Thevenin’s theorem, equivalent the circuit on the right side of port ab in Figure 5A to obtain the Thevenin equivalent circuit shown in Figure 5B. Finally, perform Laplace inverse transformation on the circuit in Figure 5B to obtain the time-domain circuit shown in Figure 5C, where the initial voltage of the equivalent capacitance of 1.5Ceq1_PH is Udc0.
[image: Figure 5]FIGURE 5 | Further equivalent circuit after the ABCG fault occurs on MMC1_PH AC grid side. (A) Operational circuit (B) Thevenin equivalent circuit (C) Final equivalent circuit.
As shown in Figure 5C, the voltage of capacitor 1.5Ceq1_PH is Udc_eq, and the capacitor voltage can generally be equivalent to a historical voltage source and an equivalent resistance related to the capacitance value and calculation step (Gnanarathna et al., 2011). Therefore, Udc_eq can be expressed as Eq. 4:
[image: image]
In the above formula, △T is the calculation step size, and Udc_eq(t-△T) is the voltage of 1.5Ceq1_PH at the previous calculation time. idc2(t-△T) is the current flowing through the equivalent capacitor 1.5Ceq1_PH at the previous calculation time.
After the system completes the calculation of the capacitor voltage Udc_eq(t) at this time, the calculation result at this time is stored for the next calculation time.
The calculation formula for the current idc2(t+△T) flowing through the equivalent capacitor 1.5Ceq1_PH in the next calculation time of the system is:
[image: image]
By replacing the current idc2(t) in Eq. 4 with the calculated value idc2(t+△T) in Eq. 5, and the equivalent capacitor voltage Udc_eq(t+△T) at the next calculation time can be obtained. By iteratively calculating, the trend of the capacitor voltage Udc_eq(t) over time in the equivalent circuit of Figure 5C can be obtained.
The following text derives the voltage of the high-end and low-end MMCs in the transmitting and receiving stations based on the calculated voltage Udc_eq(t).
From Figures 4, 5C, it can be seen that the voltage at port ab is the total voltage Udc2 of the positive electrode system. Due to the fact that the DC voltage of MMC2_PH and MMC2_PL in the transmitting station is equal, the calculation formula for the DC voltage of these 2 MMCs is:
[image: image]
From Figure 4, it can be seen that for MMC1_PL in the receiving station, its DC voltage Udc1_PL is equal to Udc0. Therefore, the formula for calculating the DC voltage of MMC1_PH in the receiving station is shown in Eq. 7.
[image: image]
Figure 6 shows the trends of voltage variation over time for Udc1_PH(t), Udc1_PL(t), Udc2_PH(t), and Udc2_PL(t) after the fault occurring, with Ceq1_PH = 750uF, △T = 50us, Pac2 = 4000 MW, and Udc0 = 400 kV as the initial variables.
[image: Figure 6]FIGURE 6 | Calculation results of DC voltage variation trends for all MMCs after the fault.
From Figure 6, it can be seen that when a three-phase grounding fault occurs in the MMC1_PH of the receiving station, due to the system output power being blocked while the input power remains unchanged, the DC voltage of the system will rapidly increase. Among them, the DC voltage Udc1_PH(t) of the faulty MMC rises the fastest, and it rises to 1.15pu (460 kV) within 14 ms after the fault occurring. In order to avoid equipment damage caused by overvoltage in MMC, it is recommended that the system quickly take fault handling measures in a short period of time to protect the safety of the system equipment.
4 AC FAULT RIDE-THROUGH CONTROL STRATEGY
Section 3 has studied the system characteristics after an AC power grid fault occurring at the receiving station. The research results show that the DC voltage of the faulty MMC will rapidly increase, and the effective measure need to be taken in a timely manner to suppress overvoltage. Therefore, this section mainly studies the AC fault ride-through control strategy of the receiving station after the fault occurring.
4.1 Basic AC fault ride-through control strategy
In a dual ended MMC-UHVDC system, when an AC grid fault occurs in the MMC1_PH of the receiving station, so the output power on the AC side is blocked, resulting in surplus power in this MMC. The surplus power in the faulty MMC can be reduced by reducing the AC power of the transmitting station.
For the receiving station, during the fault ride through process, the control strategy of its high-end MMC and low-end MMC is the same, maintaining a constant DC voltage control strategy and adopting a current limiting control strategy to avoid serious overcurrent phenomena. The control strategy of MMC in the receiving station is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Basic control strategy of high-end MMC at the receiving station.
In Figure 7, Udc_ref is the DC voltage command value of MMC in the receiving station, and Udc_fdb is the DC voltage feedback value. Qref1 is the reactive power command value, and Qfdb1 is the reactive power feedback value; Id1* and Iq1* are the command values for the d-axis component and q-axis component of the current inner loop, respectively.
For the transmitting station, since the DC current of the high-end MMC and the low-end MMC are the same, and the DC voltage of the 2 MMCs are also in an automatic balancing state, so the AC power of the 2 MMCs must also be consistent. After the fault occurring, the active power of the high-end MMC and the low-end MMC need to be synchronously reduced. The control strategy for the MMCs in the transmitting station is consistent, as shown in Figure 8. When the transmitting station receives the fault signal, its MMCs synchronously reduce the active power command value, so that the active power absorbed by the MMC-UHVDC system from the AC power grid will be reduced, avoiding serious overvoltage in the system.
[image: Figure 8]FIGURE 8 | Basic control strategy of high-end MMC at the transmitting station.
In Figure 8, Pac_ref is the AC active power command value of MMC in the transmitting station, and Pac_fdb is the AC active power feedback value. Qref2 is the reactive power command value of MMC, and Qfdb2 is the reactive power feedback value. Id2* and Iq2* are the command values for the d-axis and q-axis components of the current inner loop of MMC, respectively.
When an ABCG fault occurs on the AC side of the high-end MMC in the receiving station, the active power output on the AC side of the MMC drops to zero. In order to ensure power balance of the faulty MMC, the DC current of the system should be reduced to zero. Under the control of the basic AC fault ride-through strategy, the active power of both the high-end MMC and low-end MMC in the transmitting station is reduced to zero. Meanwhile the active power of the low-end MMC in the receiving station that without fault is also reduced to zero due to the decrease in DC current.
According to the above analysis, there is certain problem when using the basic AC fault ride-through strategy. In order to reduce the surplus power in the faulty MMC, it is necessary to synchronously reduce the active power of all MMCs in the same pole to avoid serious overvoltage in the faulty MMC. So, it can be said that adopting this basic control strategy significantly reduces the power transmission capacity of the system during faults, leading to significant power shocks in the system.
Therefore, it is necessary to study the AC fault ride-through strategy with high power transmission capacity during the fault occurring.
4.2 Optimized AC fault ride-through strategy for high power transmission capability
In order to maximize the power transmission capacity of the system after a fault occurs, this paper proposes a strategy to reduce the surplus power in the faulty MMC by reducing its DC voltage while keeping the DC current of the system unchanged. At the same time, the transmitting station synchronously reduces a portion of active power. The following text provides a detailed explanation of the AC fault ride-through control strategy with high power transmission capability.
In MMC, electrical variables such as active power, DC voltage, and reactive power are controlled by adjusting the magnitude and phase of the bridge arm voltage. The expression of the a-phase bridge arm voltage in MMC is shown in Eq. 8 (Saeedifard and Iravani, 2010), and there is also the similar electrical variable relationship in b-phase and c-phase.
[image: image]
In the formula, varm_pa and varm_na are the voltages of the upper and lower bridge arms of a-phase in MMC, respectively; Udc is the DC voltage of MMC; ea is the voltage of phase A on the AC side of the MMC.
In the conventional basic control strategy of MMC, MMC is usually regarded as a single input control system as shown in Figure 9A, which only controls MMC by adjusting the valve side AC voltage eabc. In order to fully utilize the control freedom of MMC, MMC can be seen as a dual input control system as shown in Figure 9B, which can control the power balance in MMC by simultaneously adjusting the valve side AC voltage eabc and DC voltage Udc.
[image: Figure 9]FIGURE 9 | Equivalent control system of MMC. (A) Equivalent single input control system (B) Equivalent dual input control system.
When an AC fault occurs in the high-end MMC of the receiving station, the output active power on the AC side is blocked, and the AC side control ability of the faulty MMC is weakened. In order to quickly reduce the surplus power in the faulty MMC, the DC input power Pdc of the MMC can be reduced. And Pdc is directly related to the DC voltage Udc and DC current Idc, as shown in Eq. 9.
[image: image]
Due to the equal Idc of each MMC in the same pole system, in order to reduce the impact of faults on other MMCs without fault, it is chosen to reduce the surplus power by reducing the DC voltage Udc of the faulty MMC. The amount of surplus power in the faulty MMC will be reflected by the sub-module voltage. Therefore, a controller is designed between the submodule voltage and the DC voltage Udc. When the submodules’ average voltage vsm_ave increases and is higher than the rated value of the submodules’ average voltage vsm_rated in the faulty MMC, the DC modulation voltage Udc_m is decreased to reduce the input active power on the DC side, thereby controlling the power balance inside the faulty MMC. The control strategy on the AC side is the same as the basic strategy in Section 4.1, and the modulation voltage vabc on the AC side is obtained through dual closed-loop control. The overall control strategy of the faulty MMC is shown in Figure 10. The low-end MMC of the receiving station maintains the original control strategy unchanged.
[image: Figure 10]FIGURE 10 | Control strategy of high-end MMC at the receiving station.
For the transmitting station, due to the fact that the input active power remains unchanged for a short period of time after the fault occurring, the system’s DC current will increase with the decrease of the receiving station’s DC voltage. In order to control the DC current near the rated value, a controller needs to be designed in the transmitting station between the DC current Idc_fdb and the active power reference value Pac_ref. Under the action of the controller, Pac_ref will decrease with the increase of Idc_fdb.
At the same time, in order to control the submodule voltage of the MMC in the transmitting station within a stable range, it is also necessary to control the DC voltage of the MMC. Therefore, a controller is designed between the submodules’ average voltage vsm_ave2 and the DC modulation voltage Udc_m2. Under the action of this controller, when vsm_ave2 decreases, Udc_m2 is decreased to reduce the output power on the DC side, thereby controlling the power balance within the MMC. Setting only one MMC as the power reducing MMC in the transmitting station can achieve the control goal. In this paper, the high-end MMC in the transmitting station is set to reduce active power. The control strategy of this MMC is shown in Figure 11, while the low-end MMC maintains the original control strategy.
[image: Figure 11]FIGURE 11 | Control strategy of high-end MMC at the transmitting station.
5 SIMULATION ANALYSIS
5.1 System parameters
To verify the effectiveness of the proposed AC fault ride-through strategy, a simulation model of the dual ended system is built based on the PSCAD/EMTDC simulation platform, as shown in Figure 1. The parameters of each MMC in the system are the same, and Table 1 provides the system parameters and the parameters of a single MMC.
TABLE 1 | Main parameters of the MMC-UHVDC transmission system.
[image: Table 1]5.2 Simulation of the system fault characteristics
This section takes the ABCG fault on the AC power grid side of the high-end MMC in the receiving station as an example, and analyzes the system fault characteristics without adopting fault ride-through strategy. As the parameters and control strategies of the positive and negative electrode systems are the same, only the simulation results of the positive electrode system are provided in this paper.
Set the fault to occur at 1.5 s, record the waveforms of the DC voltages Udc1_PH and Udc1_PL of MMC1_PH and MMC1_PL in the receiving station, as well as the waveforms of the DC voltages Udc2_PH and Udc2_PL of MMC2_PH and MMC2_PL in the transmitting station. The simulation results are shown in Figure 12. In this figure, data from the theoretical calculations in Section 3, including Udc1_PH_cal, Udc1_PL_cal, Udc2_PH_cal, and Udc2_PL_cal, were also added for comparison.
[image: Figure 12]FIGURE 12 | DC voltage after a three-phase ground fault occurs in MMC1_PH. (A) Calculation and simulation results of DC voltage for MMC1_PH and MMC1_PL (B) Calculation and simulation results of DC voltage for MMC2_PH and MMC2_PL.
From Figure 12, it can be seen that after the fault occurring, the DC voltage Udc1_PH of the faulty MMC1_PH rapidly increases, while the DC voltage Udc1_PL of MMC1_PL stabilizes around the rated value. For the transmitting station, the DC voltage of MMC2_PH and MMC2_PL increases synchronously, but the rising speed is lower than the DC voltage of the faulty MMC. The simulation results are consistent with the theoretical calculation results, verifying the correctness of the theoretical analysis results in Section 3.
5.3 Simulation of AC fault ride-through control strategy
This section analyzes the effectiveness of the fault ride-through control strategy proposed in Section 4.2 based on a dual end simulation model. The fault conditions are: single-phase ground fault and three-phase ground fault occur on the AC grid side of the high-end MMC in the receiving station. The fault time settings for the two types of faults are the same. The system runs in a stable state before 1.5 s, and the fault occurs between 1.5 s and 2.0 s. The fault is cleared after 2.0 s.
As the parameters and control strategies of the positive and negative electrode systems are the same, only the simulation results of the positive electrode system are provided in this paper. The variables of MMC1_PH and MMC1_PL in the receiving station were recorded, including DC voltage Udc1_PH and Udc1_PL, average voltage of all sub-modules vsm_ave1_PH and vsm_ave1_PL, AC side output active power Pac1_PH and Pac1_PL, as well as the DC current Idc of the system. For the transmitting station to record the variables of MMC1_PH and MMC2_PH, including DC voltage Udc2_PH and Udc2_PL, average voltage of all sub-modules vsm_ave2_PH and vsm_ave2_PL, AC side input active power Pac2_PH and Pac2_PL.
5.3.1 Simulation of single-phase ground fault
The simulation results of a single-phase ground fault occurring on the AC grid side of MMC1_PH in the receiving station are shown in Figures 13, 14.
[image: Figure 13]FIGURE 13 | Simulation waveforms of receiving station during single-phase ground fault. (A) DC voltage of MMC1_PH and MMC1_PL (B) DC current of the system (C) Average voltage of submodules of MMC1_PH and MMC1_PL (D) AC side active power of MMC1_PH and MMC1_PL.
[image: Figure 14]FIGURE 14 | Simulation waveforms of transmitting station during single-phase ground fault. (A) DC voltage of MMC2_PH and MMC2_PL (B) Average voltage of submodules of MMC2_PH and MMC2_PL (C) AC side active power of MMC2_PH and MMC2_PL.
As can be seen from Figure 13D, after the fault occurring, the output active power Pac1_PH of MMC1_PH rapidly decreased to around 1,300 MW. Due to the obstruction of the active power output of MMC1_PH, there will be surplus power in the MMC shortly after the fault occurring, resulting in an increase in the voltage of its submodule vsm_ave1_PH, as shown in Figure 13C. As shown in Figures 13A, B, when the system detects the fault, it begins to execute the fault ride-through strategy, and the DC voltage of MMC1_PH is controlled to decrease to around 250 kV. The decrease in DC voltage of the system leads to the increase in DC current Idc of the system.
For the transmitting station, as shown in Figure 14C, in order to control the system DC current near the rated value, under the action of the AC fault ride-through strategy, the input active power of the MMC2_PH is reduced to about 1,300 MW. At the same time, in order to stabilize the voltage of the sub-module near the rated value, MMC2_PH controls its DC voltage Udc2_PH to decrease with the decrease of the voltage of the sub-module vsm_ave2_PH. After the fault enters steady state, Udc2_PH drops to about 250 kV, as shown in Figures 14A, B.
During the entire fault process, the active power and DC voltage of the high-end MMC in the receiving and transmitting stations decrease synchronously, which can stably control the DC current of the system near the rated value. The AC active power, DC voltage, and sub-module voltage of all MMCs in the system are controlled within a stable range, and there is no serious overvoltage or overcurrent phenomenon in the system. Based on the above analysis, it can be concluded that after the single-phase ground fault occurs in MMC1_PH, the system can still retain about 83% of its power transmission capacity, which verifies the effectiveness of the AC fault ride-through strategy proposed in this paper.
5.3.2 Simulation of three-phase ground fault
The simulation results of a three-phase ground fault occurring on the AC grid side of MMC1_PH in the receiving station are shown in Figures 15, 16.
[image: Figure 15]FIGURE 15 | Simulation waveforms of receiving station during three-phase ground fault. (A) DC voltage of MMC1_PH and MMC1_PL (B) DC current of the system (C) Average voltage of submodules of MMC1_PH and MMC1_PL (D) AC side active power of MMC1_PH and MMC1_PL.
[image: Figure 16]FIGURE 16 | Simulation waveforms of transmitting station during three-phase ground fault. (A) DC voltage of MMC2_PH and MMC2_PL (B) Average voltage of submodules of MMC2_PH and MMC2_PL (C) AC side active power of MMC2_PH and MMC2_PL.
As can be seen from Figure 15D, after the fault occurring, the output active power Pac1_PH of MMC1_PH rapidly decreased to 0 MW. In the short period after the fault occurring, there will be a large amount of surplus power in this MMC, resulting in an increase in the voltage of its submodule vsm_ave1_PH, as shown in Figure 15C. As shown in Figures 15A, B, when the system detects the fault, it begins to execute the fault ride-through strategy, and the DC voltage of MMC1_PH is controlled to decrease to around 0 kV. The decrease in DC voltage of the system leads to the increase in DC current Idc of the system.
For the transmitting station, as shown in Figure 16C, in order to control the system DC current near the rated value, under the action of the AC fault ride-through strategy, the input active power of the MMC2_PH is reduced to 0 MW. At the same time, in order to stabilize its voltage of the sub-module near the rated value, MMC2_PH controls its DC voltage Udc2_PH to decrease with the decrease of the voltage of the sub-module vsm_ave2_PH. After the fault enters steady state, Udc2_PH drops to about 0 kV, as shown in Figures 16A, B.
During the entire fault process, the active power and DC voltage of the high-end MMC in the receiving and transmitting stations synchronously decreased to zero, which can stably control the DC current of the system near the rated value. The AC active power, DC voltage, and sub-module voltage of all MMCs in the system are controlled within a stable range, and there is no serious overvoltage or overcurrent phenomenon in the system. Based on the above analysis, it can be concluded that after the three-phase ground fault occurs in MMC1_PH, the system can still retain about 50% of its power transmission capacity, which verifies the effectiveness of the AC fault ride-through strategy proposed in this paper.
6 CONCLUSION
Addressing the current absence of an AC fault ride-through control strategy with robust power transmission capabilities for the MMC-UHVDC system with hierarchical connection mode, this paper first analyzes the characteristics of the system when a fault occurs in the AC power grid. Subsequently, it introduces an innovative AC fault ride-through control strategy with high power transmission capability. Finally, conduct simulation analysis on the proposed strategy. The conclusions are as follows:
(1) Based on theoretical analysis, this paper obtains the equivalent circuit of the high-end MMC in the receiving station after a three-phase ground fault occurring on the AC power grid side, and uses theoretical calculation methods to obtain the trend of DC voltage changes of the all MMCs in the transmitting station and receiving station after the fault occurring. According to the calculation results, it can be concluded that the DC voltage of the faulty MMC rises the fastest, and it rises to 1.15pu (i.e. 460 kV) within 14 ms after the fault occurring. And the simulation results have verified the correctness of the theoretical analysis. To protect the safety of system equipment, it is recommended that the system quickly take fault handling measures in a short period of time after a fault occuring.
(2) An AC fault ride-through control strategy with high power transmission capability has been proposed based on the characteristics of the system. The implementation of this control strategy requires coordination and cooperation between the transmitting station’s MMC and the receiving station’s MMC. In order to maintain the stability of the system’s DC current, this strategy requires synchronous reduction of the DC voltage of the faulty MMC and the partial active power of the transmitting station, so as to reduce the impact of system fault ride-through strategy on MMC that has not experienced faults. This strategy can maximize the retention of the system’s power transmission capacity during failures and reduce power shock in the system.
(3) Based on the PSCAD simulation platform, simulate the fault conditions of single-phase ground fault and three-phase ground fault in the high-end MMC at the receiving station. The simulation results show that when a single-phase ground fault occurs, the system can still maintain about 83% of its power transmission capacity during the fault period. When a three-phase grounding fault occurs, the system can maintain approximately 50% of its power transmission capacity during the fault period. The simulation results have verified the effectiveness of the proposed AC fault ride-through control strategy.
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Current researches mainly focus on the participation of wind farms in primary frequency regulation, including overspeed load shedding control, propeller control and their coordinated control, etc. The frequency support is realized by reserving reserve capacity of wind turbines, but the influence of the dynamic characteristics of maximum power point tracking (MPPT) on the overall frequency regulation characteristics of wind turbines during frequency support is ignored. To this end, firstly, the frequency response model of the system is constructed, and the main factors that affect the frequency dynamic characteristics are revealed. Secondly, the principle of the grid-forming VSC with the function of self-inertial synchronization is introduced, the influence of the dynamic characteristics of MPPT on the frequency regulation characteristics of the wind turbine generator is clarified. Finally, based on the PSCAD/EMTDC electromagnetic transient simulation software platform, the influence of the dynamic characteristics of MPPT on the frequency regulation characteristics are verified by combining the inertia self-synchronous network control technology. The simulation results indicate that with the increase of setting of droop control, the decrease of output power of MPPT becomes large so as to weaken the frequency support capability.
Keywords: grid forming VSC, VSC-HVDC, droop control, fast frequency support, selfsynchronizing
1 INTRODUCTION
The global energy landscape has undergone a significant transformation, with wind energy evolving into an indispensable component of the power industry in Europe, China, and worldwide over the past few decades (Eto et al., 2010). The wind power industry, as a vital force in clean energy, will assume greater responsibilities. China’s commitment to global “carbon peak” and “carbon neutrality” will further propel wind power to become one of the most important pillars in achieving energy transition and addressing global climate change (Rezaei and Kalantar, 2015). Therefore, it is evident that wind power generation will continue to see significant development in the foreseeable future, with further effective harnessing and utilization of wind energy resources (Yang et al., 2024).
The large-scale integration of wind power into the grid will have a significant impact on the transient stability of grid frequency, with the most prominent issue being the deterioration of frequency transient support capability due to the lack of inertia and primary frequency control (Yang et al., 2018; Qin et al., 2021; Xiong et al., 2021; Arévalo Soler et al., 2023). Conventional VSC-HVDC control methods decouple wind farms from grid frequency, rendering them unable to perceive changes in AC grid frequency (Flourentzou et al., 2009; Castro and Acha, 2016). Consequently, wind farm grid-side flexible systems cannot provide transient power support to the grid. It is necessary for wind turbine units to autonomously perceive changes in grid frequency, akin to traditional synchronous generators, and autonomously respond to system frequency changes to provide transient support capabilities (Bianchi and Domnguez-Garca, 2016; Adeuyi et al., 2017).
To address this issue, it is necessary to transmit information about grid frequency changes to the wind farm side. Literature (Bianchi and Domnguez-Garca, 2016) utilizes communication means to transmit information about grid frequency changes, which is subject to limitations in terms of communication costs and stability. This approach in Bianchi and Domnguez-Garca (2016) requires detecting AC grid frequency and controlling DC voltage to track its changes, with the voltage variations reflected on the wind farm side frequency changes by the sending converter station. This method of Arghir et al. (2018) places high demands on the frequency tracking capability of phase-locked loops and the adjustment speed of DC voltage, particularly in weak grid scenarios, where it can lead to system instability issues.
In research on providing inertia support through VSC-HVDC grid integration with wind farms, methods based on communication or actively controlling DC bus voltage are often used to transmit grid frequency changes to the wind farm (Li et al., 2014). However, due to the existence of delays in control, communication, etc., wind farms cannot perceive the actual grid frequency in real-time, making it challenging to ensure inertia support effectiveness (Li et al., 2017). VSC-HVDC still exhibits current-source characteristics to the grid, posing a series of stability issues in parallel with weak grids (Aouini et al., 2016). Although the application of virtual synchronous control at converter stations can avoid stability issues caused by current vector control and weak grids, it is not suitable for occasions with original power fluctuations such as wind farms.
When wind turbines sense changes in the frequency of the AC system, they can adjust their speed, increase or release the rotational energy stored in the blades and rotor, to provide transient power support to the grid. When necessary, they can also provide primary frequency regulation through active power reserves, enhancing grid stability (Markovic et al., 2021; Groß et al., 2022). Literature (Zhong et al., 2022) proposes adding an auxiliary control loop directly coupled with the grid frequency (frequency deviation and rate of change) in the power control loop of wind turbines, to respond to dynamic changes in grid frequency. However, as it still relies on phase-locked loop (PLL) for grid synchronization, it is challenging to ensure stable operation of the control strategy in weak grids. Literature (Subotić and Groß, 2022) suggests using virtual synchronous control (grid-forming technology) in the grid-side converter of wind turbines, simulating the rotor motion equation and excitation equation of traditional synchronous generators to eliminate the dependence on PLL. Externally, it exhibits voltage source characteristics, autonomously responding to grid frequency changes, providing inertia response, and further participating in primary frequency regulation. However, such control methods require the wind turbine’s converter to control the DC bus voltage, leading to significant changes in torque control strategy and requiring evaluation of their impact on the stable operation of wind turbines, with high upgrade costs. Literature (Sang et al., 2022) utilizes the DC bus capacitance of wind turbine converters to simulate the rotor of a synchronous generator, achieving the grid-side converter’s ability to self-synchronize without PLL, automatically tracking the DC bus voltage with grid frequency, so as to achieve grid-forming VSC function.
Current research mainly focuses on wind farms participating in primary frequency regulation, including overspeed load reduction control, pitch control, and coordinated control of both, all utilizing the reserved capacity of wind turbines to provide frequency support. However, they overlook the dynamic characteristics of maximum power point tracking during frequency support, which affects the overall turbine frequency response. In the context of accelerating the construction of new power systems, it is necessary to further explore the control potential of offshore wind power through flexible direct connection systems, making the overall system the dominant power source and taking responsibility for supporting system frequency. In this context, this paper first constructs a system frequency response model to reveal the main factors affecting frequency dynamic characteristics, then the principle of the grid-forming VSC with the function of self-inertial synchronization is introduced, after that this paper clarifies the influence of MPPT dynamic characteristics on the overall turbine frequency response. Finally, based on the PSCAD/EMTDC electromagnetic transient simulation software platform, it establishes an electromagnetic transient simulation model of wind farm clusters connected to the grid via AC/DC, combined with inertia self-synchronization grid construction technology, to verify the influence of MPPT dynamic characteristics on the overall turbine frequency response.
2 STRUCTURE OF LARGE-SCALE WIND POWER TRANSMISSION SYSTEM THROUGH HVDC AND PRINCIPLE OF GRID-FORMING VSC FOR SELF-INERTIAL SYNCHRONIZATION
2.1 System structure of large-scale wind power transmission through HVDC and mechanical power modeling
The structure of large-scale wind power transmission system through HVDC is shown in Figure 1, in which WTG uses wind turbines to capture wind energy. Rotor-side converter realizes decoupling control of constant voltage and frequency and power; the grid-side converter is used to maintain the DC voltage constant and adjust the power factor (Xiong et al., 2016).
[image: Figure 1]FIGURE 1 | VSC-HVDC system for wind farm integration.
Figure 2 shows the control strategies for the sending-end converter (SEC) and receiving-end converter (REC). The control strategy of the sending-end converter station has a similar active part to the receiving-end converter station. However, since the wind farm connected to the AC side of the sending-end converter station can quickly lock its frequency and phase angle through a phase-locked loop, changes in the output AC frequency will not directly affect the power output of the wind farm, but only serve to transmit information. The control object of the reactive part is the amplitude of the AC voltage on the wind farm side, which needs to be maintained stable by the sending-end converter station (Yang et al., 2020).
[image: Figure 2]FIGURE 2 | Control strategies of SEC and RES. (A) Control strategy of REC, (B) Control strategy of SEC.
As the penetration rate of offshore wind power continues to increase, the receiving-end AC grid shows increasingly obvious characteristics of low inertia and weak damping. When the traditional backup plan of synchronous generator units cannot meet the requirements for grid frequency regulation capacity and speed, it may lead to problems such as large rate of change of grid frequency and frequency exceeding limits. Therefore, it is urgent to explore the potential of offshore wind power regulation, so that it can actively support system inertia, participate in frequency stability control, and improve the system’s safety and stability.
The mechanical power (Pm) is described as a nonlinear function of various parameters, including air density (ρ), rotor radius (R), pitch angle (β), wind speed (vw), tip-speed ratio (λ), and power coefficient (cp), as in Formula 1.
[image: image]
where cp could be represented in Formulas 2–4.
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2.2 Principle of grid-forming VSC for self-inertial synchronization
Common grid-forming inverters employ virtual synchronous generation (VSG) technology to simulate the characteristic features of synchronous generators, introducing inertia and damping into the frequency control system to enhance the system’s active support capability and compensate for the lack of inertia in phase-locked loops (PLLs). However, the grid-forming VSG technology exhibits weak responsiveness to grid loads and poor system stability, posing instability risks in weak grid scenarios. Additionally, significant modifications to the inverter structure incur high retrofitting costs. Without altering the structure and control strategy of the machine-side inverter, by modifying the control structure of the grid-side inverter, the voltage phase θ of the output grid-side converter voltage ug is modulated using the integral of the normalized DC capacitor voltage udc measured in its control loop with a gain ωn, achieving real-time correlation between the DC bus voltage udc and the output angular frequency ωg of the grid-side converter. This allows direct observation of grid frequency variations based on changes in the DC bus voltage, presenting the grid with external characteristics of a SG, as “voltage source”. This approach mitigates instability issues caused by PLLs and inaccurate frequency measurements due to voltage fluctuations, facilitating upgrades and improvements in grid-connected wind turbine control structures.
Figure 3 illustrates motion feature similarity between SG and GSC. The relationship between the angular frequency of AC voltage output by grid-side converter and DC voltage is shown in Formula 5
[image: image]
where: ωg is the angular frequency of AC voltage output and udc is the DC bus voltage.
[image: Figure 3]FIGURE 3 | Motion feature similarity between SG and GSC.
The dynamic equation of udc is given in Formula 6.
[image: image]
where: Pm* and Pg* are the nominal values of the output power of the permanent magnet direct driver and the input power of the grid-side converter respectively; HC is the inertia time constant of DC capacitor.
HC of DC capacitor is given in Formula 7.
[image: image]
where: C is the DC capacitance; Udcn is the reference value of DC voltage; Sn is the rated power of the wind turbine.
Ignoring the loss of the grid-side converter, the output power of the WTG can be expressed as in Formula 8.
[image: image]
where: Eg* is the unit value of the regulation voltage of the grid-side converter; Ut* is the nominal value of grid voltage; xg* is the unit value of reactance between grid-side converter and grid synchronous generator; δ is the phase where the output voltage vector of the grid-side converter leads the grid voltage.
Figure 4 shows the response characteristic curves of the frequency and DC capacitor voltage of HVDC system under over-frequency disturbance. After being disturbed, the change of grid-connected power of wind turbines will cause the natural response of DC bus voltage, and this response is positively related to the grid frequency. Taking the frequency increase as an example, that is, the grid frequency increases, the delta angle decreases, the grid-connected power decreases, and the DC side voltage increases, the natural linkage between DC side voltage and grid frequency is realized by the grid-forming VSC with the function of inertial synchronization and the amplitude change of AC side grid frequency is converted into the amplitude change of DC side voltage, thus realizing the frequency information transmission function and avoiding the need of converter phase-locked loop and communication. Which are highly consistent, and the DC capacitor voltage can be used to characterize the frequency change of the power grid.
[image: Figure 4]FIGURE 4 | DC voltage and frequency under over-frequency disturbance.
2.3 Droop control-based fast frequency support of wind power generation
For large-scale wind power transmission via high-voltage direct current (HVDC) systems, active participation of wind turbines in system frequency support is the future development trend. Currently, the primary frequency regulation resources in the power system are still traditional synchronous generator units, which exhibit significant differences in response speed and control capability compared to wind turbines. After disturbances, the spare capacity of traditional synchronous generator units is sufficient to absorb unbalanced power. However, due to the decreasing proportion of synchronous generator units in the power system, the inertia response capability of the sending-end system weakens. During the initial disturbance, the excessive rate of frequency variation in low-inertia AC systems may trigger wind turbine protection actions, leading to disconnection accidents and causing larger active power deficits, thereby threatening the safety and stability of the system operation.
A comprehensive system frequency response control diagram considering the frequency support characteristics of doubly-fed induction generator (DFIG) and traditional synchronous generator units is shown in Figure 5. Here, H represents the inertia time constant of the sending-end grid; D is the equivalent damping coefficient; TG is the time constant of the synchronous generator governor; FHP represents the proportion of steady-state output power of the prime mover high-pressure cylinder; TRH is the time constant of the prime mover reheating; and s is the Laplace operator (Shi et al., 2018). Referring to the simplified conditions of the traditional system frequency response model, considering the much smaller time constants of fast frequency support strategies (virtual control and droop control) of wind turbine units compared to the time constants of reheating coefficients of synchronous generators, the fast frequency support control loop of wind turbine units is directly introduced into the traditional system frequency response model in Figure 5.
[image: Figure 5]FIGURE 5 | Simplified system frequency response model considering high wind power penetrated power gird.
According to Figure 5, when the system is faced with active power deficiency (∆PL), the frequency domain expression of system frequency deviation with wind power frequency regulation can be arranged as in Formulas 9, 10.
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where Km is the mechanical power gain coefficient, Fh is a part of the high-pressure turbine power, Tre is the reheat time constant, Hsys is the system inertia time constant, D is the damping coefficient, and ωn and ζ are the intermediate variables (Shi et al., 2018).
ωn and ζ are as in Formulas 11, 12.
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Performing inverse Laplace transform on the Formula 10, The expression of Δf in time domain can be obtained as in Formula 13.
[image: image]
where α, ωd and φ can be expressed by Formulas 14–16.
[image: image]
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After a disturbance, the imbalance power in the system causes the grid frequency to exceed the primary frequency regulation deadband of synchronous generator units. Subsequently, the speed control system of the prime mover automatically decreases or increases the mechanical power of synchronous generator units in response to the grid frequency variation, weakening the imbalance in active power and restraining frequency changes. The primary frequency regulation of synchronous generator units is automatically completed under the action of the prime mover’s speed control system. To ensure the safe operation of the units, the imbalance power response of primary frequency regulation is generally limited to within 6% of rated load. Additionally, since the input signal of inertia control is the frequency change rate, which may contain various degrees of noise, it can easily induce system instability. Therefore, based on droop control, this paper conducts research on droop control on the characteristics of the fast frequency support.
After a disturbance, WTG starts the fast frequency support strategy with frequency deviation f as input, and releases the rotational kinetic energy to respond to the frequency change, which is injected into the AC power grid through the DC transmission system. The additional power, ∆P, is:
[image: image]
With the kinetic energy output of DFIG rotor, ωr decreases. According to Eq. 17, MPPT output is affected, and the change amount of DFIG output ∆PMPPT is:
[image: image]
where ω0 is the initial rotational speed of DFIG, ∆ωr is the speed deviation after DFIG frequency regulation.
After integrating Eqs 17, 18, ∆Pe would be represented as
[image: image]
As shown in Eqs 18, 19 of the revised manuscript, the decrease of ∆PMPPT depends on two factors: initial rotor speed of wind turbine and variation of rotor speed. This means that in a high wind speed condition or the rotor speed variation is large during the frequency support period, the decrease of ∆PMPPT is serious, which would give significant negative impact on the frequency support. In the simulation analysis, the coupling relationship between the maximum power tracking power variation, rotor speed of WTG and system frequency will be analyzed.
3 SIMULATION RESULTS
To investigate the influence of the dynamic characteristics of MPPT on the frequency regulation characteristics, the model shown in Figure 4 is employed based on PSCAD/EMTDC. The droop control is implemented in the WTG with the input of deviation of voltage of DC-link. Three scenarios are selected with the setting of Kp for 0, 10, and 30. The parameters of WTG are shown in Table 1 The other parameters are referred to (Yang et al., 2020) As disturbance.
TABLE 1 | Parameters of WTG.
[image: Table 1]3.1 Case 1: 2.5-MW load is connected to the grid
Figure 6 shows comparison results with various control coefficient under low-frequency disturbance. The simulation results show that the DC voltage changes by 0.005 p.u. for no frequency regulation strategy and the frequency changes by 0.005 p.u. This means that the self-synchronization strategy is confirmed, as shown the results of frequency and voltage in Figures 6A, B. When the WTG adopts no additional frequency regulation control, the rotor speed remains constant, and the WTG does not participate in frequency regulation. The maximum frequency deviation is 0.34 Hz due to the large load connection. When kp is set to 10 and 30, respectively, the maximum frequency deviation could be improved to 0.33 Hz and 0.29 Hz, respectively, as shown in Table 2. With the increase of droop coefficient, the maximum frequency deviation gradually decreases, the rotor speed reduction gradually increases, and the active output of the WTG gradually decreases. As in Figure 6C, the rotor speed reduction of kp = 10 is much more than that of kp = 10, the frequency support improvement is not significant clear due to the rapid change of output power in Figure 6D.
[image: Figure 6]FIGURE 6 | Comparison results with various control coefficient under low-frequency disturbance. (A) System frequency, (B) DC-Link voltage, (C) Rotor speed of WTG, (D) Output power.
TABLE 2 | Comparison results low-frequency disturbance.
[image: Table 2]3.2 Case 2: 1-MW load is disconnected from the grid
Figure 7 shows comparison results with various control coefficient under over-frequency disturbance. The simulation results show that the DC voltage changes by 0.003 p.u. and the frequency changes by 0.003 p.u. The mirror image relationship between frequency and voltage is confirmed, as shown in Figures 7A, B. According to the mirror image relationship between the system frequency and DC voltage, the fluctuation of DC voltage is consistent with the frequency. Among them, the highest frequencies of kp = 0, kp = 10, and kp = 30 are 50.21, 50.20, and 50.17 Hz, respectively, as shown in Table 3. With the increase of droop coefficient, the maximum frequency deviation gradually decreases, the rotor speed reduction gradually increases, and the active output of the WTG gradually decreases. When kp is set to 30, the maximum frequency deviation can be significantly improved and the frequency regulation effect is obvious. kp = 0, kp = 10, and kp = 30 correspond to the highest rotational speeds of 0.847, 0.852, and 0.867 pu, respectively; the corresponding active output is 0.7608, 0.753, and 0.756 pu respectively. As in Figure 7C, the rotor speed increase of kp = 10 is much more than that of kp = 10, the frequency support improvement is not significant clear because of the fast variation of output, as shown in Figure 7D.
[image: Figure 7]FIGURE 7 | Comparison results with various control coefficient under over-frequency disturbance. (A) System frequency, (B) DC-Link voltage, (C) Rotor speed of WTG, (D) Output power of WTG.
TABLE 3 | Comparison results over-frequency disturbance.
[image: Table 3]4 CONCLUSION
The frequency support is realized by reserving reserve capacity of wind turbines, but the influence of the dynamic characteristics of MPPT on the overall frequency regulation characteristics of wind turbines during frequency support is ignored. To further tap the regulation potential of offshore wind power through flexible direct interconnection system, firstly, the frequency response model of the system is constructed, and the main factors that affect the frequency dynamic characteristics are revealed. Secondly, the principle of the grid-forming VSC with the function of self-inertial synchronization is introduced and the influence of the dynamic characteristics of MPPT on the frequency regulation characteristics of the WTG is clarified. Finally, based on the PSCAD/EMTDC electromagnetic transient simulation software platform, the electromagnetic transient simulation model of wind farms connected to AC/DC grid is established, and the influence of the dynamic characteristics of MPPT on the frequency regulation characteristics are verified by combining the grid-forming control technology. The simulation results indicate that with the increase of setting of droop control, the decrease of output power of MPPT becomes large so as to weaken the frequency support capability. The contribution of this research is to investigate the influence of the dynamic characteristics of MPPT on the frequency regulation characteristics. In future, the coordinated frequency support strategy between the WTG and energy storage system would be addressed.
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In DC transmission and distribution systems, both unipolar and bipolar transmission modes exist, and DC transformers used in these systems are also available in either unipolar or bipolar configurations. In actual systems, due to requirements such as economy, land occupation, and reliability, there is a tendency to use a system with unipolar input and bipolar output. However, the bipolar loads, if unbalanced, will lead to increased equipment costs and voltage imbalance, causing power quality problems. This paper defines the Power Unbalance Factor (PUF) to describe the power quality of the studied DC transmission system and presents an improved DC transformer topology based on a power balancing system. This topology realizes bipolar voltage balance and improves the power quality of the DC transmission system when the load is unbalanced. The influence of the proposed solution on the power design of the DC system is demonstrated through theoretical analysis, and its effectiveness for improving the DC power quality is verified by both simulations in MATLAB/Simulink environment and physical experiments. When the power electronic transformer needs to be overloaded, the proposed topology can reduce the design power of the two branches by using the difference power, which is economical.
Keywords: DC transmission system, load power balancing, DC power quality, unipolar to bipolar, power unbalance factor
1 INTRODUCTION
The need to adjust the energy structure and develop sustainable green energy on a large scale is imperative due to the exhaustion of mainstream fossil energy and the serious problem of environmental pollution (Chen et al., 2013). The application of new renewable energies, such as water, wind, light, and geothermal energy, is an important measure to achieve environmental protection and sustainable economy development worldwide. The European Union has set a higher development goal, requiring renewable energy consumption to reach 20.0% of energy consumption and 30.0% of total power generation by 2020 (Wang et al., 2018; Yao et al., 2014). To reduce the use of fossil energy, promote multi-energy complementation, and achieve comprehensive energy utilization of the power system, it is necessary to develop new technologies related to power grid equipment (Wang et al., 2013; Xiong et al., 2021a, Xiong et al., 2021b) and reduce the loss and transformation of each link of power generation, transmission, and distribution (Zhang et al., 2018; Xiong et al., 2021a, Xiong et al., 2021b). One effective complement to the AC system can be seen in the DC system, which has advantages such as low loss, less reactive power, and convenient access to new energy, especially with the continuous development of fully-controlled semiconductor devices such as insulated-gate bipolar transistors (IGBTs) (Zhao et al., 2008; Engel et al., 2014). DC power electronic transformer has the advantages of electrical isolation, efficient energy conversion, fast dynamic response, flexible control, small size, light weight and easy expansion and integration (Lin, 2016; Xiong et al., 2020). These advantages make DC power electronic transformers have a wide range of applications in distributed power systems, renewable energy access, DC micro-grid and other fields.
However, power quality is a key issue in the transmission, distribution, and consumption of power systems that affects the stability, security, and economy of the system (Kenzelmann et al., 2014; Xiong et al., 2021a, Xiong et al., 2021b). In comparison with the AC system, the power quality of the DC transmission and distribution system is usually better, as the DC voltage does not change as frequently as in the AC system but is maintained approximately at a rated value, and there are no traditional power quality problems caused by harmonics and interference (Akagi and Kitada, 2011). However, if the rationale behind the definition of power quality is considered to be describing the quality of the power supply, either in the form of AC or DC, with a special focus on the waveforms of voltages and currents, then the power quality of a DC system can be reflected similarly by the deviation between the ideal and real-time waveforms in such a system. Under such a premise, the power quality in a DC transmission and distribution system is closely related to the topology, control, modulation method, and application scenarios of power electronic converters, which are important elements to form the DC system.
Unipolar and bipolar hybrid transmission is one of the typical application scenarios for DC transmission and distribution systems (Jovcic and Ool, 2010). Specifically, unipolar transmission is used on the medium-voltage side of medium-voltage DC distribution networks to reduce transmission costs and the land area used (Gowaid et al., 2015). Meanwhile, bipolar transmission is used on the low-voltage side as it can maximize the reliability of the power supply and reduce the insulation design requirements of the system (Li et al., 2012). Such systems mostly adopt two DC transformers in series on the input side and in parallel on the output side, forming an input-series output-parallel (ISOP) topology (Ooi and Wang, 1991; Xiong et al., 2016; Falcones S et al., 2013), which requires double the cost of equipment. Moreover, the voltage instability caused by the load imbalance of the two poles is the biggest problem faced by this application scenario, which is a great challenge to the power quality of DC transmission systems.
Focusing on the aforementioned issues, this paper uses the degree of voltage imbalance between the two poles as an indicator of the DC system’s power quality. Such an indicator is crucial for evaluating and improving the power transmission in the DC system. On this basis, a novel topology is proposed for enhancing the power quality of the unipolar-input-bipolar-output system, by forcing load power balancing. Such a balance is implemented by properly controlling the dual active bridge (DAB) circuit in parallel with the two loads on different poles. Theoretical analysis proves the improvement of DC system power design by adopting the topology in the case of unbalanced loads, which are commonly encountered in practical applications. This paper introduces the structure and control method of the topology in detail, and sets the boundary conditions of the scene in detail, and gives the detailed design parameters of the design capacity of the topology according to the boundary conditions. By comparing the design parameters in different scenarios, the economy of the topology is proved. Finally, the feasibility of the new topology is verified by simulation results in the MATLAB/Simulink environment as well as experimental results based on a physical platform.
2 STUDIED SYSTEM AND POWER UNBALANCE FACTOR
Figure 1 illustrates the most well-established topology for unipolar to bipolar conversion. This topology utilizes two DC transformers connected in parallel at a single pole, with their outputs connected in series to two loads, while the ground wire is led out from the middle. With reference to Figure 1, Load 1 and Load 2 represent two load units, which may consist of a single load, a load group, or a power supply line of the same voltage level. As seen from the diagram, the power of Load 1 is transmitted by DC transformer 1, and the power of Load 2 is transmitted by DC transformer 2. Both loads are independent of each other, and there is no power coupling between the two DC transformers. The two DC transformers share the same input side with input voltage Vin, i.e., the unipolar input is used, while the two loads on the output side are grounded with no power interaction between them, forming a positive pole (with voltage Udc/2) and a negative pole (with voltage -Udc/2). This topology is equivalent to two separate monopole-to-monopole power transformation legs.
[image: Figure 1]FIGURE 1 | Principle diagram of the studied unipolar-input-bipolar-output DC system.
Power imbalance refers to the imbalance of power output or consumption among various parts or components in a system. In a three-phase power system, if the three-phase current or voltage is not balanced, it will lead to power imbalance. In the DC system, if two circuits are connected in parallel, the situation similar to the AC system will also occur. When both loads are balanced, the rated power per pole yields Pout+ = Pout- = P. The maximum total power of the load on the bipolar side is designed to be 2P, considering the unbalance of the DC system. Then, the power imbalance between the two load ports is defined to reflect the power quality in the DC system. Since Load 1 and Load 2 are connected in series, the imbalance of load, voltage, and power is equivalent. If the voltage balance between the positive and negative poles is achieved, it also means that the power of the two poles is equal. To this end, in this paper, the power unbalance factor (PUF) is defined as Eq. 1
[image: image]
where Pload is the load power of the pole (either positive or negative).
The PUF value indicates the degree of power imbalance in the system, with η = 0 representing perfect balance. When the value of η is positive, it means that the power of the load exceeds the rated power at load balance; when it is negative, it means that the power of the load is lower than the rated power at load balance. The PUF value can be used as an essential indicator of the system’s stability and efficiency, enabling effective management of the system’s performance. By utilizing this topology and PUF value, we can establish a more stable and efficient power conversion system, reducing power loss and ensuring reliable and consistent operation.
It is noted that though such a DC system is usually designed to be symmetrical in order to maximize power delivery efficiency and reduce cost, in practice, it is common that loads are unbalanced. In those cases, the PUF value is different than 0, and the power quality is compromised.
3 RESEARCH ON TOPOLOGY AND CONTROL METHOD OF DC TRANSFORMER
In this Section, a novel configuration is developed to improve the power quality of the unipolar-to-bipolar power conversion under unbalanced load conditions, by incorporating a system that enables load power balancing. A detailed analysis of the physical implementation and control principles is performed in the following section.
3.1 Physical implementation
Figure 2 shows the detailed implementation of DC transmission system, realizing the principle diagram in Figure 1 and incorporating a power balance system to tackle the possible presence of load imbalance. The input side (medium-voltage side) is powered by a voltage source converter, while the two loads correspond to the positive and negative poles on the output side. The DC transformer for each pole consists of multiple DAB modules that are connected in series on the input side and in parallel on the output side, with the number of DAB modules determined by the voltage level and required power. The medium-voltage DC network transfers power to the load through the DC transformers, keeping the voltages of the two loads equal under the nominal condition with balanced loads. However, when the loads are imbalanced, the voltages of the two ports become unequal.
[image: Figure 2]FIGURE 2 | Proposed topology with power balance system.
To address this issue, the proposed topology incorporates a power balancing system (PBS) that enables power balancing between loads. As shown in Figure 2, such a PBS is implemented by connecting a DAB, whose ports are in parallel with the two loads, into the original system. This allows for bidirectional power flow between the two loads. Specifically, the PBS transfers power from the high-voltage port to the low-voltage one, achieving voltage balance between the two ports. Since the PBS handles the power difference between the two ports, its design capacity only needs to be half the power difference between the two.
3.2 Control method
3.2.1 DC transformer control
The main circuit topology of the DC transformer features an ISOP structure, with multiple DAB circuits connected in series on the input side to reduce the withstand voltage of each module and in parallel on the output side to reduce the current of each module. The phase shift control strategy is employed in DAB modules, with each module controlled separately. Given that each module on the input side is connected in series, it is essential to ensure that all modules are voltage balanced. Therefore, the phase shift angle of each module is adjusted by the input voltage and the output voltage, as shown in Figure 3. Specifically, the control system of the ISOP DC transformer comprises an input voltage loop and an output voltage loop, each adopting a proportional-integral (PI) controller, in order to generate the phase shift angle of each module. Finally, the gate signals of the pertinent switches are generated based on the real-time phase shift angle (not shown here for brevity).
[image: Figure 3]FIGURE 3 | Control diagram of DC transformer.
3.2.2 Power balancing control
To achieve voltage balance between the two ports, the proposed PBS is used to transfer unbalanced power. Given that the two loads are connected in series, the power balance system needs to meet the two conditions of bidirectional power flow and electrical isolation. To this end, the DAB is employed to implement the power balance system, with the control diagram shown in Figure 4.
[image: Figure 4]FIGURE 4 | Control diagram of proposed PBS.
Unlike the control strategy of the main circuit that aims to transfer the power from the input to the output, the power balance system needs to achieve voltage balancing of the two ports. As such, the phase shift angle is determined by the voltage difference between the two ports, using a proportional-integral-derivative (PID) controller. Following this, the drive signal of the DAB secondary side can be generated.
4 SYSTEM POWER DESIGN
In this Section, the system power design is discussed for the sample system in Figure 2, with two scenarios being used to reveal the impact of the proposed PBS. In Scenario 1, the loads operate within their respective set intervals, and it will be shown that the topology with PBS does not offer any advantage in terms of power design compared to the topology without PBS. However, in Scenario 2, where the operating power of one load may exceed the rated power, the topology with PBS has significant advantages in power design. For both cases, the total operating power of Load 1 and Load 2 will not exceed the rated power of the system.
4.1 Scenario 1: 0 ≤ Pout+ ≤ P, 0 ≤ Pout- ≤ P
The topology in Figure 2 contains two DC transformers, each of which is constructed from ISOP structures, but neither of them is loaded with power more than P, namely, neither Pout+ nor Pout- will exceed the power rating of their respective lines. Therefore, both Load 1 and Load 2 only operate within their respective set intervals, and the two lines will not be standby for each other, nor will they be overloaded.
At this time, the design power of each ISOP of the DC transformer in the topology is P, and the design power of the DC transformer is 2P. Additionally, if the proposed scheme with the PBS is used, the PBS is required to handle the differential power. Hence, the total equipment design power of the system, including the DC transformer and the PBS, is Eq. 2:
[image: image]
where ηL1 is the PUF value of Load 1, and ηL2 is the PUF value of Load 2.
It is seen that in the setting of scenario 1, since the two loads are not overloaded, there will always be an extra PBS handling the unbalanced power, and the total design power of the system will be greater than that without the proposed PBS (2P). The proposed PBS in this scenario has no advantage in terms of system power design.
4.2 Scenario 2: 0 ≤ Pout+ +Pout- ≤ 2P, 0 ≤ Pout+ ≤ 2P, 0 ≤ Pout- ≤ 2P
In this scenario, the upper power limits of both Load 1 and Load 2 are 2P, indicating a certain load may be overloaded with the elapse of operating time. In practice, this suggests that a line will suddenly increase its load, or that two lines will be standby for each other.
In the first case, when the traditional topology without the proposed PBS is used, the design power of ISOP modules in each DC transformer needs to be designed to meet the overload power, considering the upper power limit of loads. When Pout+ ≥ P and Pout- ≤ P, the positive DC transformer is overloaded, and its power is given by Eq. 3
[image: image]
where [image: image] is the PUF value of Load 1, and [image: image] is the PUF value of Load 2, when the power of positive pole exceeds P.
Similarly, when Pout+ ≤ P and Pout- ≥ P, the negative DC transformer is overloaded, and its corresponding power is Eq. 4
[image: image]
where [image: image] is the PUF value of Load 1, and [image: image] is the PUF value of Load 2, when the power of negative pole exceeds P.
The total design power of the device needs to be the sum of the positive and negative poles, yielding Eq. 5
[image: image]
In the second case, when the proposed scheme is used, since the sum of the power of Load 1 and Load 2 does not exceed 2P, the design power of each ISOP is just half of the total power, namely, P. The PBS handles the power difference between the positive and negative poles. Accordingly, when Pout+ ≥ P and Pout- ≤ P, the design power of the system is Eq. 6
[image: image]
When Pout+ ≤ P and Pout- ≥ P, the design power of the system is Eq. 7
[image: image]
Since the system needs to meet the demand of the maximum differential power, we have Eq. 8
[image: image]
Comparing Eqs 5, 8, it is seen that the PBS system in Scenario 2 has obvious advantages in terms of power design. Besides, with the increase of load imbalance, this advantage becomes more obvious, as illustrated by Table 1.
TABLE 1 | Comparison of system design power between two topologies.
[image: Table 1]5 VERIFICATION
In this Section, simulation results based on MATLAB/Simulink, as well as experimental results on a physical platform, have been used to demonstrate the effectiveness of the PBS in balancing the voltage across two loads and thus improving the power quality of the DC system.
5.1 Simulation verification
Simulations were carried out using MATLAB/Simulink to verify the performance of the PBS. With reference to the system topology in Figure 1, the simulation setup involved a unipolar input voltage of 20.0 kV on the medium-voltage side of the system, while the low-voltage side was bipolar with an output voltage of ±375.0 V. The simulation results depicted in Figure 5 showed that when both loads 1 and 2 were equal and set to 10.0 Ω, the system functioned correctly without the need for the PBS. However, when Load 1 was increased to 20.0 Ω while Load 2 remained at 10.0 Ω, the voltage of Load 1 was twice that of Load 2 in the absence of the proposed PBS, causing the system to become voltage unbalanced, as shown in Figure 6.
[image: Figure 5]FIGURE 5 | Simulated voltage waveforms in the absence of the PBS when Load 1 and Load 2 have the same impedance of 10.0 Ω.
[image: Figure 6]FIGURE 6 | Simulated voltage waveforms in the absence of the PBS when Load 1 is 20.0 Ω while Load 2 is 10.0 Ω.
After the proposed PBS was added, the system topology becomes Figure 2, and the simulation results depicted in Figure 7A show that the voltages of two ports were initially inconsistent when Load 1 was 20.0 Ω while Load 2 was 10.0 Ω. However, after an adjustment period of 0.15 s, the voltage of both ports approached the same value, which was 375.0 V. Figure 7B shows an enlarged portion of the waveforms in Figure 7A, where the voltage fluctuation after the system was stabilized was within 1.0%, showing the effectiveness of the proposed PBS in this situation.
[image: Figure 7]FIGURE 7 | Simulated voltage waveforms in the presence of the PBS when Load 1 is 20.0 Ω while Load 2 is 10.0 Ω. (A) Overall waveforms. (B) Zoomed-in waveforms.
Similarly, the simulation results shown in Figure 8, corresponding to the case the case where Load 1 is 10.0 Ω and Load 2 is 20.0 Ω, demonstrate again the effect of the proposed PBS on system voltage balancing. Moreover, the PBS could achieve bidirectional flow of power, since in this case power flowed to the upper port through the PBS. The voltage of the two ports approached the same value after a period of adjustment.
[image: Figure 8]FIGURE 8 | Simulated voltage waveforms in the presence of the PBS when Load 1 is 10.0 Ω while Load 2 is 20.0 Ω. (A) Overall waveforms. (B) Zoomed-in waveforms.
5.2 Experimental verification
To validate the effectiveness of the PBS, experimental tests were conducted on a physical platform comprising a dSPACE system, DC transformer hardware circuits, a DC power supply, and DC loads. The experimental setup involved using a programmable DC source with protection as the DC power supply and pure resistive DC electronic loads as the output port loads. The single-stage input side, the bipolar output side, and the PBS, are composed of H-bridge submodules and isolation transformers (see circuit board in Figure 9). Each H bridge independently uses a circuit board including the power modules and driver modules, and the number of H bridges in the cascaded H bridges can be flexibly selected. The experimental platform parameters are shown in Table 2.
[image: Figure 9]FIGURE 9 | H-bridge submodule circuit board.
TABLE 2 | Devices and parameters used in the experiment.
[image: Table 2]Specifically, the H-bridge structure and its front-end half-bridge protection circuit are composed of upper and lower IGBT half-bridge units. The H-bridge circuit used discrete IGBT components, IKW75N60TA of Infineon. The driving circuit was designed to provide IGBT turn-on voltage and ensure IGBT turn-off voltage. A plurality of H-bridge modules formed the structure shown in Figure 2.
During the experiment, Load 1 was set to 75.0 Ω and Load 2–150.0 Ω. An input voltage of 50.0 V was supplied at time t0. Due to the different loads, when there is no power balance system, the voltage of the two ports will be inconsistent, that is, the power imbalance problem of the DC system defined in this paper. According to the waveforms of Figures 10, 11, the system incorporates a power balancing system. The experimental results depicted in Figures 10, 11 showed that the PBS system was capable of bipolar balanced output. After a short transient, the output voltages of the two loads become equal in magnitude (30.0V). At this time, the positive current was 0.4 A, and the negative current was 0.2 A, which was consistent with the ratio of the two loads.
[image: Figure 10]FIGURE 10 | Experimental voltage waveforms of loads in the presence of the PBS when Load 1 is 75.0 Ω while Load 2 is 150.0 Ω.
[image: Figure 11]FIGURE 11 | Experimental current waveforms of loads in the presence of the PBS when Load 1 is 75.0 Ω while Load 2 is 150.0 Ω.
In summary, both the simulation and experimental results demonstrated the effectiveness of the PBS in balancing the voltage across two loads and improving the power quality of the DC system. The experimental setup and simulation model could be used as a reference for future research on power balancing systems.
6 CONCLUSION
In this paper, a novel DC transformer and power balance topology is proposed to address the problem of load imbalance possibly present in a DC distribution network. Our proposed topology achieves voltage/power balancing through an actively-controlled PBS, and its feasibility has been verified. Specifically, in the DC/DC conversion scenario where the input is unipolar and the output is bipolar, the proposed topology balances the output voltage of the positive and negative poles and effectively mitigates the impact of load imbalance on the system operation. The proposed topology is robust and able to maintain power balance under various operating conditions. Overall, the findings demonstrate the potential of the proposed topology to address one of the major challenges faced by the DC transmission and distribution system. In the second scenario, the proposed topology can reduce the design difference power by 50.0%, which means that the greater the difference between the output of the two poles, the greater the advantage of the topology.
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The wake effect reduces the wind speed at downstream wind turbines (WTs), making it necessary for the central controller to collect wind power generation data from each WT. However, wind farms (WFs) face a more complex problem in maintaining the voltage stability at the WT terminal while following the transmission system operator (TSO) instructions due to the information collection as well as the possible data loss during transmission. Therefore, this study proposes a coordinated control method for WTs and multiple power sources based on model predictive control under wake disturbance conditions, aiming to reduce the average voltage deviation in WT terminals and go close to the rated voltage and ensure effective compliance with TSO commands in large-scale WFs. Accordingly, the Jensen wake model was utilized to accurately calculate the available active and reactive power limits for each WT. Energy storage systems and static Var generators were modeled to coordinate and maintain the voltage in all WT terminals within the feasible range, providing peak shaving and valley filling support to reduce wind energy waste and shortfall, thereby enhancing the economic and operational reliability of WF. Further, the effectiveness of the proposed method was validated in MATLAB/Simulink.
Keywords: wind farm, voltage control, energy storage system (ESS), static var generator (SVG), model predictive control (MPC), wake effect
1 INTRODUCTION
The development of wind farms (WFs) demonstrates a rapid growth and globalization trend (Huang et al., 2020). The continuous expansion of the installed capacity of WFs, with the consistent emergence of new projects, highlights the significant role of wind energy as a clean source (Lei et al., 2022; Li et al., 2022; Shang et al., 2022) showed the immense power generation potential of wind energy, which makes it a crucial component in future energy transition. Therefore, wind energy system technologies are continuously advancing, with WFs emerging both onshore and offshore, showcasing a trend toward diversification and sustainable development. These advancements provide important technological solutions and pathways for addressing energy security and climate change issues, thus promoting global energy industry transformation (Glasson et al., 2019).
Voltage control in WFs is crucial for the stable operation and reliability of power systems (Zhao et al., 2020). Proposed a voltage control strategy utilizing doubly fed induction generators in WF, which adjusted wind turbine (WT) parameters and control strategies to achieve stable voltage control, thereby enhancing the grid integration capability and operational reliability of WF (Li et al., 2018). Addressed voltage control and reactive power optimization issues in large-scale wind power integration scenarios, presenting voltage control strategies for various operating scenarios and achieving coordinated operation between WF and the grid through optimized reactive power allocation, thereby improving grid stability and efficiency (Huang et al., 2019). Proposed a novel coordinated voltage control strategy for WF by integrating wind speed and active power fluctuations, dynamically adjusting voltage control parameters, and optimizing control strategies to effectively reduce voltage fluctuations at grid connection points, thereby enhancing the stability of power systems. Focusing on the impact of reactive power fluctuations on WF voltage stability (Guo et al., 2017), introduced a voltage control strategy based on doubly fed induction generators, optimizing control parameters and strategies to effectively mitigate reactive power fluctuations and improve voltage control performance in WF (Ouyang et al., 2019). Proposed a novel coordinated voltage control strategy for WF using doubly fed induction generators, considering grid constraints, and dynamically adjusting voltage control parameters while accounting for network constraints, thus achieving coordinated operation between WF and the grid as well as enhancing grid stability and reliability. Although various voltage control strategies have been proposed for WFs, to the best of our knowledge, none of them have addressed schemes involving energy storage systems (ESS) (Shang et al., 2022; Liu et al., 2023; Wu et al., 2023) and static Var generators (SVG) for voltage control. However, ESS and SVG, as flexible power electronic devices, can potentially enhance voltage control in WFs.
Wake effects decrease the wind speed behind WTs, thereby reducing their power generation capacity. This affects the overall power output of WFs, especially large-scale WFs, where this impact may be more significant. The wake effect also results in an uneven distribution of wind speed among WTs in a WF, thereby affecting its operational stability. This necessitates the adoption of additional control strategies to adjust the operation of WTs and mitigate the impact of wake effects (Zhang et al., 2016). proposed a voltage control strategy based on DFIGs, considering the wake effect between WTs in WF, aimed at improving the voltage stability and responsiveness of WFs (Feijoo and Villanueva, 2017). Integrated the wake effect between WTs and characteristics of WTs, and proposed a novel voltage control method that achieved stability and power control in WF voltage through dynamic and wake models (Tian et al., 2017). Considered the wake effect and grid constraints, and proposed a comprehensive voltage control strategy that optimized the control parameters of WTs in WFs, aiming to achieve coordinated operation with the grid and voltage stability. Further, the wake also has a broader impact on wind farm power generation under time-varying wind speeds. Sensor measurement biases, including wind speed and wind direction biases, may exist in real systems. Ignoring these biases reduces the overall performance of the wind farm and may even be inferior to the tracking capability of a single radar (Ren et al., 2024). Therefore, under various wind conditions and grid interactions (Xiao et al., 2024), emphasizing the flexibility and variability of energy delivery based on different wind speeds and operating conditions, the overall output of the wind farm and the consistency of the Transmission System Operator’s (TSO) directives are needed.
Therefore, considering the wake effect, a coordinated voltage control method is proposed in this study for WTs and multiple power sources in WFs to follow the TSO command, which reduced the wind speed and increased the downstream turbulence, resulting in a loss in power generation. By utilizing model predictive control (MPC) and the Jensen wake model, the proposed method aimed to reduce voltage deviation at WT terminals and ensure compliance with TSO commands. Moreover, ESS and SVG were employed to maintain stable voltage, optimize power utilization, and enhance operational reliability. The main contributions of this study are summarized below:
1) A coordinated control method for WTs and multiple power sources, based on MPC and tailored for wake disturbance conditions, was proposed to reduce the average voltage deviation at WT terminals in large-scale WFs and ensure compliance with TSO commands. The control problem can be formulated as a quadratic programming problem based on MPC and sensitivity, which can be real-time optimization.
2) The Jensen wake model was employed to calculate the available active and reactive power limits for all WTs, enabling them to follow TSO commands without the need for local wind power sensors. Compared to existing method by measuring wind power the by local sensors, this approach can help in mitigating the adverse effects of inaccurate power data collection and data loss during information transmission.
3) Considering the impact of wake-induced losses on downstream WT electricity generation, WFs face challenges in maintaining stable turbine-end voltages while adhering to TSO commands. The ESS and SVG were modeled to coordinate and maintain voltage levels within feasible ranges for all WTs. Compared to transitional WFs without ESS and SVG, the proposed method can facilitate peak shaving and valley filling to reduce wind energy waste and shortfall, and thus enhancing the economic viability and reliability of WF.
2 VOLTAGE CONTROL ARCHITECTURE FOR WIND FARM
Figure 1 displays the control framework for WF with ESS and SVG considering the significant wake effect. The core of the control strategy employs the Jensen wake model in conjunction with MPC. The Jensen model predicts how downstream turbines are affected by the wake of upstream turbines, which includes both reductions in wind speed and increases in turbulence. The MPC method utilizes this predictive capability to dynamically adjust the active and reactive power outputs of individual WTs. First, the WT controller collected voltage information from all nodes and obtained the nodal admittance matrix for calculating the voltage sensitivity matrix. Based on the Jensen wake model and MPC method, it controlled the active and reactive power outputs of WTs. This ensured optimal performance even under varying wind speed and direction conditions, thereby maximizing the energy yield of WF. Simultaneously, it coordinated ESS and SVG to minimize the average voltage deviation. By continuously optimizing these outputs based on real-time and predicted wind conditions, the system ensures that the available wind power of each WTG is captured in the face of changing wind speeds and directions. This strategic approach not only enhanced the operational stability, but also ensured adherence to the operational guidelines set forth by the TSO.
[image: Figure 1]FIGURE 1 | Coordinated voltage control framework for WF with ESS and SVG considering wake effect.
3 WIND FARM MODEL WITH ESS AND SVG
3.1 Wake effect model
Traditional voltage control methods require the collection of wind speeds from all WTs in a WF to calculate the available wind power for each WT. However, data loss and errors frequently occur in large-scale WFs during data collection and transmission. Additionally, the wind speed across the WF is not uniform owing to the influence of wake effects. The wake effect, observed in fluid dynamics and aerodynamics, occurs when an object moving through a fluid leaves behind a disturbance characterized by altered flow patterns, pressure changes, and turbulence. This phenomenon impacts the efficiency and performance of WT systems. Therefore, this study proposed the use of wake models to calculate the power output of all WTs. In this approach, only the wind speed and direction across the entire WF need to be measured, thus eliminating the need for sensors to measure local wind speeds and transmitting local power availability information to a central controller.
The Jensen wake model is a simplified mathematical tool used to predict the wake effects of WTs in a WF. Its advantages include its simplicity and computational efficiency, making it suitable for large-scale simulations.
[image: image]
Equation 1 describes how to decompose a given wind direction into two predefined directions in a WF, where (X) and (Y) represent the two predefined directions in the WF, differing by 90 degrees. This decomposition aims to better understand and simulate the variations in wind speed in the WF.
[image: image]
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Equations 2–4 can be used to calculate the area affected by wake on WT j due to WT i. Where [image: image], [image: image] and [image: image] represent the radius of expansion of the wake, distance between upstream and downstream turbines, rotor radius, respectively. [image: image] represents the area affected by wake on WT j due to WT i.
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Equation 5 describes the influence of WT i on the wind speed experienced by WT j. Where [image: image], [image: image], [image: image], [image: image], [image: image] and [image: image] represent the thrust coefficient, wind speed, the wind speed affected by wake on WT j due to WT i, wake expansion coefficient, swept area of the WT and rotor radius respectively. [image: image] represents the area affected by wake on WT j due to WT i.
[image: image]
The issue of mutual influence among WTs is discussed in Eq. 6. Typically, downstream WTs are affected by multiple upstream WTs. To estimate the inflow wind speed of one of these WTs, denoted as (WT) [where (n >2)], the wake superposition model was proposed. In this model, i represents the set of WTs that produce wake effects on a specific WT, while v denotes the free stream wind speed. The model considered the combined impact of multiple upstream WTs on the wind conditions experienced by downstream WTs, which is crucial for optimizing the layout and efficiency of WFs.
3.2 Voltage sensitivity analysis
Sensitivity coefficients are used to estimate the changes in voltage and phase angles in the dynamic process of WF control systems. To improve the computational efficiency, an analytical computation method was developed for calculating the sensitivity coefficients. The link between bus voltages and power injections was established based on fundamental physical principles and network topology of the power system (Christakou et al., 2013). This connection enabled us to infer power injections in the grid by monitoring changes in the bus voltage, allowing dynamic adjustments and optimizations in the WF control system. Equations 7-8 are the voltage sensitivity calculation equations.
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The voltage magnitude and phase angle sensitivity can be computed by analyzing the changes in these parameters relative to variations in system conditions or control inputs. The control inputs are only relative to the active and reactive outputs of power components. Equations 9-10 represent the voltage magnitude and phase angle sensitivity can be computed by analyzing the changes in these parameters relative to variations in system conditions or control inputs.
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[image: image]
where [image: image] is the sensitivity of voltage magnitude of bus i to the active power injected at bus l, [image: image] is the sensitivity of voltage phase angle of bus i to the active power injected at bus l, [image: image] is the sensitivity of voltage magnitude of bus i to the reactive power injected at bus l, and [image: image] is the sensitivity of voltage phase angle of bus i to the reactive power injected at bus l. [image: image] is the voltage at bus i, [image: image] is the conjugation of voltage at bus i, [image: image] is the conjugation of power at bus i.
3.3 WT and SVG model
In the standard double-closed loop control structure of WTs, owing to the rapid dynamic behavior of the inner current loop, it can be approximated as a first-order lag function. Therefore, the incremental state-space model of WTs can be obtained by considering communication delay. Equations 11-12 represent the transfer function of WTs with a first-order lag function.
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where [image: image] and [image: image] denote the incrementations in the reference of active and reactive power outputs of WT, respectively; [image: image] and [image: image] are the incrementations in the active and reactive power outputs of WT, respectively; and [image: image] and [image: image] are the active and reactive time constants, respectively.
Then, we obtained Equations 11-12 represent the incremental state-space model of WTs with a first-order lag function.
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where [image: image] and [image: image] are the derivative of incrementations in the active and reactive power outputs of WT, respectively.
We can also obtain the incremental state-space model of the SVG with a first-order lag function. Equations 11-12 represent the transfer function of SVG with a first-order lag function.
[image: image]
where [image: image], [image: image], and [image: image] denote the incrementation in the reference of reactive power output of SVG, incrementation in the reactive power output of SVG, and reactive time constant, respectively.
Then, we obtain Equations 11-12 represent the incremental state-space model of SVG with a first-order lag function.
[image: image]
where [image: image] is the derivative of incrementation in the reactive power output of SVG.
3.4 ESS model
ESS plays a crucial role in WFs. Through energy storage systems, WFs can effectively smooth out wind fluctuations, provide frequency regulation services, respond to sudden load changes, and quickly meet grid demands, thereby enhancing grid stability and reliability. This increase in flexibility and controllability helps in optimizing the utilization of renewable energy sources and promotes the development of energy systems toward greater sustainability.
Constraints (17)–(21) represent the operating behavior of an ESS. Constraints (17) is the charging/discharging state constraint of ESS, which ensures that the ESS can only work at either charging or discharging condition. Constraints (18) and (19) confine the maximum power during charging or discharging. Constraints Eqs 20, 21 represents state-of-charge (SOC) operation of ESS.
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where [image: image] and [image: image] represent the charge and discharge power of ESS at time [image: image], respectively; [image: image] and [image: image] are binary variables defining the charging/discharging status of ESS (for example, if [image: image], the ESS is charging from the grid); [image: image] and [image: image] are the efficiency coefficients of ESS during charging and discharging, respectively, which were both set to 0.9; and [image: image] is the minimum stored energy of ESS, which was set to 0.1.
The SOC can be defined as follows,
[image: image]
where [image: image] represents the stored energy of ESS at time [image: image] and [image: image] is the maximum capacity of ESS.
4 COORDINATED VOLTAGE CONTROL OPTIMIZATION PROBLEM
4.1 Cost function
MPC generates control actions by predicting future system behavior over a specified prediction horizon. This predictive capability allows MPC to optimize control actions in real-time, achieving superior performance compared to traditional controllers. After the quadratic key between power and voltage based sensitivity is linearized, the wind farm voltage control optimization problem can be solved based on quadratic programming. A coordinated control method for WTs and multiple power sources based on MPC under wake disturbance conditions was proposed to reduce the average voltage deviation at WT terminals and ensure effective compliance with TSO commands. It improved the stability and reliability of WFs, optimized the wind energy utilization efficiency, and promoted the application and development of intelligent control technologies. Equation 23 represents the voltage sensitivity coefficients with respect to power.
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where [image: image], [image: image], [image: image], and [image: image] are the increments in voltage amplitude, voltage phase angle, active power, and reactive power, respectively. [image: image], [image: image], [image: image], and [image: image] are the voltage sensitivity coefficients with respect to power, which were used to linearize the WF model.
Accordingly, the continuous state-space model of WF can be discretized as,
[image: image]
where
[image: image]
then, the discrete state-space model can be expressed as,
[image: image]
the objective function to minimize the average voltage deviation in WT terminal can be expressed as,
[image: image]
the terminal voltage of each WT, [image: image], can be calculated based on sensitivity as,
[image: image]
4.2 Constraint
The voltage constraints at WT terminals, as well as constraints on the active and reactive power outputs of WTs are expressed below,
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Equation 29 represents the voltage constraints, ensuring that the voltage at WT terminals remains within a feasible range and does not exceed the allowable upper and lower limits. Eq. 30 denotes the active power constraints, which limit the output of active power from WTs to ensure that it does not exceed the available maximum wind power. Eq. 31 signifies the reactive power constraints, restricting the output of reactive power from WTs to ensure that the power output does not surpass the capacity of WTs.
WFs dynamically adjust the power generation of WTs to ensure that their output satisfies TSO instructions. Equation 32 represent that WFs dynamically adjust the power generation of WTs to ensure that their output satisfies TSO instructions.
[image: image]
In summary, the aforementioned optimal control problem based on MPC can be formulated as a quadratic programming problem, which is well-suited for real-time implementation. MPC considers predictive models of the system dynamics and optimizes control actions over a finite time horizon, balancing performance objectives and constraints. Given the advancements in computational techniques, existing solvers can efficiently solve these quadratic programming problems within milliseconds. This capability ensures rapid decision-making and enables effective mitigation of voltage control issues in large-scale wind power systems.
5 CASY STUDY
A WF model, comprising 32 5 MW DFIG-based WTs, was created in MATLAB/Simulink to validate the proposed control strategy. Each WT was linked to the feeder via a 0.9/33 kV transformer. Four feeders were connected to the medium voltage (MV) bus, with eight WTs in each feeder positioned every 4 km. All WTs were aggregated at the point of connection (POC) and transmitted to external grids through the 155/380 kV main transformer. The WF had a rated power of 160 MW, with individual WTs rated at 5 MW each. For the 33 kV cable, the resistance, inductance, and capacitance were 0.108 Ω/km, 0.3915 mH/km, and 0.13 μF/km, respectively. Similarly, for the 155 kV cable, the resistance, inductance, and capacitance were 0.158 Ω/km, 0.47 mH/km, and 0.13 μF/km, respectively. The rated capacity, resistance, and reactance of the 0.9/33 kV transformer were 6.25 MVA, 0.008 p.u., and 0.06 p. u. respectively; those of the 33/155 kV transformer were 100 MVA, 0.01 p. u., and 0.06 p. u. respectively; while those of the 155/380 kV transformer were 500 MVA, 0.01 p. u., and 0.06 p. u. respectively. The thrust coefficient of each WT [image: image], wake expansion coefficient k and rotor radius R are set as 0.8, 0.04, and 63 m, respectively. The local WT terminal voltages as well as active and reactive power output from WTs, active power output from ESS, and reactive power output from SVG to the central controller were recorded. The central controller measured the wind speed and direction in the WF; it then calculated the wind power for each WT and voltage sensitivity matrix of the system, and determined the optimal output power for both WTs and multiple power sources. The configured ESS capacity and SVG capacity were both observed to be 30% of the wind farm capacity.
Figure 2 displays the reactive output power of SVG and active output power of WF. The output energy of the WF was 400 MW when all turbines operated at maximum capacity. However, factors such as the wake effect and fluctuating wind speeds inevitably reduced the WF output energy below the 400 MW threshold. During the initial period from 1 to 100 s, the WF output power was stabilized at approximately 230 MW, while the SVG contributed to around 16 MVar of reactive power. Subsequently, between 100 and 180 s, the available power output of WF gradually increased. Consequently, the TSO adjusted the active power command upward in tandem with this increase. Therefore, the WF output power gradually increased. To mitigate the impact of rising active power on the WT terminal voltage, the SVG incrementally ramped up its reactive power output. This adjustment ensured a smoother transition in the system’s overall operation.
[image: Figure 2]FIGURE 2 | Power output of SVG and WF.
Figure 3 illustrates the SOC of ESS. The role of the energy storage element involved peak shaving. When the available power of the WF was larger than the TSO instruction, the energy storage element absorbed energy. Meanwhile, when the available power of the WF was smaller than the TSO instruction, the energy storage element released energy. During 1–100 s, the charging state of the storage element exhibited an increasing trend, and during 100–180 s, it demonstrated a decreasing trend. This dynamic behavior highlights the role of the ESS in maintaining grid stability by balancing fluctuations during renewable energy generation against demand.
[image: Figure 3]FIGURE 3 | SOC of ESS.
Figure 4 illustrates the terminal voltage and active and reactive power output of WT1. The purpose of controlling the power output from the WT is to maintain the turbine terminal voltage and to track the TSO command. Therefore, the main role of the active power output from the turbine is to track the TSO command, and the main role of the reactive power output is to regulate the voltage fluctuation due to the fluctuation of the active power. During the period 0–100 s, the voltage at terminal 1 of the WT is basically at a constant value, and the active and reactive power output from the turbine fluctuates less. During the period 100–180 s, the active power output from the WT rises and therefore the reactive power absorbed by the WT rises.
[image: Figure 4]FIGURE 4 | (A) Voltage of WT1. (B) Active power output of WT1. (C) Reactive power output of WT1.
Figure 5 illustrates the comparison of the errors of the two methods for following the TSO command. At high wind speeds, the WTs will deliver as much power as possible in order to avoid wasting energy. Meanwhile, at low wind speeds, the available power of the WTs cannot meet the power demanded by the TSO command. Therefore, WFs without ESS have errors in the tracking effect of the TSO command.
[image: Figure 5]FIGURE 5 | Comparison of the errors of the two methods for following the TSO command.
6 CONCLUSION
In WF operations, the wake effect not only reduces the electricity generation efficiency of downstream WTs, but also leads to an overall loss in power generation. Additionally, the inaccuracies in wind power information and data loss during transmission increase the uncertainty in WF control. With the objective to address these challenges, this study proposed a scheduling method based on MPC to optimize the stability of WT terminal voltage and ensure that WFs can effectively respond to system TSO commands. By accurately calculating the power boundaries of turbines using the Jensen wake model and introducing coordinated control through ESS and SVGs, the stability and reliability of WFs could be improved. This research outcome provides profound insights for addressing practical issues in WF operations and lays a crucial foundation for the intelligent operation of future WFs.
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The widespread integration of wind turbines poses voltage stability challenges to power systems. To enhance the ability of wind power systems to actively support grid voltage, grid-forming control techniques are increasingly being employed. However, current research primarily focuses on voltage stability challenges at the point of common coupling in wind power systems, lacking thorough investigation into system voltage response characterization. This paper establishes the voltage response model of a grid-forming wind power system. Based on this model, mathematical derivation and theoretical analysis are conducted, and the effect factors of the voltage at the point of common coupling are investigated. Furthermore, a voltage stabilization method is explored by adjusting the above effect factors. Finally, based on the MATLAB/Simulink platform, the simulation verification of each effect factor is carried out. The results indicate that voltage response characterization obtained by the theoretical analysis and simulation is similar and that the proposed method is valid.
Keywords: grid-forming, wind power systems, voltage response, droop control, voltage stability
1 INTRODUCTION
Constructing a novel power system characterized by a significant share of renewable energy sources and a high proportion of converters (Kang and Yao, 2017) represents a pivotal approach toward achieving the objectives of carbon peaking and carbon neutrality (Yang et al., 2023). With wind power (Ouyang et al., 2019), photovoltaic power (Kim et al., 2023), and other new energy power sources connected to the grid on a large scale, the traditional power system dominated by synchronous machines is undergoing a transformation. The extensive access of new energy power sources induces the characteristics of low inertia and weak damping for the new power system (Leon et al., 2024), which is difficult for actively supporting the safe and stable operation of the power system (Shang et al., 2022).
To provide the converter with the ability to actively support the grid frequency and voltage and increase the immunity of the grid during load disturbances, grid-forming (GFM) control techniques are widely used (Rosso et al., 2021; Wu and Wang, 2021). Xiong et al. (2021) proposed a rapid power compensation-based frequency response strategy, which can maximize the suppression of frequency deviation and the rate of change of frequency (ROCOF) simultaneously, yet avoiding the limitations due to unknown grid parameters. Xi et al. (2021) presented a decoupling control scheme to optimize the frequency response characteristics of virtual synchronous generator (VSG) (Fang et al., 2018) control using wind power plants as a research object. Shao et al. (2019) proposed a double-fed induction generator model based on equivalent electromotive force and equivalent power angle and evaluated the inertial response characteristics of the system. Verma et al. (2023) proposed a self-regulating configuration strategy and analyzed the frequency characteristics of the system. However, the existing papers related to the GFM system are more focused on the problem of frequency support (Xiong et al., 2016; Xiong et al., 2020; Li et al., 2022), and there is less research on the voltage support problem of the GFM wind power system, but with the change in the load side of the wind power system, the voltage support problem is also subject to severe challenges. Therefore, it is necessary to study the voltage response characteristics of GFM wind power systems.
In order to analyze the problem of voltage support in grid-forming wind power systems (GFM WPSs), Pal et al. (2023) proposed a new current saturation strategy for grid-forming inverters, which provides a solution to the low-voltage ride-through problem of grid-forming inverter systems. Liu and Wang (2021) proposed a voltage–magnitude control scheme and analyzed the system transient stability. Luo et al. (2023) proposed an adaptive-output–voltage-regulation-based solution to mitigate the dc-link undervoltage problem and confirmed it by experimental tests. Shang et al. (2021) presented a novel fast-frequency and voltage regulation method for a battery energy storage system (BESS) based on the amplitude-phase-locked-loop. Most of the above analyses of the voltage response characteristics of the GFM WPS focus on the improvement of the control structure and lack a generalized voltage response model of the GFM WPS to describe it. At the same time, the above studies are not accurate on the influencing factors of the voltage response of GFM WPSs, and a detailed study on the influencing factors of the voltage response is needed.
In summary, this study centers on investigating the voltage response characteristics of GFM WPSs. It establishes a voltage response circuit model and mathematical model of the system, analyzing the influencing factors on voltage at the point of common coupling (PCC). Furthermore, the study explores voltage stabilization strategies at the PCC. Finally, simulation verification is conducted using the MATLAB/Simulink platform, providing a theoretical foundation for addressing the voltage support issue in GFM WPSs.
2 MODELING OF GRID-FORMING WIND POWER SYSTEMS
Taking wind permanent-magnet synchronous generators as an example, the structure of a typical GFM WPS is shown in Figure 1, which mainly consists of a wind turbine (WT), machine-side converter (MSC), dc-capacitor, and grid-side converter (GSC). The GFM WT machine-side control is usually in the form of constant voltage control, where the reference values of the rotor d-axis and q-axis currents are controlled by means of dc-capacitor voltage. The control structure used by the GSC is more complex, and the common control structures are droop control, VSG control, and adaptive control. Although the control structures adopted by the GSCs of GFM WT are quite different, their reactive power–voltage control parts and active power–frequency control parts can all be equated with the classical P-f droop control and Q-U droop control (Liu et al., 2022). In the next section, the voltage response of GFM WPSs will be modeled using the Q-U droop control as an example.
[image: Figure 1]FIGURE 1 | Schematic structure of a typical GFM WPS.
2.1 The Q-U droop control of GFM WPSs
When the sum of the inverter equivalent output impedances in GFM WPSs is inductive, the reactive power output from the inverter becomes a primary function of the bus voltage magnitude, so the Q-U droop characteristic equation for GFM WPSs can be described as follows:
[image: image]
where [image: image] is the reference value of the turbine terminal voltage, [image: image] is the value of the turbine terminal voltage, [image: image] is the reference value of reactive power on the load side, [image: image] is the value of output reactive power on the load side, and [image: image] is the [image: image]-[image: image] droop coefficient, which indicates the slope of the [image: image]-[image: image] droop curve.
The value of [image: image] needs to be selected such that when the reactive power changes by [image: image], the voltage amplitude changes within [image: image], i.e., and the expression for [image: image] is shown in Equation 2.
[image: image]
2.2 Equivalent circuit
In order to analyze the effect of the GFM wind turbine on the grid voltage, the GFM wind turbine is equated to the form of a three-phase AC voltage source with the phase of the GFM wind turbine as the initial phase while focusing only on the external characteristics of the wind turbine. For the grid side, it can also be equated to the form of a three-phase AC source and disassembled into the form of a superposition of active and reactive power, and the power system can be equated to a single system of GFM wind turbines, as shown in Figure 2, under the premise of considering only the GFM wind turbines and the grid. In Figure 2, [image: image] is the system voltage phase; [image: image] is the system current phase; [image: image] and [image: image] are the active and reactive power on the load side, respectively; and [image: image] is the equivalent output reactance of the inverter, which is shown in Equation 3.
[image: image]
where [image: image] is the system frequency and [image: image] is the equivalent inductance value of the inverter. According to Equation 1, the wind turbine-side terminal voltage magnitude can be expressed in Equation 4.
[image: image]
[image: Figure 2]FIGURE 2 | Equivalent circuit of the GFM WPS.
3 MODELING OF VOLTAGE RESPONSE
According to Kirchhoff’s voltage law (KVL), the equivalent circuit voltage equation is
[image: image]
Taking the phase angle of the voltage at the PCC as a reference and assuming that the phase angle of the terminal voltage at the turbine-side is [image: image], then, Equation 6 can be obtained through Equation 5.
[image: image]
The equivalent current can be expressed in Equation 7.
[image: image]
For the load-side satisfying Equation 8
[image: image]
Then, the active and reactive power at the load-side can be expressed in Equation 9.
[image: image]
Further organizing leads to the following expression which is shown in Equation 10.
[image: image]
Combined with the trigonometric theorem, the above expression can be which is shown in Equation 11.
[image: image]
Furthermore, the square of the voltage magnitude [image: image] at the point of common coupling may be expressed in Equation 12.
[image: image]
Mathematically, the following expression needs to be satisfied in order to keep the calculations correct:
[image: image]
Further collation yields the following results which is shown in Equation 14.
[image: image]
Combining the above determining conditions, the square of the voltage magnitude [image: image] at the point of common coupling can be expressed in Equation 15.
[image: image]
The above expression is determined by the establishment condition, i.e., [image: image], and Equation 16 can be obtained:
[image: image]
Combining the above condition criteria, the calculation result needs to satisfy [image: image]; the above calculation is rounded off, and the square of the dot voltage magnitude [image: image] only has the following expression:
[image: image]
Substituting Equation 1 into Equation 17 yields the following expression for the voltage magnitude at the point of common coupling which is shown in Equation 18.
[image: image]
Combining the above expressions and assuming initial operating conditions where the droop coefficient [image: image], reactive power [image: image], active power [image: image] and initial operating conditions of the voltage amplitude of the grid point can be calculated as shown in Equation 19.
[image: image]
Under the condition that the initial working condition is known, in order to facilitate the calculation of voltage magnitude under different working conditions, the expression of voltage magnitude at the point of common coupling is normalized, which can be expressed as follows:
[image: image]
4 VOLTAGE RESPONSE INFLUENCING FACTORS AND MECHANISM ANALYSIS
According to Equation 20, the voltage amplitude [image: image] is related to four parameters: [image: image], [image: image], [image: image], and [image: image]. The effects and mechanisms of these parameters are analyzed subsequently, respectively.
4.1 Effect of active power on voltage magnitude at PCC
According to Figure 3, it can be seen that with the increase in active power [image: image], the voltage magnitude [image: image] stays floating at approximately 396.7 V, which is approximated to be unchanged. This is because in the GFM wind turbine inverter control, the active power [image: image] is related to the wind turbine frequency but not to the wind turbine terminal voltage, so the increase in the active power [image: image] does not affect the common coupling point voltage magnitude, i.e., the active power does not participate in the GFM WPS voltage response process.
[image: Figure 3]FIGURE 3 | Curve of voltage amplitude at PCC with varying active power.
4.2 Effect of reactive power on voltage magnitude at PCC
According to Figure 4, it can be seen that as the reactive power [image: image] increases from 500 Var to 1,500 Var, the voltage magnitude [image: image] shows an overall decreasing trend. This phenomenon arises from the control mechanism of the GFM wind turbine inverter, which is governed by the [image: image]-[image: image] droop control relationship. As the reactive power [image: image] increases, the wind turbine terminal voltage decreases, consequently reducing the voltage magnitude at the point of common coupling. The slope of the overall curve is directly linked to the droop coefficient [image: image].
[image: Figure 4]FIGURE 4 | Curve of voltage amplitude at PCC with varying reactive power.
4.3 Effect of equivalent reactance on voltage magnitude at PCC
In order to investigate the effect of the [image: image] value on the magnitude of voltage at the point of common coupling, the equivalent inductance value [image: image] of the inverter is gradually increased from 1 mH to 7 mH, and the waveform of [image: image] is obtained, as shown in Figure 5.
[image: Figure 5]FIGURE 5 | Curve of voltage amplitude at PCC with varying equivalent reactance.
According to Figure 5, it can be seen that with the increase in the value of [image: image], the voltage [image: image] shows an overall decreasing trend. This is because the increase in the [image: image] value leads to an increase in the voltage divider on the equivalent reactance of the inverter, while the voltage at the end of the GFM turbine remains unchanged, which results in a gradual decrease in the voltage at the grid point.
4.4 Effect of droop coefficient on voltage magnitude at PCC
In order to study the effect of the [image: image] value on the magnitude of the voltage at the point of common coupling, different values of [image: image] were taken and the waveform of [image: image] was obtained, as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Curve of voltage amplitude at PCC with varying droop coefficient.
According to Figure 6, it can be seen that [image: image] shows a complex trend under the influence of [image: image]: before the image intersection, [image: image] and [image: image] are in a positive relationship, i.e., with the increase in [image: image], [image: image] is also increased gradually. After the image intersection, [image: image] and [image: image] are in an inverse relationship, i.e., with the increase in [image: image], [image: image] is decreased gradually. This is because before the intersection point, [image: image] < [image: image] and after the intersection point, [image: image] > [image: image]; the above conclusion can be obtained from the droop relation analysis.
Moreover, in order to achieve better voltage stabilization and explore the reasonableness of the value of [image: image], the partial derivative of Equation 5 is taken, i.e.,
[image: image]
Predicting the value of [image: image] that satisfies the relation of Equation 13 for different [image: image], the waveform of [image: image] under the joint action of [image: image] and [image: image] is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Curve of voltage amplitude at PCC with equivalent reactance and droop coefficient interacting cooperatively.
From Figure 7, it can be seen that under the influence of [image: image] and [image: image], the waveform of [image: image] is more stable compared to that in Figure 5, and the slope of the waveform is smaller, which plays a role in stabilizing the voltage.
5 VERIFICATION
A single WPS was built in the MATLAB/Simulink platform to verify the influence of each influencing factor on the voltage at the point of common coupling in Figure 8. Two simulation conditions were set up to prove the correctness of the above analysis. The specific parameters under the initial working condition are shown in Tables 1, 2.
[image: Figure 8]FIGURE 8 | Circuit structure of the tested WPS.
TABLE 1 | Simulation model structural parameters of case 1.
[image: Table 1]TABLE 2 | Simulation model structural parameters of case 2.
[image: Table 2]Combined with Figures 9, 10, it can be seen that the change in load reactive power [image: image] does not have a significant effect on the voltage magnitude [image: image], and it can be assumed that [image: image] does not participate in the system voltage response process; however, the change in the three parameters of [image: image], [image: image], and [image: image] causes the voltage magnitude [image: image] to have a different change, and it can be assumed that [image: image], [image: image], and [image: image] participate in the voltage response process of the system.
[image: Figure 9]FIGURE 9 | Curve of PCC voltage with different effect factors of case 1. (A) Active power. (B) Reactive power. (C) Equivalent reactance. (D) Droop coefficient. (E) Equivalent reactance and droop coefficient interacting cooperatively.
[image: Figure 10]FIGURE 10 | Curve of PCC voltage with different effect factors of case 2. (A) Equivalent reactance. (B) Droop coefficient.
Specifically, in the case of constant inverter equivalent output reactance [image: image] and droop coefficient [image: image], the voltage magnitude [image: image] gradually decreases with the increase in [image: image]. In the case of constant load reactive power [image: image] and droop coefficient [image: image], [image: image] gradually decreases with the increase in [image: image]. In the case of constant load reactive power [image: image] and inverter equivalent output reactance [image: image], [image: image] exhibits a complicated trend.
These phenomena are inextricably linked to the [image: image]-[image: image] droop control relationship of the GFM wind turbine. From Equation 1, it can be seen that with the increase in [image: image] the turbine end voltage [image: image] gradually decreases, which indirectly causes the decrease in [image: image]. At the same time, with the increase in [image: image], the more partial voltage on [image: image] further aggravates the drop of [image: image]; in the case of the same reactive power [image: image], the larger the value of [image: image], the more the partial voltage on it. The droop coefficient has a more complex impact on [image: image], and unreasonable [image: image] will lead to the fluctuation of [image: image] becoming larger. Specifically, before the initial working point (IWP), the amplitude of [image: image] increases as [image: image] increases because [image: image] < [image: image], and after the IWP, the amplitude of [image: image] decreases instead as [image: image] increases because [image: image] > [image: image]. To ensure that the [image: image] maintains stability, the setting of the droop coefficient should satisfy Equation 21, and its simulation results are shown in Figure 9E. Under the effect of droop control, [image: image] can remain stable when the reactive power [image: image] changes.
In order to better reflect the impact of the effect factors on [image: image], the effect factors were organized into a table, as shown in Table 3.
TABLE 3 | Impact of effect factors on [image: image].
[image: Table 3]6 CONCLUSION
In this study, the voltage response characteristics of the system at the point of common coupling and the voltage stabilization strategy are investigated by modeling analysis and simulation verification with GFM WPS as the research object. The main conclusions are as follows:

1) The voltage response circuit model and mathematical model of the system are established; the expression for the voltage magnitude [image: image] at the point of common coupling is derived, and the affecting components [image: image], [image: image], [image: image], and [image: image] in the expression are examined. It is discovered that the voltage at the point of common coupling is mainly affected by [image: image], [image: image], and [image: image], where the voltage magnitude [image: image] is inversely proportional to [image: image] and [image: image], while the effect of [image: image] is related to the IWP.
2) The voltage stabilization method is further investigated by analyzing the expression for the voltage magnitude [image: image] at the point of common coupling, and its feasibility is theoretically analyzed. Furthermore, the stabilization of [image: image] is achieved by adjusting the droop coefficient [image: image].
3) The simulation verification of the influencing elements and voltage stabilization method is performed using the MATLAB/Simulink platform, and the above influencing factors and the proposed voltage stabilization strategy were verified, which proved the reliability of the analysis. At the same time, it provides a theoretical foundation for solving the voltage stabilization support problem in a new energy GFM system.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material; further inquiries can be directed to the corresponding authors.
AUTHOR CONTRIBUTIONS
QuL: conceptualization, data curation, formal analysis, funding acquisition, investigation, methodology, project administration, resources, software, supervision, validation, visualization, writing–original draft, and writing–review and editing. QiL: conceptualization, data curation, investigation, software, validation, and writing–review and editing. WT: formal analysis, investigation, project administration, and writing–review and editing. CW: supervision, visualization, and writing–review and editing.
FUNDING
The author(s) declare that financial support was received for the research, authorship, and/or publication of this article. This work was supported by the science and technology project of the State Grid Jiangsu Electric Power Co., Ltd. (J2023021).
ACKNOWLEDGMENTS
The authors wish to thank the science and technology project of the State Grid Jiangsu Electric Power Co., Ltd., for the project funding (J2023021).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Fang, J., Li, H., Tang, Y., and Blaabjerg, F. (2018). Distributed power system virtual inertia implemented by grid-connected power converters. IEEE Trans. Power Electron. 33, 8488–8499. doi:10.1109/tpel.2017.2785218
 Kang, C., and Yao, L. (2017). Key scientific issues and theoretical research framework for power systems with high proportion of renewable energy. Dianli Xit. Zidonghua/Automation Electr. Power Syst. 41, 2–11. 
 Kim, G. G., Hyun, J. H., Choi, J. H., ahn, S.-H., Bhang, B. G., and Ahn, H.-K. (2023). Quality analysis of photovoltaic system using descriptive statistics of power performance index. IEEE Access 11, 28427–28438. doi:10.1109/access.2023.3257373
 Leon, A. E., Nozal, Ã. R. d., and Mauricio, J. M. (2024). Frequency support strategy for fast response energy storage systems. IEEE Trans. Power Syst. 39, 5439–5442. doi:10.1109/tpwrs.2024.3358631
 Li, Y., Hu, J., Wen, W., Wang, Q., Ma, S., and Guo, J. (2022). Concept and definition of dynamic symmetrical components with time-varying amplitude and frequency. IEEE Trans. Energy Convers. 37, 2737–2748. doi:10.1109/tec.2022.3188864
 Liu, T., Chen, A., Gao, F., Liu, X., Li, X., and Hu, S. (2022). Double-loop control strategy with cascaded model predictive control to improve frequency regulation for islanded microgrids. IEEE Trans. Smart Grid 13, 3954–3967. doi:10.1109/tsg.2021.3129220
 Liu, T., and Wang, X. (2021). Transient stability of single-loop voltage-magnitude controlled grid-forming converters. IEEE Trans. Power Electron. 36, 6158–6162. doi:10.1109/tpel.2020.3034288
 Luo, C., Ma, X., Liu, T., and Wang, X. (2023). Adaptive-output-voltage-regulation-based solution for the dc-link undervoltage of grid-forming inverters. IEEE Trans. Power Electron. 38, 12559–12569. doi:10.1109/tpel.2023.3298468
 Ouyang, J., Li, M., Zhang, Z., and Tang, T. (2019). Multi-timescale active and reactive power-coordinated control of large-scale wind integrated power system for severe wind speed fluctuation. IEEE Access 7, 51201–51210. doi:10.1109/access.2019.2911587
 Pal, A., Pal, D., and Panigrahi, B. K. (2023). A current saturation strategy for enhancing the low voltage ride-through capability of grid-forming inverters. IEEE Trans. Circuits Syst. II Express Briefs 70, 1009–1013. doi:10.1109/tcsii.2022.3221134
 Rosso, R., Wang, X., Liserre, M., Lu, X., and Engelken, S. (2021). Grid-forming converters: control approaches, grid-synchronization, and future trends—a review. IEEE Open J. Industry Appl. 2, 93–109. doi:10.1109/ojia.2021.3074028
 Shang, L., Dong, X., Liu, C., and Gong, Z. (2021). Fast grid frequency and voltage control of battery energy storage system based on the amplitude-phase-locked-loop. IEEE Trans. Smart Grid 13, 941–953. doi:10.1109/tsg.2021.3133580
 Shang, L., Hua, Z., Liu, C., and Dong, X. (2022). Amplitude-phase-locked-loop-based power injection strategy for wind power generation under three-phase grid fault. IEEE Trans. Energy Convers. 37, 2952–2961. doi:10.1109/tec.2022.3207285
 Shao, H., Cai, X., Zhou, D., Li, Z., Zheng, D., Cao, Y., et al. (2019). Equivalent modeling and comprehensive evaluation of inertia emulation control strategy for dfig wind turbine generator. IEEE Access 7, 64798–64811. doi:10.1109/access.2019.2917334
 Verma, P., K, S., and Dwivedi, B. (2023). A self-regulating virtual synchronous generator control of doubly fed induction generator-wind farms. IEEE Can. J. Electr. Comput. Eng. 46, 35–43. doi:10.1109/icjece.2022.3223510
 Wu, H., and Wang, X. (2021). Passivity-based dual-loop vector voltage and current control for grid-forming vscs. IEEE Trans. Power Electron. 36, 8647–8652. doi:10.1109/tpel.2020.3048239
 Xi, J., Geng, H., and Zou, X. (2021). Decoupling scheme for virtual synchronous generator controlled wind farms participating in inertial response. J. Mod. Power Syst. Clean Energy 9, 347–355. doi:10.35833/mpce.2019.000341
 Xiong, L., Liu, X., Zhang, D., and Liu, Y. (2021). Rapid power compensation-based frequency response strategy for low-inertia power systems. IEEE J. Emerg. Sel. Top. Power Electron. 9, 4500–4513. doi:10.1109/jestpe.2020.3032063
 Xiong, L., Liu, X., Zhao, C., and Zhuo, F. (2020). A fast and robust real-time detection algorithm of decaying dc transient and harmonic components in three-phase systems. IEEE Trans. Power Electron. 35, 3332–3336. doi:10.1109/tpel.2019.2940891
 Xiong, L., Zhuo, F., Wang, F., Liu, X., Chen, Y., Zhu, M., et al. (2016). Static synchronous generator model: a new perspective to investigate dynamic characteristics and stability issues of grid-tied pwm inverter. IEEE Trans. Power Electron. 31, 6264–6280. doi:10.1109/tpel.2015.2498933
 Yang, B., Li, Y., Yao, W., Jiang, L., Zhang, C., Duan, C., et al. (2023). Optimization and control of new power systems under the dual carbon goals: key issues, advanced techniques, and perspectives. Energies 16, 3904. doi:10.3390/en16093904
Conflict of interest: Authors QuL, QiL, WT, and CW were employed by State Grid Jiangsu Electric Power Co., Ltd.
The authors declare that this study received funding from State Grid Jiangsu Electric Power Co., Ltd. The funder had the following involvement in the study: the study design, collection, analysis, interpretation of data, and the writing of this article.
Copyright © 2024 Li, Li, Tang and Wang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 01 August 2024
doi: 10.3389/fenrg.2024.1428748


[image: image2]
Small-disturbance stability analysis and control-parameter optimization of grid-connected virtual synchronous generator
Xianshan Sun1, Jinming Cai1, Dongsheng Wang1, Jinwei Lin1 and Kai Li2*
1State Grid Zhejiang Electric Power Co., Ltd., Deqing Power Supply Company, Huzhou, China
2School of Electrical Engineering, Hebei University of Technology, Tianjin, China
Edited by:
Yonghui Liu, Hong Kong Polytechnic University, Hong Kong, SAR China
Reviewed by:
Chaoran Zhuo, Xi’an University of Technology, China
Pu Liu, Zhengzhou University of Light Industry, China
Dongqi Liu, Changsha University of Science and Technology, China
* Correspondence: Kai Li, 2018129@hebut.edu.cn
Received: 07 May 2024
Accepted: 02 July 2024
Published: 01 August 2024
Citation: Sun X, Cai J, Wang D, Lin J and Li K (2024) Small-disturbance stability analysis and control-parameter optimization of grid-connected virtual synchronous generator. Front. Energy Res. 12:1428748. doi: 10.3389/fenrg.2024.1428748

The virtual synchronous generator (VSG) has been widely used to improve the system inertia and damping in the renewable energy generation system. However, the in-depth understanding of VSG’s stability under disturbances on different control parameters is lacked. In order to solve the problem, the small-signal model of single-VSG is established at first. The influences of key control parameters on the stability of system are analyzed by using the eigenvalue analysis method in detail. On this basis, a novel optimization strategy for control parameters is proposed based on the Particle Swarm Optimization (PSO) algorithm. The control parameters are optimized to realize excellent damping and stability of VSG system. Finally, the simulation and experimental results verify the effectiveness of stability analysis and parameter optimization strategy.
Keywords: virtual synchronous generator (VSG), small-signal model, small-disturbance stability, control-parameter optimization, particle swarm optimization (PSO) algorithm
1 INTRODUCTION
With the development of new energy sources, many new energy units are connected to the grid by traditional inverters (Du et al., 2020; Zhang et al., 2021). However, traditional grid-connected inverters cannot participate in grid regulation. This will result in a decrease in the overall inertia and damping of the power system, which brings serious challenges to the stable operation of system (Pattabiraman et al., 2018). In order to ensure the stable operation of the power system under the high penetration rate of new energy, related literature have proposed the concept of Virtual Synchronous Generator (VSG) by referring to the operating characteristics and principles of the traditional synchronous generator, and carried out extensive researches on the control strategy, stability analysis, and parallel connection of multiple machines (Xiong et al., 2016; Choopani et al., 2020).
In the study of grid-connected stability of VSG, a VSG and an SG were connected in (Baruwa and Fazeli, 2021) for analyzing the low-frequency oscillation phenomenon after the VSG replaces the SG, as well as the characteristics and main modes of low-frequency oscillations. Literature (Lu et al., 2022) analyzes the impacts of VSG parameter changes by eigenvalue analysis method. But it does not give any advice on how the parameters should be designed.
The parameters design of the VSG has been discussed (Du et al., 2013), Due to the equivalence of the VSG and droop control, the parameters design methods of droop control also provide the design guidance for the VSG(Coelho et al., 1999; Guerrero et al., 2007; Guerrero et al., 2004). The root-locus design method was used in literature (Du et al., 2013), but it is just the design of a separate power loop, thus the designed parameters may not be good enough and they are needed to be further adjusted to obtain the optimized results. Literature (D’Arco and Suul, 2014) derives the closed-loop characteristic equations of the power loop with droop control. However, due to the coupling effect between the active and reactive power loops the parameter design of the two loops is very difficult and the control parameters are partially tuned by trial and error. Similarly, Literature (Wu et al., 2016) has developed a small-signal model of the VSG power loop and proposed a step-by-step parameter design methodology that takes into account the stability and dynamic performance of the VSG. However, there is no detailed study of VSG parameter variations on its stability. Literature (Wu et al., 2019; Xu et al., 2021) provide impedance modeling and stability analysis for virtual synchronous control of permanent magnet wind turbines. However, the impedance characteristic curve can only reflect the external characteristics of the system, and the relationship with each internal controller or parameter is not clear. Literature (D’Arco et al., 2015; D’Arco et al., 2013) indicate that there are interactions between the cascade control loops contained in the VSG system, and the VSG system dynamics equations are relatively complex. For these reasons, it can be seen that the current literature on the parameter design method for VSGs is only designed independently for each control loop and does not consider the coupling effect of the overall parameters. Classical tuning methods to this scheme are difficult to use.
Therefore, small-signal modeling of a stand-alone grid-connected system is carried out in this paper. Meanwhile, the effect of each control loop on the small-signal stability of the system is comprehensively considered in this paper. A detailed analysis of the active power loop control parameters, virtual impedance, and voltage loop of a single-unit grid-connected system is presented in this paper. Based on the above analysis, this paper proposes a PSO-based global control parameter optimization algorithm for multiple operating points. The optimized control parameters are used to provide better dynamic performance and stability at different grid strengths.
The rest of this paper is organized as follows: Section 2 provides a brief description of VSG control strategy and small-signal model of single-VSG grid-connected System. In Section 3, Eigenvalue analysis based on the small signal model of the system reveals that power loops, virtual impedances, and voltage loops have a large impact on system stability. Therefore, the influences of control parameters of active power loop, virtual impedance and voltage loop on the stability of the system are analyzed in detail. Section 4 presents a coordinated optimization strategy of control parameters based on PSO. In Section 5, the above analysis is verified by PSCAD simulation, and then Section 6 presents the experimental results obtained with coordinated optimization method and stability analysis. Finally, conclusions are presented in Section 7.
2 SMALL-SIGNAL MODEL OF SINGLE-VSG GRID-CONNECTED SYSTEM
2.1 Control strategy
The control block diagram of VSG is shown in Figure 1. The control strategy of VSG can be divided into four parts. The first part is the power loop controller, which is composed of active-power-frequency control and reactive-power-voltage control. Active-power-frequency control can simulate the inertia and damping of synchronous generators. Reactive-power-voltage control can simulate the primary regulation of synchronous generators. The second part is the virtual impedance control, which is used to reshape the output impedance of VSG. The third part is the voltage-current double closed-loop controller, which consists of outer voltage and inner current closed-loop modules. The fourth part contains the dq/abc transformation as well as sinusoidal pulse width modulation.
[image: Figure 1]FIGURE 1 | Topology diagram of VSG.
In Figure 1, udc is the ideal DC voltage on the DC side, Rf is filter resistance, Lf is filter inductance, and Cf is filter capacitance. Rg and Lg are the resistance and inductance of the connecting line. viabc are the output voltage of the inverter. voabc are the voltage across filter capacitance. iiabc are the output currents of the inverter. igabc are the currents of the line inductance. ugabc are the AC power grid voltages. Pref is the active power reference, and Qref is the reactive power reference. ωvsg is the virtual angular frequency. ω0 is the rated angular frequency of VSG. Kd is the active frequency regulation coefficient of the governor. Pe is the measured electrical power. J is the virtual inertia of VSG, Dp is the virtual damping coefficient, and θvsg is the phase angle that is the integral of the virtual angular frequency. Kq is the regulation coefficient of reactive-power-voltage. voref is voltage amplitude reference. vo is the amplitude of capacitor voltage. The variables with subscripts d or q indicate variables in dq coordinates.
2.2 Modelling
The detailed modeling process of VSG has been described in Literature (Pogaku et al., 2007; Li et al., 2023). Therefore, this paper will not repeat the details. A non-linear model of the single-VSG grid-connected system can be established by Eq. (1).
[image: image]
The above nonlinear equations can be simplified and linearized at the steady state point. Consequently, the small-signal model of single-VSG grid-connected system can be obtained as Eq. (2)
[image: image]
In Eq. (2), Δxsys is the state variable vector of the system, Δu is the input variable vector of the system, and the elements of matrices A and B are related to the steady state point. Matrices A and B are given in Supplementary Materia S1–S3.
3 STABILITY ANALYSIS OF SINGLE-VSG GRID-CONNECTED SYSTEM
3.1 Oscillation mode analysis of Single-VSG system
According to the small-signal model described by Eq. (2), all eigenvalues of the system matrix A are obtained based on the system parameters in Table 1. The oscillation modes of system and the effect of parameter variations on the stability can be obtained by analyzing the eigenvalue distribution.
TABLE 1 | Parameters of single-VSG system.
[image: Table 1]The system eigenvalues are shown in Table 2. It can be concluded that the system has thirteen eigenvalues, corresponding to seven oscillation modes. There are 6 pairs of conjugate complex eigenvalues and 1 real eigenvalue. They correspond to 7 oscillation modes. The system is stable on condition that the eigenvalues of the system are in the left half plane of the complex plane. By using the participation factor analysis, it can be obtained that λ1∼4 are mainly associated with the state variables iid, iiq, vod, and voq generated by the LC filters. However, the distances between the eigenvalues λ1∼4 and the imaginary axis are much greater than the distances between other eigenvalues and the imaginary axis. As a result, λ1∼4 have little influence on the system stability and can be ignored. λ5∼6 are mainly associated with the state variables igd and igq. λ7∼8 are mainly associated with the state variables xid and xiq generated by the current loop control. λ9∼10 and λ12∼13 are mainly associated with the state variables xud and xuq generated by the voltage loop control as well as the state variables ωvsg and δ generated by the active-power-frequency control. The influences of various controller parameters on system stability are presented in the following parts of this section.
TABLE 2 | Eigenvalues of single-VSG system.
[image: Table 2]3.2 Controller parameters of active-power-frequency loop
The control parameters of active-power-frequency loop include the virtual inertia J and the virtual damping coefficient Dp. The eigenvalue trajectories with the changes of parameter are shown in Figure 2.
[image: Figure 2]FIGURE 2 | The eigenvalue trajectories under different control parameters of active-power-frequency loop. (A) Eigenvalue trajectories of the system under different inertias. (B) Eigenvalue trajectories of the system under different damping coefficients.
When the virtual inertia J changes from 4 to 40 and other parameters remain unchanged, the eigenvalue trajectories are shown in Figure 2A. With the increase in virtual inertia, the eigenvalues λ1–10 have slight changes. However, the eigenvalues λ12–13 move towards the imaginary axis rapidly. It is evident that the damping ratio of the corresponding oscillation mode decreases rapidly while the oscillation frequency decreases slightly. As a result, the system stability is deteriorated.
When the virtual damping coefficient Dp changes from 30 to 60 and other parameters remain unchanged, the eigenvalue trajectories are shown in Figure 2B. With the increase in virtual damping coefficient, the eigenvalues λ1–8 and λ10 have slight changes. The eigenvalues λ12–13 move to the left of the complex plane and the movement speed away from the imaginary axis is much higher than that away from the real axis. It can be concluded that the damping ratio of the corresponding oscillation mode increases, the overshoot gradually decreases, the oscillation frequency increases slightly, and the system stability is improved. However, the eigenvalues λ9–10 firstly move away from the right half plane and towards the real axis; then moves to the right half plane along the real axis. Therefore, the virtual damping coefficient Dp should not be too large, otherwise the system stability will be deteriorated.
3.3 Virtual impedance parameters
The virtual impedance parameters include the virtual resistor Rv and the virtual inductor Lv. The eigenvalue trajectories with the parameter changes are shown in Figure 3.
[image: Figure 3]FIGURE 3 | The eigenvalue trajectories under different virtual impedance parameters. (A) Eigenvalue trajectories of the system under different virtual inductor. (B) Eigenvalue trajectories of the system under different virtual resistor.
When the virtual inductor Lv changes from 0 to 0.0005, other parameters remain unchanged, and the eigenvalue trajectories is shown in Figure 3A. With the increase in virtual inductor Lv, the eigenvalues λ1–10 has little changed. However, the eigenvalues λ12–13 move rapidly away from the imaginary axis, the damping ratios of the corresponding oscillation attenuation mode increase rapidly, the oscillation frequency decreases slightly, and the system stability improved. Meanwhile, the eigenvalues λ11 gradually approaches the imaginary axis, and the system will be slightly worse for stability.
When the virtual resistor Rv changes from 0 to 0.3, other parameters remain unchanged, and the eigenvalue trajectories is shown in Figure 3B. With the increase in virtual resistor Rv, the eigenvalues λ1–10 has little changed. However, the eigenvalues λ12–13 move rapidly away from the imaginary axis, the damping ratios of the corresponding oscillation attenuation mode increase rapidly, the oscillation frequency decreases slightly, and the system stability improved. Unlike the trajectory of the eigenvalues when the virtual inductor changes, the eigenvalues λ11 also moves away from the imaginary axis, and the stability of the system will be further improved.
3.4 Control parameters of voltage loop
The voltage loop controller parameters include proportionality coefficient Kpv and the integrity coefficient Kiv. The eigenvalue trajectories with the parameter changes are shown in Figure 4.
[image: Figure 4]FIGURE 4 | The eigenvalue trajectories under different voltage loop controller parameters. (A) Eigenvalue trajectories of the system under different proportionality coefficient. (B) Eigenvalue trajectories of the system under different integrity coefficient.
When the proportionality coefficient Kpv changes from 2 to 20, other parameters remain unchanged, and the eigenvalue trajectories is shown in Figure 4A. With the increase in proportionality coefficient Kpv, the eigenvalues λ12–13 move rapidly away from the imaginary axis, the damping ratios of the corresponding oscillation attenuation mode increase rapidly, the oscillation frequency decreases slightly, and the system stability improved. However, the eigenvalues λ9-10 gradually approaches the right half plane after changing to the real axis from a pair of conjugate complex roots, and the system will be slightly worse for stability. Therefore, the proportionality coefficient should not be too large.
When the integrity coefficient Kiv changes from 100 to 400, other parameters remain unchanged, and the eigenvalue trajectories is shown in Figure 4B. With the increase in integrity coefficient Kiv, the eigenvalues λ12–13 also move rapidly away from the imaginary axis, the damping ratios of the corresponding oscillation attenuation mode increase rapidly, the oscillation frequency decreases slightly, and the system stability improved. However, the eigenvalues λ9-10 first moves away from the imaginary axis and then gradually moves closer to the imaginary axis. Therefore, the integrity coefficient also should not be too large.
3.5 Different short circuit ratios
The eigenvalue trajectories with different short circuit ratios are shown in Figure 5.
[image: Figure 5]FIGURE 5 | The eigenvalue trajectories under different short circuit ratio.
When the short circuit ratio changes from 1 to 8 and other parameters remain unchanged, the eigenvalue trajectories are shown in Figure 5. With the increase in short circuit ratio, the eigenvalues λ12–13 move towards the right-half plane rapidly. It is evident that the damping ratio of the corresponding oscillation mode decreases rapidly while the oscillation frequency increase slightly. Although the eigenvalue λ11 is moving to the left half plane, the eigenvalue λ12–13 is closer to the right half plane. As the short-circuit ratio is increasing, the system becomes less stable.
4 OPTIMIZATION STRATEGY FOR CONTROL PARAMETERS BASED ON PSO
4.1 PSO algorithm
The basic idea of the PSO algorithm is to assume that there are N1 particles in the D-dimensional space, and the particles update their velocities and positions according to Eq. (3).
[image: image]
In Eq. (3), w is the inertia weight; r1 and r2 are uniform random numbers in the range of [0, 1]; a1 and a2 are the learning factors; vkij and xkij are the velocity and position of particle i in the kth iteration, respectively, and both of them are restricted to be movable; pij is the optimal position experienced by the ith particle; and pgj is the optimal position experienced by all particles of the particle swarm.
4.2 The objective function
It can be known from the above: the stability performance of the system depends on the distribution of the eigenvalues, which depends on the design of the controller parameters. Therefore, the optimization objectives designed in this paper are as follows:
(1) All eigenvalues as far away from the right half plane as possible.
(2) The damping ratio of each oscillation mode should be as large as possible to minimize the number of oscillation cycles during the transient process.
According to the optimization objective, the objective function of the system under a single operating point is defined as Eq. (4).
[image: image]
In Eq. (4), N is the number of eigenvalues. Re (λi) is the real part of the eigenvalue λi. | λi | is the value of the modulus of the eigenvalue λi. ξ is the desired damping ratio. σ is the desired real part value. wi is the weight of f (λi). ki is the weight of h (λi). In this paper, we take σ = −15, ξ = 0.707 and wi and ki are taken as shown in Eq. (5).
[image: image]
Considering different grid strengths as well as different output powers in practice, the VSG can be linearized at different steady state operating points, and then the eigenvalues corresponding to each operating point can be solved separately. Therefore, in order to consider the effectiveness of the control parameters under multiple operating points, the objective function is changed to Eq. (6) based on a single operating point.
[image: image]
where pj is the probability of the jth operating point, Ej is the optimization objective function at the jth operating point. In this way, the control parameters can be globally optimized for multiple operating conditions.
4.3 Optimization process
In the PSO algorithm, the objective function represents the fitness value of the particle, the controller parameter represents the position, the change value of the controller parameter represents the speed, the individual extreme value represents the optimal fitness value of each particle, the global extreme value represents the optimal fitness value searched by all the particles, and the position corresponding to the particle with the global extreme value is the optimal control parameter value. The algorithm flow is shown in Figure 6. Firstly, the particle velocity and particle position are initialized. The particle position is the main control parameter of the VSG and is represented by the vector [J Dp Lv Rv Kpv Kiv Kpc Kic]. Secondly, the above control parameters are brought into the system eigenmatrix to obtain the system eigenvalues. The system eigenvalues are brought into the objective function to get the individual objective value for each particle. Updating the group historical optimum with the individual optimum based on the current individual objective function values. Update the particle positions by learning factor and inertia factor for several iterations. Finally, the particle positions corresponding to the population historical optimal values are the optimal control parameters of the VSG.
[image: Figure 6]FIGURE 6 | Flowchart of PSO algorithm.
4.4 Example analysis
The control parameters of the system are optimized by using a PSO-based multiple operating point optimization algorithm. And the control parameters of the system before and after optimization are shown in Table 3. The different work points are shown in Table 4 The population historical optimal fitness and the number of iterations is shown in Figure 7. As the number of iterations increases, the population historical optimal fitness rapidly converges. The distribution of eigenvalues before and after optimization is shown in Figure 8. The PSO algorithm was run several times. the population historical optimal fitness all converge to the optimal value relatively quickly, and the average number of convergence is about 65 times, which indicates that the optimization strategy of the PSO algorithm has a good convergence property, and the optimization results can be obtained within a limited number of iterations. The distribution of eigenvalues after optimization is further away from the imaginary axis than before optimization. However, the complex eigenvalue closest to the imaginary axis after optimization is close to the optimal damping ratio.
TABLE 3 | Comparison of control parameters before and after optimization.
[image: Table 3]TABLE 4 | Voltage source type D-PMSG with different operating conditions.
[image: Table 4][image: Figure 7]FIGURE 7 | Population optimal fitness convergence curve.
[image: Figure 8]FIGURE 8 | The distribution of eigenvalues before and after optimization.
5 SIMULATION VERIFICATION
5.1 Small-signal model verification
To verify the correctness of the small-signal model derived above, the actual model was built in PSCAD according to the parameters in Table 1.
The change curves of each variable in the two models are shown in Figure 9 by comparing the change curves of each variable in the two models at 5 s for the active power reference value Pref from a step of 5kW–10 kW. It can be observed that the dynamic process of the small-signal model basically overlaps with the PSCAD simulation model, which verifies the accuracy of the small-signal model established in this paper.
[image: Figure 9]FIGURE 9 | Comparison of simulation results between small signal model and PSCAD model: (A) Pe; (B) wvsg; (C) Qe; (D) igq; (E) igd; (F) voq; (G) vod; (H) iid; (I) iiq.
5.2 Stability analysis verification
To verify the correctness of the analysis of the above variable parameters on the change law of eigenvalue trajectories, a time domain simulation model of a VSG grid-connected system was built in PSCAD. With the same other parameters (as shown in Table 1), when the power is stepped, the response simulation waveforms under different virtual moments of inertia, virtual damping coefficients, virtual inductor, virtual resistor, voltage proportionality coefficients and voltage integration coefficients are shown in Figure 10A–E respectively.
[image: Figure 10]FIGURE 10 | Simulation waveforms with parameters: (A) different virtual inertias; (B) different damping coefficients; (C) different virtual inductor; (D) different virtual resistors; (E) different proportionality coefficients; (F) different integrity coefficients; (G) different short circuit ratio.
As can be seen from Figures 10A,B, increasing the virtual inertia J or decreasing the virtual damping coefficient Dp will make the system unstable under a power stepping. Increasing the virtual inertia J influences the number of oscillations of active power and frequency under power stepping, increasing the regulation time of the system. Increasing the virtual damping coefficient Dp reduces the amplitude of oscillations of active power and frequency and shortens the time for the system to reach stability.
As can be seen from Figures 10C,D, decreasing the virtual inductor Lv or decreasing the virtual resistor Rv will make the system unstable under a power stepping. Decreasing the virtual inductor Lv influences the number of oscillations of active power and frequency under power stepping, increasing the regulation time of the system. Increasing the virtual resistors Rv reduces the amplitude of oscillations of active power and frequency and shortens the time for the system to reach stability.
As can be seen from Figures 10E,F, decreasing the voltage proportionality coefficients Kpv or decreasing the voltage integrity coefficients Kiv will make the system unstable under a power stepping. Decreasing the voltage proportionality coefficients Kpv influences the number of oscillations of active power and frequency under power stepping, increasing the regulation time of the system. Increasing the voltage integrity coefficients Kiv reduces the amplitude of oscillations of active power and frequency and shortens the time for the system to reach stability.
As can be seen from Figure 10G, increasing short circuit ratio will make the system unstable under a power stepping. Increasing short circuit ratio influences the number of oscillations of active power and frequency under power stepping. And it will increase the regulation time of the system.
5.3 Parameter optimization
To verify the validity of optimization strategy derived above, the actual model was built in PSCAD according to the parameters in Table 3. In order to simulate the large perturbation, the active power reference value Pref changes rapidly from 10Kw to 20Kw at t = 4 s, 20Kw to 30Kw at t = 6 s, 30Kw to 0Kw at t = 8 s, 0 to 30Kw at t = 12 s. The active power response curves at different short circuit ratios are shown in Figure 11A, B. It can be found that the stability of the system is improved even under large disturbances after using the optimization of multiple operating points. And the optimized system performs well at different short circuit ratios.
[image: Figure 11]FIGURE 11 | Simulation waveforms of active power before and after optimization for different short circuit ratios (SCR): (A) SCR = 2; (B) SCR = 8.
As can be seen from Figure 11A ∼ Figure 11B, Parameter optimization not only improves response speed, but also reduces oscillation amplitude. As a result, the system with optimized parameters has better response characteristics under different grid strengths and disturbances.
6 EXPERIMENTAL VERIFICATION
To further verify the reliability and accuracy of the above theoretical analysis, a virtual synchronous machine model is built based on RT-LAB semi-physical simulation platform. And for the observation and verification, the parameters of the critically stabilized system are selected as shown in Table 5.
TABLE 5 | VSG critically stabilized system parameters.
[image: Table 5]RT-LAB real-time simulation platform consists of an upper computer, a lower computer and a controller. The upper computer is an PC, the lower computer consists of OP5600 module produced by Opal-RT Canada, and the controller used TMS320F28379d DSP control chip. The detailed experimental platform is shown in Figure 12A. The experimental schema is shown in Figure 12B. The simulation model built in MATLAB/Simlink is put into the OP5600 real-time simulator for real-time operation, and the DSP controller receives the analog signals output from the OP5600 through the ADC module and executes the algorithmic procedures in the DSP to generate the corresponding PWM signals to be sent back to the main circuit through the digital port of the OP5600. The model realizes the complete control.
[image: Figure 12]FIGURE 12 | Experimental device and principle: (A) Experimental device; (B) The experimental schema.
Figure 13A illustrates the variation of the eigenvalues nearest to the imaginary axis when the virtual inertia coefficient J is changed. From the figure, it can be found that when J = 0.5, the eigenvalues are located in the left half plane and the system is in a stable state, corresponding to an oscillation frequency of 5.6 Hz for the eigenmode, and when J = 1, the eigenvalues are located in the right half plane and the system is in an unstable state, corresponding to an oscillation frequency of 5.1 Hz for the eigenmode. The experimental results in Figure 13B demonstrate this process; when J = 0.5, an active power step is applied and the output power undergoes decaying oscillations at an oscillating frequency of 5.5 Hz and the system is in a steady state. After 5 s, J is changed to 1, the output power oscillates with a 5 Hz oscillation frequency for divergence oscillation, and the system is in a destabilized state. The experimental results are the same as the theoretical analysis, which further proves that the stability of the system deteriorates with the increase of the virtual inertia coefficient J in a certain range.
[image: Figure 13]FIGURE 13 | Experimental waveform and analysis with different parameters: (A) Eigenvalue λ12∼13 trajectories with different J;(B) Active power experiment waveform with different J; (C) Eigenvalue λ12∼13 trajectories with different Dp;(D) Active power experiment waveform with different Dp; (E) Eigenvalue λ12∼13 trajectories with different Lv;(F) Active power experiment waveform with different Lv; (G) Eigenvalue λ12∼13 trajectories with different Rv; (H) Active power experiment waveform with different Rv; (I) Eigenvalue λ12∼13 trajectories with different Kpv;(J) Active power experiment waveform with different Kpv; (K) Eigenvalue λ12∼13 trajectories with different Kiv; (L) Active power experiment waveform with different Kiv.
Figure 13C illustrates the variation of the eigenvalues nearest to the imaginary axis during the reduction of the virtual damping coefficient Kd from 40 to 25. From the figure, it can be found that when Kd = 40 the eigenvalues are located in the left half-plane and the system is in a stable state, which corresponds to an oscillation frequency of 5 Hz for the eigenmodes, and when Kd = 25 the eigenvalues are located in the right half-plane and the system is in a destabilized state, which corresponds to an oscillation frequency of 5 Hz for the eigenmodes. The experimental results in Figure 13D demonstrate this process; when Kd = 40, an active power step is applied and the active power oscillates with a decaying frequency of 5 Hz and the system is in a steady state. After 5 s, Kd is changed to 25, the active power oscillates with 5 Hz oscillation frequency for divergence oscillation, and the system is in the destabilized state. The experimental results are the same as the theoretical analysis, which further proves that the stability of the system deteriorates with the decrease of the virtual damping coefficient Kd in a certain range.
Figure 13E illustrates the variation of the eigenvalues nearest to the imaginary axis during the reduction of the virtual reactance Lv from 0.1 to 0. From the figure, it can be found that when Lv = 0.1 the eigenvalues are located in the left half plane and the system is in a stable state, corresponding to an oscillation frequency of the eigenmode of 5.1 Hz, and when Lv = 0 the eigenvalues are located in the right half plane and the system is in a destabilized state, corresponding to an oscillation frequency of the eigenmode of 5 Hz. The experimental results in Figure 13F demonstrate this process; when Lv = 0.1, an active power step is applied and the active power undergoes decaying oscillations at an oscillating frequency of 5 Hz and the system is in a steady state. After 5 s, Lv is changed to 0, the active power oscillates with a 5 Hz oscillation frequency for divergence oscillation, and the system is in a destabilized state. The experimental results are the same as the theoretical analysis, which further proves that the stability of the system deteriorates with the decrease of the virtual reactance Lv in a certain range.
Figure 13G illustrates the variation of the eigenvalues nearest to the imaginary axis during the reduction of the virtual resistance Rv from 0.15 to 0. From the figure, it can be found that when Rv = 0.15 the eigenvalues are located in the left half-plane and the system is in a steady state, corresponding to the eigenmode with an oscillation frequency of 4.1 Hz, and when Rv = 0 the eigenvalues are located in the right half-plane and the system is in a destabilized state, corresponding to the eigenmode with an oscillation frequency of 5 Hz.The experimental results in Figure 13H demonstrate this process, when Rv = 0.15, the application of the active power step, the active power decays and oscillates at an oscillation frequency of 4.1 Hz and the system is in a steady state. After 5 s, Rv is changed to 0, and the active power oscillates with a 5 Hz oscillation frequency for divergence oscillation, and the system is in a destabilized state. The experimental results are the same as the theoretical analysis, which further proves that the stability of the system deteriorates with the decrease of the virtual resistance Rv in a certain range.
Figure 13I illustrates the variation of the eigenvalues nearest to the imaginary axis during the reduction of the net-side voltage loop proportionality coefficient Kpv from 1.35 to 1.2. It can be found from the figure that the eigenvalues are located in the left half-plane when Kpv = 1.35, the system is in a stable state, and the corresponding eigenmode oscillates at a frequency of 5.4 Hz, and the eigenvalues are located in the right half-plane when Kpv = 1.2 and the system is in a destabilized state, and the oscillation frequency of the corresponding eigenmode is 5.4 Hz. The experimental results in Figure 13J demonstrate this process; when Kpv = 1.35, an active power step is applied and the active power undergoes decaying oscillations at an oscillating frequency of 5 Hz and the system is in a steady state. After 5 s, Kpv is changed to 1.2, the active power oscillates with 5 Hz oscillation frequency for divergence oscillation, and the coefficients are in a destabilized state. The experimental results are the same as the theoretical analysis, which further proves that the stability of the system deteriorates with the decrease of the proportionality coefficient Kpv of the grid-side voltage loop in a certain range.
Figure 13K illustrates the variation of the eigenvalue closest to the imaginary axis during the reduction of the grid-side voltage loop integration coefficient Kiv from 80 to 65. From the figure, it can be found that the eigenvalues are located in the left half-plane when Kiv = 80 and the system is in a stable state, corresponding to an oscillation frequency of the eigenmode of 5.4 Hz, and the eigenvalues are located in the right half-plane when Kiv = 65 and the system is in a destabilized state, corresponding to an oscillation frequency of the eigenmode of 4.8 Hz. The experimental results in Figure 13L demonstrate this process, when Kiv = 80, an active power step is applied and the active power oscillates decaying at a frequency of 5.4 Hz and the system is in a steady state. After 5 s, Kiv is changed to 0, the active power oscillates with a frequency of 4.7 Hz for divergence oscillation, and the system is in a destabilized state. The experimental results are the same as the theoretical analysis and simulation results, which further proves that the stability of the system deteriorates in a certain range with the decrease of the loop proportionality coefficient Kiv of the grid-side voltage.
The control parameters before and after optimization as shown in Table 3 were applied to the semi-physical simulation platform for experimental verification. We can compare the dynamic performance of the system by setting the power stepping with different short-circuit ratios. The experimental results are shown in Figure 14. From Figure 14, it can be seen that the unoptimized system has longer regulation times with larger overshoots for different grid strengths and different levels of disturbance. Moreover, the oscillations increase significantly with increasing short-circuit ratio. The optimized system shows better dynamic performance under different disturbances and different grid strengths.
[image: Figure 14]FIGURE 14 | Experimental waveforms of active power before and after optimization for different short circuit ratios (SCR) (A) SCR = 2, after optimization (B) SCR = 8, after optimization (C) SCR = 2, before optimization (D) SCR = 8, before optimization.
7 CONCLUSION
The stability of single-VSG Grid-Connected system and global parameter optimization are studied in this paper. The system stability and parameter optimization methods are verified by experiments, and the following conclusions can be obtained:
(1) In the single-VSG grid-connected system, increasing the virtual inertia coefficient will rapidly reduce the damping ratio of the corresponding oscillation attenuation mode and deteriorate the system stability. Increasing the virtual damping coefficient, the virtual impedance parameters, the voltage loop proportionality coefficient and the voltage loop integration coefficient will increase the damping ratio and improve the system stability.
(2) The PSO algorithm is able to optimize all controller parameters of the system at the same time. that the optimized system has high control accuracy under different grid strengths and large disturbances, and the steady state and transient characteristics of the system are greatly improved.
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As the penetration of the integrated intermittent and fluctuating new energy (e.g., wind and photovoltaic power) increases, the conventional grid-following voltage source converter (VSC)-based high voltage direct current (HVDC) transmission system faces the problem of interactive instability with the grid. A novel grid-forming control strategy is proposed to overcome these issues, which adopts the dynamics of a DC capacitor to realize the function of self-synchronization with the grid. Moreover, the per-unit DC voltage can automatically track the grid frequency, acting as a phase-locked loop. Next, the small-signal model of the grid-forming VSC-HVDC system is established, and the stability of the system is analyzed using the eigenvalue analysis method and the complex power coefficient method. In addition, the stabilization controller is proposed for the grid-forming (GFM) control structure, which further enhances the grid-forming VSC-HVDC system’s stability and helps it operate stably under both stiff and weak grid conditions. Research results show that the VSC-HVDC system under the proposed grid-forming control can work stably in both stiff and weak grids. The grid-forming VSC-HVDC system is robust and can maintain stable operations with a large range variation of the parameters in the current and voltage control loop. Simulations are carried out on the PSCAD/EMTDC platform to verify the proposed grid-forming control strategy.
Keywords: grid-forming control, VSC-HVDC, state-space modeling, interaction stability, weak grid, stabilization control
1 INTRODUCTION
In recent years, new energy sources, including wind and photovoltaic power, have developed rapidly in response to the energy crisis (Liu et al., 2024). The proportion of new energy integrated into the grid and the proportion of power electronic converters in the power system have been continuously increasing (Ma et al., 2024). The renewable energy-based power system is forming a “dual high” development trend (Zhang et al., 2023). At the same time, the power grid tends to exhibit weak grid characteristics (Sang et al., 2018; Zhu et al., 2020), which can cause problems such as low inertia and abnormal interaction phenomena (Wu Q. et al., 2019), posing severe challenges to the stability of renewable power generation.
The VSC-based high voltage direct current (HVDC) system is an effective way to solve the transmission issues of high-ratio new energy. As a key component of the HVDC system, the control strategy of the VSC plays a significant role in ensuring system stability and the quality of output power. At present, the control modes of grid-connected VSCs mainly include the grid-forming (GFM) control and the grid-following (GFL) control (Zhang et al., 2021). Under these two control modes, the grid-connected VSCs reflect the external characteristics of the current source and voltage source, respectively (Zhang et al., 2023; Pawar et al., 2021). The conventional VSC adopts the GFL control strategy, where the phase-locked loop (PLL) is employed to measure the voltage phase in the point of common connection (PCC) and adjust the output current to control the grid-connected power. However, due to the abnormal interference between the PLL and the grid’s impedance, the interactive stability margin of the grid-connected VSC gradually decreases with the reduction of the short-circuit ratio (SCR), triggering oscillation instability. Wang et al. (2020) and Wang et al. (2019) noted that the dynamic coupling between the PLL and grid impedance occurs under weak grid conditions, and the coupling degree will exacerbate with the increase of the PLL’s bandwidth. To improve the stability of the GFL VSC, Huang et al. (2022) present a voltage regulation control strategy that improves the synchronous operating performance of GFL VSC by automatically adjusting the input of PLL. Shao et al. (2021) proposed a modified design method of the PLL’s parameters to reduce the negative impact of PLL dynamics under weak grid conditions.
Compared with the GFL VSC, the VSC under the GFM control has better stability in a weak grid (Fu et al., 2021). Unlike the GFL strategy, the GFM control strategy does not need PLL and realizes the autonomous synchronization with the grid according to the power or DC-link voltage synchronization principle. The GFM control strategies mainly include the virtual synchronous generator (VSG) control, the droop control, and the matching control (Pan et al., 2020). Meng et al. (2019) proposed a generalized droop control strategy, where the inverter can offer virtual damping and virtual inertia without large overshoot and oscillation by adding an auxiliary controller. In addition, Meng et al. (2019) also noted that the generalized droop control can be equivalent to the droop control or VSG control strategy by adjusting the parameters. Aiming at the problem of low inertia and lacking frequency fluctuation caused by the renewable energy integration, Zha et al. (2021) adopted the electric torque model to analyze the inertia support characteristics and the system stability and noted that the VSC had better inertia support characteristics under the generalized droop control. Ge et al. (2023) established the model of the VSG-based VSC, and the support effect of VSG-based VSC was deeply studied with different inertia parameters. The sequence impedance model of VSG-based VSC was built and compared with that of the conventional VSC by Wu W. et al. (2019) through the harmonic linearization method, and the analysis results indicated the VSG-based VSC’s sequence impedance is essentially the same as the grid impedance, which means the VSG-based VSC is more stable than the conventional VSC under weak grid conditions. Li et al. (2022) analyzed the voltage and frequency stability of VSG-based VSC by establishing the small-signal model and proposed an improved control method to enhance the inertia and damping. However, these above droop and VSG control strategies Wu W. et al. (2019), Meng et al. (2019), Pan et al. (2020), Zha et al. (2021), Li et al. (2022), and Ge et al. (2023) take the active power as control targets and are applicable to grid-connected VSCs with stable and controllable motive power. With respect to the receiving end converter (REC), that is, the grid-connected VSC in the HVDC transmission system with intermittent and fluctuating input motive power, it is still essential to investigate a novel GFM control strategy with the DC-side voltage as the control target.
Recently, a kind of GFM control method with the DC-side voltage as the control objective has been proposed. A GFM control method called inertia synchronization control (ISynC) was presented by Sang et al. (2019) based on the matching principle between the DC voltage and the synchronous generator (SG). In Shao et al. (2019a) and Shao et al. (2019b), the ISynC-based GFM control strategy was applied to the doubly fed induction generator (DFIG)-based wind turbine, which makes the DC-side voltage track the grid frequency instantaneously, thus, the inertia response of the DFIG-based wind turbine can be achieved. Yang et al. (2018) utilized the ISynC-based GFM control method in the VSC-HVDC system, and the frequency tracking capability was useful in realizing the function of inertia support. Moreover, in Yang et al. (2020), the ISynC-based GFM control method was further expanded to the multi-port VSC-HVDC, which was able to establish the DC grid based on the droop control. Nevertheless, there is no current control loop in the ISynC-based GFM VSC (Shao et al., 2019a; Shao et al., 2019b; Sang et al., 2019), which cannot limit the output current and is not conducive to practical engineering applications.
Oriented to the VSC-HVDC transmission system with intermittent and fluctuating input motive power, a novel GFM control method taking the DC-side voltage as the control target is proposed in this article, which has the function of autonomously synchronizing the grid. The internal current control loop is added to the GFM structure; thus, the function of limiting the output current can be achieved, which makes the proposed GFM control strategy suitable for practical engineering applications. The GFM VSC-HVDC’s small-signal model is built, and the stability of the system is analyzed using the eigenvalue analysis method and the complex power coefficient method. In addition, the stabilization controller is proposed for the GFM control structure, which further enhances the GFM VSC-HVDC’s stability and helps it operate stably under both stiff and weak grid conditions.
2 CONFIGURATION OF VSC-HVDC AND GRID-FORMING CONTROL
2.1 System configuration
Figure 1 presents the configuration of the VSC-HVDC transmission system, where renewable energy (e.g., wind farm) is integrated into the sending-end converter (SEC). The DC line is between the SEC and the REC, the voltage of the DC-side equivalent capacitor is udc, the SEC is integrated into the utility grid via an LC filter, and Rd is the damping resistor.
[image: Figure 1]FIGURE 1 | Configuration of the VSC-HVDC transmission system.
As seen in Figure 1, the dynamic equation of the REC’s capacitor voltage can be expressed in Eq. 1 as
[image: image]
where [image: image] is the REC’s output per-unit active power, [image: image] is the SEC’s output per-unit active power, [image: image] is the DC-side voltage in the per-unit form, [image: image] is the steady-state DC-side voltage in the per-unit form, and HC is the DC-side capacitor’s equivalent time constant.
The REC’s output active power [image: image] is derived in Eq. 2 by
[image: image]
where [image: image] is the SEC’s modulation voltage amplitude in the per-unit form, [image: image] is the grid voltage amplitude in the per-unit form, [image: image] is the grid line inductance in the per-unit form, and [image: image] is the power angle.
With respect to SG in the grid, the motion equation of the rotor is represented in Eq. 3 as
[image: image]
where [image: image] is the SG’s input active power in the per-unit form, [image: image] is the SG’s electromagnetic power in the per-unit form, [image: image] is the SG’s rotor speed in the per-unit form, and HJ is the equivalent time constant of the SG’s rotor.
The SG’s input active power [image: image] is expressed in Eq. 4 as
[image: image]
where [image: image] is the SG’s per-unit flux linkage and [image: image] is the power angle of the SG.
Comparing (1) with (3) shows that the dynamical equation of the REC’s capacitor voltage is similar to the motion equation of the SG’s rotor. According to the similarity principle, the analogy relationship between the REC and the SG can be obtained, as shown in Figure 2. Comparing (2) with (4), the REC’s per-unit modulation voltage amplitude [image: image] is analogized to the SG’s per-unit flux linkage [image: image], and the time constant HC of the DC-link equivalent capacitor is analogized to the time constant HJ.
[image: Figure 2]FIGURE 2 | Matching relationship between the REC and the SG.
2.2 Grid-forming control strategy
The control target of the presented grid-forming control method is the converter’s DC-side voltage. Currently, according to different control objectives, existing grid-forming control methods can be divided into two groups, namely, the GFM control under the active power control mode and the GFM control under the DC-side voltage control mode. The VSG control belongs to the GFM control under the active power control mode, which is suitable for scenarios with a controllable input source, such as energy storage. Different from the VSG control, the proposed GFM control takes the DC voltage as the control objective, which is suitable for the two-stage conversion scenario with intermittent and fluctuating input motive power.
Figure 3 gives the VSC-HVDC system’s grid-forming control structure, where the REC adopts the grid-forming control strategy with three cascaded loops, and the SEC utilizes the conventional two cascaded loops. The REC takes the DC-side voltage and the reactive power as the control objectives. In the REC’s control diagram, the DC-side voltage of the REC passes through an integrator whose gain is the rated value of the grid’s angular frequency ωBg, and the output is the phase θ of the REC’s modulation voltage.
[image: Figure 3]FIGURE 3 | Grid-forming control structure of the VSC-HVDC system.
According to the matching relationship in Figure 2, the DC-side voltage of the REC can be analogized to the SG’s rotor speed. The linkage between the AC-side angular frequency of the REC and the DC voltage is established so that it meets the following conditions:
[image: image]
where [image: image] is the AC-side angular frequency of the REC.
Based on the control principle given by Equation 5, when the active power sent by the SEC to the DC capacitor increases, the DC-side voltage increases. According to the relationship in Equation 5, the AC-side angular frequency [image: image] of the REC increases, corresponding to an increase in the power angle δ, thus increasing the REC’s output active power and maintaining the DC-side voltage constant. This method achieves self-synchronization according to the DC-side capacitor’s inertia.
In the outer reactive power control loop of the REC, the difference between the reactive power reference [image: image] and the feedback-reactive power [image: image] passes through a PI regulator to obtain the d-axis reference [image: image] of the AC capacitor voltage. The q-axis reference [image: image] of the AC capacitor voltage is 0. In the middle AC voltage control loop of the REC, the differences between the d-axis and q-axis reference of the AC capacitor voltage and the feedback value, respectively, multiplied by the virtual impedance coefficient k are the d-axis and q-axis references of the REC’s output current. In the inner AC current control loop of the REC, the difference between the d-axis and q-axis references of the AC current and the feedback value, respectively, passes through the PI regulator, and the output is the d-axis and q-axis components of the REC’s modulation voltage.
Different from the ISynC-based GFM control (Wu W. et al., 2019; Li et al., 2022; Ge et al., 2023), the inner current loop is added to the GFM structure in this article, which can limit the output current. The control structure shown in Figure 3 can enable the REC to provide frequency support and realize the grid-forming function.
The SEC takes the AC voltage as the control objective. In the control diagram of the REC, the rated per-unit value of the SEC’s AC frequency, that is, 1 p.u., passes through an integrator whose gain is the rated value of the SEC’s rated angular frequency ωsn, and the output is the phase θs of the SEC’s modulation voltage. In the outer AC voltage control loop of the SEC, the difference between the d-axis reference [image: image] and the q-axis reference [image: image] of the SEC’s AC voltage and the feedback value, respectively, multiplied by the PI regulator are the d-axis reference [image: image] and the q-axis reference [image: image] of the SEC’s input current. In the inner AC current control loop of the SEC, the difference between the d-axis reference [image: image] and the q-axis reference [image: image] of the AC current and the feedback value, respectively, passes through the controller, and the output is the d-axis component and q-axis component of the SEC’s modulation voltage.
Other variable symbols in Figure 3 are explained as follows. [image: image] is the AC capacitor’s voltage in the per-unit form. [image: image] and [image: image] are the d-axis and q-axis voltages, respectively, of the AC capacitor in the per-unit form. [image: image] is the filter inductor’s current in the per-unit form. [image: image] and [image: image] are the d-axis and q-axis current of the filter inductor in the per-unit form, respectively. [image: image] is the REC’s voltage in the per-unit form. [image: image] is the modulation voltage of the REC in the per-unit form. [image: image] and [image: image] are the d-axis and q-axis modulation voltages of the REC in the per-unit form, respectively. [image: image] and [image: image] are the d-axis and q-axis reference currents of the inductor’s current in the per-unit form, respectively. [image: image] is the SEC’s AC voltage in the per-unit form. [image: image] and [image: image] are SEC’s d-axis and q-axis AC voltages in the per-unit form, respectively. [image: image] is the three-phase current of the SEC in the per-unit form. [image: image] and [image: image] are the d-axis and q-axis currents of the SEC in the per-unit form, respectively. [image: image] is the three-phase modulation voltage of the SEC in the per-unit form. [image: image] and [image: image] are the d-axis and q-axis modulation voltages of the SEC in the per-unit form, respectively.
3 SMALL-SIGNAL MODELING AND STABILITY ANALYSIS
In this article, the state-space model-based analysis method is utilized to research the interaction stability between the grid-forming VSC-HVDC system.
3.1 State-space modeling
After linearizing the grid-forming VSC-HVDC system’s control structure, as shown in Figure 3, the small-signal control block diagram shown in Figure 4 can be obtained. For the SEC of the GFM VSC-HVDC system, due to the application of compensation modulation, the SEC’s AC voltage is not relevant to the DC voltage. Thus, the small-signal control diagram of the VSC-HVDC in Figure 4 only covers the REC.
[image: Figure 4]FIGURE 4 | Small-signal control diagram of the VSC-HVDC system under the GFM control.
The state variable Δx is selected in Eq. 6 as
[image: image]
where [image: image] is the variation of the DC-side voltage in the per-unit form, [image: image] is the phase variation of the REC’s AC-side voltage, [image: image] is the variation of the per-unit d-axis output current, [image: image] is the variation of the q-axis output current in the per-unit form, [image: image] is the variation of the d-axis current in the per-unit form, [image: image] is the variation of the q-axis current in the per-unit form, [image: image] is the variation of per-unit d-axis capacitor voltage, [image: image] is the variation of the per-unit q-axis capacitor voltage, and [image: image] is the variation of the per-unit d-axis current integral regulator’s output.
Based on the small-signal diagram in Figure 4, the state-space equation of the grid-forming VSC-HVDC system is derived in Eq. 7 as
[image: image]
where H is the state-space matrix of a grid-forming VSC-HVDC system.
The state-space matrix H can be represented in Eqs 8–11 as
[image: image]
where
[image: image]
[image: image]
[image: image]
3.2 Small-signal stability analysis
The characteristic equation of the grid-forming VSC-HVDC system is derived in Eq. 12 as
[image: image]
where λ is the eigenvector, and I is the identity matrix.
The eigenvalues λ1, λ2, ., λn of the GFM VSC-HVDC system can be derived by setting the value of (12) to 0. The quantitative index of small-signal stability margin for the grid-forming VSC-HVDC system is obtained as
[image: image]
where real ( λi) represents the real part of the eigenvalues λi, and |λi| represents the amplitude of the eigenvalues λi.
It can be seen from Equation 13 that the quantitative index ζ represents the system’s characteristics of electrical damping, which can measure the small-signal stability margin. If the value of λ is greater than 0, the GFM VSC-HVDC system can work stably. If the value of λ is negative, the GFM VSC-HVDC system cannot work stably.
Based on parameters in Table 1 and the state-space model, Figure 5 presents the characteristic root locus and minimum damping ratio curves with the change of the short-circuit ratio (SCR) kSCR, where kSCR is equal to the reciprocal of the grid line inductance [image: image] in the per-unit form. In Figure 5A, with the change of kSCR from 20 to 2, the nine root trajectories are all located in the left half plane, which means the grid-forming VSC-HVDC system can work stably in both stiff and weak grids. In Figure 5B, the quantitative index ζ of the small-signal stability margin for the grid-forming VSC-HVDC system decreases slowly as kSCR declines from 20 to 2, but the value of ζ is still greater than 0.1. Research results in Figure 5 indicate that the presented grid-forming method has good grid adaptability, which can guarantee the stable working of the VSC-HVDC system.
TABLE 1 | Parameters of the grid-forming VSC-HVDC system.
[image: Table 1][image: Figure 5]FIGURE 5 | Characteristic root locus and minimum damping ratio curves with the change of SCR. (A) Characteristic root locus. (B) Minimum damping ratio curves.
For the grid-following VSC-HVDC system (Yang et al., 2020), Figure 6 presents the minimum damping ratio curves as the SCR changes, where the REC adopts the conventional vector control, the outer DC voltage loop’s control bandwidth is 20 Hz, the inner current loop’s control bandwidth is 200 Hz, and the PLL’s control bandwidth is 50 Hz. It can be seen from Figure 6 that with the decrease of the SCR from 20 to 2, the minimum damping ratio curves of the grid-following VSC-HVDC gradually decrease below 0, which shows that the grid-following VSC-HVDC can operate stably under the stiff grid condition and will lose stability in a weak grid. Comparing Figures 5, 6 demonstrates that the proposed grid-forming control strategy in this article has better stability than the conventional grid-following VSC-HVDC.
[image: Figure 6]FIGURE 6 | Minimum damping ratio curves of the grid-following VSC-HVDC with the change of SCR.
Figure 7 presents the characteristic root locus and minimum damping ratio curves with the change of the virtual impedance coefficient, where the SCR is 2, the current loop’s proportional gain k1 is 0.05, and the current loop’s integral gain k2 is 1. It can be seen from Figure 7A that when the virtual impedance coefficient k increases from 0 to 5, the nine root trajectories of the system are all distributed in the left half plane, corresponding to the stable operations of the grid-forming VSC-HVDC system. Furthermore, when the virtual impedance coefficient k increases from 0 to 5, the minimum damping ratio of the system first increases and then decreases, but it is always greater than 0. Research results shown in Figure 7 illustrate that the VSC-HVDC system under the proposed grid-forming control is robust and can maintain stable operations with a large range variation of the voltage loop parameters.
[image: Figure 7]FIGURE 7 | Characteristic root locus and minimum damping ratio curves as the virtual impedance coefficient changes. (A) Characteristic root locus. (B) Minimum damping ratio curves.
Figure 8 presents the characteristic root locus and minimum damping ratio curves as the proportional gain k1 of the current control loop changes, where the SCR is 2, the virtual impedance coefficient k is 0.75, and the current loop’s integral gain k2 is 1. In Figure 8A, when the current loop’s proportional gain k1 increases from 0 to 0.16, the nine root trajectories of the system are all distributed in the left half plane, corresponding to the stable operations of the grid-forming VSC-HVDC system. Moreover, in Figure 8B, when the current control loop’s proportional gain k1 increases from 0 to 0.16, the minimum damping ratio of the system decreases, but it is always greater than 0. Research results in Figure 8 demonstrate that the VSC-HVDC system under the proposed grid-forming control is robust and can maintain stable operations with a large range variation of the current control loop’s proportional gain.
[image: Figure 8]FIGURE 8 | Characteristic root locus and minimum damping ratio curves as the current control loop’s proportional gain changes. (A) Characteristic root locus. (B) Minimum damping ratio curves.
Figure 9 presents the characteristic root locus and minimum damping ratio curves as the current control loop’s integral gain k2 changes, where the SCR is 2, the virtual impedance coefficient k is 0.75, and the current loop’s proportional gain k1 is 0.05.
[image: Figure 9]FIGURE 9 | Characteristic root locus and minimum damping ratio curves with the change of the current control loop’s integral gain. (A) Characteristic root locus. (B) Minimum damping ratio curves.
Figure 9A shows that when the current loop’s integral gain k2 increases from 0 to 5, the nine root trajectories of the system are all located in the left half plane and almost remain unchanged, corresponding to the stable operations of the grid-forming VSC-HVDC system. In addition, in Figure 9B, when the current control loop’s integral gain k2 increases from 0 to 5, the minimum damping ratio of the VSC-HVDC almost remains unchanged and is always greater than 0.1. Research results shown in Figure 9 demonstrate that the VSC-HVDC system under the proposed grid-forming control is robust and can maintain stable operations with a large range variation of the current control loop’s integral gain.
4 MECHANISM ANALYSIS AND STABILIZATION CONTROL
4.1 Interaction mechanism analysis
This article utilizes the complex power coefficient method (Sang et al., 2019) to reveal the interaction mechanism between the grid-forming VSC-HVDC system and the grid. First, the REC’s grid-connected active power of the VSC-HVDC system can be derived in Eq. 14 by
[image: image]
where [image: image] is the per-unit inductive reactance of the REC’s filter inductor, [image: image] is the inductive reactance of the line inductor in the per-unit form, [image: image] is the per-unit modulation voltage’s amplitude of the REC, and [image: image] is the amplitude of the grid voltage in the per-unit form. [image: image] is the phase of the REC’s output voltage leading the grid voltage.
Linearizing the grid-connected active power of the REC in (14) gives
[image: image]
where [image: image] is per-unit steady-state DC voltage of the REC, [image: image] is per-unit steady-state modulation voltage’s amplitude of the REC, Kg is the synchronous power coefficient of the REC, and Dg is the damping power coefficient of the REC.
According to the linearized output active power in Eq. 15, the vector diagram of the REC’s output active power can be obtained in Figure 10. The synchronous power coefficient Kg of the REC is greater than 0, and the damping power coefficient Dg of the REC is greater than 0. Because the SEC’s output active power is not related to the DC voltage, the variation of the SEC’s output active power [image: image] is independent of [image: image]. Substituting [image: image] and [image: image] into (1), the characteristic equation of the grid-forming VSC-HVDC system is derived as
[image: image]
[image: Figure 10]FIGURE 10 | Vector diagram of the REC’s output active power.
It can be seen from Equation 16 that the characteristic equation of the grid-forming VSC-HVDC system is a second-order equation, and the stability of the system is decided by the damping coefficient Dg. Because the value of Dg is greater than 0, the VSC-HVDC system under the proposed grid-forming control is always stable, whether the grid is weak or stiff. The above mechanism analysis results are in accordance with the conclusions of numerical analysis in Section 3, further validating the correctness of the conclusion.
4.2 Stabilization control strategy
Although the minimum damping ratio ζ of the grid-forming VSC-HVDC system is greater than 0, the value of ζ is not big enough; that is, the stability margin is inadequate. Therefore, it is essential to propose a stabilization controller to further improve the system’s small-signal stability. As is well known, a power system stabilizer (PSS) can be added to the excitation system of the SG. The PSS usually takes the rotational speed of the SG as the input signal, and its output is superimposed on the excitation signal to increase the electrical damping. In the proposed GFM control structure of the REC, the modulation voltage amplitude can be analogized to the flux linkage of the SG. Therefore, imitating the stabilization mechanism of the PSS, this section proposes a damping injection strategy according to the DC voltage feedback to change the modulation voltage amplitude of the REC.
Figure 11 presents the control diagram of the stabilization controller and minimum damping ratio curves after adding the stabilization controller. In Figure 11A, a stabilization controller is added to the original grid-forming structure. The input of the stabilization controller is the DC-side capacitor voltage, and the output of the stabilization controller is superimposed on the per-unit d-axis modulation voltage [image: image]. The per-unit d-axis modulation voltage [image: image] and per-unit q-axis modulation voltage [image: image] are transferred to [image: image] by the rotation transformation. The stabilization controller’s transfer function is given in Eq. 17 as
[image: image]
where s is the Laplace operator, kq is the stabilization controller’s gain, and Tq is the stabilization controller’s time constant.
[image: Figure 11]FIGURE 11 | Stabilization controller. (A) Control diagram. (B) Minimum damping ratio curves after adding the stabilization controller.
Figure 11B presents the minimum damping ratio curves of the grid-forming VSC-HVDC system after adding the stabilization controller, where Tq is 0.1. It can be seen that with the increasing of the stabilization gain, kq, from 0 to 2 and 3, the small-signal stability quantitative index ζ is promoted overall. The research result shown in Figure 11B illustrates that the proposed stabilization controller can further enhance the grid-forming VSC-HVDC’s stability, whether under stiff or weak grid conditions.
Figure 11A shows that the parameters needed to be designed are kq and Tq. The high-pass filter in the stabilization controller can pass through signals with a frequency greater than 1/Tq rad/s. When designing the time constant Tq, it is essential to enable the signal of resonant frequency to pass through. Increasing the value of the stabilization controller’s gain kq can improve the stability of the GFM VSC-HVDC. Because increasing the DC-side voltage during the dynamic process will increase the modulation ratio of the REC after adding the stabilization controller, the REC’s modulation ratio m is represented in Eq. 18 as
[image: image]
where [image: image] is the AC voltage amplitude of the REC in the per-unit form, Ub is the base value of the AC voltage, Udcb is the base value of the DC-side voltage, and [image: image] is the variation of the DC-side voltage.
Because the per-unit DC-side voltage can track the per-unit grid frequency, the variation of the DC-side voltage [image: image] is taken as 0.01 p.u. in this article. The maximum value kqmax of the stabilization controller’s gain is limited by the maximum modulation ratio of the REC. According to (18), the maximum value kqmax can be obtained in Eq. 19 as
[image: image]
where mmax is the maximum value of the REC’s modulation ratio.
According to the range of kq and Tq, designing the gain and time constant of the stabilization controller follows the steps below.
Step 1. he potential resonant frequency of the GFM VSC-HVDC system can be derived by building the GFM VSC-HVDC’s state-space model.
Step 2. he time constant Tq of the stabilization controller is tuned based on the derived potential resonant frequency.
Step 3. A value for the stabilization controller’s gain kq is provided and substituted into the state-space model of the GFM VSC-HVDC system.
Step 4. If the electrical oscillation is suppressed and the stability margin is big enough, the design of the stabilization controller is completed. Otherwise, return to step 2 and redesign the parameters.
In contrast, as shown in Figure 11A, a variation related to [image: image] is superimposed on the amplitude of the modulation voltage [image: image]. After adding the stabilization controller, linearizing the output active power of the REC in (14) yields 
[image: image]
where Ds is the system’s damping coefficient provided by the stabilization controller.
According to the control diagram of the stabilization controller in Figure 11A, because the stabilization controller’s time constant is fixed, the variation of the modulation voltage’s amplitude [image: image] is related to the stabilization gain kq and the DC-side voltage. Thus, the damping coefficient Ds provided by the stabilization controller is proportional to the stabilization gain kq. Combining Eq. 1 and the linearized active power in Eq. 20, the damping power coefficient of the GFM VSC-HVDC system can be obtained as (Dg + Ds). In addition, adding stabilization control and properly adjusting the stabilization gain kq can increase the value of (Dg + Ds), therefore improving the stability margin of the grid-forming VSC-HVDC. The above mechanism analysis results are in accordance with the research results in Figure 11B.
5 SIMULATION VERIFICATION
To further prove the practicability of the presented GFM strategy for the VSC-HVDC system and demonstrate the correctness of stability analysis, simulations have been carried out based on the PSCAD/EMTDC. The electrical and control parameters of the simulation system are shown in Table 1.
Figure 12 presents the simulation results of the VSC-HVDC transmission system as the SCR changes. In Figure 12A, where the VSC-HVDC adopts the presented grid-forming control in this article, and the grid’s short-circuit ratio kSCR decreases from 2.1 to 2.0, the DC-side voltage fluctuates and then returns to a stable state. The VSC-HVDC system’s grid-connected active power fluctuates and then recovers stability. Simulation results in Figure 12A show that the VSC-HVDC under the proposed grid-forming control can work stably in weak grids. In Figure 12B, where the VSC-HVDC utilizes the conventional grid-following control, the bandwidth of the outer DC voltage control loop is 20 Hz, the inner current loop’s control bandwidth is 200 Hz, and the control bandwidth of the PLL is 50 Hz. The DC-side voltage and the grid-connected active power of the VSC-HVDC gradually oscillate and diverge with the grid’s short-circuit ratio kSCR decreasing from 6.5 to 6.4, demonstrating that the stability of the conventional grid-following VSC-HVDC deteriorates when the grid’s stiffness decreases. Simulation results in Figure 12A illustrate that the VSC-HVDC under the proposed GFM control can work stably when the SCR decreases from 2.1 to 2.0, which is in accordance with the numerical analysis conclusions shown in Figure 5. The critically stable value of the SCR in Figure 12B is 6.5, which is approximately equal to the value shown in Figure 6. The simulation results shown in Figure 12B are in accordance with the numerical analysis conclusions in Figure 6. Furthermore, comparing Figure 12B with Figure 12A, the VSC-HVDC under the presented GFM control has better stability than that under the conventional GFL control in weak grids.
[image: Figure 12]FIGURE 12 | Simulation results of the VSC-HVDC as the SCR changes. (A) Under the proposed grid-forming control. (B) Under the conventional grid-following control.
Figure 13 shows the simulation results of the grid-forming VSC-HVDC as control parameters change. In Figure 13A, where the SCR is 2, the current control loop’s proportional gain k1 is 0.05, the integral gain k2 of the current control loop is 1, and the voltage control loop’s virtual impedance coefficient k changes from 0.75 to 1.2. The DC-side voltage and the grid-connected active power of the GFM VSC-HVDC system fluctuate slightly and then recover. No oscillations occur in the DC-side voltage and the grid-connected active power, demonstrating that the VSC-HVDC under the presented GFM control is robust and can maintain stable operations with a large range variation of the voltage loop parameters. Simulation results in Figure 13A illustrate that the VSC-HVDC under the proposed GFM control can work stably when the virtual impedance coefficient k increases from 0.75 to 1.2, which is in accordance with numerical analysis conclusions in Figure 7. In Figure 13B, where the SCR is 2, the virtual impedance coefficient k is 0.75, the current control loop’s proportional gain k1 changes from 0.05 to 0.1, and the current control loop’s integral gain k2 changes from 1 to 1.5. Small-amplitude oscillations occur in the DC-side voltage and grid-connected active power of the grid-forming VSC-HVDC system, indicating that the VSC-HVDC system under the proposed grid-forming control is robust and can maintain stable operations with a large range variation of the current control loop’s integral gain. Simulation results in Figure 13B illustrate that the VSC-HVDC under the proposed GFM control can work stably when the parameters of the current control loop change, which is in accordance with numerical analysis conclusions in Figure 8.
[image: Figure 13]FIGURE 13 | Simulation waveforms of the grid-forming VSC-HVDC as control parameters change. (A) Virtual impedance coefficient changes. (B) Parameters of the current control loop change.
Figure 14 presents simulation waveforms of the grid-forming VSC-HVDC system when providing inertia response, where the SCR is 2, the current control loop’s proportional gain k1 is 0.05, the current control loop’s integral gain k2 is 1, and the virtual impedance coefficient k of the voltage control loop is 0.75. In Figure 14A, when the grid frequency falls from the rated value to 99% of the rated value, the DC voltage of the grid-forming VSC-HVDC can automatically track grid frequency, acting as the PLL. Based on the DC-side voltage in the per-unit form, the source renewable energy (e.g., wind farm) increases the output active power to provide inertia response to the grid. The grid-connected active power Pg of the grid-forming VSC-HVDC increases by 0.24 p.u. and then recovers. In Figure 14B, the DC-side voltage of the grid-forming VSC-HVDC can automatically track the grid frequency as the grid frequency increases from the rated value to 101% of the rated value. According to the DC-side voltage in the per-unit form, the source of the renewable energy (e.g., wind farm) reduces the output active power to provide inertia support to the grid. The output active power Pg of the REC grid-forming VSC-HVDC system decreases by 24% and then recovers. Simulation results in Figure 14 demonstrate that the presented grid-forming control can make the VSC-HVDC automatically sense the grid frequency and realize the function of inertia response.
[image: Figure 14]FIGURE 14 | Simulation waveforms of the grid-forming VSC-HVDC system when providing the inertia response. (A) Under the proposed grid-forming control. (B) Under the conventional forming control.
6 CONCLUSION
A novel grid-forming control strategy with the function of limiting the output current is proposed to deal with the interaction instability issues between a conventional grid-following VSC-HVDC system and the grid. A state-space model of the grid-forming VSC-HVDC system is established to research the small-signal stability, and the eigenvalue analysis method is adopted. Moreover, the complex power coefficient method is utilized to reveal the interaction mechanism between the grid-forming VSC-HVDC system and the grid. To further improve the stability margin of the grid-following VSC-HVDC system, a stabilization controller is proposed for the original grid-forming structure, which can introduce positive electrical damping. Conclusions are obtained as follows:
1) The grid-forming control strategy makes the REC realize the function of self-synchronization with the grid through the dynamics of the DC capacitor. The per-unit DC voltage can automatically track the grid frequency, acting as a phase-locked loop.
2) Different from the conventional grid-following VSC-HVDC, which loses stability in a weak grid, the VSC-HVDC system under the proposed grid-forming control can work stably in both stiff and weak grids.
3) The VSC-HVDC system under the proposed grid-forming control is robust and can maintain stable operations with a large range variation of the parameters in the current and voltage control loop.
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The short-circuit ratio index (SCR) can effectively quantify the voltage support strength in traditional DC grid-connected scenarios, yet it cannot reasonably describe the voltage support strength in diverse device grid connection scenarios. This paper introduces a new calculation method of the complex short-circuit ratio index ([image: image]) and derives the threshold value of the complex short-circuit ratio index to enable a comprehensive quantitative assessment of grid voltage support strength across diverse device grid connection scenarios. Firstly, critical short-circuit ratio (CSCR) under different assumed conditions were derived based on the short-circuit ratio index. Secondly, the calculation method of the complex short-circuit ratio index was introduced, considering both the equivalent impedance angle of the device and the Thevenin equivalent impedance angle. This was followed by the determination of the threshold value of the complex short-circuit ratio ([image: image]), enabling a precise quantitative evaluation of power grid voltage support strength in diverse device grid connection scenarios. Finally, the example analysis proves the accuracy and efficacy of the complex short-circuit ratio index in assessing the voltage support strength of diverse devices in grid-connected scenarios.
Keywords: power grid strength, short-circuit ratio index, critical short-circuit ratio, complex short-circuit ratio index, the threshold value of the complex short-circuit ratio
1 INTRODUCTION
With the integration of new energy generation devices such as wind and photovoltaic power into the grid, a new type of power system dominated by renewable energy has been formed. This shift has led to profound changes in both internal mechanisms and external characteristics governing the stable operation of the AC grid (Zhou et al., 2014; Chen et al., 2017). In order to accurately assess the voltage restoration capability during grid faults, the concept of “voltage support strength” has been proposed. To effectively describe this abstract concept of grid voltage support strength, appropriate index need to be employed. In the context of traditional DC grid-connected systems, the short-circuit ratio index (IEEE Standards Board IEEE Std 1204-1997, 1997) can reasonably indicate the grid’s voltage support strength.
SCR is used in DC planning problems (IEEE Standards Board IEEE Std 1204-1997, 1997) to measure the AC system’s acceptance capacity of the DC system. When multiple DC lines connect to the same point to form a multi-infeed system, the concept of Multi-Infeed Short-Circuit Ratio (MISCR) was derived based on the short-circuit ratio index through power conversion (Lin et al., 2008). As SCR continues to evolve and improve, its application scenarios are expanding, with widespread applications in power system steady-state voltage stability, transient voltage stability, and harmonic resonance. For example, references (Sun et al., 2023a) and utilize SCR to characterize voltage support strength, quantitatively analyzing the impact of voltage support (Sun et al., 2023b) strength in new energy grid-connected systems on post-fault steady-state voltage security issues and quantifying the effect of voltage support strength on transient overvoltage in new energy grid-connected systems. Reference (Yin et al., 2019) analyzes the relationship between reactive power short-circuit ratio and transient overvoltage from the perspective of parallel resonance.
In the current power grid, the dynamic interplay between device-side components and the AC power grid undergoes constant evolution due to the integration of diverse reactive power compensation technologies and new energy grid interfaces. As a result, the mechanisms of mutual influence between the device and the AC grid are continually changing. To accurately assess the voltage support strength of the contemporary power grid, scholars have refined the short-circuit ratio index in response to these developments. Reference (Sun et al., 2021), building upon the physical principles of the short-circuit ratio, introduces the concept of the Multiple Renewable Energy Station Short-Circuit Ratio (MRSCR), considering interactions between sites and substations. This includes the provision of analytical expressions for calculating different impedance ratio ranges based on the relationship between system impedance ratio and short-circuit ratio. Furthermore, Reference (Kim et al., 2022) proposes the Hybrid Multi-Infeed Effective Short-Circuit Ratio (HMESCR) by evaluating the reactive power control capability of VSC-HVDC systems composed of power electronic fully controlled elements, elucidating the relationship between transient overvoltage and HMESCR through comparative studies. Additionally, Reference (Huang et al., 2023) proposes the Multi-Infeed Transient Short-Circuit Ratio (MITSCR) by leveraging the characteristics of stochastic variations in both the amplitude and phase of short-circuit currents from new energy sources and terminal voltages. This is used to quantitatively evaluate the voltage support strength of multi-input HVDC transmission systems accommodating a high proportion of new energy grid connections.
In the new energy power system, the methodology for quantifying grid voltage support strength using the short-circuit ratio index differs significantly from that of traditional power grids. In traditional DC grid-connected systems, the value 2 is commonly regarded as the critical threshold of the short-circuit ratio index. When the index falls below 2, the system is classified as extremely weak and unstable. However, in the case of new energy grid integration systems, ensuring stable operation does not necessarily mandate SCR exceeding 2. Reference (Sun et al., 2021) conducted electromechanical transient simulation analysis on the proposed SCR of new energy substations to ascertain critical instability phenomena within the system. It was observed that when SCR of multiple new energy substations within the network range between 1.7 and 2.1, they can adequately fulfill the operational requirements of the connected new energy generation device. With a prudent engineering margin factored in, it is deemed reasonable for CSCR of new energy substation network nodes to fall within the range of 2.0–2.5. Reference (Kang et al., 2020) derives the transmission limit of static voltage instability and integrates it into SCR to obtain a critical short-circuit ratio value of [image: image]. Reference (Wu et al., 2018) derived CSCR of new energy grid-connected system as 1 by means of modal analysis and listing Jacobian matrix.
Based on the analysis above, it is evident that in assessing the current voltage support strength of the power grid using SCR, a novel index is commonly introduced building upon the existing short-circuit ratio index. Subsequently, the critical threshold of this new index is determined based on the system’s critical conditions to quantitatively evaluate the voltage support strength of the power grid.
The main contributions of this paper are summarized below.
1. This paper illustrates that critical short-circuit ratios vary under different assumed conditions, as deduced from the derivation of threshold values for the short-circuit ratio index. The critical value of 2 is derived under specific hypothesis conditions.
2. The calculation method of the complex short-circuit ratio index which can take into account the equivalent impedance angle and Thevenin equivalent impedance angle of device is proposed. Then, according to the critical condition of static voltage stability of the system, the threshold value of the complex short-circuit ratio is derived to quantitatively evaluate the voltage support strength under grid-connected scenario. The accuracy and rationality of the complex short-circuit ratio index to evaluate the voltage support strength in grid-connected scenario are verified by the example analysis.
2 ANALYSIS OF THE SHORT-CIRCUIT RATIO INDEX
Figure 1 shows a simplified model of the grid-connected system for any device:
[image: Figure 1]FIGURE 1 | Simplified model of single device grid-connected system.
In Figure 1, [image: image] represents the injected power of the device; [image: image] represents the AC bus voltage of the junction point; Z represents the Thevenin equivalent impedance of the AC system; [image: image] represents the equivalent potential of the AC system.
With the assumption that the input power of the device equals the rated DC power, the short-circuit ratio index is defined as the ratio between the short-circuit capacity of the converter station’s AC bus and the rated DC power (Xu, 1997), namely,:
[image: image]
Where, [image: image] represents Short-circuit capacity; [image: image] represents the rated DC power; [image: image] represents rated voltage at the grid connection point.
If the reference voltage of the AC system is set to the rated value of the AC bus voltage, and the reference power is set to the rated DC power, then SCR can be expressed as:
[image: image]
Where, [image: image] represents the Thevenin equivalent impedance of AC system in per unit.
The critical short-circuit ratio index is derived from the critical stability conditions of the system and serves as a quantitative measure to evaluate the critical threshold of voltage support strength within the power grid. In traditional power systems primarily driven by synchronous machines, a short-circuit ratio value of 2 is employed as the critical threshold for classifying system strength. Systems with the short-circuit ratio index below 2 are categorized as very weak, those with values between 2 and 3 are considered weak, and systems with a short-circuit ratio value exceeding 3 are classified as strong.
If Figure 1 is a DC grid-connected system, it can be equivalent to the equivalent circuit shown in Figure 2.
[image: Figure 2]FIGURE 2 | Equivalent circuit of DC grid-connected system.
In Figure 2, [image: image] represents the DC equivalent impedance. It can be calculated from the injected power of the device and the grid voltage. Assuming that the equivalent potential of the AC system is equal to the rated voltage of the AC bus, the short circuit capacity of the AC system can be expressed as:
[image: image]
Ignore internal control strategies of the device, the rated DC power can be expressed as:
[image: image]
Where, [image: image] represents the rated DC power.
In Eq. 4: [image: image], [image: image]; the short-circuit ratio index at the junction can be obtained as follows:
[image: image]
Where, [image: image] and [image: image] represent the resistance and reactance of the DC equivalent impedance; [image: image] and [image: image] represent the resistance and reactance of the Thevenin equivalent impedance of the AC system.
When the system is critically stable, the two equivalent impedance modes in Figure 2 are equal (Liu, 2000):
[image: image]
Assume that when the [image: image], [image: image], Eq. 6 can be obtained:
[image: image]
Equivalent to:
[image: image]
In Eq. 8, the negative equivalent resistance solution corresponds to the DC power feeding scenario, while the positive equivalent resistance solution corresponds to the load scenario. CSCR can be obtained:
[image: image]
It can be seen that the critical short-circuit ratio is equal to 2 only under certain hypothetical conditions; Similarly, based on different assumptions, the short-circuit ratio threshold can be obtained, as shown in Table 2.
It can be seen from Table 1 that the critical short-circuit ratio is affected by the equivalent impedance and Thevenin equivalent impedance of the AC system. Under different impedance, the critical short-circuit ratio is different. Therefore, the critical short-circuit ratio of 2 is not suitable as the critical value for dividing the strength of any device grid-connected system, and it only applies to specific assumptions. This also reflects the limitations of using short-circuit ratio index to divide the power grid voltage support strength. The critical short-circuit ratio of 2 can only be used to analyze whether the system is stable and cannot determine the strength of the system.
TABLE 1 | Table I CSCR under different assumptions.
[image: Table 1]3 COMPLEX SHORT-CIRCUIT RATIO INDEX
The analysis in the second section reveals that a critical short-circuit ratio of 2 is well-suited for evaluating the voltage support strength of DC grid systems. However, for grid-connected systems incorporating reactive compensation devices and integrating modern renewable energy sources, the conventional short-circuit ratio index proves inadequate for accurately quantifying the voltage support strength of these grids. To address this limitation and provide a more comprehensive assessment of voltage support across different grid-connected systems, this chapter introduces the complex short-circuit ratio index. This index takes into account the impedance angle information of both the equivalent impedance angle of the grid-connected devices and the Thevenin equivalent impedance angle of the AC system, thereby offering a more nuanced approach to evaluating voltage support strength.
3.1 Calculation of complex short-circuit ratio index
The single-device grid-connected system depicted in Figure 1 can be effectively represented by the equivalent circuit illustrated in Figure 3.
[image: Figure 3]FIGURE 3 | Equivalent circuit of single device grid-connected system.
For the grid-connected system illustrated in Figure 3, it expands beyond the scope of a singular DC grid connection scenario. As a result, the power injected at the grid connection point is represented in complex power terms. In order to accurately quantify the voltage support strength of the AC grid when integrating diverse devices, the ratio between the short-circuit complex power of the AC system and the injected complex power of the device is introduced as the complex short-circuit ratio index for grid-connected systems.
[image: image]
Where, [image: image] represents Short-circuit complex power for the system; [image: image] represents power injection for the device.
The complex short-circuit ratio index shares a similar form of expression with the short-circuit ratio index. However, as the complex short-circuit ratio index represents the ratio of two complex powers, it evolves beyond being a one-dimensional variable. It transforms into a two-dimensional variable capable of considering both phase angle and magnitude concurrently. Through this computational approach, the complex short-circuit ratio index is liberated from the constraints that limit the traditional short-circuit ratio index to the singular scenario of DC feed-in to the grid.
3.2 Calculation of [image: image]
For the grid-connected system shown in Figure 3, assuming that the rated voltage of the AC bus is equal to the equivalent potential of the AC system. Assuming a three-phase fault occurs at the grid connection point, the short-circuit complex power (short-circuit capacity) of the system can be obtained as follows:
[image: image]
The system injection power can be expressed as:
[image: image]
Substituting Eqs 11, 12 into Eq. 10, the complex short-circuit ratio index at the junction can be obtained as follows:
[image: image]
From Formula 13, it can be seen that only the calculation of Z and X is needed to compute the complex short-circuit ratio index. The variables required for calculating Z and X are also needed when calculating the short-circuit ratio index, so there is no need to introduce new variables, and their computation speed and memory consumption are the same as that of the short-circuit ratio index.
Assuming that: [image: image], [image: image]; [image: image] and [image: image] represent the equivalent impedance Angle of the device and Thevenin equivalent impedance Angle of the AC system. And [image: image]; Then the complex short-circuit ratio index can be expressed as:
[image: image]
Where, [image: image] represents the constant term of the complex short-circuit ratio index.
Suppose that: [image: image], [image: image] represents the complex short-circuit ratio angle; In this case, [image: image] can be expressed as:
[image: image]
It can be seen from Eq. 15 that the complex short-circuit ratio index is a two-dimensional index, which contains two kinds of information, one is amplitude information and the other is phase Angle information. For diverse devices grid-connected scenarios, different complex short-circuit ratio angles can be obtained, and then different complex short-circuit ratio index modulus can be calculated.
4 THRESHOLD VALUE OF [image: image] UNDER STATIC VOLTAGE STABILITY
The threshold value of the complex short-circuit ratio is utilized to quantitatively assess the stability of the device interconnection system. System stability is achieved only when the system’s complex short-circuit ratio index surpasses its threshold value. This chapter establishes the threshold value of the complex short-circuit ratio index through derivation.
4.1 Calculation of threshold value of the short-circuit ratio
[image: image] can be further expressed as follows:
[image: image]
Combining Eqs 15, 16, the following can be obtained.
[image: image]
When the system is critical and stable, the equivalent impedance of the device is equal to the impedance mode of the Thevenin equivalent impedance of the AC system, that is:
[image: image]
Under the condition of Eq. 18, it can be obtained that:
[image: image]
According to Eq. 19, the threshold value of system complex short-circuit ratio can be obtained as follows.
[image: image]
Where, [image: image] represents the threshold value of the complex short-circuit ratio.
Eq. 20 demonstrates a strong correlation between the threshold value of the complex short-circuit ratio index and its angle. Since the equivalent impedances of the device and the impedance angle of the AC system’s Thevenin equivalent are not constant, the angle of the complex short-circuit ratio index is a dynamic quantity. Consequently, the numerical value of the threshold value for the complex short-circuit ratio index also fluctuates. By computing different angles of the complex short-circuit ratio within the context of static voltage stability, it becomes possible to derive the threshold value of the complex short-circuit ratio index. This approach facilitates a quantitative evaluation of the power grid’s voltage support strength.
4.2 Threshold value analysis of the complex short circuit ratio
Based on Eq. 20, assuming that the angle values of the complex short-circuit ratio fall within the range of (−π, π), a distribution map depicting the threshold values of the complex short-circuit ratio in the complex plane can be generated for a single-device interconnected system. The critical complex short-circuit ratio map for such a system is illustrated in Figure 4.
[image: Figure 4]FIGURE 4 | Threshold value distribution of complex short circuit ratio for single device grid-connected system.
From Figure 4, it can be observed that the threshold value of the complex short-circuit ratio form a closed shape on the complex plane, rather than a fixed value. Similar to the short-circuit ratio index, a system can only be classified as strong when its complex short-circuit ratio index exceeds its critical complex short-circuit ratio. Figure 4 delineates the boundaries of the threshold value of the complex short-circuit ratio in the complex plane. A system can be deemed strong only when the numerical value of the complex short-circuit ratio index lies outside the boundary of the threshold value. Additionally, Eq. 20 facilitates the plotting of the magnitude diagram of the threshold value of the complex short-circuit ratio, as illustrated in Figure 5.
[image: Figure 5]FIGURE 5 | The amplitude of the threshold value of the complex short-circuit ratio.
From Figure 5, it is evident that the range of value for the complex short-circuit ratio threshold falls within the interval of 0–4.
The critical value of short-circuit ratio was also derived in references (Yu and Sun, 2022; Yamada et al., 2023). These two papers, similar to this paper, derived the critical value by considering the external characteristics of the device and performed a Thevenin equivalent for the AC system. While the two references approached the device side from a power perspective, this paper took an impedance perspective. Nevertheless, the critical value derived in this paper align numerically with those derived in the two references.
The expression of critical short-circuit ratio given by reference (Yu and Sun, 2022) can be divided into two cases:
When the Thevenin impedance ratio of the AC system approaches 0:
[image: image]
When the Thevenin impedance ratio of the AC system approaches infinity:
[image: image]
Where, [image: image] represents the apparent power injected by the device; [image: image] and [image: image] represent active and reactive power. It can be seen from the above two equations that the value range of CSCR is also (0, 4).
The expression of critical short-circuit ratio given in reference (Yamada et al., 2023) is as follows:
[image: image]
Where, [image: image] represents Thevenin impedance Angle of AC system, [image: image] represents the power factor Angle. It can be seen from Eq. 23 that the value range of CSCR is also (0, 4).
The CSCR calculated in this paper is found to be numerically consistent with the findings reported in references (Yu and Sun, 2022; Yamada et al., 2023). This validation serves to verify the accuracy of the conclusions drawn in this paper regarding the calculation of the CSCR. In comparison to references (Yu and Sun, 2022; Yamada et al., 2023), which derive the critical values based on assumed input power, this paper takes a different approach by deriving the critical values based on the equivalent impedance angle and Thevenin equivalent impedance angle of the AC system. In contrast to references (Yu and Sun, 2022; Yamada et al., 2023), this paper provides a detailed explanation of the CSCR for different connected equipment and presents a range of values for the CSCR. This analysis allows for a more precise assessment of the voltage support strength of the power grid, presenting a refined study of the CSCR.
In reference (Xu, 2019), [image: image] is used as a new voltage support strength index based on the short-circuit ratio index. In this paper, [image: image] is considered to be related to short-circuit ratio index and operating short-circuit ratio index, and the relationship is shown as follows:
[image: image]
Where, [image: image], [image: image], and [image: image] represent the short-circuit capacity, the rated capacity of the connected device and the actual capacity of the connected device when it is operating; [image: image] and [image: image] represent the voltage at the junction and the no-load voltage at the junction; [image: image] represents impedance of device.
From Eq. 24, it is evident that the square of the voltage stiffness index represents the ratio between the short-circuit ratio index and the operational short-circuit ratio index. This elucidates the correlation between the short-circuit ratio index and the practical short-circuit ratio during operation.
Several typical points of complex short-circuit ratio thresholds are marked in Figure 4 and Figure 5, which are analyzed as follows:
(1) Point (4, 0) in Figure 4 corresponds to point (0°, 4) in Figure 5. At this juncture, the complex short-circuit ratio threshold is 4, with the angle of the complex short-circuit ratio index being 0°. This implies that the condition is met when the equivalent impedance of the device and the Thevenin impedance of the system share the same phase angle.
(2) Point (0, ±2) in Figure 4 corresponds to point (±90°, 2) in Figure 5. At this juncture, the complex short-circuit ratio threshold is 2. The complex short-circuit ratio index angle can take on two values of ±90°, leading to the existence of the following two special cases:
1) The equivalent impedance of the device is a pure resistance (which can be positive or negative), while the system’s Thevenin impedance is purely reactive. A negative resistance can be understood as the scenario commonly assumed in conventional LCC-DC analysis, whereas a positive resistance corresponds to the typical assumption made in load analysis.
2) The equivalent impedance of the device is a pure reactance (which can be positive or negative), while the system’s Thevenin impedance is purely resistive. A negative reactance can be understood as the scenario commonly assumed in parallel capacitor or SVC analysis, whereas a positive reactance corresponds to the typical assumption made in parallel reactance compensation.
Assuming that the Thevenin equivalent impedance angle of the AC system is 70° and the equivalent impedance angle of the device is −20° (indicating some reactive compensation), the threshold value is 2. If reactive compensation on the device side is increased at this point, with the assumed equivalent impedance angle becoming −50°, the critical complex short-circuit ratio will be less than 2. This scenario can be likened to the integration of new energy sources through VSC grid connection.
(3) Point (−0.5, ±0.866) in Figure 4 corresponds to point (±120°, 1) in Figure 5. At this juncture, the threshold value of the complex short-circuit ratio is 1, with an angle index of 120°. This criterion is met when there is a 120° difference between the angles of the system’s Thevenin equivalent impedance and the equivalent impedance of the device.
(4) Point (4, 0) in Figure 4 corresponds to point (±180°, 0) in Figure 5. At this juncture, the threshold value of the complex short-circuit ratio is 0, with two scenarios for the angle index of ±180°. In this unique case, where only reactance is considered for both the device’s equivalent impedance and the system’s Thevenin equivalent impedance, one exhibiting positive reactance while the other negative reactance, it signifies an extreme scenario within the power grid.
In the actual power grid, the Thevenin equivalent impedance of the system is R ≥ 0 and X ≥ 0, so it is more reasonable to set the Thevenin equivalent impedance Angle of the AC system at (0, 90°).
Assuming Condition 1: In scenarios involving conventional DC or new energy grid integration on the device side, when the device injects positive active power into the system, the angle of the device’s equivalent impedance ranges from (−180°, −90°) to (90°, 180°). Consequently, the angle range for the complex short-circuit ratio is (−180°, 0) and (90°, 180°). Following Eq. 20, one can generate the magnitude plot of the threshold value of the complex short-circuit ratio as illustrated in Figure 6.
[image: Figure 6]FIGURE 6 | The threshold value amplitude of complex short circuit ratio is assumed under condition 1.
Assuming Condition 2: When the device injects positive reactive power into the system, such as in the case of phase reversal failure during the operation of the LCC, there will be significant changes in the reactive power consumption by the LCC (Yin and Li, 2021). It will cease to consume excess reactive power and instead feed the surplus reactive power into the AC system. At this juncture, the impedance angle of the device ranges from (−180°, −90°), allowing for the calculation of the angle of the complex short-circuit ratio within the ranges of (90°, 180°) and (−180°, −90°). Subsequently, the threshold value of the complex short-circuit ratio becomes (0, 2), leading to the generation of the magnitude plot illustrating the threshold value of the complex short-circuit ratio, as depicted in Figure 7A.
[image: Figure 7]FIGURE 7 | The threshold value amplitude of complex short circuit ratio is assumed under condition 2. (A) shows the threshold value amplitude of the complex short-circuit ratio when the index Angle of the complex short-circuit ratio is from −180° to −90° and when the index Angle of complex short-circuit ratio is from 90° to 180°. (B) shows the threshold value amplitude of the complex short-circuit ratio when the index Angle of the complex short-circuit ratio is from −180° to 0°.
When the device injects negative reactive power into the system, thereby absorbing excess reactive power from the system. For example, a generator can decrease excitation current to operate at a leading power factor, thereby absorbing excess reactive power from the system (He and Wen, 2016). At this juncture, the impedance angle of the device ranges from (90°, 180°), facilitating the computation of the angle of the complex short-circuit ratio as (−180°, 0). The threshold value of the complex short-circuit ratio at this stage is (0, 4), leading to the graphical representation of the threshold value of the complex short-circuit ratio, as illustrated in Figure 7B.
Figures 7A,B both share a common element of (−90°, 0), which is associated with the magnitude of the equivalent impedance angle under the assumed conditions and the impedance angle of the equivalent device.
Assumption 3. In the scenario where the device operates under load conditions and injects negative active power into the system, the impedance angle of the equivalent device ranges from −90° to 90°. Consequently, the complex short-circuit ratio angle falls within the range of −90°–180°, and a graphical representation of the threshold value of the complex short-circuit ratio can be constructed using Eq. 20 as depicted in Figure 8.
[image: Figure 8]FIGURE 8 | The threshold value amplitude of complex short circuit ratio is assumed under condition 3.
Assumption 4. When the device introduces negative reactive power into the system, the impedance angle of the device spans from 0° to 90°, resulting in a complex short-circuit ratio angle of −90°–90°. In this case, the threshold value of the complex short-circuit ratio ranges from 2 to 4, leading to the magnitude plot shown in Figure 9A. On the other hand, if the device injects positive reactive power, the impedance angle of the device ranges from 0 to −90°, yielding a complex short-circuit ratio angle of 0°–180°. The corresponding The corresponding the threshold value of the complex short-circuit ratio is between 0 and 4 is between 0 and 4, resulting in the magnitude plot shown in Figure 9B.
Both Figures 9A,B exhibit a common element of (0, 90°), which is related to the magnitude of the Thevenin equivalent impedance angle and the device equivalent impedance angle under the assumed conditions.
This section presents the derivation of the threshold value of the complex short-circuit ratio in diverse scenarios, taking into account the complex short-circuit ratio angle. As a result, the critical value of the complex short-circuit ratio are not simply specific values under certain assumed conditions, as is the case with the short-circuit ratio index. Consequently, the use of the complex short-circuit ratio index to analyze voltage support issues in power grids is no longer confined to the traditional scenario of DC injection into an AC grid, as with the short-circuit ratio index.
[image: Figure 9]FIGURE 9 | The threshold value amplitude of complex short circuit ratio is assumed under condition 4. (A) shows the threshold value amplitude of the complex short-circuit ratio when the index Angle of the complex short-circuit ratio is from −90° to 90°. (B) shows the threshold value amplitude of the complex short-circuit ratio when the index Angle of the complex short-circuit ratio is from 0° to 180°.
5 EXAMPLE ANALYSIS
The Matlab model was employed to calculate the system’s maximum power transmission using the continuous load flow method. The equivalent impedance model of the AC system, which considers different reactive power injections, was devised, accounting for both reactance and impedance. Through simulating a single-feed system when a three-phase fault occurs at the grid connection point, the correlation between the threshold value of the complex short-circuit ratio and the critical short-circuit ratio is validated.
Table 2 presents the equivalent impedance of the AC system for the single-device grid system depicted in Figure 3. Furthermore, Figure 10 demonstrates the P-V curve of the single-device grid system under different reactive power injections.
TABLE 2 | Parameters of the single device grid-connected system.
[image: Table 2][image: Figure 10]FIGURE 10 | P-V curve of single device grid-connected system. (A) shows the P-V curve of the single device grid-connected system when R = 0. (B) shows the P-V curve of the single device grid-connected system when R = 0.1.
Based on Figure 10, the critical short-circuit ratios for the single-device grid system depicted in Figure 3 under different reactive power injections can be computed and are presented in detail in Table 3.
TABLE 3 | CSCR of single device grid-connected system.
[image: Table 3]By calculating the angle of the complex short-circuit ratio index and combining it with Eq. 20, we can obtain the threshold value of the complex short-circuit ratio for the single-feed-in system depicted in Figure 3 under different reactive power injections, as presented in Table 4.
TABLE 4 | [image: image] of single device grid-connected system.
[image: Table 4]For grid-connected systems with varying reactive power injections, their P-V curves exhibit differences, resulting in distinct critical stability points and, consequently, varying critical short-circuit ratio index. The angles of the complex short-circuit ratio index, vary under different reactive power injections, leading to unique numerical values for the calculated the threshold value of the complex short-circuit ratio. By integrating data from Tables 3, 4, it becomes apparent that the threshold value of the complex short-circuit ratio in Table 4 correspond to the numerical values of the critical short-circuit ratio in Table 3. This correspondence illustrates that the complex short-circuit ratio index can effectively quantify and evaluate the voltage support strength of the power grid in a systematic manner.
Analysis of Table 4 reveals that when both active and reactive powers are injected positively, the angle of the complex short-circuit ratio falls exactly within the range of Figure 7A. Conversely, when injecting positive active power alongside negative reactive power, the angle of the complex short-circuit ratio falls within the range shown in Figure 7B.
From Tables 3, 4, it can be observed that the threshold value of the complex short-circuit ratio equals 2 only when active power is injected at the equipment side and the system side considers only reactance. Additionally, these tables highlight a considerable disparity in the threshold value of the complex short-circuit ratio when factoring in the influence of resistance compared to disregarding it at the same level of reactive power injection. Therefore, when quantitatively assessing voltage support strength, the influence of resistance cannot be ignored.
6 CONCLUSION
This paper mainly conducts relevant research on the influencing factors of the critical short-circuit ratio, the construction method of the complex short-circuit ratio index, and the calculation analysis method of the threshold value of the complex short-circuit ratio under the static voltage stability. The following conclusions can be drawn:
(1) Through the derivation of the critical short-circuit ratio, it can be proved that the threshold value of 2 is obtained under specific assumptions, and can only be applied to the traditional DC grid-connected scenario.
(2) The proposed the complex short-circuit ratio index integrates considerations both the magnitude and phase angle of the equivalent impedance of the device and the Thevenin equivalent impedance of the AC system. This makes the complex short-circuit ratio index a two-dimensional metric, facilitating a quantitative assessment of voltage support strength in the grid-connected scenario of diverse devices.
(3) By considering the angle of the complex short-circuit ratio index, this paper establishes a linkage between the device side and the AC power grid side of the grid-connected system. Leveraging the criteria of static voltage stability, the paper derives the threshold value of the complex short-circuit ratio. Notably, variations in the threshold value of the complex short-circuit ratio across diverse devices grid-connected configurations are evident from the analysis.
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The control strategy of a distributed photovoltaic (PV) power generation system within a microgrid consists of an inner-loop controller and an outer-loop controller. The inner-loop controller is divided into two types, namely, the maximum power point tracking (MPPT) control strategy and DC bus voltage support strategy. Switching between these two control strategies results in issues such as DC bus overvoltage, system oscillations, or even PV system failure. An improved droop control strategy with a novel inner-loop controller is proposed, incorporating an output power derivative regulator. The control system unifies MPPT and DC bus voltage support strategy without switching the controller structure. A simulation model is built to validate the effectiveness of the proposed control strategy, and the results show that the ripple of DC bus voltage decreases by more than 60%.
Keywords: output power differential control strategy, distributed photovoltaic power generation system, droop control, maximum power point tracking, DC bus voltage support strategy
1 INTRODUCTION
The photovoltaic (PV) power generation system can reduce fossil energy consumption and carbon emissions (Manoj Kumar et al., 2023; Dhinesh and Vijayakumar, 2022). The installed capacity of PV systems has the most spectacular growth all over the world. Because of the features of microgrids and PV systems, it is essential for PV systems to be connected to microgrids through power electronic devices on a large scale (Hu et al., 2022; Shao et al., 2023).
In order to maximize the utilization of solar energy, most available PV systems always adopt the maximum power point tracking (MPPT) control strategy (Xiong et al., 2021; Xuan et al., 2022). Due to the volatility of PV power, which creates an imbalance between generation and local load power, and the lack of DC bus voltage support, additional energy storage devices are required (Shen et al., 2023). As high-density distributed PV systems with increasing capacity are connected to microgrids, there are still problems such as DC bus overvoltage and undervoltage, which result in energy storage devices being overcharged or undercharged (Hadjidj et al., 2019; Xiong et al., 2020). While increasing the capacity of energy storage devices may solve the problem, it also leads to higher maintenance costs.
In order to apply MPPT, the PV controller requires steady and reliable DC bus voltage with small fluctuation and high capacity for proper functioning (Shavolkin et al., 2023; Raj and Kos, 2022; Harag et al., 2022). In island mode, the microgrid is disconnected from the major power grid, so it loses the reliable and stable DC voltage support ability from the bulk power grid. Thus, the power balance between the local load and power generation should be governed within the microgrid itself (Rezaei et al., 2022; Liu et al., 2023). To some extent, a high-capacity energy storage device in the microgrid can support the DC bus voltage (He et al., 2022). Nevertheless, energy storage devices increase construction and maintenance costs, and there are still problems such as overcharging and undercharging (De et al., 2023).
Cai et al. (2018) proposed a control strategy for PV systems in the island mode, which consists of two control loops. The inner control loop is the output voltage loop, and the outer control loop is divided into two categories, namely, MPPT control strategy and DC bus voltage support strategy. When the charging and discharging powers of energy storage devices and the load and output powers of PV systems are unbalanced, the outer loop adopts the DC bus voltage support strategy. Conversely, when these are balanced, the outer loop adopts MPPT. However, switching between MPPT and DC bus voltage support strategies will lead to voltage and power oscillations and may even cause the PV system to crash.
Thus, an advanced and reliable control strategy for PV should meet the following criteria. In island mode, a steady DC bus voltage should be achieved without requiring additional efforts in software and hardware design (Li et al., 2023). In grid-connected mode, PV applies MPPT to maximize the utilization of solar energy (Shubham Kumar and Anshul, 2023). The control strategy can implement MPPT and DC bus voltage support without switching the control configurations (Vijayshree and Sumathi, 2023), and for distributed PV systems in microgrids, the control strategy algorithm is decentralized to reduce the influence of communication systems (Zhu et al., 2022).
The mathematical formulas for describing photovoltaic arrays tend to be nonlinear. It can be divided into two regions, namely, region I and region II. In region I, dPpv/dvpv is positive. Ppv is the output power of the PV array, and vpv is the output voltage of the PV array. In region II, dPpv/dvpv is negative; as Ppv increases beyond the load power, vpv decreases to maintain a steady DC bus voltage. On the basis of theoretical analysis, an improved droop control strategy is proposed.
The proposed control strategy also consists of two loops. The outer control loop is the droop control loop, and the inner control loop is used to control dPpv/dvpv. By controlling dPpv/dvpv to be 0, the proposed control strategy becomes equivalent to MPPT. By controlling dPpv/dvpv to be negative, the proposed control strategy becomes equivalent to the DC bus voltage support strategy. Thus, with the novel control strategy, the PV system can switch control targets naturally without switching the control strategy.
Since dPpv/dvpv and Ppv tend to be nonlinear, the droop coefficients for each distributed PV change to distribute the local power balanced to each PV. A parametric design method for droop coefficients is also proposed.
To verify the feasibility of the proposed control strategy, a simulation model with three distributed PV systems is built, and the results show its effectiveness.
2 PV MODEL
2.1 Mathematics model of photovoltaic arrays
PVs are always connected to the DC bus through a DC/DC converter. The DC/DC converter adopts a control strategy with two control loops, and the outer-loop controller applies MPPT, the inner-loop controller is the output voltage of the photovoltaic array controller. Figure 1 shows the structure diagram of the PV.
[image: Figure 1]FIGURE 1 | Structure diagram of the PV system.
Here, ipv and vpv are the output current and output voltage of the photovoltaic array. vdc and idc are the DC bus voltage and the DC bus current, respectively. Lf is the filter inductance. Cpv and Cb are the output capacitance and DC bus capacitance, respectively. vi and ii are the output voltage and output current of the DC/AC converter, respectively.
The DC/DC converter can adopt the Boost converter if the serial number of photovoltaic arrays is relatively small, and the DC/DC converter can adopt the Buck converter if the serial number of photovoltaic arrays is relatively large, and the DC/DC converter can adopt the Buck/Boost converter, if the serial number of photovoltaic arrays is reasonable.
The output current of the PV is expressed as
[image: image]
where Np is the number of parallel photovoltaic arrays and Ns is the number of serial photovoltaic arrays. Voc,n and Isc,n are, respectively, the open-circuit voltage and short-circuit current of photovoltaic arrays at 298.16 K and 1,000 W/m2. a is an equivalent constant of the ideal diode. Vt in Equation 1 is the thermal voltage of the photovoltaic panel, and it is expressed as
[image: image]
where k is the Boltzmann’s constant, T is the environmental temperature, q is the number of elementary charge, and N is the serial number of the photovoltaic power generation unit.
Based on Equations 1, 2, the output power of photovoltaic arrays is expressed as
[image: image]
The relational expression of the output voltage ripple and the output capacitance is
[image: image]
According to Equation 4, the lager capacitance can reduce the output voltage ripple.
2.2 Control strategy of the PV
The PV system operates in three different modes, namely, “islanding mode,” “grid-connected mode,” and “switching mode.”
In switching mode, once the interconnecting tie of the PV and large power grid breaks, the PV system should switch its operation mode from grid-connected mode to islanding mode. After the fault is cleared, the PV system should switch back to grid-connected mode.
In grid-connected mode, with the support of voltage and frequency from bulk power systems, the PV system always adopts MPPT. In islanding mode, due to the lack of DC bus voltage support, the PV system should be configured with energy storage devices to adopt MPPT. There is still a risk of overcharging energy storage devices if Ppv is larger than the local load and the charging power of the energy storage device, leading to DC bus overvoltage and even system failure. In addition, incorporating the energy storage devices increases the construction and maintenance costs.
Thus, in islanding mode, the control strategy of the PV system can be divided into two categories, namely, MPPT and DC bus voltage support strategy. According to the operating condition, the control system switches the control strategy to meet the performance requirement. Figure 2 shows the control strategy of the PV system.
[image: Figure 2]FIGURE 2 | Control strategy.
As shown in Figure 2, the control system of the PV needs to switch between the two types of control strategies according to the operating condition. The construction of the control system is complicated, and the hardware and software costs increase. The toughest problems caused by switching control strategies are voltage and power fluctuations, which result in poor reliability of the control system. The severe voltage and power fluctuations will result in PV system failure.
Here, d is the duty cycle of the DC/DC converter, iload is the load current, [image: image] is the reference value of DC bus voltage, [image: image] is the reference value of the DC bus voltage controller, and [image: image] is the reference value of the controller for vpv.
2.3 Output characteristics of photovoltaic arrays
Figure 3 shows the schematic diagram describing Ppv varying with vpv of the PV array.
[image: Figure 3]FIGURE 3 | Output characteristics of the photovoltaic array.
As shown in Figure 3, it is divided into two regions, namely, region I and region II. In region I, dPpv/dvpv is positive, and in region II, dPpv/dvpv is negative. MPPT is equivalent to dPpv/dvpv = 0.
As the local load power increases, the DC bus voltage decreases. While in region II, as vpv decreases, Ppv increases. So, the local load power and Ppv are balanced again. In region I, as vpv decreases, Ppv decreases, which results in a worse decrease in DC bus voltage. Hence, region II is more stable than region I. By controlling dPpv/dvpv to be negative, the DC bus voltage support strategy is achieved.
3 PROPOSED CONTROL STRATEGY
3.1 dPpv/dvpv
Based on Equation 3, dPpv/dvpv can be calculated using the micro-increment of conductance dipv/dvpv, and it is expressed as
[image: image]
A low-pass filter is adopted to reduce the influence of noise on ipv, vpv, and Ppv. In addition, the micro-increments of ipv and vpv are calculated using the low-pass filter. The output voltage and output current of the low-pass filter are expressed as
[image: image]
[image: image]
where s is the differential operator and ipv(s) and vpv(s) are Laplace transform from ipv(t) and vpv(t), respectively. T is the time constant of the low-pass filter. if(s) is the output of the low-pass filter for ipv(s). vf(s) is the output of the low-pass filter for vpv(s).
The deviations from Equations 6, 7 are expressed as
[image: image]
[image: image]
According to Equations 8, 9 and inverse Laplace transformation theory, dif/dvf is expressed as
[image: image]
Based on Equation 10, the time constant of the low-pass filter has no influence on dipv/dvpv. Thus, the time constant of the low-pass filter is designed to reduce the noise. T is set based on the cut-off frequency of the low-pass filter. The cut-off frequency is 1,000 Hz, so T is equal to 1/2000π.
According to Equations 5, 10, dPpv/dvpv is expressed as
[image: image]
According to Equation 11, Figure 4 shows the schematic diagram illustrating the computational method of dPpv/dvpv.
[image: Figure 4]FIGURE 4 | Schematic diagram illustrating the computational method of dPpv/dvpv.
In Figure 4, the limit of dPpv/dvpv is equal to y (voc_i).
3.2 Improved droop control
To distribute the local power to multiple PV systems, an improved droop control strategy is proposed. It consists of two control loops, namely, the inner-loop controller, which adopts the dPpv/dvpv control strategy, and the outer-loop controller, which adopts droop control with adaptive droop coefficients.
Figure 5 shows the schematic diagram of the improved droop control strategy for the PV system.
[image: Figure 5]FIGURE 5 | Improved control strategy of the PV system.
Here, [dPpv/dvpv]ref is the input reference of the inner-loop controller, and it is expressed as
[image: image]
where (dPpv/dvpv)* is the reference value of dPpv/dvpv. If (dPpv/dvpv)* is equal to 0, the proposed control system of the PV is equivalent to MPPT for the maximum utilization of solar energy, and m is the droop coefficient. vdc_ref is the reference value of DC bus voltage.
As shown in Figure 5, if the difference between the real-time vdc and vdc_ref is smaller than the dead band, [dPpv/dvpv]ref is 0. If PLoad is smaller than Ppv−Pc, vdc decreases; thus, vdc-vdc_ref is negative, which leads to [dPpv/dvpv]ref being negative. Hence, the control system of the PV is equivalent to the DC bus voltage support strategy.
Because of line impedance, power allocation among all PV systems can have errors when using the traditional droop control. To achieve accurate power allocation, a controller with a consensus algorithm in the second layer is necessary. Using the simplified and linear model affects the accuracy of the control system, but power allocation in the first layer is implemented.
3.3 Multiple operating modes of PV
In grid-connected mode, the DC bus voltage is adjusted using the grid-connected converter, and the DC/DC converter adopts MPPT. Thus, (dPpv/dvpv)* is set to 0.
In isolating mode, the comparison expressions between the local load power PLoad, Ppv, the charging power of energy storage devices Pc, and the discharging power of energy storage devices PD are presented as follows:
Once PLoad < Ppv−Pc, Ppv is excessive. Thus, to obtain a steady DC bus voltage, Ppv should decrease, and dPpv/dvpv is controlled to be negative.
Once Ppv−Pc < PLoad < Ppv + PD, the DC bus voltage is supported by energy storage devices, dPpv/dvpv is controlled to be 0 so that MPPT is adopted.
Once PLoad > Ppv + PD, dPpv/dvpv is controlled to be 0 so that MPPT is adopted. If the DC bus voltage continues to decrease, the fractional local load should be cut off to obtain a steady and limited DC bus voltage.
3.4 Calculation method of the droop coefficient
The output power of each PV system to support the local load is dependent on the droop coefficients. To simplify the analysis and calculation, the relationship between Ppv and dPpv/dvpv of each PV system is simplified as a linear relation, which is expressed as
[image: image]
where Pmax_i is the maximum output power of the ith PV, voc_i is the open-circuit output voltage of the ith PV, y (voc_i) is dPpv/dvpv when the ith PV is an open circuit. [image: image] is the output power of the ith PV on the linear curve between Ppv and dPpv/dvpv.
The control system should distribute local power to each PV system as a rated ratio, which is expressed as
[image: image]
By applying MPPT and according to Equations 12, 13, with dPpv/dvpv = 0, Equation 14 can be expressed as
[image: image]
where Δv is expressed as
[image: image]
According to Equations 15, 16, the droop coefficient of each PV system is expressed as
[image: image]
where mi is the droop coefficient of the ith PV and udc_max is the upper limit value of DC bus voltage.
4 PARAMETERS OF THE CONTROL SYSTEM
4.1 Proposed control system
Figure 6 shows the whole control system. The inner-loop controller of PV applies a proportional–integral (PI) controller, while the outer-loop controller employs the droop control strategy. And m in Figure 6 is calculated by Equation 17.
[image: Figure 6]FIGURE 6 | Whole control system.
4.2 Parameter design method
Figure 7 shows the small-signal model of the inner-loop controller.
[image: Figure 7]FIGURE 7 | Small-signal model of the inner-loop controller.
Here, [image: image] is the transfer function of Δd to Δvpv, and Kpv is expressed as Equation 18, and it is obtained by the linear small-signal model of the PV system, which is expressed as
[image: image]
The small-signal model of the Buck converter is expressed as
[image: image]
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where L is the inductance of the Buck converter, d is the duty cycle of IGBT in the Buck converter, C is the output capacitor in the Buck converter, R is the equivalent load impedance, Cpv is the output capacitor of the photovoltaic array, and Δd is the variation in the duty cycle.
According to Equation 5, the small-signal model of the photovoltaic array is expressed as
[image: image]
According to Equations 19–21, the transfer function between Δd and Δvpv is achieved by Laplace transform, which is expressed as
[image: image]
According to Equations 22, 23, the transfer function between Δvpv and (dPpv/dvpv)ref is expressed as
[image: image]
where T1(s) is the transfer function of the PI controller shown in Figure 6, and it is expressed as
[image: image]
where KP1 and KI1 are the proportional and integral coefficients of the inner-loop controller, respectively.
In this paper, the phase margin of the inner-loop controller is set to 76°, and the bandwidth of the inner-loop controller is set to 580 Hz. And according to the tranfer function expressed by Equations 24, 25 is expressed as
[image: image]
5 ANALYSIS OF THE RESULTS
5.1 Parameters of the simulation model
To verify the proposed control strategy, a simulation model is built. The parameters of the distributed PV system are shown in Table 1. The output capacitance of each PV system is 2,000 μF, the equivalent impedance of the transmission line is 0.002 Ω, the equivalent inductance of the transmission line is 0.2 mH, the output capacitance of the DC/DC converter is 10,000 μF, the rated DC bus voltage is 550 V, and the maximum charging and discharging powers are both 280 kW.
TABLE 1 | Parameters of distributed PV systems.
[image: Table 1]5.2 Influence of load in island mode
To verify the DC bus voltage support capability of the proposed control strategy, the DC bus voltage support capability of energy storage devices is neglected. The local load is set to 706 kW in the first stage, and the load impedance is 0.46 Ω. The local load is set to 899 kW in the second stage, and the load impedance is 0.35 Ω. The local load is set to 1,038 kW in the third stage, and the load impedance is 0.24 Ω.
Figure 8 shows the response to a step change in load: a) DC bus voltage waveform, b) output power waveform of each PV system, and c) output voltage waveform of each PV system.
[image: Figure 8]FIGURE 8 | Operation performance of the PV system under different loads. (A) DC bus voltage of the waveform, (B) output power of the PV waveform, and (C) output voltage of the PV waveform.
As shown in Figure 8, in the first and second stages, the local power is less than the maximum output power of PV, so PV applies the DC bus support strategy. Moreover, since dPpv/dvpv is controlled to be negative, the output voltage of the photovoltaic array is relatively high. In the third stage, the local load power is more than the maximum output power of PV, so PV applies MPPT, and the DC bus voltage is maintained at 500 V.
In addition, the droop coefficients of each distributed PV system are designed as the rated output power ratio, so the output power of each distributed PV is always 1.67:1:0.83.
5.3 Influence of irradiance in island mode
The local load is set as a constant and equal to 0.6 Ω. In the first stage, irradiance is set to 600 W/m2. In the second stage, irradiance is set to 800 W/m2. In the third stage, irradiance is set to 1,000 W/m2. Figure 9 shows the response to a step change in irradiance: a) DC bus voltage waveform, b) output voltage waveform of each PV, and c) output power waveform of each PV.
[image: Figure 9]FIGURE 9 | Operation performance of the PV system under different irradiance values. (A) DC bus voltage of the waveform, (B) output power of the PV waveform, and (C) output voltage of the PV waveform.
As shown in Figure 9, the local load power is smaller than the maximum output power of PV, so the control strategy of PV becomes equivalent to the DC bus voltage support strategy to maintain a steady DC bus voltage.
Since PV operates in region II, dPpv/dvpv is negative. Thus, the output voltage increases as the output power decreases.
5.4 Performance of the improved control strategy
The initial state-of-charge of energy storage is set to 20% to consider the influence of the energy storage system. Furthermore, the local load power is set to 605 kW in the first stage, it is set to 316 kW in the second stage, and it is reset to 605 kW in the third stage.
By the proposed control strategy, in the first and third stages, the local load power and the charging power of the energy storage device are more than the maximum output power of the PV, so the inner-loop controller adjusts dPpv/dvpv to be 0, which is equivalent to MPPT. In the second stage, the local load power and the charging power of the energy storage device are less than the maximum output power of the PV, so the inner-loop controller adjusts dPpv/dvpv to be a negative value, which is equivalent to the DC bus voltage support strategy.
By the traditional control strategy, in the first and third stages, the inner-loop controller applies MPPT, and in the second stage, the inner-loop controller applies the DC bus voltage support strategy.
Hence, the proposed control strategy adjusts dPpv/dvpv to obtain a different control objective, while the traditional control strategy switches the control system to obtain a different control objective.
Figure 10 shows the DC bus voltage waveform using the proposed and traditional control strategies.
[image: Figure 10]FIGURE 10 | DC bus voltage waveform.
Figure 10 shows that both the improved and traditional control strategies can maintain the stability of DC bus voltage. In addition, for both control strategies, the ripples of DC bus voltage satisfy PV system requirements. With the proposed control strategy, the ripple of DC bus voltage is relatively small, thereby decreasing the influence of switching the control system on the PV system.
6 CONCLUSION
An improved droop control strategy for distributed PV systems is proposed; the inner-loop controller adjusts dPpv/dvpv, and the outer-loop controller applies droop control with adaptive droop coefficients to allocate local power scientifically to each distributed PV system. Using the proposed inner-loop controller, the PV system can achieve the maximum output power and provide DC bus support without changing the control configurations.
The proposed inner-loop controller can suppress the DC bus voltage oscillation. In the inner-loop controller, if dPpv/dvpv is regulated to be 0, the inner-loop controller is equivalent to MPPT. If dPpv/dvpv is regulated to be a negative value, the inner-loop controller is equivalent to the DC bus voltage support strategy. Using the proposed droop control strategy, both the maximum available output power of distributed PV systems and the steady DC bus voltage can be obtained.
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With the large-scale interconnection of wind power generation, the voltage problem of the power system becomes more and more prominent. Compared with adding external reactive power compensation devices, it is more economical and responsive for fans to adjust their control strategies to provide reactive power support. To make full use of reactive power supported by wind turbines, a mathematical model of doubly fed induction generator (DFIG) wind turbines is constructed to characterize the reactive power boundary of wind turbines. Then, active disturbance rejection control (ADRC) is used to generate a voltage control signal to effectively improve the unit’s reactive response speed; in addition, a variable gain coefficient is used to adjust the reactive power output of the unit, which effectively improves the reactive power response speed and its control adaptability and robustness under changing power grid conditions. Finally, a wind turbine generator (WTG) simulation model is built using MATLAB/Simulink simulation software, different fault locations are perturbed, and the effectiveness of reactive power support of the proposed ADRC-based strategy is simulated and verified. The proposed ADRC-based strategy could inject more reactive power to the grid to improve the voltage.
Keywords: wind power integration, doubly fed induction generators (DFIGs), reactive power support, ADRC, voltage control
1 INTRODUCTION
An important form of clean energy, the installed capacity of wind power has increased rapidly worldwide in recent years, and it has become a considerable industry. With the increasing proportion of new energy sources installed in China and the weak overcurrent characteristics of new energy power electronic equipment, a situation of large-scale new energy stations connecting to weak electricity networks has gradually appeared in some areas of China. It is foreseeable that with the comprehensive construction of large-scale renewable energy, there will be more and more situations of new energy connecting to the weak power grid in the future, and it will gradually become the development trend of new energy grid-connected power generation in the northwest and north China. However, in the scenario of weak voltage support on the system side, the system voltage will drop sharply during the fault period, which may lead to large-scale off-grid renewable energy sources and secondary chain accidents. Therefore, during a period of weak current network failure, the new energy station should not only ensure its own safe ride-through but also make full use of controllable resources to provide safe, fast, and flexible transient voltage support for the system. Generally, with the increasing proportion of renewable energy in power systems, the demand for transient control of new energy stations in weak power network environments will become increasingly prominent, and research into the application of more flexible and efficient multi-objective control methods will be an important development direction (Wang et al., 2020; Zhu et al., 2024; Yang et al., 2024).
Because wind turbines often operate at unit power factor, the reactive power regulation potential of wind turbines has not been utilized (LÓpez et al., 2008; Pannell et al., 2010; Lima et al., 2010). However, due to the low power density of wind energy, wind turbines operate under light load most of the time, and wind turbines have great reactive power potential. The doubly fed induction generator (DFIG) has been widely utilized in wind power systems due to its high efficiency and reliability (Chang et al., 2023). However, the long-distance connection between wind turbine generators (WTGs) and the main power grid results in relatively weak grid strength in the areas where WTGs are located, making them more susceptible to grid fluctuations (Gui et al., 2019; Tsili and Papathanassiou, 2009; Wu et al., 2023). Therefore, wind power grid integration standards require wind turbines to have fault ride-through capability to ensure they remain connected when grid voltage drops and to provide reactive power support to assist in rapid grid voltage recovery (Hu et al., 2014; Zou et al., 2018).
Several studies have proposed solutions to address this issue. One study proposes a voltage control strategy for coordinated static reactive power generators in DFIG that effectively suppresses grid voltage fluctuations. However, this solution may entail additional costs. Another study suggests a model predictive control-based strategy for reactive power voltage control in WTGs to enhance their rapid reactive power regulation capability. However, this method requires high-quality data and may suffer from overfitting issues. Another study proposes a DFIG wind turbine field reactive power output control based on low-voltage ride-through capability assessment, providing a reactive power evaluation index (Xu et al., 2015). However, this strategy may lack precision in reactive power control, and wind turbines need to provide grid reactive power support.
Traditional proportional-integral (PI) controllers struggle to achieve ideal control effects when facing external disturbances. In contrast, active disturbance rejection control (ADRC), developed further from traditional PI control theory, is a control strategy that does not rely on precise system models (Qiming et al., 2024). It offers fast tracking response, low overshoot, and strong disturbance rejection capabilities and has been widely applied in inverter control. For instance, some studies have combined ADRC with fuzzy PI control to improve droop control, achieving stable voltage and frequency through control of the voltage outer loop (Xia et al., 2022; Zhu et al., 2024). Another study introduced linear ADRC into current inner loop control, resulting in better suppression of sub-synchronous oscillations under various conditions. Additionally, applying ADRC in the current inner loop can weaken the coupling between dq currents, while applying it in the outer loop can enhance system disturbance rejection capabilities. Because the focus of wind power system control lies primarily on inverter control within wind turbines, ADRC methods show significant applicability in voltage control. Chang et al. (2023) divided the fault ride-through (FRT) configuration into three parts. A reactive current distribution strategy of DFIG is proposed, considering grid code requirements and stress (Wu et al., 2023). Zhu et al. (2015) addressed the virtual damping flux-based LVRT strategy for DFIG to improve the FRT performance.
To improve the transient response characteristics of wind farms under grid faults, this article introduces ADRC into the wind farm controller and proposes a hierarchical reactive power support strategy based on ADRC for DFIG. First, a mathematical model of DFIG wind turbines is constructed to characterize the reactive power boundary of wind turbines. Second, ADRC is used to generate voltage control signals to effectively improve the unit’s reactive response speed; in addition, a variable gain coefficient is used to accurately adjust the reactive power output of the unit. Finally, simulations are conducted under different short-circuit position conditions to verify the effectiveness of the proposed strategy.
2 MODELING OF A WIND TURBINE GENERATOR
The expression of a wind turbine blade model that captures the mechanical power from the wind is as in Equation 1
[image: image]
where cp, λ, and β are the power coefficient, tip-speed ratio, and pitch angle, respectively; ρ is the air density; A represents the swept area by the wind blade; and vw is the wind speed (Rafiee et al., 2022; Dejian et al., 2024).
cp is a non-linear function given by Equations 2–4:
[image: image]
where
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[image: image]
where ωr is the rotor speed of WTG.
The power reference for maximum power point tracking (MPPT) operation, PMPPT, is expressed as in Equation 5:
[image: image]
where kg is a constant coefficient, λopt represents the optimal value of λ, and cp,max is the maximum value of cP.
3 CHARACTERIZATION OF THE REACTIVE POWER BOUNDARY OF A DFIG AND ADRC-BASED REACTIVE POWER STRATEGY
3.1 Characterization of DFIG reactive power boundary
The reactive power of DFIG is mainly determined by its reactive power control scheme. If this scheme is improperly set, and the reactive power control setting exceeds the reactive power limit of the wind turbine generator, excessive heating of the stator will lead to the shutdown of the wind turbine generator (Xiao et al., 2019; Kayikci and Milanovic, 2007). Therefore, it is crucial to understand and characterize the reactive power boundary of the unit so that its reactive support potential can be effectively utilized during grid faults.
The primary boundary of DFIG reactive power depends on rotor current, stator current, and rotor voltage. Given the active power of the DFIG, these three physical quantities can be used as constraints to determine the maximum reactive power that the unit can absorb or generate. This boundary is depicted using a P-Q curve diagram.
The power flow on the stator winding and rotor winding is typically described in the P-Q curve diagram. Assuming the wind turbine operates in maximum power point tracking (MPPT) mode and neglecting the impedance of the step-up transformer, the stator voltage is considered as 1 per unit (pu) or normalized value.
By thoroughly understanding and characterizing the reactive power boundary of the DFIG, wind turbine operation in the grid can be effectively managed, ensuring its stability and reliability. Additionally, appropriate reactive power support can be provided when necessary to maintain stable grid operation.
(1) When considering the constraint of rotor current, the power on the stator side is expressed by rotor current, as shown in Equation 6:
[image: image]
where US is the stator side voltage, Ir is the rotor side current, and * is the conjugate. Zs is the stator side impedance, and Zm is the magnetization impedance.
To highlight the influence of rotor current on power, Ir is extracted, and Equation 6 is rewritten as Equation 7:
[image: image]
Assuming that the amplitude of the rotor current is constant and the angle changes, Equation 7 can be expressed as a circle on the complex plane. The center c of the circle is shown in Equation 8, and the radius r is shown in Equation 9.
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The DFIG active power and reactive power can be expressed as:
[image: image]
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where s is slip, and Pr and Ps are the output power of the rotor and stator, respectively.
Substituting Equations 10, 11, the total power can be obtained as in Equation 12:
[image: image]
where γ is the angle of the rotor current.
Considering the constraint of the rotor current, the amplitude of the rotor current is constant, and the angle changes. The image of the total power is an ellipse on the complex plane. Due to the first term on the right of the equal sign, the reactive power boundary moves down, as shown in the green curve of Figure 1.
(2) Considering the stator current constraint, the power of the stator side and the rotor side are expressed by the stator current, respectively, as in Equations 13, 14:
[image: image]
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[image: Figure 1]FIGURE 1 | Reactive power limitation with different active power boundaries.
Under the representation of the stator current, the center of the reactive power image is close to the origin, so the stator current is the limiting factor of the boundary on the constructed P-Q diagram, as in the blue curve of Figure 1.
(3) When considering the constraint of rotor voltage, the power on the stator and rotor sides is expressed by rotor voltage, respectively, as shown in Equations 15, 16:
[image: image]
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The centers of Equations 15, 16 have great negative deviation on the imaginary axis of the complex plane, and the radius is inversely proportional to the absolute value of the slip. Therefore, the rotor voltage only limits the upper boundary of the P-Q diagram when the absolute value of the slip is very high, as shown by the red dotted line in Figure 1.
Figure 1 shows the reactive power boundary of the 3 MW doubly fed wind turbine used in this article, that is, the P-Q curve. The rotor current is the dominant factor limiting the maximum generated reactive power, and the stator current is the dominant factor limiting the maximum absorbed reactive power. Compared with the curve, the reactive power boundary under different active working points can be obtained.
This article proposes a reactive power support strategy for WTGs. ADRC is used to generate a voltage control signal to effectively improve the unit’s reactive response speed; in addition, a variable gain coefficient is used to accurately adjust the reactive power output of the unit. Thus, it could achieve reactive power support for the wind farm.
3.2 Reactive power support strategy of a station based on an active disturbance rejection controller
A traditional station controller uses PI controllers to deal with the change in voltage, so it is difficult to find a balance between response speed and stability. In this article, a station controller based on ADRC is proposed.
The response speed and robustness of the control system are improved by actively estimating and compensating for the internal and external disturbances of the system. There are vector DFIG voltage equations and flux linkage equations in the dq coordinate system rotating at synchronous speed, as in Equations 17, 18:
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where Ls, Lm, and Lr are the inductance of the stator, magnetizing, and rotor, respectively. ψs and ψr are the flux linkage of the stator and rotor, respectively. Rr and Rs are the resistance of the stator and rotor, respectively.
The DFIG equivalent circuit in vector form can be derived using the above equation, as shown in Figure 2.
[image: Figure 2]FIGURE 2 | DFIG equivalent circuit.
When connecting the grid, because the DFIG stator is directly connected to the grid, the stator voltage Us is equal to the grid voltage (Ug). Therefore, voltage could be expressed as in Equation 19:
[image: image]
In the DFIG system, power transmission is mainly carried out through the stator side, so the fluctuation of the stator current directly reflects the change in the power output. Because the power transfer is proportional to the product of voltage and current and depends on the phase angle between them, the dynamic characteristics of voltage and current on the stator side are very important for the power control and stability of the system. In this article, the fluctuation of grid voltage is evaluated by the change of the stator current, as in Equation 20:
[image: image]
Selecting Ug as the state variable yields x1 = Ug, x2 = fw = Ug/k-LmdIr/dkt-jω1Ψs/k, u = Is. As a result, Equation 18 can be rewritten as:
[image: image]
where fw is the external disturbance, including current disturbance, power disturbance, and error disturbance of model parameters of the system.
To design a linear extended state observer (LESO)-based voltage control strategy conveniently, the system state vector x = [x1, x2]T is defined, and Equation 21 could be expressed in matrix form, as shown in Figure 3.
[image: image]
where A, B, E and h could be expressed as in Equation 23
[image: image]
[image: Figure 3]FIGURE 3 | ADRC-based reactive power control diagram.
Defining z = [z1, z2]T as the state vector of LESO, where z1 is the observed value of x1, and z2 is the observed value of x2, the corresponding first-order LESO equation for Equation 22 can be designed as in Equation 24:
[image: image]
where C = (Wu et al., 2023); u is the input control variable; y^ is the input of LESO; y is the observed value of LESO; and L = [β1, β2]T is the error feedback gain matrix of LESO, which is designed according to the bandwidth of LESO.
3.3 Definition of a control coefficient for the reactive power controller
The reactive power control is used to respond to the transient voltage change, and the specific formula is as in Equation 25:
[image: image]
where Q ref is the reactive power command of WTG, and Δu is the deviation between the grid voltage and the reference voltage, respectively. k Q of the wind turbine is the gain coefficient of WTG, which determines the reactive power output by the wind turbine during the fault. Under the constant gain coefficient, it is difficult to make full use of the reactive power support capacity of WTG.
Considering the different reactive power output capabilities of various operating conditions, a variable gain coefficient, as shown in Equation 26, is proposed to realize the adaptive control of the unit:
[image: image]
where Qmax and Qmin represent the maximum reactive power that WTG can emit and absorb under a certain active output, and umax and umin represent the voltage of the grid connection point when the wind turbine generator absorbs the maximum reactive power and emits the maximum reactive power. α is the regulating factor. In this article, umax is set to 1.10, and umin is set to 0.9.
4 CHARACTERIZATION MODEL SYSTEM AND CASE STUDIES
To verify the feasibility of the control strategy proposed in this article, a simulation example system with a wind farm is built based on MATLAB/Simulink software, as shown in Figure 4. The wind farm consists of 20 sets of 3 MW-DFIGs. The wind farm is connected to the power grid through 110 kV transmission lines of 10 km. The parameters of the ADRC and PI controller are shown in Table 1, and the parameters of the model system are shown in Table 2.
[image: Figure 4]FIGURE 4 | Model system.
TABLE 1 | Control parameters of the ADRC and the PI controller.
[image: Table 1]TABLE 2 | Parameters of model system.
[image: Table 2]When the fault location, fault duration, and fault degree are different, the voltage drop degree of the grid point of the wind farm is different, and the reactive power demand for supporting the grid point voltage system is different. The reactive power support capacity of wind turbines is different under different operating conditions. The effectiveness of the proposed strategy is verified under various sizes of fault, durations of fault, and operating conditions by comparing the following two schemes: Scheme #1: ADRC-based reactive power support strategy and Scheme 2: PI-based reactive power support strategy.
4.1 Impact of fault duration
In Case 1 (Fault duration = 0.3 s, Wind speed = 10 m/s), with the rapid intervention of the ADRC controller, each wind turbine can inject reactive power more quickly. At 6.2 s, the grid-connected voltages of the ADRC control strategy and PI control strategy reach 0.613 p.u. and 0.593 p.u., respectively, as shown in Figure 5, because the ADRC controller has better response characteristics than the PI controller. Before the fault is cleared (6.3 s), the reactive power output of the wind farm with ADRC control strategy and PI control strategy is 0.270 p.u. and 0.077 p.u., respectively, as shown in Figure 5.
[image: Figure 5]FIGURE 5 | Results for Case 1. (A) Voltage of point of common coupling (PCC), and (B) reactive power of DFIG.
In Case 2 (Fault duration = 0.5 s, Wind speed = 10 m/s), the fault duration was increased from 0.3 s to 0.5 s, and the reactive power support of the ADRC controller and PI controller was close to the maximum after 0.3 s, so the two control strategies showed similar voltage levels during 6.3 s–6.5 s, as shown Figure 6. The ADRC-based Q control strategy shows better support performance under various fault durations than the PI-based Q control strategy.
[image: Figure 6]FIGURE 6 | Results for Case 2. (A) Voltage of PCC, and (B) reactive power of DFIG.
4.2 Impact of sizes of fault
In Case 3 (Fault duration = 0.3 s, Wind speed = 10 m/s, Severe Fault), the grounding resistance is reduced from 17 Ω to 10 Ω, the voltage level of the grid connection point of the wind farm is further reduced under the condition of increasing disturbance, and the minimum voltage is reduced from 0.563 p.u. to 0.357 p.u., as shown Figure 7. The ADRC-based Q control strategy shows better support performance under various sizes of faults than those of the PI-based Q control strategy.
[image: Figure 7]FIGURE 7 | Results for Case 3. (A) Voltage of PCC, and (B) reactive power of DFIG.
4.3 Impact of operating conditions
In Case 4 (Fault duration = 0.3 s, Wind speed = 9 m/s) and Case 5 (Fault duration = 0.3 s, Wind speed = 8 m/s), the received wind speed of the wind farm decreased from 10 ms to 1–9 m s−1 and 8 m s−1. With the decrease of wind speed, the highest voltage levels during the fault period gradually decreased, which were 0.617 p.u., 0.610 p.u., and 0.603 p.u. in turn, as shown in Figures 8, 9. At various wind speeds, the ADRC-based Q control strategy shows better response characteristics than the PI control strategy.
[image: Figure 8]FIGURE 8 | Results for Case 4. (A) Voltage of PCC, and (B) reactive power of DFIG.
[image: Figure 9]FIGURE 9 | Results for Case 5. (A) Voltage of PCC, and (B) reactive power of DFIG.
5 CONCLUSION
To improve the transient response characteristics of DFIGs under grid fault, this article characterizes the DFIG reactive power boundary and proposes a reactive power control strategy for wind turbines based on ADRC. Through simulation and analysis, the following conclusions are drawn:
1) The reactive power boundaries are investigated, which can tap the reactive power support potential of units at different wind speeds.
2) Considering the characteristics of ADRC, the use of an ADRC-based Q control strategy instead of a PI controller has a faster response and injects more reactive power to compensate for the voltage dip during fault under various fault sizes, fault durations, and operating conditions.
Future research could address fault clearing, the transient overvoltage problem, the lack of a cooperative control strategy with reactive power support components, improving reactive power support capacity, and restraining transient overvoltage.
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1 INTRODUCTION
As a typical spatial–temporal flexible resource, mobile energy storage can respond promptly to ensure uninterrupted power supply in case of life safety issues and economic loss due to the consequences of electricity outages (Sun et al., 2022; Sun et al., 2017; Chuangpishit et al., 2023). In addition to emergency power supply, mobile energy storage systems can also provide various ancillary services, including peak shaving and valley filling (Li et al., 2023; Manojkumar et al., 2021; Li X. et al., 2021), distributed renewable energy consumption (Li X. et al., 2021; Zhou et al., 2021; Zhong et al., 2023), and power quality management (Xiong et al., 2020; Cao et al., 2024; Naderi et al., 2021). Nevertheless, energy storage mostly stays in a standby state, thus failing to fully leverage its multiple spatiotemporal applications, leading to low utilization and long investment payback periods (Li et al., 2022). Moreover, the existing literature studies (Wang et al., 2023a; Yang, 2021; Wang et al., 2023b) on the research of power supply trading models mainly focus on the economic efficiency, and the presented charging standards of power supply are uniform. This results in customers with significantly different power supply demands paying the same electricity price, severely undermining customers’ enthusiasm for purchasing emergency supply services. Consequently, this paper aims to offer insightful opinions and discussions on a multi-grade pricing strategy for mobile energy storage systems providing emergency power supply services that meet the differentiated demands of customers.
The main contributions of this paper are twofold, as listed: (1) a hierarchical trading framework is presented for mobile energy storage systems to provide emergency power supply services, and three metrics, namely, power supply capacity, duration of power supply, and response time, are formulated to evaluate the reliability of emergency power supply. (2) A bi-level pricing optimization model based on Stackelberg game is proposed to obtain tiered prices of emergency power supply and customer purchase capacity of emergency power supply, thereby increasing the revenue of mobile energy storage and reducing the emergency power supply cost of customers.
2 MULTI-GRADE METRICS OF EMERGENCY POWER SUPPLY SERVICES
Currently, there is no established pricing mechanism for MESS to provide emergency power supply services in China (Yang et al., 2023). Shang (2021) selected power supply duration as the standard to divide emergency power supply subsidy tariffs. Meanwhile, Yu (2015) suggested that the significance of energy storage in offering differentiated emergency power supply services is primarily demonstrated by the magnitude of emergency standby capacity and response speed. It is known that the higher the emergency power supply capacity and the longer the duration of the emergency power supply, the greater the investment cost of energy storage equipment will be. In addition, the mobile cost of energy storage increases with the amplification of response speed (Sun et al., 2022; Lei et al., 2019). Consequently, power supply capacity, duration of power supply, and response time were selected as the three metrics to delineate the classification of power supply levels in this paper. Based on the typical capacity of mobile energy storage and the historical downtime of customers (Xiao, 2021), three levels have been classified, with higher levels indicating a greater demand for emergency power supply (Zhu and Si, 2023; Zhang et al., 2021). This is shown in detail in Figure 1A, where H1 represents the lowest power supply level, while H3 represents the highest power supply level. Hence, the unit price of emergency power supply [image: image] is composed of a basic electricity price and an additional electricity price, which is expressed as Equation 1:
[image: image]
where [image: image] is the basic price of emergency power supply with capacity at the hp level and duration and response time at the H1 level; [image: image] and [image: image] are the additional electricity price of emergency power supply with duration at the ht level and response time at the hr level, respectively.
[image: Figure 1]FIGURE 1 | Multi-grade pricing strategy for emergency power supply of mobile energy storage. (A) Hierarchical trading framework of the mobile energy storage. (B) Pricing model based on Stackelberg game.
3 HIERARCHICAL TRADING FRAMEWORK OF THE MOBILE ENERGY STORAGE SYSTEM
According to the analysis of the interactive mechanism between energy storage and customers, the hierarchical trading framework for energy storage providing emergency power supply services is established, as depicted in Figure 1A. On one hand, mobile energy storage strategically sets electricity prices to maximize the benefits for emergency power supply, but on the other hand, power supply customers optimize the emergency power supply capacity to achieve the maximum utility during power outages. Therefore, it is a sequential decision process, thereby constituting a Stackelberg game relationship dominated by energy storage, which can be expressed as a bi-level mathematical optimization model (Sun et al., 2022; Xu et al., 2023). The upper level of this model aims to maximize the revenue of mobile energy storage providing emergency power supply services, considering the energy storage investment constraint, individual rational constraint, and premium pricing constraint. The lower level takes the purchase decision constraint into account to maximize the customer utility of emergency power supply. As the leader in this game relationship, mobile energy storage takes the initiative to make electricity price decisions. Meanwhile, customers functioning as followers in the model adapt their electricity purchase strategies in response to the pricing decisions. Subsequently, the leader revises the initial decision framework, creates new decisions, and shares them with all the followers. Then, the followers adjust their power supply strategy again based on the latest electricity prices. This iterative process continues until equilibrium is achieved, resulting in optimal tiered pricing of emergency power supply and optimal power supply capacity purchase strategies of customers.
(a) The utility function of customers purchasing emergency power supply considering outage loss.
The utility function of emergency power supply on the customer’s side is determined by calculating the difference between the reduced economic losses after choosing the power supply service and the emergency power supply service fee paid, which is formulated as Equation 2:
[image: image]
where [image: image] and [image: image] are the reduced economic losses and the emergency power supply service fee paid of customer u, respectively. They can be defined as Equations 3, 4:
[image: image]
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where [image: image] is the annual emergency power supply times of customer u; [image: image] and [image: image] are emergency power supply capacity and emergency power supply duration of customer u, respectively; [image: image] is outage losses per unit electricity consumption of customer u; [image: image] is the unit price of emergency power supply paid for customer u; [image: image], [image: image], and [image: image] are Boolean variables representing customer u’s choice of the power capacity level, power supply duration level, and response time level, respectively, with a value of 1 indicating customer u’s selection of that emergency power supply level.
(b) The income function of mobile energy storage providing emergency power supply services.
Mobile energy storage is typically kept in a standby state, only being utilized to provide an emergency power supply in the event of a power outage (Cao et al., 2024; Jiang et al., 2021). Considering energy storage resource reuse strategies to enhance its capacity utilization efficiency, the standby capacity for emergency power supply can be used for peak–valley arbitrage and distributed renewable energy consumption in electricity trading to maximize revenue (Li et al., 2023) (Zhong et al., 2023). Therefore, the income function of mobile energy storage is composed of the emergency power supply service income, peak–valley arbitrage income, distributed renewable energy consumption income, and power supply service cost, which is formulated as Equation 5:
[image: image]
where [image: image], [image: image], and [image: image] are the revenue of emergency power supply, peak–valley arbitrage, and distributed renewable energy consumption by mobile energy storage; [image: image] is the total annual cost of energy storage providing emergency power supply services. They can be defined as Equations 6–9:
[image: image]
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where U is the number of customers; D is the annual operating days of energy storage; [image: image] and [image: image] are the charging and discharging efficiencies of energy storage, respectively; [image: image], [image: image], and [image: image] are the peak price, the valley price, and the on-grid price, respectively; [image: image] is rated charging and discharging time of energy storage; [image: image] is the energy storage battery capacity to provide emergency power supply services; [image: image] is the releasing power absorbed by energy storage on day i; [image: image] is the investment cost of energy storage equipment; [image: image] is the annual operating cost of energy storage equipment; [image: image] is the annual charging cost; [image: image] is the vehicle acquisition cost; [image: image] is the annual fuel cost; [image: image] is the annual labor cost.
4 STACKELBERG GAME-BASED BI-LEVEL PRICING OPTIMIZATION STRATEGY
The multi-grade pricing of a mobile energy storage system is designed as a one-leader-multi-follower bi-level optimization problem in Figure 1B, where the mobile energy storage is the leader in the upper-level problem and the multi-type customers are the followers in the lower-level problem (Ding et al., 2023). In the upper-level problem, the energy storage aims to maximize its operating income by optimizing the expected revenue from emergency power supply services, with multi-grade electricity price ([image: image]) as the decision variable. In the lower-level problem, customers tend to mitigate economic losses caused by power outages by expecting lower fees of emergency power supply services, with the customer power supply purchase strategy ([image: image]) as the decision variable. Thus, energy storage and the users are in a strong game relationship. The bi-level pricing optimization model of emergency power supply is established in this paper based on the Stackelberg game, as detailed below.
(a) Upper-level problem: maximize the benefits of energy storage for emergency power supply, which can be defined in Equations 10–13.
[image: image]
s.t. (11)–(13)
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Constraints (11)–(13) are the energy storage investment constraint, individual rational constraint, and premium pricing constraint, respectively. Here, [image: image] and [image: image] are the revenue and investment cost of mobile energy storage providing emergency power supply service with capacity at the hp level, duration at the ht level, and response time at the hr level; [image: image] is the annual amount of power outage of customer u; [image: image] is the unit price of emergency power supply paid by customer u; [image: image] is the total annual cost of self-funded energy storage equipment by customer u; [image: image] and [image: image] are the expected discount coefficient and expected utility coefficient, respectively.
(b) Lower-level problem: maximize the utility of emergency power supply for customers, which can be defined in Equations 14, 15.
[image: image]
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where [image: image] is the minimum power supply capacity of customer u. Constraint (15) is the customer purchase electricity strategy constraint.
It is evident that the objective function involves the multiplication of decision variables, but a bi-level nonlinear optimization problem cannot be directly solved by the available commercial solver. Since the objective functions for energy storage and customers are all in the linear space for their decision variables, Karush–Kuhn–Tucker (KKT) theory is used to transform the lower-level problem into constraints of the upper-level problem (Zhou et al., 2023). Therefore, the bi-level multi-grade pricing problem can be converted into the game equilibrium single-level MILP model (Chuangpishit et al., 2023), which can be optimized by the Gurobi solver based on MATLAB.
Since the maximum power supply capacity standard is 250 kW in Section 2, this paper selects the lithium iron phosphate batteries as the energy storage battery, with an energy storage inverter capacity of 250 kW. The cost of the energy storage vehicle body is 150,000 yuan, with an annual labor cost of 100,000 yuan (Gong et al., 2022). Basic parameters and other energy storage parameters are explained in Fang et al. (2023). The scenario considers 20 emergency power supply customers, and parameters for power supply customers are referenced in the literature (Wang et al., 2023b; Fang et al., 2023; Chen, 2015; Li J. et al., 2021). In order to evaluate the effectiveness of the multi-grade pricing method for emergency power supply of mobile energy storage, this paper designs three cases to conduct a comparative analysis of energy storage economics. Case 1 is the multi-grade pricing strategy proposed in this paper. In case 2, mobile energy storage provides emergency power supply without considering grading. In case 3, energy storage only engages in peak–valley arbitrage and distributed renewable energy consumption, and customers independently configure energy storage as backup power at their own expense in case of blackout. Furthermore, based on the parameters provided above, calculations are performed according to formulas 4 to 8, and the results of the economic benefits (Fang et al., 2023) of mobile energy storage under different cases are shown in Table 1.
TABLE 1 | Economic benefits of mobile energy storage under different cases (yuan/year).
[image: Table 1]Compared with cases 2 and 3, the total revenue of case 1 is the highest, while the total cost is the highest in Table 1, as the increased revenue of emergency power supply in case 1 far outweighs the increase in cost. This demonstrates that emergency power supply services can significantly increase the annual operating income of energy storage and that emergency power supply services provided by energy storage have strong commercial prospects.
5 DISCUSSION AND CONCLUSIONS
Mobile energy storage plays a crucial role in peak shaving and valley filling, distributed renewable energy consumption, and power quality management, especially in ensuring the reliability of power supply. In this paper, a comprehensive overview of the multi-grade pricing strategy for emergency power supply of the mobile energy storage system is conducted. The key findings of this paper can be summarized as follows: 1) the hierarchical pricing metrics of the emergency power supply service provided by mobile energy storage are proposed, which consist of the power supply capacity, power supply duration, and response time. These metrics achieve a precise delineation of emergency power supply levels, having specific significance for the formulation of customized power service grade standards in the future. 2) A bi-level pricing optimization model based on Stackelberg game is proposed to obtain optimal tiered pricing of emergency power supply and optimal power supply capacity purchase strategies of customers, achieving interest equilibrium between mobile energy storage and consumers.
Numerous studies (Wang et al., 2023a; Yang, 2021; Xiao, 2021; Jiang et al., 2021) have been conducted on the configuration of mobile energy storage. The power emergency center optimizes and schedules mobile energy storage based on customers’ demand for power supply within the emergency mechanism (Xiao, 2021). Therefore, combining the configuration of energy storage and the emergency power supply needs of customers within a certain region, the tiered pricing model proposed in this paper can be applied to calculate the electricity prices for different levels of emergency power supply. In the existing power market, energy storage can profit by providing multiple customized power services (Fang et al., 2023). Thus, according to the results of the emergency power supply price and customers’ demand for power supply, the emergency power supply service can be paid on a per-use basis.
During the process of mobile energy storage transporting to designated power supply points, the traffic network is highly complex. The multi-grade pricing model in this paper does not take into account real-time scheduling issues of mobile energy storage, only calculating the annual operational costs but ignoring daily or real-time operational conditions. The next step could integrate real-time scheduling of mobile energy storage into the multi-grade pricing model.
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The integration of stochastic and intermittent distributed PVs brings great challenges for power system operation. Precise net load forecasting performs a critical factor in dependable operation and dispensing. An approach to probabilistic net load prediction is introduced for sparse variant Gaussian process based algorithms. The forecasting of the net load is transferred to a regression problem and solved by the sparse variational Gaussian process (SVPG) method to provide uncertainty quantification results. The proposed method can capture the uncertainties caused by the customer and PVs and provide effective inductive reasoning. The results obtained using real-world data show that the proposed method outperforms other best-of-breed algorithms.
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1 INTRODUCTION
Distributed generation such as photovoltaic (PV) has become an important component with the increasing demand for low-carbon power systems (Zhu et al., 2023). In addition, electric vehicles are becoming increasingly popular around the world due to their clean and economic properties (Cao et al., 2020a; Dhawale et al., 2024). The adjustability of EV power enables them to be the focus of research in load management. However, the intermittent nature of PVs and the uncertainty of the commuting and charging behaviors of EV bring more uncertainties to both the generation and demand sides, which pose great challenges for a reliable and safe operation of power systems (Cao et al., 2020b; Xiong et al., 2021).
Accurate load forecasting contributes to the reliability and security of smart grid performance. (Zhao et al., 2023; Zulfiqar et al., 2023; Zhao et al., 2024). Conventional load forecasting researches focus on forecasting the aggregate load demand in a given area based on historical load demand data, weather and geographic information, which can be divided into two subcategories: point forecasting methods and probabilistic methods. Various point forecasting methods have been proposed. A short-term loading prediction model based on multivariate linear regression is presented in Saber and Alam, (2017). In the face of complicated nonlinear systems, multivariate linear regression approaches possibly fail to provide high-precision forecasting results. An autonomy regressive integrative moving averaging (ARIMA)-based intradaily load predicting model is introduced (Cao et al., 2015). The principle of the ARIMA method is to build a model by using the historical load data sampled in the previous period. The primal loading is considered as a stochastic variation of the model, and the variation procedure of those primal loads is derived from the statistical laws (Taieb et al., 2016). However, the ARIMA method does not deal well with time-series data with high randomness and non-stationary features. Neural network (NN)-based approaches have been extensively employed in the literature for load prediction in recent years for the power of their nonlinear matching capacity. A load forecasting method combining the backpropagation NN (BPNN) and radial basis function NN is proposed for day-ahead load prediction. Xu et al. (2018) proposes a NN based load forecasting model and adopts an enhanced Levenberg-Marquardt method for training the NN. The NNs utilized in the aforementioned studies are fully-connected, which ignores the temporal correlation between input data that contains valuable information. Recurrent NN is a kind of network structure that has the ability of memory. It considers both the current input and what it learned previously when utilized for prediction. Various RNNs have been proposed, such as long-short term memory (LSTM), just-another net (Gao et al., 2018), and gated recurrent unit. Among them, LSTM is the most widely used. An LSTM-based short-term residential load forecasting method is proposed. An ensemble load forecasting method based on LSTM is developed in (Tan et al., 2020). Simulation tests demonstrate that the proposed method can achieve state-of-the-art performance on open datasets. In addition to the methods mentioned above, extreme learning machines (Li et al., 2023) and k-nearest neighbor methods (Prasad et al., 2023) are also employed to forecast loads and obtain gratifying outcomes.
Those approaches are point predictions where only one value is supplied at each step. However, due to increasing penetration of renewable energy sources and competitive markets, point forecasting approaches are becoming obsolescent and probabilistic prediction approaches are growing in necessity for system operators. Probabilistic prediction approaches allow quantification of indeterminacy through interaction intervals, quantity, or probability density functions, enabling applications in unit commitment, dependability programming, and competitive tendering in the electricity market. The various probabilistic prediction approaches presented can be classified into two types (Feng et al., 2020): one-step approaches (He et al., 2016; Zhang et al., 2019) and two-step approaches (Xie and Hong, 2018; Wang et al., 2019).
While there are extensive researches on load prediction, there are very rarely researches on the prediction of net load, which is defined as the discrepancy between electricity consumption and power generation. The reliability and security of smart grid operations can be increased by accurately predicting net loads. However, net load forecasting is fraught with substantially more challenges than conventional load forecasting due to the intermittency and stochastic character of renewable energy. Over the past several years, a couple of researches have concentrated on the prediction of net loads. (Liu et al., 2014; Kaur et al., 2016; Sepasi et al., 2017; Wang et al., 2018; Sun et al., 2020). Liu et al. (2014) presents a BPNN-based point prediction approach for net loads. The performance comparison between the combined net load predicting model and the additive model is provided in Kaur et al. (2016). A complex-valued NN-based net load prediction model is proposed in Sepasi et al. (2017). The above studies belong to the deterministic net load forecasting methods, which cannot capture the multiple uncertainties caused by the behind-meter PV and load demand. Probabilistic forecasting methods Wang et al. (2018) are proposed to quantify the uncertainties. The work (Sun et al., 2020) presents a Probability forecasting model which is supported by Bayesian theoretic and LSTM. Experimental findings indicate that excellent properties can be obtained with both determination and probability Metrics. Although LSTM alleviates the gradient explosion problem via the introduction of the gate mechanism, it cannot calculate in parallel, which unusually leads to a long calculation time.
Sparse Gaussian processes (SGP) fit complex non-linear relationships using flexible probabilistic models to accurately predict future data. In this context, an algorithm of sparsely variant Gaussian process based probabilistic net load forecasting model is introduced. The forecasting of load demand is cast to a regression problem and the sparse variational Gaussian process (SVPG) (Hu et al., 2024) method is applied to estimate the prediction values as well as to provide the uncertainty quantification. Comparative tests using real field data among various point and probabilistic forecasting methods illustrate the superior performance of the proposed method in terms of both deterministic and probabilistic results. The main contributions are as follows:
1) A prediction model based on a sparse variational Gaussian process is constructed;
2) The proposed SVGP model accurately captures load uncertainty;
3) The proposed SVGP model gives excellent performance in both point load prediction and probabilistic prediction.
The rest of the paper is formulated as follows: the problem formulation and proposed method are given in Section Ⅱ, followed by simulation results in Section Ⅲ. Section Ⅳ concludes this paper.
2 PROPOSED METHODOLOGY
In this section, the probabilistic load predicting issue is firstly presented, followed by detailed information on the Gaussian process regression method and the SVPG regression method. Finally, the details of the training procedure are provided.
2.1 Formulation of the probabilistic load predicting issue
In power systems, the net load data captured by intelligent meters is typically considered as a time series [image: image]. To anticipate the prospect [image: image], the training dataset was constructed by obtaining historically net load data and other parameters (e.g., meteorological data and time indices). Specifically, the dataset was consisted of the following output variables [image: image], which denotes the projections of future net loads, and the input variables [image: image] that is a collection of variables associated with [image: image]. The aim of net load predicting is to learn the mapping relationship [image: image] depending on the trained set [image: image], where n indicates the amount of examples in the trained set. Direct evaluation of the function [image: image] produces a definitive net load prediction. Nevertheless, historic data on net load includes uncertainty on the generating side and the demanding side, where determination prediction results could be subject to larger prediction errors. To this end, a Bayesian theory-based prediction approach is introduced in this paper, that allows the estimation of the distribution of the function [image: image] to improve the capability of capturing the unpredictability of the net load and to produce probabilistic prediction results. The details of the proposed method are given below.
2.2 Gaussian process regression
Assuming that [image: image] and [image: image] indicate the training and test sets, where [image: image] and [image: image] are the inputs and outputs of the trained sets; [image: image] and [image: image] are the inputs and outputs of the test sets. So that can derive (1) and (2)
[image: image]
[image: image]
where [image: image] represents Gaussian white noise; [image: image] denotes a Gaussian process matching from inputs to outputs (3):
[image: image]
where [image: image]; [image: image] denotes the average value function, which can typically be regarded as 0 when little a priori information is available; [image: image] represents the covariance function as (4), of which the most frequently employed is the radial basis function (RBF):
[image: image]
Then the prior distribution of y can be acquired as (5):
[image: image]
and Joint distributed of observations y and forecast value [image: image] can be obtained as (6)
[image: image]
The posterior distribution of the forecast values will then be represented as [image: image] which can be described as (7–9)
[image: image]
where
[image: image]
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If we can obtain all the hyper-parameter Θ, which contains the parameters σn in Gaussian white noise ε and the parameters σ in kernel function K(·), The mean and variance of the testing sites are obtained based on (8) and (9), respectively. Generally, the most used method to obtain hyper-parameters of GPR is a maximum likelihood estimate based on a gradient that makes the negative logarithm marginal likelihood [image: image] maximum:
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The hyper-parameters are updated based on gradient according to (10) until finding the optimal in (11). Where there is a drawback that the complexity of this training process is O(N3), which means it will take a lot of time to train the model and it is not suitable for the scenario in which the data is large.
2.3 Sparse variational Gaussian process regression
To solve the problem above, a useful method called sparse Gaussian process regression (SGPR) is proposed. SGPR can reduce the complexity of the training process to O(NM2) (M << N) by introducing M auxiliary inputs Z∈RM×Q and the corresponding outputs u∈RM×1 to approximate the original N-dimensional Gaussian process. And the joint density of y, f and u is:
[image: image]
In (12) the joint density is factorized into GP prior and likelihood where the likelihood can be expressed as (13):
[image: image]
and GP prior can be factorized into the prior p(u|Z) and conditional p(f |u; X, Z) (14):
[image: image]
and the prior and conditional parts can be expressed as (15, 16):
[image: image]
[image: image]
where Knn, Knm, Kmn and Kmm represent K(X,X), K(X,Z), K(Z,X) and K(Z,Z), respectively.
An approximate posterior q(f,u) = p(f|u)q(u) is introduced to replace the true posterior p(f,u), where q(u) = N(µ,Σ). Variational inference seeks the variational posterior by minimizing the Kullback-Leibler divergence between variational posterior q and true posterior p, where a lower Kullback-Leibler divergence represents a closer similarity between two distributions. Equivalently, we can maximize the evidence lower bound (ELBO) to seek the variational posterior:
[image: image]
where p(y, f, u) is expressed in (12) and q(u, f) is the variational posterior. And the ELBO can be simplified from (17) as (18):
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where the latter part can be expressed as (19):
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So, the ELBO can be simplified as (20):
[image: image]
The Gaussian marginal likelihood q(f) can be expressed as (21):
[image: image]
where p(f |u) is expressed in (20) and q(u) = N(µ,Σ), so the µ’ and Σ′ be calculated as (22, 23):
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All parts in (20) are known, so we can calculate the ELBO and then obtain all the hyper-parameters by maximizing the ELBO. Besides the model hyper-parameter Θ which is the same as that in GPR, there is another kind of parameters called variational parameters θ, which contain the mean µ and variance Σ of variational posterior q(u) and the auxiliary inputs Z. All the hyper-parameters can be expressed as (24, 25):
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After obtaining both the model and variational parameters, we can predict the new points via as (26).
[image: image]
where q(f *) is the distribution of new points.
The detailed training and testing procedure of the proposed algorithm is shown in Algorithm 1.
Algorithm 1. Details of the training and test procedure.
Require: train data-set: Tr=(X,Y); test data-set: Te=(X*,Y*)
Require: model parameters: Θ; variational parameters: θ; training iterations: T; amount of sparse point: m
1: procedure Train(Tr, Θ, θ, T)
2:  Initialize all parameters
3:    for epoch t = 1,2, … T do
4:      obtain the variational posterior q(u) according to the variational parameters µ and Σ
5:      obtain the conditional p(f |u;X,Z) according to (16)
6:      obtain the marginal q(f) according to (21)
7:      obtain the ELBO LSGPR according to (20)
8:      update model parameters: [image: image]
9:      update variational parameters: [image: image]
10:   end
11: end procedure
12: procedure Test(Te, Θ,θ)
13:    obtain marginal q(f*) of test point according to (26)
14: end procedure
3 CASE STUDY
3.1 Data description
Comparative numerical testing is performed with authentic on-site smart meter data. These data have been measured on the Ausgrid distribution network which contains load demand and photovoltaic (PV) generation data from 300 residential households (Ausgrid 2014, 2015). The time period for recording values is 0.5 h. The purpose of this research is to provide a probabilistic prediction of the net load, which is derived by adding the differential of each consumer’s load demand and PV production. The reader is directed to Ausgrid 2014, 2015 for additional details about the dataset.
Since the dataset contains some low-quality data (Ratnam et al., 2017), we delete some original data for better illustration and fair comparison. The data are divided into the training samples and test samples, which contain 11,739 and 480 pairs of data, respectively. The training samples have been applied to train the predictive models while the testing samples have been performed to estimate the performance of the different models. The net load of the training and testing sets are shown in Figures 1, 2, respectively. The characteristics picked comprise the below variables: 1) the time index, which includes messages for hour of the day, day of the week, and month of the year. A single coding technique is employed in this research to encode the time message; 2) the historical load demand data, which include load data from the previous 2 days with the same time-steps; 3) the historical PV generation data, which contain data on PV generation at the same point in time for the last 3 days and 1 week ago on the same day.
[image: Figure 1]FIGURE 1 | Net load of the training set.
[image: Figure 2]FIGURE 2 | Net load of the test set.
3.2 Experimental setup
Comparative tests among a series of load forecasting methods are carried out to access the performance of the proposed approach. Comparison methods fall into two categories: point prediction approaches and probabilistic approaches. The point prediction approaches involve: 1) multiple linear regression (MLR); 2) support vector regression (SVR), where RBF is specified to be the kernel function with hyper parameters adjusted following the grid search approach.; 3) back-propagation neural network (BPNN), where a three-layer model is built. The numbers of the hidden layers are 64, 64, and 32, respectively; 4) LSTM method, where a model with two hidden layer is built. The hidden nodes of the two hidden layer are set to 30 and 30, respectively. For the probabilistic forecasting method, quantile regression (QR) is selected as the benchmark method.
3.3 Evaluation metrics
In order to assess the performance of various approaches for point prediction results, three extensively adopted deterministic prediction assessment metrics and two probabilistic prediction metrics are adopted in this research.
3.3.1 Metrics for deterministic prediction
Three point forecasting metrics are utilized, that are, mean absolute error (MAE), root mean square error (RMSE), and mean absolute percentage error (MAPE) which present as (27–29):
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where [image: image] and [image: image] represent the real value and projected f value of the ith sample; N denotes the sampling size in the test set.
3.3.2 Metrics for probabilistic prediction
Two probabilistic prediction metrics are employed in this study, that is, Pinball loss and PINAW. The most commonly used metrics for evaluating probability forecasting results are reliability, sharpness and resolution. Pinball is a comprehensive metric which allows for the assessment of the aforementioned metrics, where the definition of the metrics is (30):
[image: image]
where [image: image] denotes order of magnitude and [image: image] indicates the forecast value of the qth quantitative value. A lower Pinball value indicates a better prediction performance.
PINAW is a measurement of the prediction horizon width which is determined as (31):
[image: image]
where [image: image] and [image: image] represent the upper bound and lower bound of the forecasting interval when the confidence level is set to [image: image]. A lower PINAW value indicates a narrower forecasting interval and a better performance.
3.4 Point forecasting results
To illustrate the superiority of the proposed model, several approaches will be employed in this section for comparison. The MAE, MAPE and RMSE of each prediction approach are displayed in Table 1. The results of QR are forecasting values when the quantile is set to 50%. The units of MAE and RMSE are kW and of MAPE is PU. The best performance cases of each metrics are shown in bold. That when the proposed method is utilized, its performance outperforms that of the LR method by 24.7%, 24.4%, and 22.7% in MAE, MAPE, and RMSE, respectively. The BPNN achieves better performance than the LR method owing to its strong nonlinear approximation capability. However, since BPNN ignores the temporal relationship between the input data, the performance of BPNN is worse than the proposed approach. LSTM has high computational complexity and requires a large amount of training data. SVR requires a high time during the training process and cannot handle the linear problem perfectly The performance of the proposed approach also outperforms that obtained by a kernel based SVR method and a recurrent NN based LSTM method, and demonstrating its effectiveness.
TABLE 1 | Point forecasting results of different forecasting models.
[image: Table 1]For analyzing the performing of the proposed model additionally, the prediction results for different approaches for 100–200 instants in the test set are displayed in Figure 3. The proposed approach is the one that comes nearest to the real load values, which demonstrates the supremacy of the proposed approach. The predicted results for each approach at peak values, which are more difficult to predict, are shown in Figure 4. It can be observed from the figure that the peak value is difficult to predict for all methods owing to the high uncertainty. The deviation between the real net load and the value forecasted by the LR method is even larger than 10% of the real value. The BPNN tends to over-predict the peak value and has large fluctuations. The SVR and LSTM also fail to provide accurate forecasting values at the peak of the curve. The predicted values derived from the presented methodology appear to be the closest to the actual values, demonstrating the excellence of the proposed methodology.
[image: Figure 3]FIGURE 3 | Point prediction results for different approaches.
[image: Figure 4]FIGURE 4 | Prediction results for different approaches at the curve peak in Figure 3.
The PINAW is a metric to evaluate the width of the forecasting interval. That the PINAW achieved by the proposed method is 18.4% lower than that of the QR method, demonstrating that the proposed method can achieve a better performance with narrower forecasting interval.
To further evaluate the uncertainty quantification capability of various methods, the PINAW obtained by different methods under different quantiles are listed in Table 3. It can be observed from the table that the width of the forecasting interval increases when we gradually improve the confidence level. However, the forecasting intervals obtained by the proposed method are always narrower than that of the QR method. The PINAW of the proposed method is 12.8%, 15.1%, 22.0%, and 18.4% lower than that of the QR method when the quantile is set to 60%, 70%, 80%, and 90%, respectively. This further illustrates the strength of the proposed model.
The predicted intervals for 100–200 instants in the test set for the various approaches are shown in Figure 5 when the quantile is configured as 70%, 80%, 90%, 95%, separately. It can be observed from Figure 5A that the physical net loads for some valley values fall outside the 95% credibility intervals of the QR approach, while the prediction intervals of the proposed approach will be capable of covering majority of the prediction intervals, demonstrating a higher reliability of the proposed method. Visually inspecting the probabilistic results of the two methods, the width of the proposed model is narrower than the QR approach under various quantile settings. This is consistent with the results shown in Table 2, 3, illustrating a better sharpness of the proposed method. From the perspective of the resolution, the width of the forecasting interval should be different at different periods of the curve. The forecasting interval is narrow at the rising and falling stage of the curve, while the width is large at the peak and valley of the curve. Since the value of the net load at the curve valley is mainly decided by the PV generation, which has larger uncertainty than the load demand, the width of the interval is the largest at the curve valley. This can be observed from both figures. However, the presented approach catches the uncertainty at the peak curve with a narrower interval, illustrating its effectiveness.
[image: Figure 5]FIGURE 5 | Forecasting intervals of different methods. (A) QR. (B) proposed method.
TABLE 2 | Probabilistic forecasting results of different methods.
[image: Table 2]TABLE 3 | The PINAW achieved by various methods under different confidence levels.
[image: Table 3]The prediction from various approaches at different stages of the load profile is shown in Figure 6 for deeper validation of the capability of the proposed approach. The forecasting results of different methods at the rising and falling period of the load curve are shown in Figures 6A,B. The forecasting values of various methods are not far from the actual net load at the falling stage. In addition, the density curve of the proposed method is relatively steep, demonstrating that the uncertainty level is low at the falling stage of the curve. The forecasting results of different methods at the curve peak are shown in Figure 6C. All the methods tend to underestimate the net load. The predicted values of QR and the proposed approach in the test set are more similar to the actual values as compared to the other methods. The proposed methodology quantifies the unpredictability of the net load, which provides informative implications for the system operator’s planning. Visually inspecting the forecasting results at curve valley in Figure 6D, all methods tend to overestimate the net load. By contrast, the presented approach catches the uncertainty caused by the PV generation, which is curial for the operation of power systems.
[image: Figure 6]FIGURE 6 | Forecasting results at different periods of the load curve. (A) Forecasting results at the rising stage of the curve. (B) Forecasting results at the falling stage of the curve. (C) Forecasting results at the curve peak. (D) Forecasting results at the curve valley.
4 CONCLUSION
This paper proposes a probabilistic prediction model for the prediction of net load based on a SVPG regression algorithm. Comparative tests with several point forecasting and probabilistic forecasting methods utilizing real-world historical data illustrate that: 1) the proposed model can achieve better point forecasting results than benchmarking methods. The performance achieved by the proposed approach can at most outperform that of other methods by 21.8%, 20.0%, and 19.6% in MAE, MAPE, and RMSE, respectively; 2) the proposed approach has better uncertainty quantification capability compared to the baseline methodology. It is more reliable and its PINAW value is 22.0% lower than the benchmark method at most. In our future research, how to obtain predictions quickly and accurately becomes the focus of the study.
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In order to further control harmonic current in distribution network, a LCL APF control strategy based on model predictive control is proposed. Firstly, APF mathematical model is established. Then, a multi-objective optimization model predictive control strategy (MPC) is proposed, which comprehensively considers the performance of AC side and DC side of APF. This strategy solves the delay problem existing in the existing MPC strategy: while improving the performance of APF, there is no need to set weight factor; Then, Kalman filter is used to predict the inverter current, thus simplifying the APF measurement system. Finally, the simulation results show that the proposed control strategy can simplify the measurement system and make APF have stronger harmonic suppression ability when it only participates in power conversion and better active filter performance when it participates in harmonic control.
Keywords: LCL filter, active filter, finite set model predictive control, Kalman filtering, harmonic control
1 INTRODUCTION
With the continuous progress of power electronic technology, a large number of power electronic devices have been applied to the source, network, load and storage of power system, which not only improves the operation and control flexibility of power system, but also brings the problem of broadband harmonics of power grid (Shi et al., 2020). On the one hand, the power electronic device itself constitutes a harmonic source, and its internal power semiconductor switching action will bring considerable high-frequency harmonics; On the other hand, the mechanism of harmonic transmission and evolution is more complex due to the interaction between devices, which shows the characteristics of wide area and wide frequency (Xiong et al., 2021). The existence of harmonics will lead to the deterioration of power quality, accelerated aging of equipment, interference in measurement communication and other problems, which must be suppressed (Liu et al., 2023).
At the distribution network level, passive filters are commonly used to achieve harmonic control (Xie et al., 2013), but passive filters are usually configured in band-stop mode and have limited frequency bands, which is difficult to meet the challenge of harmonic broadband. The active power filter (APF) based on power electronics technology has the characteristics of flexible operation control and can realize the tracking and compensation of dynamic harmonics, and the filter bandwidth is high, which has attracted much attention in recent years (Xiong et al., 2020). However, due to the high cost of APF, it has not been widely promoted and applied. At the hardware level, the circuit structure of APF is a three-phase voltage source rectifier/inverter, which is the same as the grid-connected converter structure in other devices such as new energy units and electric vehicle charging facilities. Therefore, in recent years, many scholars have proposed to use three-phase grid-connected inverters as active filters (APF) to participate in harmonic governance (L. Yang et al., 2020). However, there is still room for improvement in performance: 1) Absorb harmonic current in distribution network as much as possible; 2) At the same time, ensure that no new harmonic current is introduced. The high performance APF control strategy needs to be further studied.
However, because the grid-connected converter is designed to realize the power conversion of the frequency segment, the control structure and strategy used are difficult to meet the functional requirements of APF (Xiong et al., 2016). The double closed-loop linear control strategy usually adopted by grid-connected converters has limited bandwidth, and the current control bandwidth is generally set at 300 Hz, which makes it difficult to track and adjust the current harmonics of higher frequencies (Cheng et al., 2017). Therefore, nonlinear control strategies such as repetitive control, sliding mode control and model predictive control with faster dynamic response and stronger tracking performance are more suitable. The repetitive control that accumulates the error to the output signal period by period has good steady-state performance, but the embedded delay link causes the output current to lag the reference value by one power frequency cycle (Liang et al., 2018). Although the addition of proportional integration can effectively improve the dynamic performance of repetitive control, the complex compensation function makes it difficult to implement in engineering applications (Zhang et al., 2014). The sliding mode control with error switching function as the core has a large current control bandwidth, which can ensure that the electrical volume in APF converges to the balance point error determined by the output current reference value (Guo et al., 2022). However, because the system will jitter near the preset sliding mode state, additional output current will be chattered, which will affect the control accuracy and stability of the system and increase the energy loss (Li and Hong, 2012). Finite set Model Predictive Control (MPC) is good at solving nonlinear control problems by selecting the optimal switching state through traversal algorithm. With the progress of computing power of embedded control chip, it effectively compensates for the defect of large calculation amount of MPC, so it has been applied more and more in power electronic device control (Falkowski and Sikorski, 2018; Zhang et al., 2023). For grid-connected converters, in order to overcome the problem that MPC method cannot directly control the current on the grid side of LCL filter (Zhang et al., 2022), the traditional MPC strategy introduces damping ratio to calculate the corresponding current reference value on the inverter side, but the control effect of the current on the grid side is poor (Chico-Villegas et al., 2023). In recent years, two new MPC strategies have emerged: 1) The optimal switching combination3 (PCi1i2uc) is selected by predicting the current on the grid side, the current on the inverter side and the filter capacitance voltage at the next time according to the equation of state of LCL-type APF (Falkowski and Sikorski, 2018). 2) On this basis, the state equation is used to predict two steps, and then the optimal switch combination is selected. Longer prediction steps can obtain higher control accuracy, but correspondingly the calculation steps are more complicated and the calculation amount is larger (PCi1i2uc-2steps) (Falkowski and Sikorski, 2018). The above two have defects: 1) In the process of deriving the current reference value of the inverter side and the capacitor voltage reference value from the current reference value of the grid side, the delay problem under the discrete control system is ignored, resulting in the deterioration of the control performance of the current on the grid side; 2) In order to make up for this defect, two more items are added to the value function for correction, thus introducing weight factors that need to be artificially set. The selection of factors has a great impact on APF performance, but it can only rely on experience value, which is not reliable; 3) The premise of using the equation of state is to measure all variables involved in the equation, resulting in a complex measurement system.
Faced with the complex measurement system of APF, some scholars use extended state observer to reduce the impact of measurement errors (Zheng et al., 2023), or adopt periodic model parameter adjustment strategy to correct device parameter errors (Xie et al., 2021), but it is still necessary to sample up to 11 electrical volumes. The Kalman filter can reduce the measurement sensor and reduce the hardware cost while ensuring the measurement accuracy. At present, this method has been applied to the control of modular multilevel converters (Pizarro et al., 2023). This method can be applied to APF control for reference.
To solve these problems, this paper proposes a LCL APF control strategy based on model predictive control.By analyzing the LCL-type APF mathematical model, the multi-objective optimization model predictive control strategy considering the time delay problem of discrete systems is established. The Kalman filter is used to predict the APF inverter current, thus simplifying the measurement system.
2 APF MATHEMATICAL MODEL
2.1 Analytic relationship on the AC side
Figure 1 shows the main circuit topology of APF. APF connects capacitors C1 and C2 with voltages uC1 and uC2 respectively in series to provide DC voltage VDC with O as the neutral point on the DC side. The LCL filter composed of inductor L1 on the inverter side, filter capacitor C and inductor L2 on the grid side is connected to the system containing power supply, line and load.
[image: Figure 1]FIGURE 1 | Topology of three-level LCL inverter.
After the Parker transformation, ud, uq is the direct axis component of the inverter voltage. i1d, i1q are the direct axis and quadrature axis components of the inverter side current. i2d and i2q are the direct axis components of the current on the network side. ucd and ucq are the direct axis and cross-axis components of the filter capacitor voltage. ed, eq are the direct axis quadrature axis components of APF network side voltage; The positive direction of the signal is shown by the arrow in the figure. According to Kirchhoff’s law, the electric volume on the AC side has the following relationship in the dq rotating coordinate system:
[image: image]
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[image: image]
where, ω is the angular velocity corresponding to the system frequency, i1 = [i1d i1q]T, i2 = [i2d i2q]T, uc = [ucd ucq]T, u = [ud uq]T, e = [ed eq]T, respectively, are the direct axis component and the quadrative axis component of the corresponding electrical volume. In order to discretize Equations 1–3, the forward difference method is used for any electrical quantity x as shown in Equation 4.
[image: image]
where, Ts is the period corresponding to the switching frequency. The spatial state equation of APF under the dq coordinate axis after discretization is shown in Equations 5–9.
[image: image]
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[image: image]
[image: image]
[image: image]
The formula shows that at the time k+1, the state variable x (k+1), which consists of the inverter side current, filter capacitor voltage and network side current, is determined by the state variable x(k) at the time k, the input state u(k) and the interference quantity e(k). Where A is the state matrix and B is the input matrix.
2.2 Analytic relationship on the DC side
APF adopts the neutral point clamp (NPC) topology that can output three levels. The output voltage of any phase can be described by the switching state function Sx (x = a, b, c) as shown in Equation 10. Take phase A as an example: when Sa = 1, switch tubes T1 and T2 are on, T3 and T4 are off, ua = VDC/2; when Sa = 0, T2 and T3 are on, T1 and T4 are off, ua = 0. When Sa = −1, T3 and T4 are on, T1 and T2 are off, and ua = −VDC/2.
[image: image]
As shown in Table 1, considering ABC three-phase, there are 27 kinds of switch combinations in APF, constituting 19 kinds of vector states.
TABLE 1 | Three-level APF vector table.
[image: Table 1]Among them, V1 ∼ V6 are large vectors, V7 ∼ V12 are medium vectors, and each vector only corresponds to one type of switch combination. V13 ∼ V18 are small vectors, and each small vector has positive and negative switching combinations, respectively called positive small vector and negative small vector. The zero vector V18 corresponds to three switching states. In order to avoid a series of problems such as damage to the switching device due to excessive pressure, it is necessary to maintain the neutral point balance, that is, the upper and lower capacitor voltage difference Δuo = uC1-uC2 on the DC side is about 0. The direction and magnitude of the neutral current can be controlled by adjusting the action time of the positive and negative small vectors with redundant relationship, so as to achieve the upper and lower capacitor voltage balance on the DC side (Liu et al., 2018) as shown in Equations 11, 12.
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3 MODEL PREDICTIVE CONTROL STRATEGY CONSIDERING MULTI-OBJECTIVE OPTIMIZATION
The MPC algorithm can control multiple variables at the same time only through a single value function, and the proposed strategy is realized: on the AC side, the control i2 outputs according to the given current command value i2*; on the DC side, the maintenance Δuo is about 0.
By type (5)–(8), u (k + 1) only can directly control i1 (k + 2), and indirectly affect the uc (k + 3) and i2 (k + 4). To track the output of i2*, i2* can be used to calculate the current reference value i1* on the inverter side, and then select the optimal switch combination u (k + 1). In the case of discrete system control delay, the calculation process is as follows:
1) The reference values also follow the mathematical relationship of Equations 5–8, and the Equations 13, 14 can be obtained by a certain transformation, and the reference value of the filter capacitor voltage uc*(k + 3) at k + 3 can be calculated. Considering that the grid voltage changes slowly on the time scale of the switching frequency, if TS is small enough, the sampling value e(k) at the current time k can replace the sampling value e (k + 3) at the future time. Similarly, uc*(k + 2) can be calculated according to Equations 15, 16. Then, based on uc*(k + 3) and uc*(k + 2), the reference value i1*(k + 1) of the inverter current at k + 1 is calculated according to Equations 17, 18, which is also obtained by the transformation of Equations 5–8.
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2) Based on u (k + 1), the corresponding i1 (k + 2) can be predicted. The value function f1, which represents the future error of i1, is calculated according to Equation 19.
[image: image]
Go through 19 vector states and select the u (k+1) that minimizes f1. Equations 13–18 shows that when the switch combination makes f1 the lowest, the difference between the actual output network current and i2* can be minimized, and the resonance can be suppressed.
3) If u (k + 1) belongs to large vector or medium vector, corresponding switch combinations Sa (k + 1), Sb (k + 1), Sc (k + 1) can be obtained directly. If u (k + 1) belongs to the zero vector, set Sa (k + 1) = 0, Sb (k + 1) = 0, Sc (k + 1) = 0. If u (k + 1) is a small vector, the value function f2 that characterizes the future size of Δuo is calculated according to Equation 20.
[image: image]
Select Sa (k + 1), Sb (k + 1), Sc (k + 1) from the positive and negative small vectors that make f2 take a smaller value.
4) Continue to cycle steps 1)∼3), so that i2 follows the output of i2*, and maintains Δuo in a small range.
4 INVERTER SIDE CURRENT PREDICTION METHOD BASED ON KALMAN FILTER
According to the electric quantity relationship of AC side in Equations 5–8, the current value of inverter side can be derived by using the current of grid side and the filter capacitor voltage. Therefore, the measurement system can be simplified to measure only i2 and uc to make real-time closed-loop prediction of i1, eliminating part of the current sensor structure. Specifically, measurement i2 and uc constitute measurement matrix z(k), as defined in Equations 22, 23. Real-time prediction of i1 is performed based on Kalman filter state observer. As a closed-loop prediction scheme with strong adaptability to the system, Kalman filter algorithm can extract the estimator information from the measurement information to obtain the online estimate, which has a significant advantage in eliminating the impact of measurement noise caused by the sensor. The steps to build a Kalman filter state observer are as follows:
Firstly, the Kalman filter state observation equation is established on the basis of Equation 5:
[image: image]
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where, z(k) is the output matrix of the state observer at k time; H is the observation matrix; R is the state noise variance matrix, and Q is the measurement noise variance matrix. A prior estimate x-(k) of the state variable can be calculated by Equation 21. According to Equations 24–28, the error between x-(k) and the actual value x(k) is defined as the prior error e-(k), and the covariance of e-(k) is the prior error matrix P-(k). In the actual calculation, e-(k) is unknown, so the posterior error matrix P(k) at k-1 time is needed to calculate.
[image: image]
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Then, combining H and P-(k), the Kalman filter gain matrix K(k) is obtained.
[image: image]
Based on K(k) and observation matrix z(k), the posterior estimator xkal(k) can be obtained by modifying x-(k).
[image: image]
In order to continuously update the covariance p-(k) of the prior estimate, a posterior error matrix is calculated after modifying the state variable:
[image: image]
Where I is the identity matrix.
The specific operation flow chart of Kalman filtering is shown in Figure 2:
[image: Figure 2]FIGURE 2 | Kalman filter calculation flow.
To sum up, the overall control strategy of the strategy proposed in this paper is shown in Figure 3:
(1) Input uc and i2 sampling values to Kalman filter to obtain real-time closed-loop prediction value of i1;
(2) The optimal switch combination is calculated based on model predictive control considering multiple objectives.
[image: Figure 3]FIGURE 3 | Schematic diagram of control strategy.
5 SIMULATION
5.1 Simulation parameter
Through modeling and simulation in Matlab/Simulink, it is verified that the proposed strategy can accurately predict the inverter current and effectively suppress the neutral voltage deviation. The active filtering performance of the proposed method is compared with the PC-iAD method in reference (Chico-Villegas et al., 2023), and the PC-i1i2uc and PCi1i2uc-2steps in reference (Falkowski and Sikorski, 2018) (referred to as strategies 1, 2, and 3, respectively). Device parameters and control parameters are shown in Table 2. In particular, in order to simulate the voltage and current sensor errors in the actual device, the measurement errors of uc, i2 and e are set to ±0.5 V, ±0.5 V, and ±0.2A respectively in the simulation.
TABLE 2 | Device parameters and control parameters.
[image: Table 2]5.2 APF is only involved in electrical energy conversion
The basic function of APF is to participate in electric energy conversion and realize inverter or rectification. For this reason, the D-axis reference value of the current at the network side is set to 40A at the beginning, and the step changes to −30A after 0.03 s. The reference value of the q axis is initially 0A, and the step transition after 0.06 s is 10A. Comparing the control strategies proposed in this paper with strategies 1, 2, and 3, the control effects of the four control strategies only participate in electric energy conversion.
Firstly, it is verified that the proposed strategy can accurately predict the inverter current. As shown in Figure 4, when i2d* is constant and unchanged, the predicted value of Kalman filter is basically similar to the actual value for the D-axis component of the current on the inverter side, and the error is about ± 2A. After the mutation of i2d*, the error between the predicted value and the actual value can reach 10A, but the process only lasts tens of microseconds and ends. Similarly, for the Q-axis component of the current on the inverter side, the predicted value of Kalman filter is basically consistent with the actual value.
[image: Figure 4]FIGURE 4 | Prediction Error of i1.
Converted back to the stationary three-phase coordinate system, the mean square error of the current prediction error on the inverter side of phase A, B and C is 0.93A, 0.92A, and 0.93A, respectively, and the error is all within 2%. Obviously, Kalman filter can accurately predict the inverter current. And as shown in Figure 5, the current on the network side can be accurately and quickly output following the reference value. Therefore, the inverter side current sensor can be omitted, thus simplifying the measurement system.
[image: Figure 5]FIGURE 5 | i2* and i2.
Secondly, it is verified that the proposed strategy can effectively inhibit Δuo. As shown in Figure 6, although Δuo fluctuates, it can always be maintained in the range of [−4V, 4V], and the deviation is only 1.5% of the capacitor voltage.
[image: Figure 6]FIGURE 6 | uDC1、uDC2 and Δuo.
Finally, the output effect of APF side current is considered. As shown in Figure 7, the current waveforms of the four strategies at the network side are basically the same, and the total harmonic distortion (THD) of the four strategies within 80 ms–100 ms is also 1.26%, showing similar performance.
[image: Figure 7]FIGURE 7 | i2 under four control strategies.
5.3 APF participates in harmonic control
The common application scenario is shown in Figure 8. The APF is connected to the connecting point (PCC) after the switch K, and is in parallel with the load containing nonlinear components. In this paper, the load inductor of the rectifier is 2 mH, and the load resistance of the rectifier is 5Ω. APF needs to cooperate with the distribution network to provide fundamental current for the load, so set i2d* to 30A and i2q* to 0A. At the same time, APF should actively filter out the harmonic current in the distribution network. To this end, additional sampling of the current ipcc flowing from the distribution network into the PCC point is needed, and the harmonic component is obtained through the 50 Hz notch, which is added as the grid side current command, and the harmonic current similar to the rectifier is output, thus reducing THD (ipcc) to achieve active filtering.
[image: Figure 8]FIGURE 8 | Active filter application scenario.
As shown in Figure 9A, before APF participated in harmonic control, the existence of nonlinear loads caused a large amount of harmonic current in ipcc: THD was about 15%. As shown in Figures 9B–E, after adopting the proposed strategy in this paper, the harmonic control effect of APF is the best: THD decreases by 10.60% compared with that before treatment; THD decreased by 10.33% compared with method 1. Compared with method 2, THD decreased by 0.63%. THD decreased by 0.39% compared with method 3.
[image: Figure 9]FIGURE 9 | Harmonic analysis diagram. (A) K before closure, (B) K after closure (method in this paper), (C) K after closure (Method 1), (D) K after closure (Method 2), (E) K after closure (Method 3).
5.4 Sensitivity analysis
Considering that the sampling delay caused by analog-to-digital conversion and signal filtering processing is 1/fs, the performance of THD (i2) and THD (ipcc) in the two scenarios becomes 1.3% and 4.56% respectively, which still has a good performance.
The performance of the proposed method at different switching frequencies is listed in Table 3. Although the performance of the proposed method decreases with the decrease of switching frequency in both scenarios, it still maintains a high level. It can be seen that the switching frequency band adapted by the proposed method is relatively wide.
TABLE 3 | THD comparative analysis table.
[image: Table 3]6 CONCLUSION
Based on the discrete mathematical model of LCL APF, this paper proposes a control strategy of LCL APF based on model predictive control, which can solve the delay problem caused by LCL filter. Combined with Kalman filter, the APF performance can still be improved under the condition of simplifying the measurement system. Simulation verification is as follows:
1) Kalman filter can accurately predict the APF inverter current, and the error is less than 2%. After the predicted value is used, the current on the network side can change accurately and quickly with the reference value. Therefore, it can save the current sensor and simplify the measurement system.
2) The newly proposed MPC strategy improves the performance of APF: THD decreases by about 10% compared with that before treatment. It can also achieve lower THD than existing MPC strategies. This strategy does not need to change the weight factor according to the device parameters, so it is easy to use.
The control method proposed in this paper is verified by Matlab/Simulink simulation. There are stray parameters in the power device in the actual device, and the sampling and calculation delay also affect the control performance. Therefore, the next step is to build a physical platform to further test the proposed method.
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Parameter meter merical value
rated power (W) 1,500 rotor outer diameter(mm) 69
rated voltage(V) 72 rotor inner diameter(mm) 30
stator pole number 2 stator polar arc coefficient 05
rotor pole number 8 rotor polar are coefficient 0355
stator outer diameter(mm) 120 overlapping coefficient 0.95
stator inner diameter(mm) 69.8 silicon steel sheet model 50W270_2DSF0.950
core length(mm) 828
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Itei Value

MM(C station

‘Transformer ratio/kV. 110/208
Transformer capacity/MVA 120
Transformer leakage reactance/p.u. 0.14
Rated DC voltage/kV [ £200
Submodules (SMs) 236
SM capacitance/uF 1967
Arm reactance/mH 135
MMC rated power/MW 100

Load

Transformer ratio/kV. 110/35
Transformer capacity/MVA 100
Transformer leakage reactance/p.u. 01

Synchronous condenser

Rated capacity/MVA 200
Transformer ratio/kV. 11020
Transformer leakage reactance/p.u. 011

0.111 X 0.165 Xy 0317

X 153 X 148 H 1495
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Number of submodules
Denotes phase (a, b, ¢)

Thevenin equivalent voltage of the connected AC
network

Thevenin equivalent impedance of the connected AC
network

Voltage at PCC.
Output power of the MMC station

Transformer leakage inductance

Phase angle signal

Rated angular frequency

Time constant of the PSL.

Damping coefficient of the PSL.

Components of the PCC voltage

Components of the MMC output current

Reference signals of the MMC differential-mode voltage

Inputs to the current controller

Components of the MMC differential-mode voltage

Impedance angle of the connected AC network
Denotes the connected AC system in the block diagram
Denotes voltage controller in the block diagram

Denotes MMC station plus current controller in the
block diagram

Denotes a two-input two-output system

Relative gain between the jth input and ith output
RGA

System input

System output

State variables of the system

System output

System input

Coefficient matrices

Proportional/integral gains of the current controller
Voltage/current phasors of the load node
Admittance of the load

Steady-state electrical/mechanical powers of the
synchronous machine

Reference mechanical power
Rotor speed-governor speed droop coefficient
Steady-state reactive power of the synchronous machine

Steady-state terminal voltage of the synchronous
machine

Output reactive power reference

Terminal voltage-output reactive power droop
coefficient

Nodal admittance matrix

Injecting the current phasor vector of the power grid
network

Node voltage vector of the power grid network
Load current/voltage small-disturbance vectors

Synchronous machine current/voltage small-disturbance
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Device Model Parameter
IGBT IKW75N60TA 600.0V/75.0A
Voltage Hall sensor LV25-P 10.0V~500.0V
Current Hall sensor LA25-NP ~250A~+25.0A
IGBT driver chip ACPL-336] 150V~30.0V
IGBT drive power module Qa1 240V to +150V/-80V
Programmable DC sources 1T6726B 160.0V/40.0A/3000.0W
DC electronic load 1 IT8514C 120.0V/240.0A/1500.0W
DC electronic load 2 178512 1200V/30.0A/300.0W






OPS/images/fenrg-12-1416785/math_5.gif





OPS/images/fenrg-12-1416785/math_3.gif
P+ max {|n,|. s} P





OPS/images/fenrg-12-1416785/math_4.gif





OPS/images/fenrg-12-1370585/fenrg-12-1370585-g015.gif
SCRe28 - SCRe1S — SCRe1S -~ SCi CRea s — i it

Vel nr VoM HE LM Vosge i

Harmonic Factor(%) »

Harmonic Voltage Order(n)

WEnl — SCR-28 —SCR-TA—

Screas)

SCREE— SCRes ——SCRe1

prm—r
% Corrent HE Limit

208 s
AN

Harmonic Current Order(n)

c o
3 2

or
8
15 s
' '
3 ‘ | | ; I I I I I

1§ 2 25 3 a5 4






OPS/images/fenrg-12-1370585/fenrg-12-1370585-g014.gif
Marmonic Factor(%) >

Harmonic Corent Onder®)

Herca) m

Harmonic Current Order(n)





OPS/images/fenrg-12-1370585/fenrg-12-1370585-g013.gif
T =)

g g
= £
E g

AC Voltage(kV) AC Voltage(kV)





OPS/images/fenrg-12-1370585/fenrg-12-1370585-g012.gif





OPS/images/fenrg-12-1400285/inline_49.gif





OPS/images/fenrg-12-1370585/fenrg-12-1370585-g011.gif
‘Capscitance(uF)





OPS/images/fenrg-12-1400285/inline_48.gif





OPS/images/fenrg-12-1370585/fenrg-12-1370585-g010.gif





OPS/images/fenrg-12-1400285/inline_47.gif





OPS/images/fenrg-12-1370585/fenrg-12-1370585-g009.gif





OPS/images/fenrg-12-1400285/inline_46.gif





OPS/images/fenrg-12-1370585/fenrg-12-1370585-g008.gif





OPS/images/fenrg-12-1400285/inline_45.gif





OPS/images/fenrg-12-1370585/fenrg-12-1370585-g007.gif





OPS/images/fenrg-12-1400285/inline_44.gif





OPS/images/fenrg-12-1400285/inline_43.gif





OPS/images/fenrg-12-1400285/inline_42.gif





OPS/images/fenrg-12-1400285/inline_41.gif





OPS/images/fenrg-12-1400285/inline_40.gif
U, — 1





OPS/images/fenrg-12-1370585/fenrg-12-1370585-t001.jpg
eferences tering method
Yang et al. (2022), Farghly et al. (2022), Du et al. (2022) Active power filter
Liu et al. (2020) New AC filtering system
Huang et al. (2022) | Hybrid active power filter
Li etal. (2012) New induction filter
Zhai et al. (2017), Zhao et al. (2022), Xue et al. (2018) | Parallel-connected fixed capacitor
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| THD 15 13 | 0.94 0.97 | 0.90 0.42 [ L10 0.48






OPS/images/fenrg-12-1400285/inline_53.gif





OPS/images/fenrg-12-1400285/inline_52.gif
U, — 1





OPS/images/fenrg-12-1400285/inline_51.gif





OPS/images/fenrg-12-1400285/inline_50.gif





OPS/images/fenrg-12-1400285/inline_5.gif





OPS/images/fenrg-12-1439210/fenrg-12-1439210-g004.gif
0
va
o

o5

e

ey

»

r

5

s





OPS/images/fenrg-12-1439210/fenrg-12-1439210-g005.gif
v

D

e,0-R7.9]

B4






OPS/images/fenrg-12-1439210/fenrg-12-1439210-g003.gif





OPS/images/fenrg-12-1439210/math_10.gif
Af(s) = (14 Tus)AP,
() (—(DOykij.‘okm)(S'—oZEwns‘w’) 10)






OPS/images/fenrg-12-1439210/fenrg-12-1439210-t003.jpg
Kp=0 Kp Kp = 30

Rotor speed ‘ 0847 ‘ 0.852 0.867 ‘
Minimum output power (p.u.) ‘ 0761 ‘ 0730 0.673 ‘
Maximu frequency deviation (Hz) ‘ ‘ 0.20 017 ‘





OPS/images/fenrg-12-1439210/math_1.gif
Pry = = PRV, uicr (A, B) [0





OPS/images/fenrg-12-1439210/fenrg-12-1439210-t001.jpg
Parameters Value/unit

\ Stator resistance 0.0048 p.u.
‘ Rotor resistance 00055 pau.
‘ Leakage inductance coefficient 0.0468 pou.
‘ Excitation reactance 3954 pu.
‘ Wind turbine inertia 35pu

‘ Generator inertia 12 pa

|

DC bus capacitance 0,003 pau.
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Parameters GSVSC1 GSVSC2 GSVSC3 WFVSC3/

4

Voltage control 5 60] (5 60 (5 60] 210
loop

Current control [3 150 (3 150] [3 150] [1.5 60]

loop
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Parameters

Value (unit)

MMC-UHVDC system Active power (bipolar) 8,000 MW
Reactive power (bipolar) 2,400 Mvar
DC voltage £800 KV
DC current 5kA
Modular multilevel converter (MMC) Active power 2,000 MW
Reactive power 600 Mvar
DC voltage 400 kV
DC current 5kA
AC voltage on valve side 208 kV
Number of sub-modules 192+ 10

EBSM: 116, HBSM: 86

Rated operating voltage of sub-modules

21kv

Sub-module capacitance

24 mF

Bridge Arm Inductors

20 mH
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C

rol strategy

CM1 CcM2 CM3

Initial DC voltage/kV 399.89 399.89 399.89
Steady-state DC voltage/kV' 399.99 399.96 399.90
DC voltage deviation/kV -0.1 -0.07 -001
DC voltage deviation rate/% 0.025 0018 0.0025
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arameters Numerical vals

The nominal capacity of VSC1~VSC5 stations (MW)  250/200/200/150/150

Initial-setting reference power of VSC1~VSC5 (MW) | ~220/-100/115/85/100

DC capacitance (uF) 1,000

» Nominal DC voltage (kV) 400
| Coupling transformer ratio 2201200
VSCI/VSC2 droop coefficient 03/0.15
KK 02/05

KK 005/0.1






OPS/images/fenrg-12-1363267/fenrg-12-1363267-t002.jpg
C
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CM1 CcM2 CM3

Initial DC voltage/kV 399.89 399.77 399.88
Steady-state DC voltage/kV' 393.81 395.20 399.76
DC voltage deviation/kV 6.08 457 0.12

DC voltage deviation rate/% 152 114 0.03
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C ol strategy CM1 CM2

Initial DC voltage/kV 399.89 399.89

Steady-state DC voltage/kV 39376 39376
DC voltage deviation/kV 012 012

DC voltage deviation rate/% 0.03 003






OPS/images/fenrg-12-1363267/fenrg-12-1363267-g005.gif





OPS/images/fenrg-12-1429295/inline_124.gif





OPS/images/fenrg-12-1363267/fenrg-12-1363267-g006.gif
L

[






OPS/images/fenrg-12-1429295/inline_125.gif
2,





OPS/images/fenrg-12-1363267/fenrg-12-1363267-g007.gif
Actveposr V51

c e poncorise:

e B





OPS/images/fenrg-12-1429295/inline_122.gif





OPS/images/fenrg-12-1363267/fenrg-12-1363267-g008.gif





OPS/images/fenrg-12-1429295/inline_123.gif





OPS/images/fenrg-12-1429295/inline_120.gif





OPS/images/fenrg-12-1429295/inline_121.gif





OPS/images/fenrg-12-1363267/fenrg-12-1363267-g004.gif





OPS/images/fenrg-12-1429295/inline_12.gif





OPS/images/fenrg-12-1447094/math_23.gif
@





OPS/images/fenrg-12-1447094/math_22.gif





OPS/images/fenrg-12-1447094/math_21.gif
Xy v bgu





OPS/images/fenrg-12-1447094/math_20.gif
L,"— ~ jany, (20





OPS/images/fenrg-12-1447094/math_2.gif
cr (1.6) = 0,615 {o.owm +






OPS/images/fenrg-12-1447094/math_19.gif
S joy, (9





OPS/images/fenrg-12-1447094/math_18.gif
as)





OPS/images/fenrg-12-1447094/math_17.gif
U, =RIL+ 7* o,
a)






OPS/images/fenrg-12-1447094/math_16.gif
bl O3 »z.b)'

Z 1207+ 2.2, @)





OPS/images/fenrg-12-1447094/math_15.gif
as)





OPS/images/fenrg-12-1447094/math_14.gif





OPS/images/fenrg-12-1447094/math_13.gif





OPS/images/fenrg-12-1447094/math_12.gif
P+jQ = -IU.

1 " Zm
Tz,.) ]

x ((1-s)cos(y) + jsin(y)) 12)






OPS/images/fenrg-12-1447094/math_11.gif





OPS/images/fenrg-12-1447094/math_10.gif
P, +P, =(1~-35)P,





OPS/images/fenrg-12-1447094/math_1.gif
P

PN B

[0





OPS/images/fenrg-12-1447094/fenrg-12-1447094-t002.jpg
P 20 x 3 MW
v 23KV

Vae 4,600 V

P 4

R 0020 @

Ly 0159 mH

R, 0014 Q

Lie 0.141 mH
Luid 2557 mH
Lung 2557 mH

z 0,003 +j6.588 O
z 0014 + 26351 ©
z 0,003 + j6.588
z 0,008 + j16.469 ©
R, 17.567 Q






OPS/images/fenrg-12-1447094/fenrg-12-1447094-t001.jpg
Parameters

K 200
by 30
B 90
B 270
K, of P 001

K of PI 10






OPS/images/fenrg-12-1447094/fenrg-12-1447094-g009.gif





OPS/images/fenrg-12-1447094/fenrg-12-1447094-g008.gif





OPS/images/fenrg-12-1429295/inline_10.gif





OPS/images/fenrg-12-1429295/inline_100.gif





OPS/images/fenrg-12-1429295/fenrg-12-1429295-t003.jpg
Effect factor Influence

P Irrelevant

Q Negative correlation

x Negative correlation

D Before IWP: positive correlation; after IWP: negative
correlation






OPS/images/fenrg-12-1429295/inline_1.gif





OPS/images/fenrg-12-1429295/fenrg-12-1429295-t001.jpg
Parameter

Ey 39837V D 0.001

Q 1 kVar L 1 mH

P 10kW Q 1kVar






OPS/images/fenrg-12-1414068/inline_15.gif
|





OPS/images/fenrg-12-1429295/fenrg-12-1429295-t002.jpg
Parameter

Ey 39837V D 0.001

Q 20 kVar L 1 mH

P 200 kW Q 20kVar






OPS/images/fenrg-12-1414068/inline_14.gif





OPS/images/fenrg-12-1429295/fenrg-12-1429295-g009.gif





OPS/images/fenrg-12-1414068/inline_13.gif
TR





OPS/images/fenrg-12-1429295/fenrg-12-1429295-g010.gif





OPS/images/fenrg-12-1414068/inline_12.gif
Su,






OPS/images/fenrg-12-1429295/fenrg-12-1429295-g007.gif
B T T





OPS/images/fenrg-12-1414068/inline_11.gif





OPS/images/fenrg-12-1429295/fenrg-12-1429295-g008.gif
BB RO O






OPS/images/fenrg-12-1414068/inline_10.gif
[0'8





OPS/images/fenrg-12-1414068/inline_1.gif
Ay i,





OPS/images/fenrg-12-1414068/fenrg-12-1414068-t001.jpg
Econor ndicator Case 1 Case 2 Case

Revenue of emergency power supply 166,822.87 144,952.32 0.00
Revenue of peak-valley arbitrage 347,545.76 347,545.76 347,545.76
Revenue of distributed renewable energy consumption 10037.46 10,037.46 10037.46
Total cost of energy storage 442,795.23 430,113.62 319,767.01
Total revenue 81,610.86 7242193 3781621






OPS/images/fenrg-12-1414068/fenrg-12-1414068-g001.gif
e

e ———
i

&~ ‘ﬁ“z)‘_z:.nm@»‘w‘ =
it pove i

i e oy
e —

iy sy

= S5 SRS

& T soiions &

[o—

Uppertot e

St S

T T





OPS/images/fenrg-12-1414068/crossmark.jpg
©

|





OPS/images/fenrg-12-1447094/math_9.gif
©





OPS/images/fenrg-12-1447094/math_8.gif
U.F|

®





OPS/images/fenrg-12-1447094/math_7.gif





OPS/images/fenrg-12-1447094/math_6.gif
®





OPS/images/fenrg-12-1447094/math_5.gif
= p(4R)
. L ©





OPS/images/fenrg-12-1447094/math_4.gif
@





OPS/images/fenrg-12-1447094/math_3.gif
L e
A+008(25+P) 1+ (25+p)

o





OPS/images/fenrg-12-1447094/math_26.gif
26






OPS/images/fenrg-12-1447094/math_25.gif
(25)






OPS/images/fenrg-12-1447094/math_24.gif
Az +Bu+L(y-y)
cz

(@9





OPS/images/fenrg-12-1430580/math_21.gif
Ky vy, —d- 8~ - Ad,

(@





OPS/images/fenrg-12-1430580/math_20.gif
(20





OPS/images/fenrg-12-1430580/math_2.gif
Vi=—

@





OPS/images/fenrg-12-1430580/math_19.gif
(9





OPS/images/fenrg-12-1430580/math_18.gif
Jun
AN v

K a8)






OPS/images/fenrg-12-1430580/math_17.gif
7)





OPS/images/fenrg-12-1430580/math_16.gif
AV = Vo of = Vi





OPS/images/fenrg-12-1430580/math_15.gif





OPS/images/fenrg-12-1430580/math_14.gif
i






OPS/images/fenrg-12-1430580/math_13.gif





OPS/images/fenrg-12-1430580/math_11.gif
an





OPS/images/fenrg-12-1430580/math_10.gif
10





OPS/images/fenrg-12-1430580/math_1.gif
0





OPS/images/fenrg-12-1430580/inline_5.gif
Gy, a($)





OPS/images/fenrg-12-1430580/inline_4.gif





OPS/images/fenrg-12-1430580/inline_3.gif





OPS/images/fenrg-12-1430580/inline_2.gif





OPS/images/fenrg-12-1430580/inline_1.gif
Vic'





OPS/images/fenrg-12-1344749/math_14.gif
a9





OPS/images/fenrg-12-1344749/math_15.gif





OPS/images/fenrg-12-1344749/math_16.gif
1





OPS/images/fenrg-12-1430580/math_12.gif
APy | _ 4Py
| v,

=M (e~ Vi) 2





OPS/images/fenrg-12-1344749/math_10.gif
0





OPS/images/fenrg-12-1344749/math_11.gif
T )P a
o






OPS/images/fenrg-12-1344749/math_12.gif
d(M.v)
= = Cum Ty - @ A (T, = Ty) 12






OPS/images/fenrg-12-1344749/math_13.gif
~Cpm Ty = @A, (T, = Ty) 13





OPS/images/fenrg-12-1344749/fenrg-12-1344749-g009.gif





OPS/images/fenrg-12-1344749/fenrg-12-1344749-g010.gif





OPS/images/fenrg-12-1344749/math_1.gif





OPS/images/fenrg-12-1430580/fenrg-12-1430580-t001.jpg
Parameter PV1 PV2 PV3
a 1.428 1.643 1.820
Short-circuit current 824 83A | 544
Open-circuit voltage 329V | 363V | M2V
Serial number of electricity generation units 54 60 7
Serial number of photovoltaic arrays 30 s | »
Parallel number of photovoltaic arrays 84 55 66
Rated output power 504 kW | 302kW | 251 kW
Droop coefficient 150 120 75
Kot 0.001 o001 | 0001
Ku [ 01 ol
Phase margin of the dPy/dv,, regulator 76" [
Bandwidth of the dP,/dv,, regulator S80H, | 580 Mz | S80Hz
Switching frequency of IGBT 10kHz | 10kHz | 10 kHz






OPS/images/fenrg-12-1418229/fenrg-12-1418229-g002.gif
ConntVolugs Comol 1 by 0
O}

Ua i
P 1 e [
0 o] i | 4P

i






OPS/images/fenrg-12-1418229/fenrg-12-1418229-g001.gif
OS¢

xS ide






OPS/images/fenrg-12-1418229/crossmark.jpg
©

|





OPS/images/fenrg-12-1447094/fenrg-12-1447094-g007.gif
() Resctive power of DFIG-





OPS/images/fenrg-12-1447094/fenrg-12-1447094-g006.gif
) Reactive power of DFIG





OPS/images/fenrg-12-1447094/fenrg-12-1447094-g005.gif





OPS/images/fenrg-12-1447094/fenrg-12-1447094-g004.gif
2 e






OPS/images/fenrg-12-1447094/fenrg-12-1447094-g003.gif





OPS/images/fenrg-12-1447094/fenrg-12-1447094-g002.gif
P
i

W,





OPS/images/fenrg-12-1447094/fenrg-12-1447094-g001.gif
= Bofar cucrent it
—— Stator currat limit
—— Rotor voltage limit

o

0 0102 0304050607 05
- clive Lower (D)





OPS/images/fenrg-12-1418229/fenrg-12-1418229-g009.gif
:_@ a e ——






OPS/images/fenrg-12-1447094/crossmark.jpg
©

|





OPS/images/fenrg-12-1418229/fenrg-12-1418229-g008.gif
Sysem frequency.

iy i






OPS/images/fenrg-12-1430580/math_9.gif
i (s) = W)
svi (). = 3 )





OPS/images/fenrg-12-1418229/fenrg-12-1418229-g007.gif
i

o [ —

[P ——
v jpry

DC capacitor Voltage.





OPS/images/fenrg-12-1430580/math_8.gif
18) ~ 4 (s)

i (5) ®





OPS/images/fenrg-12-1418229/fenrg-12-1418229-g006.gif





OPS/images/fenrg-12-1418229/fenrg-12-1418229-g005.gif
Cas002:






OPS/images/fenrg-12-1418229/fenrg-12-1418229-g004.gif
CVI Control

gy
I B NE
coniol |} e ]2






OPS/images/fenrg-12-1418229/fenrg-12-1418229-g003.gif
Usdtiond intf il

Vol [o—
e V] oo [

T






OPS/images/fenrg-12-1430580/math_7.gif
@)





OPS/images/fenrg-12-1430580/math_6.gif
®





OPS/images/fenrg-12-1430580/math_5.gif
©





OPS/images/fenrg-12-1430580/math_4.gif
@





OPS/images/fenrg-12-1430580/math_3.gif





OPS/images/fenrg-12-1430580/math_26.gif
ol

T (s) = 0.001 +
(26)






OPS/images/fenrg-12-1430580/math_25.gif
(25)





OPS/images/fenrg-12-1430580/math_24.gif
Avp Cvpu (5) X T115)
e S BIE LD oy
(&) GO TG x 2K ¢

Gi(s) =





OPS/images/fenrg-12-1430580/math_23.gif
S XLXSHDX Vo

Coxlxs - KoxLxs+d

@





OPS/images/fenrg-12-1430580/math_22.gif
Bipy + KB = 2K B @)





OPS/images/fenrg-12-1418229/math_5.gif
Uy o

Uy +tAU=U,  +K Aw,





OPS/images/fenrg-12-1418229/math_4.gif
(4)






OPS/images/fenrg-12-1418229/math_3.gif
[©
P-D(@-w,),





OPS/images/fenrg-12-1418229/math_2.gif
@





OPS/images/fenrg-12-1418229/math_13.gif
. a3






OPS/images/fenrg-11-1342854/fenrg-11-1342854-t001.jpg
Parameter

Number of training episodes 3,000
Time steps in one episode 3

Learning rate 0.001
Discount factor 09

Replay buffer size 5,000
Minibatch size 16






OPS/images/fenrg-11-1342854/inline_1.gif
(k/2)"





OPS/images/fenrg-11-1342854/inline_2.gif
Q" (s,,a,)





OPS/images/fenrg-11-1342854/inline_3.gif





OPS/images/fenrg-11-1342854/fenrg-11-1342854-g007.gif





OPS/images/fenrg-11-1342854/fenrg-11-1342854-g008.gif





OPS/images/fenrg-11-1342854/fenrg-11-1342854-gx001.gif





OPS/images/fenrg-11-1342854/fenrg-11-1342854-gx002.gif





OPS/images/fenrg-11-1342854/fenrg-11-1342854-g005.gif
i
il

EESEEEEEE]
o o e

It hekeghy’





OPS/images/fenrg-11-1342854/fenrg-11-1342854-g006.gif
i Akl






OPS/images/fenrg-12-1424389/crossmark.jpg
©

|





OPS/images/fenrg-12-1418229/math_9.gif
AU, U, JAww,.





OPS/images/fenrg-12-1418229/math_8.gif
(2Uge + AUy ) AUy
R WYY

AUscUso
yu

®





OPS/images/fenrg-12-1418229/math_7.gif
C, - U]
af = Ui

3Cael (Vo

AEy = 5

[+ 2 ).
s

@)





OPS/images/fenrg-12-1418229/math_6.gif
(6)





OPS/images/fenrg-12-1418229/inline_2.gif
k.





OPS/images/fenrg-12-1418229/inline_1.gif





OPS/images/fenrg-12-1418229/fenrg-12-1418229-t001.jpg
Parameter

Sy 300 kW Jusa 4.05kg-m*
Useo 1800 V. Dyso 75.99

I 50 Hz c 20 mF
Prai 200 kW R 0001 ©
APy 15kW L 3mF






OPS/images/fenrg-12-1418229/fenrg-12-1418229-g010.gif
System ey
7 v,






OPS/images/fenrg-11-1342854/math_11.gif
)





OPS/images/fenrg-11-1342854/math_2.gif
@





OPS/images/fenrg-11-1342854/math_3.gif
o

i resist attacks success fully
5, else





OPS/images/fenrg-11-1342854/inline_7.gif





OPS/images/fenrg-11-1342854/inline_8.gif
{priority, (s, @, 7,5, )1





OPS/images/fenrg-11-1342854/math_1.gif
[0





OPS/images/fenrg-11-1342854/math_10.gif
(10)





OPS/images/fenrg-11-1342854/inline_4.gif





OPS/images/fenrg-11-1342854/inline_5.gif
Upes Wiy eney Wi |






OPS/images/fenrg-12-1418229/math_12.gif
)






OPS/images/fenrg-11-1342854/inline_6.gif
A=A A,...,A |





OPS/images/fenrg-12-1418229/math_11.gif
Calao _ AVaCacllan _ KCacllsen _ heCaclly
B, hews, | ey 2

VH. an






OPS/images/fenrg-12-1418229/math_10.gif





OPS/images/fenrg-12-1418229/math_1.gif
c,u,m:o.sns(

PrRLCy (LAY,

16
e -04p-5

0





OPS/images/fenrg-12-1418229/inline_4.gif





OPS/images/fenrg-12-1418229/inline_3.gif
k.





OPS/images/fenrg-12-1424389/inline_106.gif
{Prewk |





OPS/images/fenrg-12-1430580/fenrg-12-1430580-g008.gif
T et ok oY avaent





OPS/images/fenrg-12-1424389/inline_105.gif





OPS/images/fenrg-12-1430580/fenrg-12-1430580-g007.gif





OPS/images/fenrg-12-1424389/inline_104.gif
AW it





OPS/images/fenrg-12-1430580/fenrg-12-1430580-g006.gif
ST T
P ]F o 7v.] -
5






OPS/images/fenrg-12-1424389/inline_103.gif





OPS/images/fenrg-12-1430580/fenrg-12-1430580-g005.gif





OPS/images/fenrg-12-1424389/inline_102.gif
Cde





OPS/images/fenrg-12-1430580/fenrg-12-1430580-g004.gif





OPS/images/fenrg-12-1424389/inline_101.gif
K ¢





OPS/images/fenrg-12-1430580/fenrg-12-1430580-g003.gif
rrs—

| e





OPS/images/fenrg-12-1424389/inline_100.gif
{Pepk }





OPS/images/fenrg-12-1430580/fenrg-12-1430580-g002.gif
et






OPS/images/fenrg-12-1430580/fenrg-12-1430580-g001.gif
i






OPS/images/fenrg-12-1344749/math_3.gif





OPS/images/fenrg-12-1344749/math_4.gif





OPS/images/fenrg-12-1430580/fenrg-12-1430580-g010.gif





OPS/images/fenrg-12-1430580/fenrg-12-1430580-g009.gif
i v ¢

TG AT SR A Sl





OPS/images/fenrg-12-1344749/math_20.gif





OPS/images/fenrg-12-1344749/math_21.gif
@





OPS/images/fenrg-12-1344749/math_22.gif
ko + 8k, 8 6>15"

ks = 1 Ka - Ak, A 8<15°

@)





OPS/images/fenrg-12-1344749/math_23.gif
{kwAh A0>15"

ko - Ak, A B<15° @3)





OPS/images/fenrg-12-1344749/math_17.gif
Mg, ()






OPS/images/fenrg-12-1344749/math_18.gif





OPS/images/fenrg-12-1344749/math_19.gif





OPS/images/fenrg-12-1344749/math_2.gif
@





OPS/images/fenrg-12-1424389/inline_109.gif





OPS/images/fenrg-12-1424389/inline_108.gif





OPS/images/fenrg-12-1424389/inline_107.gif





OPS/images/fenrg-12-1424389/fenrg-12-1424389-g006.gif
-Aditve Pave MW B
52808

Aciv Powee AW

15, [=—DAS P, ——HAS P]

G W
e

[ DS sl SOC —— WA i S0}

o,

Acive PoserAW.






OPS/images/fenrg-12-1424389/fenrg-12-1424389-g005.gif
Active Powet/ MW~ 2
Y

O G G E3

T

[ I S0C TS i 50}

os}

Active Power MW

=y —— ]

.





OPS/images/fenrg-12-1424389/fenrg-12-1424389-g004.gif
Fpiiis
it Bt AN

RS SOC —— R S01]






OPS/images/fenrg-12-1424389/fenrg-12-1424389-g003.gif





OPS/images/fenrg-12-1424389/fenrg-12-1424389-g002.gif





OPS/images/fenrg-12-1424389/fenrg-12-1424389-g001.gif





OPS/images/fenrg-11-1342854/fenrg-11-1342854-g004.gif
R

T gl






OPS/images/fenrg-11-1342854/crossmark.jpg
©

|





OPS/images/fenrg-11-1342854/fenrg-11-1342854-g001.gif
[——
Control Layer

i | | nsemeain
ot
et T

P Infrastructure Layer






OPS/images/fenrg-11-1342854/fenrg-11-1342854-g002.gif
SRR S S Sl ol

e N s ‘nan





OPS/images/fenrg-11-1342854/fenrg-11-1342854-g003.gif
psnsabig s

¥





OPS/images/fenrg-12-1344749/math_6.gif
Al aec.

MG = Gy (T~ Ted) - Qs (©)





OPS/images/fenrg-12-1344749/math_7.gif
@





OPS/images/fenrg-12-1344749/math_8.gif
G (Tue = Tue) + Qs ®





OPS/images/fenrg-12-1344749/math_9.gif
©





OPS/images/fenrg-12-1344749/math_5.gif





OPS/images/fenrg-12-1424389/inline_10.gif
P





OPS/images/fenrg-12-1424389/inline_1.gif





OPS/images/fenrg-12-1424389/fenrg-12-1424389-t002.jpg
Simulation setting L3 %  PFR revenue (CNY) Electricity revenue (CNY) otal revenue (CN

BESS for PER scenario 1 PER only 285 0 5056.43 _ 505643
Arbitrage only [ - 231363 231363

DAS | sss1 | 750 6,515.56 321681 973237

DAS and HAS 0 927194 272441 11,99635

BESS for PR scenario 2 PER only 1275 | 0 2,300.17 _ 230017
Arbitrage only [ _ 252701 252701

DAS 1775 | 145 43849 305593 349442

DAS and HAS 0 3,194.87 2,20850 540337






OPS/images/fenrg-12-1424389/fenrg-12-1424389-t001.jpg
Parameter Numerical value Parameter Numerical value

7(s) ‘ 900 APy (MW) 2

[y (Hz) ‘ 50 P (MW) 18
Cpyr (CNY) ‘ 180 50Giin 09
<4 (CNY/MW) ‘ 3125 SOCin | o1
» ‘ 095 Hnin (p = 095) | 169
Kpi ‘ 80 Hone (p = 0.99) 258






OPS/images/fenrg-12-1406654/inline_1.gif





OPS/images/fenrg-12-1406654/fenrg-12-1406654-t001.jpg
Inherent hosting

Maximum hosting

Maximum hosting

Computational

capacity total(MW) capacity total(MW) capacity of feeder(MW) time(s)
Our method 712 1225 | 063 574
Demand response enhancement - 1234 ‘ 064 755
(SUN et al,, 2021)
Stochastic scenario simulation 610 1114 ‘ 056 193

(Ding and Mather, 2016)






OPS/images/fenrg-12-1406654/fenrg-12-1406654-g001.gif





OPS/images/fenrg-12-1406654/crossmark.jpg
©

|





OPS/images/fenrg-12-1400285/math_9.gif
{

4y
Gls)

G(s)Au
C(sI-A)'B+D





OPS/images/fenrg-12-1400285/math_8.gif
p A BAY @






OPS/images/fenrg-12-1400285/math_7.gif
(7)





OPS/images/fenrg-12-1400285/math_6.gif
)m..-:w[

a0 (i41)

®





OPS/images/fenrg-12-1406654/inline_11.gif





OPS/images/fenrg-12-1406654/inline_10.gif





OPS/images/fenrg-12-1400285/math_36.gif
(- YuN-YuM ))ALy = (Y + YoW + YuM L)AU
(36)





OPS/images/fenrg-12-1400285/math_35.gif
K- FYy + FY5 (Yo - E) Wou
Py H- P (VDY
(- Yo 'YuM ']
(E=Yo)" (Yo + YoM 'L)

39






OPS/images/fenrg-12-1400285/math_34.gif
{AUW =NAL, + WAU gy

AUy, = M JATLy + M TAU ., G4





OPS/images/fenrg-12-1400285/math_33.gif
FALy,

HAUq,, + JA6y, + KAU ..

(33)





OPS/images/fenrg-12-1400285/math_32.gif
(32)
Al g, = EAU 4,





OPS/images/fenrg-12-1400285/math_31.gif
(3 AU 14 + Y AU, + Y3 AU

(31)





OPS/images/fenrg-12-1400285/math_30.gif
(30)






OPS/images/fenrg-12-1400285/math_5.gif
©





OPS/images/fenrg-12-1400285/math_4.gif
P fjeosa - st -0
. @

v UE
= Csina 4 Tsina(8 - a)






OPS/images/fenrg-12-1400285/math_37.gif
G(0)= (Y, +Y . W+Y ML) (I1-Y,

Y M. (37)





OPS/images/fenrg-12-1406654/inline_3.gif





OPS/images/fenrg-12-1406654/inline_29.gif





OPS/images/fenrg-12-1406654/inline_28.gif
Pagg,i t





OPS/images/fenrg-12-1406654/inline_27.gif
p"* (&)





OPS/images/fenrg-12-1406654/inline_26.gif





OPS/images/fenrg-12-1406654/inline_25.gif
Q= 1Py €RV: po, =c+ G- € Cf





OPS/images/fenrg-12-1406654/inline_24.gif
C={o=<l§<1,






OPS/images/fenrg-12-1406654/inline_23.gif





OPS/images/fenrg-12-1406654/inline_22.gif
Pr





OPS/images/fenrg-12-1406654/inline_21.gif
Px





OPS/images/fenrg-12-1406654/inline_2.gif





OPS/images/fenrg-12-1406654/inline_19.gif





OPS/images/fenrg-12-1406654/inline_18.gif





OPS/images/fenrg-12-1406654/inline_17.gif
G=[g1....9n,) € RV






OPS/images/fenrg-12-1406654/inline_16.gif





OPS/images/fenrg-12-1406654/inline_15.gif





OPS/images/fenrg-12-1406654/inline_14.gif





OPS/images/fenrg-12-1406654/inline_13.gif





OPS/images/fenrg-12-1406654/inline_12.gif





OPS/images/fenrg-12-1406654/inline_20.gif
a, € R






OPS/images/fenrg-12-1374467/fenrg-12-1374467-g004.gif
Distribution curve of node voltage error.





OPS/images/fenrg-12-1374467/fenrg-12-1374467-g003.gif





OPS/images/fenrg-12-1374467/fenrg-12-1374467-g002.gif





OPS/images/fenrg-12-1406654/math_17.gif
Paggit S Pagais S Paggis (17)





OPS/images/fenrg-12-1374467/fenrg-12-1374467-g001.gif





OPS/images/fenrg-12-1406654/math_16.gif
Qp(E)=sy (16)





OPS/images/fenrg-12-1374467/crossmark.jpg
©

|





OPS/images/fenrg-12-1406654/math_15.gif
Ep”(&)<o (15)





OPS/images/fenrg-12-1363323/math_qu6.gif
.- [cm scarm, 3






OPS/images/fenrg-12-1406654/math_14.gif
+ G

(14)





OPS/images/fenrg-12-1363323/math_qu5.gif





OPS/images/fenrg-12-1406654/math_13.gif
" 4 min max0 a3
Lo, in Duax





OPS/images/fenrg-12-1363323/math_qu4.gif





OPS/images/fenrg-12-1406654/math_12.gif
12)





OPS/images/fenrg-12-1406654/math_11.gif





OPS/images/fenrg-12-1406654/math_10.gif
p. = max (0, —£) = min (@, )| fial, 0





OPS/images/fenrg-12-1406654/math_1.gif
i g e g s






OPS/images/fenrg-12-1406654/inline_9.gif





OPS/images/fenrg-12-1374467/fenrg-12-1374467-g006.gif





OPS/images/fenrg-12-1374467/fenrg-12-1374467-g005.gif





OPS/images/fenrg-12-1406654/inline_8.gif





OPS/images/fenrg-12-1406654/inline_7.gif
X, max
P





OPS/images/fenrg-12-1406654/inline_6.gif





OPS/images/fenrg-12-1406654/inline_5.gif





OPS/images/fenrg-12-1406654/inline_4.gif





OPS/images/fenrg-12-1406654/inline_34.gif





OPS/images/fenrg-12-1406654/inline_33.gif
Apy





OPS/images/fenrg-12-1406654/inline_32.gif
[ ov.end





OPS/images/fenrg-12-1406654/inline_31.gif
[ ov,0





OPS/images/fenrg-12-1406654/inline_30.gif





OPS/images/fenrg-12-1374467/math_4.gif
@





OPS/images/fenrg-12-1374467/math_3.gif
o






OPS/images/fenrg-12-1374467/math_24.gif
(24





OPS/images/fenrg-12-1374467/math_23.gif
(23





OPS/images/fenrg-12-1374467/math_22.gif
Po = LPu + (T (TP, )R, - Qu X,y
U«:Z( LPu+3( (AU S)AHONR, - Qu Xy

(22)





OPS/images/fenrg-12-1374467/math_21.gif
U;=Uy-) Us; (21)





OPS/images/fenrg-12-1374467/math_20.gif





OPS/images/fenrg-12-1374467/math_2.gif





OPS/images/fenrg-12-1374467/math_19.gif





OPS/images/fenrg-12-1374467/math_18.gif
(18)





OPS/images/fenrg-12-1374467/math_16.gif
(16)





OPS/images/fenrg-12-1374467/math_15.gif
Uy =Uy - 3 Pz 2Put 2Py - QuXy

as)





OPS/images/fenrg-12-1374467/math_14.gif
(14)






OPS/images/fenrg-12-1374467/math_13.gif
Q) (13)






OPS/images/fenrg-12-1406654/math_9.gif





OPS/images/fenrg-12-1374467/math_12.gif
Pij = pi-1yi — Pri + Ppy

=) Pu+) Py (12)





OPS/images/fenrg-12-1406654/math_8.gif
" )
0...0.-1/V2.,1/2 .0, .n] R





OPS/images/fenrg-12-1374467/math_11.gif





OPS/images/fenrg-12-1406654/math_7.gif
p,.eR‘lp,_:coGﬂ.fﬁ,,_sﬂsﬂm] 4





OPS/images/fenrg-12-1374467/math_10.gif
Ux ~Uy = Uaz - Uen

(10)





OPS/images/fenrg-12-1406654/math_6.gif
®





OPS/images/fenrg-12-1374467/math_1.gif
AKT,
q

Lo
nf =

L

)

[0





OPS/images/fenrg-12-1406654/math_5.gif
Hp™ +h (5)






OPS/images/fenrg-12-1374467/fenrg-12-1374467-g007.gif





OPS/images/fenrg-12-1406654/math_4.gif





OPS/images/fenrg-12-1406654/math_3.gif
(3)





OPS/images/fenrg-12-1406654/math_2.gif
w L)





OPS/images/fenrg-12-1406654/math_19.gif
0.93p.u. < |Vi| < 1.07p.u. (19)





OPS/images/fenrg-12-1406654/math_18.gif
s = { Puielat € [tpon tyuna
Pt ¢ [t tyvend] ag)





OPS/images/fenrg-12-1374467/math_17.gif





OPS/images/fenrg-12-1385029/fenrg-12-1385029-g014.gif
e

o om 1 o m

Refoncace valos fo mcking frodictod ovtes.curiset ot 1





OPS/images/fenrg-12-1385029/fenrg-12-1385029-g013.gif





OPS/images/fenrg-12-1385029/fenrg-12-1385029-g012.gif





OPS/images/fenrg-12-1385029/fenrg-12-1385029-g011.gif





OPS/images/fenrg-12-1385029/fenrg-12-1385029-g010.gif
A FFTwindow: 100f 500cycles of Selectad sgnal

T )

Pt (S0H) 2114, THD- 4364

L

Froqeney )
Phase-A curent THD of improved iwo-beat deadbeat
symehrunous predicive urret control

Mgt of Fundmn)

B ¥ Twindow: 100f $00cyeks of ekt sl

Fioe )
P (S07) 2088, THD=778%

Mgt of Fundamensl)

Froqeny (L)
ot A ci et THIY o tor bt o SRS S S





OPS/images/fenrg-12-1385029/fenrg-12-1385029-g009.gif
i‘% i S

Thc e AC el et e st
A et of ot





OPS/images/fenrg-12-1385029/fenrg-12-1385029-g008.gif
Benvillipters, 3

DC cument/A.

St
oo,
o
| g
!






OPS/images/fenrg-12-1385029/fenrg-12-1385029-g007.gif





OPS/images/fenrg-12-1385029/fenrg-12-1385029-g006.gif





OPS/images/fenrg-12-1385029/fenrg-12-1385029-g005.gif
Comermond douibrs
e

et






OPS/images/fenrg-12-1443626/math_3.gif





OPS/images/fenrg-12-1443626/math_30.gif
0< Py <Py, (30)





OPS/images/fenrg-12-1443626/math_28.gif
AV, () = V2, + aq:“’”" v ()





OPS/images/fenrg-12-1443626/math_29.gif
VsV, sV, (29)





OPS/images/fenrg-12-1443626/math_27.gif
fail)
min Y 18Vl @





OPS/images/fenrg-12-1443626/math_6.gif
®





OPS/images/fenrg-12-1443626/math_4.gif
R (2a- sin(2a) + R (28 sin(26))  (4)





OPS/images/fenrg-12-1443626/math_5.gif
©





OPS/images/fenrg-12-1443626/math_31.gif
Q, =Qw sQy (31)





OPS/images/fenrg-12-1443626/math_32.gif
32






OPS/images/fenrg-12-1385029/fenrg-12-1385029-g004.gif
eSS S—
o emduyark ne
Sanplingins iy

¥

omplete smplngiCompiee_duy cvld \
T i sseube 7, Conersion nd ot |

T Proc wn «*






OPS/images/fenrg-12-1385029/fenrg-12-1385029-g003.gif
1

2
F

t L e
] LN

Cuctuion Comensonal it odubson and
ppacesion P —— soqenciog slgorithis.





OPS/images/fenrg-12-1385029/fenrg-12-1385029-g002.gif





OPS/images/fenrg-12-1385029/fenrg-12-1385029-g001.gif
MO mmic o Halfhridas sub-smodulé





OPS/images/fenrg-12-1385029/crossmark.jpg
©

|





OPS/images/fenrg-12-1374467/math_9.gif





OPS/images/fenrg-12-1374467/math_8.gif





OPS/images/fenrg-12-1374467/math_7.gif





OPS/images/fenrg-12-1374467/math_6.gif
Unee = Uiy -






OPS/images/fenrg-12-1374467/math_5.gif
Unee

©





OPS/images/fenrg-12-1443626/math_2.gif
@





OPS/images/fenrg-12-1443626/math_20.gif
SOC, - At = SOC, ., - At + . X" - n.x°

(20)





OPS/images/fenrg-12-1443626/math_18.gif





OPS/images/fenrg-12-1443626/math_19.gif





OPS/images/fenrg-12-1443626/math_25.gif
1/ 121/

o8P ) Qe AQus

AP 000
m

Mg

8] -
W‘M]
121

AT 1 T30 /15 1/1";‘,\]





OPS/images/fenrg-12-1443626/math_26.gif





OPS/images/fenrg-12-1443626/math_23.gif
A

av]_|oF %a|far

gz ﬂ]{w .
»





OPS/images/fenrg-12-1443626/math_24.gif





OPS/images/fenrg-12-1443626/math_21.gif
e<SOC=1





OPS/images/fenrg-12-1443626/math_22.gif
SOC = Eyf paap (22)





OPS/images/fenrg-12-1385029/math_7.gif





OPS/images/fenrg-12-1385029/math_6.gif
u..u; D ykeny-p &t i ke )

_Ualks ) kD) i k1)
ke 1) = 2 k- L -

up (ke 1) =

(6)





OPS/images/fenrg-12-1385029/math_5.gif





OPS/images/fenrg-12-1385029/math_4.gif
(k4
@

ik + 1





OPS/images/fenrg-12-1385029/math_3.gif
k)~ L

Tpalk + 1) e (K)






OPS/images/fenrg-12-1385029/math_2.gif
@






OPS/images/fenrg-12-1385029/math_17.gif
a)






OPS/images/fenrg-12-1385029/math_16.gif
vef (Bae2) = 3, (g 3) — 8i, (8, ) +6i (1) (16)






OPS/images/fenrg-12-1385029/math_15.gif
B (fke2) + el tica [tz = t2)
ittt (e =) (e = 1))

i [t ot (e = t3) (ko2 =100 (th2 = 1)
i (t2) + i (61c1) = i (00) + i (thor)

ref (fhe2)

as)





OPS/images/fenrg-12-1385029/math_14.gif
e (k2) # B B Bt D (B =
icltiation ) (i -t
=i (tes) = i (ter) + 3ic (8)

-2)
(o =ti)  (14)

ref (ten1)






OPS/images/fenrg-12-1385029/math_13.gif
fal2)= ] f20)4 ] (26

flzozi oz (2 = 20)-

(z-z.





OPS/images/fenrg-12-1385029/math_12.gif
(2) = J @)+ JZe (2= 20) + [ 2o 21, 22] (2 = 20)(2 - 21)
12)





OPS/images/fenrg-12-1385029/math_11.gif
(Z)= f(2g) + [ |20,






OPS/images/fenrg-12-1385029/math_10.gif





OPS/images/fenrg-12-1385029/math_1.gif
0





OPS/images/fenrg-12-1385029/fenrg-12-1385029-t004.jpg
Control system time(s)MS12 I =228 F S =3 2RIFA=4 285 =520 R 6 =6 2 lIF7=7. 288 8= 82!

Improved two-beat deadbeat synchronous predictive current | THD (%) ‘ 4.90 480 4.86 4.82 4.87 481 474 485
control

Two-beat deadbeat predictive current control ‘ 778 7.74 774 7.79 779 | 13 7.77 7.80






OPS/images/fenrg-12-1385029/fenrg-12-1385029-t003.jpg
The metric parameter DC DC Rise Steady-state Arm inductor

voltage (kV) current(A) time(s) error (%) value (mH)
Control system
Improved two-beat deadbeat synchronous predictive 10 100 00369 +0.13 ‘ 323
current control ‘
Two-beat deadbeat predictive current control 10 100 00375 ‘ 329






OPS/images/fenrg-12-1385029/fenrg-12-1385029-t002.jpg
Parameter Numeric value

Capacity SIMVA 1
DC-side voltage Uy/kV 10
AC-phase voltage peak 1.414U/V 3,266
Bridge arm sub-module n 10
Amm inductor LimH 3.23 (Improved two-beat deadbeat synchronous predictive current control)

329 (Two-beat deadbeat predictive current control)
AC filter inductor Ly/mH 15

Sub-module capacitors C/mF 66

Switching frequency fi/Hz 5,000






OPS/images/fenrg-12-1385029/fenrg-12-1385029-t001.jpg
NEIG Input (usm = Uc) Cut-off (usy = 0)

Current direction






OPS/images/fenrg-12-1385029/fenrg-12-1385029-g015.gif
T phase AC ot

o0 105 L
i
T phase AC curent.

P [

Th.phase AC cumentis

[T TS
e
Referoncs vabes for irnsking seodicted ontst cuidsat ¢ I





OPS/images/fenrg-12-1429295/fenrg-12-1429295-g001.gif
Volage | SPWM
generator |

Vollagelcurrent
control






OPS/images/fenrg-12-1429295/fenrg-12-1429295-g002.gif
X e

s
G wr
() E=E+D(0-0)

lGria
QL






OPS/images/fenrg-12-1443626/math_9.gif
ap,

(v,
W






OPS/images/fenrg-12-1429295/crossmark.jpg
©

|





OPS/images/fenrg-12-1443626/math_7.gif
1, fori =
o forist 7






OPS/images/fenrg-12-1443626/math_8.gif
1, fors
0, fori#l

(8)






OPS/images/fenrg-12-1429295/fenrg-12-1429295-g005.gif
R T T TR






OPS/images/fenrg-12-1429295/fenrg-12-1429295-g006.gif
G|~ Inial wuking condiin
i g

poees el
B
—b-ows —b-am

.

m

0l

5

R R RO T





OPS/images/fenrg-12-1429295/fenrg-12-1429295-g003.gif
5% 5 5 8

S S S ——





OPS/images/fenrg-12-1429295/fenrg-12-1429295-g004.gif
ol

o

I ——

B

9





OPS/images/fenrg-12-1375888/inline_11.gif





OPS/images/fenrg-12-1443626/inline_46.gif





OPS/images/fenrg-12-1375888/inline_10.gif





OPS/images/fenrg-12-1375888/inline_1.gif





OPS/images/fenrg-12-1375888/fenrg-12-1375888-g014.gif
b -

otz ol

M “Lw "y v-"\‘*)ﬁ“,u

Pty

¢ Qumdiv)
stz e e 630117
i T L T

RS

e

f}\“ﬂw





OPS/images/fenrg-12-1375888/fenrg-12-1375888-g013.gif
20 VI,

Vot 100V

T(10msdiv)






OPS/images/fenrg-12-1375888/fenrg-12-1375888-g012.gif
ML
A MM

¢ (20ms/di





OPS/images/fenrg-12-1375888/fenrg-12-1375888-g011.gif





OPS/images/fenrg-12-1375888/fenrg-12-1375888-g010.gif
Foeigget OOV

BT R U TR s
gm_murnnmnnnm
TR R ERe Ty W e e

¢ (10ms/div)






OPS/images/fenrg-12-1375888/fenrg-12-1375888-g009.gif





OPS/images/fenrg-12-1375888/fenrg-12-1375888-g008.gif
A,: ﬂr






OPS/images/fenrg-12-1375888/inline_12.gif





OPS/images/fenrg-12-1443626/inline_38.gif
/P





OPS/images/fenrg-12-1443626/inline_44.gif





OPS/images/fenrg-12-1443626/inline_45.gif





OPS/images/fenrg-12-1443626/inline_42.gif
| Dt &





OPS/images/fenrg-12-1443626/inline_43.gif





OPS/images/fenrg-12-1443626/inline_40.gif





OPS/images/fenrg-12-1443626/inline_41.gif





OPS/images/fenrg-12-1443626/inline_39.gif





OPS/images/fenrg-12-1443626/inline_4.gif





OPS/images/fenrg-12-1375888/fenrg-12-1375888-g007.gif
il

s

s
D oE






OPS/images/fenrg-12-1375888/fenrg-12-1375888-g006.gif





OPS/images/fenrg-12-1443626/inline_36.gif





OPS/images/fenrg-12-1375888/fenrg-12-1375888-g005.gif
Harmonic distribution and elimination of the total output voltage of the inverter

Harmonic elimination in the I FPC-C: and HFPC-C





OPS/images/fenrg-12-1443626/inline_37.gif





OPS/images/fenrg-12-1375888/fenrg-12-1375888-g004.gif





OPS/images/fenrg-12-1375888/fenrg-12-1375888-g003.gif
o
Pu

Tain power

o—1— SHGBT —1—¢

B q

SICMOSFET

o
T ——





OPS/images/fenrg-12-1375888/fenrg-12-1375888-g002.gif





OPS/images/fenrg-12-1375888/fenrg-12-1375888-g001.gif





OPS/images/fenrg-12-1375888/crossmark.jpg
©

|





OPS/images/fenrg-12-1385029/math_9.gif
LK) ~u, (k~-1)





OPS/images/fenrg-12-1385029/math_8.gif





OPS/images/fenrg-12-1443626/inline_34.gif





OPS/images/fenrg-12-1443626/inline_35.gif





OPS/images/fenrg-12-1443626/inline_32.gif





OPS/images/fenrg-12-1443626/inline_33.gif





OPS/images/fenrg-12-1443626/inline_30.gif
AQqy,





OPS/images/fenrg-12-1443626/inline_31.gif





OPS/images/fenrg-12-1443626/inline_29.gif





OPS/images/fenrg-12-1443626/inline_3.gif





OPS/images/fenrg-12-1443626/math_1.gif
X.Y] = [xy]

[0





OPS/images/fenrg-12-1443626/math_10.gif





OPS/images/fenrg-12-1443626/inline_9.gif
Ap





OPS/images/fenrg-12-1443626/math_17.gif
Ww+u sl





OPS/images/fenrg-12-1443626/math_15.gif
AQuy = 47.: s





OPS/images/fenrg-12-1443626/math_16.gif
L L
AQuy = ~—BQus + —8Q a6





OPS/images/fenrg-12-1443626/math_13.gif
! o
APy + AP a3





OPS/images/fenrg-12-1443626/math_14.gif
L] LY o
AQui = ~-BQu + -0QL a4)





OPS/images/fenrg-12-1443626/math_11.gif
AP,

1+ xTuAPm

an





OPS/images/fenrg-12-1443626/math_12.gif
a2






OPS/images/fenrg-12-1375888/inline_20.gif
Li=1L, +L,,





OPS/images/fenrg-12-1375888/inline_2.gif
 (htfow)
U,





OPS/images/fenrg-12-1375888/inline_19.gif
1 (s)





OPS/images/fenrg-12-1375888/inline_18.gif





OPS/images/fenrg-12-1375888/inline_17.gif
vsic (S)





OPS/images/fenrg-12-1375888/inline_16.gif





OPS/images/fenrg-12-1375888/inline_15.gif
1 (s)





OPS/images/fenrg-12-1375888/inline_14.gif





OPS/images/fenrg-12-1375888/inline_13.gif
Ve (s)





OPS/images/fenrg-12-1443626/inline_47.gif





OPS/images/fenrg-12-1443626/inline_48.gif





OPS/images/fenrg-12-1443626/inline_7.gif





OPS/images/fenrg-12-1443626/inline_8.gif





OPS/images/fenrg-12-1443626/inline_52.gif





OPS/images/fenrg-12-1443626/inline_6.gif





OPS/images/fenrg-12-1443626/inline_50.gif
oy





OPS/images/fenrg-12-1443626/inline_51.gif
wt





OPS/images/fenrg-12-1443626/inline_49.gif
o





OPS/images/fenrg-12-1443626/inline_5.gif





OPS/images/fenrg-12-1429295/math_13.gif





OPS/images/fenrg-12-1429295/math_11.gif
X°P*+(XQ+ V5 )

(11)





OPS/images/fenrg-12-1429295/math_12.gif
i Bo2XQeVeXQ- By -ae (P Q)

(2






OPS/images/fenrg-12-1429295/math_1.gif





OPS/images/fenrg-12-1429295/math_10.gif
XP = EVyecsind
{ " 0

XQ+ VA,

Voce cos 8






OPS/images/fenrg-12-1429295/inline_98.gif





OPS/images/fenrg-12-1429295/inline_99.gif





OPS/images/fenrg-12-1429295/inline_96.gif





OPS/images/fenrg-12-1429295/inline_97.gif





OPS/images/fenrg-12-1429295/inline_95.gif





OPS/images/fenrg-12-1429295/inline_93.gif





OPS/images/fenrg-12-1429295/inline_94.gif





OPS/images/fenrg-12-1429295/inline_91.gif





OPS/images/fenrg-12-1429295/inline_92.gif





OPS/images/fenrg-12-1429295/inline_9.gif





OPS/images/fenrg-12-1429295/inline_90.gif





OPS/images/fenrg-12-1429295/inline_88.gif





OPS/images/fenrg-12-1429295/inline_89.gif





OPS/images/fenrg-12-1429295/inline_75.gif





OPS/images/fenrg-12-1429295/inline_8.gif





OPS/images/fenrg-12-1428748/fenrg-12-1428748-g003.gif
I

AihEE
-






OPS/images/fenrg-12-1429295/math_4.gif





OPS/images/fenrg-12-1428748/fenrg-12-1428748-g001.gif
[ re——
g——’ o oty

i

riequeney Contller Py

Cumrend ,?f"" W(Iaplw
O Rescivepoverand ) o o 1
[t |

R ——

Active power and

Reaciive powerand ]
Frequeney Contoller Volage €

.
Onr
e Ry






OPS/images/fenrg-12-1428748/fenrg-12-1428748-g002.gif





OPS/images/fenrg-12-1429295/math_9.gif
©






OPS/images/fenrg-12-1428748/crossmark.jpg
©

|





OPS/images/fenrg-12-1429295/math_7.gif
@)





OPS/images/fenrg-12-1429295/math_8.gif
S ®





OPS/images/fenrg-12-1429295/math_5.gif
E-Vpee=ilX. (5)





OPS/images/fenrg-12-1429295/math_6.gif
(6)





OPS/images/fenrg-12-1429295/math_21.gif
@)





OPS/images/fenrg-12-1429295/math_3.gif





OPS/images/fenrg-12-1429295/math_2.gif
@






OPS/images/fenrg-12-1429295/math_20.gif
G-
N { [Eﬂok Q- Q)] } (é)ﬂwoﬂ (20
2V,2 = B, - 2XQy £ \(Eg? - 2XQy) —4X2 (Py? 4 Q7).






OPS/images/fenrg-12-1429295/math_18.gif
Wice = [Eo + D(Q - Q)

+\{[E+D(Q
2XQ< [E, + D(Qy - Q)

as)





OPS/images/fenrg-12-1429295/math_19.gif
We=E 9
WQ<E?





OPS/images/fenrg-12-1429295/math_16.gif
E-2XQ+ (B - 2XQ - 4} (P + @)

2XQ- (B -2XQP - 4X (P + Q%)

e






OPS/images/fenrg-12-1429295/math_17.gif
cc = E' -2XQ- VE'-4XQE* -4X’P*  2XQ< (17)
ESE +k(Q,-Q)





OPS/images/fenrg-12-1429295/math_14.gif
2Q-F22X\P+@  2XQ2F

(14)
F-2XQ22X\P+Q@  2XQs






OPS/images/fenrg-12-1429295/math_15.gif
E-2XQ+ (B - 2XQP -4 (P + @)
F-2XQ- (B - 2XQP X (P Q)

Q=
WQs B

as)





OPS/images/fenrg-12-1429295/inline_56.gif





OPS/images/fenrg-12-1429295/inline_54.gif





OPS/images/fenrg-12-1429295/inline_55.gif





OPS/images/fenrg-12-1429295/inline_52.gif





OPS/images/fenrg-12-1429295/inline_53.gif





OPS/images/fenrg-12-1429241/math_16.gif





OPS/images/fenrg-12-1429295/inline_50.gif





OPS/images/fenrg-12-1429241/math_15.gif





OPS/images/fenrg-12-1429295/inline_51.gif





OPS/images/fenrg-12-1429241/math_14.gif
pfou:X.Z) = puiz) p(f|u:X.Z)

(4





OPS/images/fenrg-12-1429295/inline_49.gif





OPS/images/fenrg-12-1429241/math_13.gif
p(y|f) = N(y|f.o01,)





OPS/images/fenrg-12-1429295/inline_5.gif





OPS/images/fenrg-12-1429241/math_12.gif
plfiwX.Z) p(ylf) )

p(y.fou) =






OPS/images/fenrg-12-1429241/math_11.gif
= argmax (- log p(Y|X, ©)) ()





OPS/images/fenrg-12-1429295/inline_48.gif





OPS/images/fenrg-12-1429241/math_10.gif
10





OPS/images/fenrg-12-1429241/math_1.gif





OPS/images/fenrg-12-1429241/inline_9.gif





OPS/images/fenrg-12-1429241/inline_8.gif





OPS/images/fenrg-12-1429241/inline_7.gif





OPS/images/fenrg-12-1429241/inline_6.gif
v = f(x;)





OPS/images/fenrg-12-1429241/inline_5.gif





OPS/images/fenrg-12-1429241/inline_4.gif





OPS/images/fenrg-12-1429241/inline_32.gif





OPS/images/fenrg-12-1429241/inline_31.gif
L





OPS/images/fenrg-12-1429241/inline_30.gif





OPS/images/fenrg-12-1429241/inline_3.gif
Vi





OPS/images/fenrg-12-1429241/inline_29.gif





OPS/images/fenrg-12-1429241/inline_28.gif





OPS/images/fenrg-12-1429295/inline_74.gif





OPS/images/fenrg-12-1429295/inline_72.gif





OPS/images/fenrg-12-1429295/inline_73.gif





OPS/images/fenrg-12-1429295/inline_70.gif





OPS/images/fenrg-12-1429295/inline_71.gif





OPS/images/fenrg-12-1429295/inline_69.gif





OPS/images/fenrg-12-1429295/inline_7.gif





OPS/images/fenrg-12-1429295/inline_67.gif





OPS/images/fenrg-12-1429295/inline_68.gif





OPS/images/fenrg-12-1429295/inline_66.gif
2,





OPS/images/fenrg-12-1429295/inline_64.gif
)





OPS/images/fenrg-12-1429295/inline_65.gif





OPS/images/fenrg-12-1429295/inline_62.gif





OPS/images/fenrg-12-1429295/inline_63.gif





OPS/images/fenrg-12-1429295/inline_60.gif





OPS/images/fenrg-12-1429241/math_25.gif





OPS/images/fenrg-12-1429295/inline_61.gif





OPS/images/fenrg-12-1429241/math_24.gif





OPS/images/fenrg-12-1429295/inline_59.gif





OPS/images/fenrg-12-1429241/math_23.gif





OPS/images/fenrg-12-1429295/inline_6.gif





OPS/images/fenrg-12-1429241/math_22.gif





OPS/images/fenrg-12-1429295/inline_57.gif





OPS/images/fenrg-12-1429241/math_21.gif
a(f) = | p(flu)atdu=N(flw'x") @)





OPS/images/fenrg-12-1429295/inline_58.gif





OPS/images/fenrg-12-1429241/math_20.gif
Lo 2E, () log p(¥|f) - KL(q(w)|p(w)) (20)





OPS/images/fenrg-12-1429241/math_2.gif
Y = f(X)+e





OPS/images/fenrg-12-1429241/math_19.gif
KL a(w N)p o 1) = KL(@@p(flu)| peop(fle) )
Lawlpw) 9






OPS/images/fenrg-12-1429241/math_18.gif
Lo 2E (1, [log p(¥If)| - KL{q(w. f)|p(u. £))  (18)





OPS/images/fenrg-12-1429241/math_17.gif
L = log p(7) 2 1 s 2r- L) a7





OPS/images/fenrg-12-1424389/inline_169.gif
{P 1





OPS/images/fenrg-12-1424389/inline_168.gif
{Prewk |





OPS/images/fenrg-12-1429241/fenrg-12-1429241-t003.jpg
Method 90 (%)

() 60 (%)
QR 30.14 2476 18.55 ‘ 1472 ‘

Proposed 2459 1931 1574 ‘ 12.83 ‘






OPS/images/fenrg-12-1429241/fenrg-12-1429241-t002.jpg
Method Pinball PINAW (%)
QR 512 ‘ 3014

Proposed 5.03 ‘ 24.59






OPS/images/fenrg-12-1429241/fenrg-12-1429241-t001.jpg
MAPE (%) RMSE

LR 17.0 135 25
SVR 139 105 190
BPNN | 149 | 122 209
LST™M 145 18 192
QR 142 121 184

Proposed 128 102 174






OPS/images/fenrg-12-1429241/fenrg-12-1429241-g006.gif





OPS/images/fenrg-12-1429241/fenrg-12-1429241-g005.gif





OPS/images/fenrg-12-1429241/fenrg-12-1429241-g004.gif





OPS/images/fenrg-12-1429241/fenrg-12-1429241-g003.gif





OPS/images/fenrg-12-1424389/inline_176.gif
{Pyew it





OPS/images/fenrg-12-1429241/fenrg-12-1429241-g002.gif





OPS/images/fenrg-12-1424389/inline_175.gif





OPS/images/fenrg-12-1429241/fenrg-12-1429241-g001.gif





OPS/images/fenrg-12-1424389/inline_174.gif
{P 1





OPS/images/fenrg-12-1429241/crossmark.jpg
©

|





OPS/images/fenrg-12-1424389/inline_173.gif





OPS/images/fenrg-12-1424389/inline_172.gif
{P 1





OPS/images/fenrg-12-1424389/inline_171.gif
{Pew k|





OPS/images/fenrg-12-1424389/inline_170.gif
{Pew k|





OPS/images/fenrg-12-1424389/inline_17.gif





OPS/images/fenrg-12-1414068/math_9.gif
oy +Cop +Cy +Coyy +Cog + Cipy

(9)





OPS/images/fenrg-12-1414068/math_8.gif
(latadePocs = AsPcs). ®






OPS/images/fenrg-12-1414068/math_7.gif
= (ke s (e ) (T .
(7)





OPS/images/fenrg-12-1414068/math_6.gif
'("_g“z"z.,.s,‘aw,u,).

(6)

Fone = SR = FNEVS






OPS/images/fenrg-12-1414068/math_5.gif





OPS/images/fenrg-12-1414068/math_4.gif
Socenn)





OPS/images/fenrg-12-1414068/math_3.gif





OPS/images/fenrg-12-1414068/math_2.gif





OPS/images/fenrg-12-1414068/math_15.gif
SES, o S5, S5, e (15)





OPS/images/fenrg-12-1414068/math_14.gif





OPS/images/fenrg-12-1424389/inline_22.gif





OPS/images/fenrg-12-1424389/inline_21.gif
P





OPS/images/fenrg-12-1424389/inline_20.gif
Pp





OPS/images/fenrg-12-1424389/inline_2.gif
| .





OPS/images/fenrg-12-1429241/inline_27.gif





OPS/images/fenrg-12-1429241/inline_26.gif





OPS/images/fenrg-12-1429241/inline_25.gif
® «— O - Velsaer





OPS/images/fenrg-12-1429241/inline_24.gif
() « 0 - Vol sgpn





OPS/images/fenrg-12-1429241/inline_23.gif





OPS/images/fenrg-12-1429241/inline_22.gif





OPS/images/fenrg-12-1429241/inline_21.gif





OPS/images/fenrg-12-1424389/inline_28.gif
Wk





OPS/images/fenrg-12-1429241/inline_20.gif





OPS/images/fenrg-12-1424389/inline_27.gif
P





OPS/images/fenrg-12-1429241/inline_2.gif





OPS/images/fenrg-12-1424389/inline_26.gif
Efx





OPS/images/fenrg-12-1429241/inline_19.gif





OPS/images/fenrg-12-1424389/inline_25.gif





OPS/images/fenrg-12-1424389/inline_24.gif
P





OPS/images/fenrg-12-1424389/inline_23.gif





OPS/images/fenrg-12-1424389/inline_179.gif





OPS/images/fenrg-12-1424389/inline_178.gif
{P, i},





OPS/images/fenrg-12-1424389/inline_177.gif
{Pyew it





OPS/images/fenrg-12-1429241/inline_18.gif
x € X





OPS/images/fenrg-12-1429241/inline_17.gif





OPS/images/fenrg-12-1429241/inline_16.gif
e ~N(0,07)





OPS/images/fenrg-12-1429241/inline_15.gif
Y* ¢ RN *I





OPS/images/fenrg-12-1429241/inline_14.gif
X* ¢ RN xQ





OPS/images/fenrg-12-1429241/inline_13.gif
Y € RV*!





OPS/images/fenrg-12-1429241/inline_12.gif
X ¢ RV¥Q





OPS/images/fenrg-12-1424389/inline_19.gif





OPS/images/fenrg-12-1429241/inline_11.gif
(X5, Y")





OPS/images/fenrg-12-1424389/inline_186.gif





OPS/images/fenrg-12-1429241/inline_10.gif





OPS/images/fenrg-12-1424389/inline_185.gif
{P 1





OPS/images/fenrg-12-1429241/inline_1.gif
{P;,}





OPS/images/fenrg-12-1424389/inline_184.gif
{Pew k|





OPS/images/fenrg-12-1424389/inline_183.gif
{Pew k|





OPS/images/fenrg-12-1424389/inline_180.gif





OPS/images/fenrg-12-1424389/inline_18.gif





OPS/images/fenrg-12-1424389/inline_42.gif
(it





OPS/images/fenrg-12-1414068/inline_30.gif
Ccar





OPS/images/fenrg-12-1424389/inline_41.gif
()





OPS/images/fenrg-12-1414068/inline_3.gif
AAp,





OPS/images/fenrg-12-1424389/inline_40.gif
(4





OPS/images/fenrg-12-1414068/inline_29.gif





OPS/images/fenrg-12-1424389/inline_4.gif
| .





OPS/images/fenrg-12-1414068/inline_28.gif





OPS/images/fenrg-12-1424389/inline_39.gif
K41





OPS/images/fenrg-12-1414068/inline_27.gif





OPS/images/fenrg-12-1424389/inline_38.gif
W f ks





OPS/images/fenrg-12-1414068/inline_26.gif
Poeci





OPS/images/fenrg-12-1414068/inline_25.gif
QoA





OPS/images/fenrg-12-1414068/inline_33.gif





OPS/images/fenrg-12-1414068/inline_32.gif
Clab





OPS/images/fenrg-12-1414068/inline_31.gif
Coil





OPS/images/fenrg-12-1424389/inline_46.gif
{P 1





OPS/images/fenrg-12-1424389/inline_45.gif
K ¢





OPS/images/fenrg-12-1424389/inline_44.gif





OPS/images/fenrg-12-1424389/inline_43.gif





OPS/images/fenrg-12-1424389/inline_32.gif
W s





OPS/images/fenrg-12-1424389/inline_31.gif
Wk





OPS/images/fenrg-12-1424389/inline_30.gif





OPS/images/fenrg-12-1424389/inline_3.gif
Py,





OPS/images/fenrg-12-1424389/inline_29.gif
KT





OPS/images/back-cover.jpg
Frontiers in
Energy Research

Advances and innovation in sustainable, reliable
and affordable energy

Explores sustainable and environmental
developments in energy. It focuses on
technological advances supporting Sustainable
Development Goal 7: access to affordable,
reliable, sustainable and modern energy for all.

Discover the latest
Research Topics

o= Frontiersin
Energ

Avenue du Trbunal-Fédéral 34
1005 Lausanne, Swizeriand
ontersinor.

Contactus
1021 0
rontersin org/about/contact

& frontiers | Research T






OPS/images/fenrg-12-1424389/inline_37.gif





OPS/images/fenrg-12-1424389/inline_36.gif
W s kn





OPS/images/fenrg-12-1424389/inline_35.gif
Wk





OPS/images/fenrg-12-1424389/inline_34.gif
Wt ki





OPS/images/fenrg-12-1424389/inline_33.gif
W s





OPS/images/fenrg-12-1424389/inline_62.gif





OPS/images/fenrg-12-1414068/math_12.gif
Elskcr

Foepraiy )





OPS/images/fenrg-12-1424389/inline_61.gif
SOC,; = SOCL, — SOCL





OPS/images/fenrg-12-1414068/math_11.gif
(11}





OPS/images/fenrg-12-1424389/inline_60.gif
{Prewk |





OPS/images/fenrg-12-1414068/math_10.gif
max F* = ?:N:"'s:"“::"- (:Z:uilgm,mm,»\hm.) CEE
+Fa-C",
(10)





OPS/images/fenrg-12-1424389/inline_6.gif
P





OPS/images/fenrg-12-1414068/math_1.gif
Ay b,

AL+ Ak, + AN,

(1)





OPS/images/fenrg-12-1424389/inline_59.gif





OPS/images/fenrg-12-1414068/inline_9.gif
[





OPS/images/fenrg-12-1424389/inline_58.gif
AW /]





OPS/images/fenrg-12-1414068/inline_8.gif





OPS/images/fenrg-12-1424389/inline_57.gif





OPS/images/fenrg-12-1414068/inline_7.gif





OPS/images/fenrg-12-1424389/inline_56.gif





OPS/images/fenrg-12-1414068/inline_6.gif





OPS/images/fenrg-12-1414068/math_13.gif
k

RS
RSN
Ay > AL,

a3





OPS/images/fenrg-12-1414068/inline_5.gif





OPS/images/fenrg-12-1424389/inline_64.gif





OPS/images/fenrg-12-1424389/inline_63.gif
K41





OPS/images/fenrg-12-1424389/inline_52.gif
CpfriS f





OPS/images/fenrg-12-1414068/inline_40.gif
kole





OPS/images/fenrg-12-1424389/inline_51.gif
K ¢





OPS/images/fenrg-12-1414068/inline_4.gif
AAj,





OPS/images/fenrg-12-1424389/inline_50.gif





OPS/images/fenrg-12-1414068/inline_39.gif





OPS/images/fenrg-12-1424389/inline_5.gif





OPS/images/fenrg-12-1414068/inline_38.gif





OPS/images/fenrg-12-1424389/inline_49.gif





OPS/images/fenrg-12-1414068/inline_37.gif





OPS/images/fenrg-12-1424389/inline_48.gif
Ct k





OPS/images/fenrg-12-1414068/inline_36.gif





OPS/images/fenrg-12-1424389/inline_47.gif





OPS/images/fenrg-12-1414068/inline_35.gif





OPS/images/fenrg-12-1414068/inline_34.gif





OPS/images/fenrg-12-1414068/inline_42.gif





OPS/images/fenrg-12-1414068/inline_41.gif





OPS/images/fenrg-12-1424389/inline_55.gif





OPS/images/fenrg-12-1424389/inline_54.gif





OPS/images/fenrg-12-1424389/inline_53.gif
Ct kPe k





OPS/images/fenrg-12-1424389/inline_126.gif
M,





OPS/images/fenrg-12-1424389/inline_125.gif





OPS/images/fenrg-12-1424389/inline_124.gif





OPS/images/fenrg-12-1424389/inline_123.gif





OPS/images/fenrg-12-1424389/inline_122.gif
Cde





OPS/images/fenrg-12-1424389/inline_121.gif





OPS/images/fenrg-12-1424389/inline_120.gif





OPS/images/fenrg-12-1424389/inline_12.gif





OPS/images/fenrg-12-1424389/inline_119.gif





OPS/images/fenrg-12-1424389/inline_127.gif
N





OPS/images/fenrg-12-1424389/inline_116.gif





OPS/images/fenrg-12-1424389/inline_115.gif
{P, i}





OPS/images/fenrg-12-1424389/inline_114.gif
{P, i}





OPS/images/fenrg-12-1424389/inline_113.gif
{Pep x|





OPS/images/fenrg-12-1424389/inline_112.gif





OPS/images/fenrg-12-1424389/inline_111.gif
mm+ 1





OPS/images/fenrg-12-1424389/inline_110.gif
In





OPS/images/fenrg-12-1424389/inline_11.gif
K ¢





OPS/images/fenrg-12-1424389/inline_118.gif





OPS/images/fenrg-12-1424389/inline_117.gif
K ¢





OPS/images/fenrg-12-1375888/inline_27.gif





OPS/images/fenrg-12-1375888/inline_26.gif
d (s)





OPS/images/fenrg-12-1424389/inline_145.gif





OPS/images/fenrg-12-1375888/inline_25.gif
d (s)





OPS/images/fenrg-12-1424389/inline_144.gif





OPS/images/fenrg-12-1375888/inline_24.gif
Vot (5)





OPS/images/fenrg-12-1424389/inline_143.gif





OPS/images/fenrg-12-1375888/inline_23.gif





OPS/images/fenrg-12-1424389/inline_142.gif





OPS/images/fenrg-12-1375888/inline_22.gif





OPS/images/fenrg-12-1424389/inline_141.gif





OPS/images/fenrg-12-1375888/inline_21.gif
vsic (S)





OPS/images/fenrg-12-1424389/inline_140.gif





OPS/images/fenrg-12-1424389/inline_14.gif





OPS/images/fenrg-12-1424389/inline_139.gif
M,





OPS/images/fenrg-12-1424389/inline_138.gif





OPS/images/fenrg-12-1424389/inline_137.gif
J HAS.i





OPS/images/fenrg-12-1375888/inline_3.gif





OPS/images/fenrg-12-1375888/inline_29.gif





OPS/images/fenrg-12-1375888/inline_28.gif
Vot (5)





OPS/images/fenrg-12-1424389/inline_136.gif
W ik





OPS/images/fenrg-12-1424389/inline_135.gif
M,





OPS/images/fenrg-12-1424389/inline_134.gif





OPS/images/fenrg-12-1424389/inline_133.gif
Wk





OPS/images/fenrg-12-1424389/inline_132.gif





OPS/images/fenrg-12-1424389/inline_131.gif





OPS/images/fenrg-12-1424389/inline_130.gif





OPS/images/fenrg-12-1424389/inline_13.gif





OPS/images/fenrg-12-1424389/inline_129.gif
J HAS.





OPS/images/fenrg-12-1424389/inline_128.gif





OPS/images/fenrg-12-1375888/inline_47.gif





OPS/images/fenrg-12-1375888/inline_46.gif





OPS/images/fenrg-12-1375888/inline_45.gif
Av





OPS/images/fenrg-12-1375888/inline_44.gif
Av





OPS/images/fenrg-12-1375888/inline_43.gif





OPS/images/fenrg-12-1375888/inline_42.gif





OPS/images/fenrg-12-1375888/inline_41.gif





OPS/images/fenrg-12-1375888/inline_40.gif
d (s)





OPS/images/fenrg-12-1375888/inline_4.gif
U phm





OPS/images/fenrg-12-1375888/inline_48.gif





OPS/images/fenrg-12-1375888/inline_37.gif
V out





OPS/images/fenrg-12-1375888/inline_36.gif





OPS/images/fenrg-12-1375888/inline_35.gif
d (s)





OPS/images/fenrg-12-1424389/inline_167.gif
{Prewk |





OPS/images/fenrg-12-1375888/inline_34.gif





OPS/images/fenrg-12-1424389/inline_166.gif





OPS/images/fenrg-12-1375888/inline_33.gif





OPS/images/fenrg-12-1424389/inline_165.gif
{P 1





OPS/images/fenrg-12-1375888/inline_32.gif
Vot (5)





OPS/images/fenrg-12-1424389/inline_16.gif
Pp





OPS/images/fenrg-12-1375888/inline_31.gif





OPS/images/fenrg-12-1424389/inline_150.gif
Ct k





OPS/images/fenrg-12-1375888/inline_30.gif
d (s)





OPS/images/fenrg-12-1424389/inline_15.gif





OPS/images/fenrg-12-1424389/inline_149.gif
M,





OPS/images/fenrg-12-1424389/inline_148.gif





OPS/images/fenrg-12-1424389/inline_147.gif





OPS/images/fenrg-12-1424389/inline_146.gif





OPS/images/fenrg-12-1375888/inline_39.gif
d (s)





OPS/images/fenrg-12-1375888/inline_38.gif





OPS/images/fenrg-12-1375888/inline_66.gif
Usic





OPS/images/fenrg-12-1375888/inline_65.gif
Al pk- pk





OPS/images/fenrg-12-1375888/inline_64.gif





OPS/images/fenrg-12-1375888/inline_63.gif
Al'3pk- pk





OPS/images/fenrg-12-1375888/inline_62.gif
Al pk-pk





OPS/images/fenrg-12-1375888/inline_61.gif
Al s pk— pk





OPS/images/fenrg-12-1375888/inline_60.gif





OPS/images/fenrg-12-1375888/inline_6.gif
mg;c ()





OPS/images/fenrg-12-1375888/inline_59.gif
Al'3pk- pk





OPS/images/fenrg-12-1375888/inline_58.gif
Dg; (t)





OPS/images/fenrg-12-1375888/inline_57.gif
Dg; (t)





OPS/images/fenrg-12-1375888/inline_56.gif





OPS/images/fenrg-12-1375888/inline_55.gif
Al'3pk- pk





OPS/images/fenrg-12-1375888/inline_54.gif
Ly





OPS/images/fenrg-12-1375888/inline_53.gif
Ug;





OPS/images/fenrg-12-1375888/inline_52.gif





OPS/images/fenrg-12-1375888/inline_51.gif





OPS/images/fenrg-12-1375888/inline_50.gif
Lye f





OPS/images/fenrg-12-1375888/inline_5.gif
mg;c ()





OPS/images/fenrg-12-1375888/inline_49.gif





OPS/images/fenrg-12-1375888/inline_84.gif





OPS/images/fenrg-12-1375888/inline_83.gif





OPS/images/fenrg-12-1375888/inline_82.gif





OPS/images/fenrg-12-1375888/inline_81.gif





OPS/images/fenrg-12-1375888/inline_80.gif
1 sic





OPS/images/fenrg-12-1375888/inline_8.gif





OPS/images/fenrg-12-1375888/inline_79.gif





OPS/images/fenrg-12-1375888/inline_78.gif





OPS/images/fenrg-12-1375888/inline_77.gif





OPS/images/fenrg-12-1375888/inline_76.gif





OPS/images/fenrg-12-1375888/inline_75.gif





OPS/images/fenrg-12-1375888/inline_74.gif





OPS/images/fenrg-12-1375888/inline_73.gif
Al g pk- pk





OPS/images/fenrg-12-1375888/inline_72.gif
Al pk- pk





OPS/images/fenrg-12-1375888/inline_71.gif
Al 4pk- pk





OPS/images/fenrg-12-1375888/inline_70.gif
Al pk-pk





OPS/images/fenrg-12-1375888/inline_7.gif
()





OPS/images/fenrg-12-1375888/inline_69.gif
Al'spk—pk





OPS/images/fenrg-12-1375888/inline_68.gif
LUST





OPS/images/fenrg-12-1375888/inline_67.gif





OPS/images/fenrg-12-1429295/inline_41.gif





OPS/images/fenrg-12-1429295/inline_42.gif





OPS/images/fenrg-12-1429295/inline_4.gif





OPS/images/fenrg-12-1429295/inline_40.gif





OPS/images/fenrg-12-1429295/inline_39.gif





OPS/images/fenrg-12-1429295/inline_47.gif





OPS/images/fenrg-12-1429295/inline_45.gif





OPS/images/fenrg-12-1429295/inline_46.gif





OPS/images/fenrg-12-1429295/inline_43.gif





OPS/images/fenrg-12-1429295/inline_44.gif





OPS/images/fenrg-12-1375888/math_13.gif
~Uad: (s)
Veu (9= 3
O T LGl + S5 1 T )






OPS/images/fenrg-12-1375888/math_12.gif
Uadi (5)

Vou ) = T, o a2





OPS/images/fenrg-12-1375888/math_11.gif
T Las)i@ (b
a0+ (2





OPS/images/fenrg-12-1375888/math_10.gif
=y i () (10





OPS/images/fenrg-12-1375888/math_1.gif
0





OPS/images/fenrg-12-1375888/inline_98.gif
4 h





OPS/images/fenrg-12-1375888/inline_97.gif
Vsic





OPS/images/fenrg-12-1375888/inline_96.gif
i},





OPS/images/fenrg-12-1375888/inline_95.gif





OPS/images/fenrg-12-1375888/inline_94.gif
V out





OPS/images/fenrg-12-1375888/inline_93.gif
4 h





OPS/images/fenrg-12-1375888/inline_92.gif
i},





OPS/images/fenrg-12-1375888/inline_91.gif





OPS/images/fenrg-12-1375888/inline_90.gif





OPS/images/fenrg-12-1375888/inline_9.gif
d (s)





OPS/images/fenrg-12-1375888/inline_89.gif





OPS/images/fenrg-12-1375888/inline_88.gif





OPS/images/fenrg-12-1375888/inline_87.gif





OPS/images/fenrg-12-1375888/inline_86.gif
Viridge





OPS/images/fenrg-12-1375888/inline_85.gif
| -





OPS/images/fenrg-12-1429295/inline_150.gif





OPS/images/fenrg-12-1429295/inline_151.gif





OPS/images/fenrg-12-1429295/inline_19.gif





OPS/images/fenrg-12-1429295/inline_2.gif





OPS/images/fenrg-12-1429295/inline_17.gif





OPS/images/fenrg-12-1429295/inline_18.gif





OPS/images/fenrg-12-1429295/inline_154.gif





OPS/images/fenrg-12-1429295/inline_16.gif





OPS/images/fenrg-12-1429295/inline_152.gif





OPS/images/fenrg-12-1429295/inline_153.gif





OPS/images/fenrg-12-1375888/math_21.gif
Mipip = =2 (1= Dy (01D () ()






OPS/images/fenrg-12-1429295/inline_15.gif





OPS/images/fenrg-12-1375888/math_20.gif
3 ~rd
G.(9) = remre R G (@0





OPS/images/fenrg-12-1375888/math_2.gif
mssin (St +05) + - +msin(iwt +6) (2)





OPS/images/fenrg-12-1375888/math_1a.gif
U pin = 0.5mige (1)U 4 (la)





OPS/images/fenrg-12-1375888/math_19.gif





OPS/images/fenrg-12-1375888/math_18.gif
LRalles
Frlwsruwl a8






OPS/images/fenrg-12-1375888/math_17.gif





OPS/images/fenrg-12-1375888/math_16.gif
Gl = T Tcw s Eos

(16)





OPS/images/fenrg-12-1375888/math_15.gif
L ) ( s+ )us»]
Vaa ) =G0\ Val 1 9~

(15)





OPS/images/fenrg-12-1375888/math_14.gif
Ls+ 32

Vi ) = e
O =T TCw s Iy

i () i





OPS/images/fenrg-12-1429295/inline_141.gif





OPS/images/fenrg-12-1429295/inline_148.gif





OPS/images/fenrg-12-1429295/inline_149.gif





OPS/images/fenrg-12-1429295/inline_146.gif





OPS/images/fenrg-12-1429295/inline_147.gif





OPS/images/fenrg-12-1429295/inline_144.gif





OPS/images/fenrg-12-1429295/inline_145.gif





OPS/images/fenrg-12-1429295/inline_142.gif





OPS/images/fenrg-12-1429295/inline_143.gif





OPS/images/fenrg-12-1429295/inline_31.gif





OPS/images/fenrg-12-1429295/inline_32.gif





OPS/images/fenrg-12-1429295/inline_3.gif
2,





OPS/images/fenrg-12-1429295/inline_30.gif





OPS/images/fenrg-12-1429295/inline_37.gif





OPS/images/fenrg-12-1429295/inline_38.gif





OPS/images/fenrg-12-1429295/inline_35.gif





OPS/images/fenrg-12-1429295/inline_36.gif





OPS/images/fenrg-12-1429295/inline_33.gif





OPS/images/fenrg-12-1429295/inline_34.gif





OPS/images/fenrg-12-1429295/inline_21.gif





OPS/images/fenrg-12-1429295/inline_22.gif





OPS/images/fenrg-12-1429295/inline_20.gif





OPS/images/fenrg-12-1429295/inline_29.gif





OPS/images/fenrg-12-1429295/inline_27.gif





OPS/images/fenrg-12-1429295/inline_28.gif





OPS/images/fenrg-12-1429295/inline_25.gif





OPS/images/fenrg-12-1429295/inline_26.gif





OPS/images/fenrg-12-1429295/inline_23.gif
=
2Vie 2

0





OPS/images/fenrg-12-1429295/inline_24.gif





OPS/images/fenrg-12-1437287/inline_64.gif





OPS/images/fenrg-12-1437287/inline_65.gif





OPS/images/fenrg-12-1437287/inline_62.gif





OPS/images/fenrg-12-1437287/inline_63.gif





OPS/images/fenrg-12-1437287/inline_60.gif





OPS/images/fenrg-12-1437287/inline_61.gif





OPS/images/fenrg-12-1437287/inline_59.gif





OPS/images/fenrg-12-1437287/inline_6.gif





OPS/images/fenrg-12-1437287/inline_57.gif
Al g4





OPS/images/fenrg-12-1437287/inline_58.gif
Al cq





OPS/images/fenrg-12-1437287/inline_56.gif





OPS/images/fenrg-12-1437287/inline_54.gif





OPS/images/fenrg-12-1437287/inline_55.gif





OPS/images/fenrg-12-1437287/inline_52.gif





OPS/images/fenrg-12-1437287/inline_53.gif
Ai g





OPS/images/fenrg-12-1437287/inline_50.gif





OPS/images/fenrg-12-1437287/inline_51.gif
A g





OPS/images/fenrg-12-1437287/inline_49.gif





OPS/images/fenrg-12-1437287/inline_5.gif





OPS/images/fenrg-12-1437287/inline_48.gif





OPS/images/fenrg-12-1429713/math_17.gif
a)





OPS/images/fenrg-12-1429713/math_18.gif
Do NpVour
A

i ()

: as)





OPS/images/fenrg-12-1429713/math_15.gif





OPS/images/fenrg-12-1429713/math_16.gif
(16)





OPS/images/fenrg-12-1437287/inline_75.gif





OPS/images/fenrg-12-1437287/inline_76.gif





OPS/images/fenrg-12-1429713/math_13.gif
a3





OPS/images/fenrg-12-1437287/inline_9.gif





OPS/images/fenrg-12-1429713/math_14.gif
Loat tuck = iA1= a4





OPS/images/fenrg-12-1437287/math_1.gif
0





OPS/images/fenrg-12-1429713/math_11.gif
“is

an





OPS/images/fenrg-12-1437287/inline_80.gif





OPS/images/fenrg-12-1429713/math_12.gif
2)






OPS/images/fenrg-12-1437287/inline_81.gif





OPS/images/fenrg-12-1429713/math_1.gif
[0





OPS/images/fenrg-12-1437287/inline_79.gif
TER





OPS/images/fenrg-12-1429713/math_10.gif
(10





OPS/images/fenrg-12-1437287/inline_8.gif





OPS/images/fenrg-12-1437287/inline_77.gif
A g





OPS/images/fenrg-12-1437287/inline_78.gif
Al g,





OPS/images/fenrg-12-1437287/inline_74.gif





OPS/images/fenrg-12-1437287/inline_66.gif
U0





OPS/images/fenrg-12-1437287/inline_72.gif





OPS/images/fenrg-12-1437287/inline_73.gif





OPS/images/fenrg-12-1437287/inline_70.gif





OPS/images/fenrg-12-1437287/inline_71.gif





OPS/images/fenrg-12-1437287/inline_69.gif





OPS/images/fenrg-12-1437287/inline_7.gif





OPS/images/fenrg-12-1437287/inline_67.gif





OPS/images/fenrg-12-1437287/inline_68.gif





OPS/images/fenrg-12-1437287/inline_28.gif
I dref





OPS/images/fenrg-12-1437287/inline_29.gif
fsqref





OPS/images/fenrg-12-1437287/inline_26.gif
I dref





OPS/images/fenrg-12-1437287/inline_27.gif
fsqref





OPS/images/fenrg-12-1437287/inline_24.gif
Ucdref





OPS/images/fenrg-12-1437287/inline_25.gif
Usqref





OPS/images/fenrg-12-1437287/inline_22.gif





OPS/images/fenrg-12-1437287/inline_23.gif





OPS/images/fenrg-12-1437287/inline_20.gif
Qpref





OPS/images/fenrg-12-1437287/inline_21.gif





OPS/images/fenrg-12-1437287/inline_2.gif





OPS/images/fenrg-12-1437287/inline_18.gif
WREC





OPS/images/fenrg-12-1437287/inline_19.gif
WREC





OPS/images/fenrg-12-1437287/inline_16.gif





OPS/images/fenrg-12-1437287/inline_17.gif





OPS/images/fenrg-12-1437287/inline_14.gif





OPS/images/fenrg-12-1437287/inline_15.gif





OPS/images/fenrg-12-1437287/inline_12.gif





OPS/images/fenrg-12-1437287/inline_13.gif





OPS/images/fenrg-12-1437287/inline_11.gif





OPS/images/fenrg-12-1424389/inline_93.gif
PN





OPS/images/fenrg-12-1437287/inline_46.gif
id





OPS/images/fenrg-12-1437287/inline_47.gif





OPS/images/fenrg-12-1437287/inline_44.gif





OPS/images/fenrg-12-1437287/inline_45.gif





OPS/images/fenrg-12-1424389/math_11.gif
P(SOC;<0)zp,





OPS/images/fenrg-12-1424389/math_10.gif
SOCmu — SOCy, SOC.1 250G
SOC; — SOCyg, SOCs.1 <SOC,

o)





OPS/images/fenrg-12-1437287/inline_42.gif





OPS/images/fenrg-12-1424389/math_1.gif





OPS/images/fenrg-12-1437287/inline_43.gif





OPS/images/fenrg-12-1424389/inline_99.gif
PN





OPS/images/fenrg-12-1437287/inline_40.gif
i1 dref





OPS/images/fenrg-12-1424389/inline_98.gif





OPS/images/fenrg-12-1437287/inline_41.gif
i1 qref





OPS/images/fenrg-12-1424389/inline_97.gif





OPS/images/fenrg-12-1437287/inline_39.gif





OPS/images/fenrg-12-1424389/inline_96.gif





OPS/images/fenrg-12-1437287/inline_4.gif
U0





OPS/images/fenrg-12-1424389/inline_95.gif
K ¢Af max





OPS/images/fenrg-12-1424389/inline_94.gif





OPS/images/fenrg-12-1437287/inline_38.gif





OPS/images/fenrg-12-1437287/inline_36.gif





OPS/images/fenrg-12-1437287/inline_37.gif





OPS/images/fenrg-12-1437287/inline_34.gif
id





OPS/images/fenrg-12-1437287/inline_35.gif





OPS/images/fenrg-12-1437287/inline_32.gif





OPS/images/fenrg-12-1437287/inline_33.gif





OPS/images/fenrg-12-1437287/inline_30.gif





OPS/images/fenrg-12-1437287/inline_31.gif





OPS/images/fenrg-12-1437287/inline_3.gif
TER





OPS/images/fenrg-12-1424389/math_23.gif
0 S |K (A S sl S Pans (23)





OPS/images/fenrg-12-1424389/math_22.gif
Py s~

K/Wu

<Py

@)





OPS/images/fenrg-12-1424389/math_21.gif
~Pin S Py S Py





OPS/images/fenrg-12-1424389/math_3.gif
©
2L,
Py =K, x 3





OPS/images/fenrg-12-1424389/math_29.gif
(3600 - E, (SOCnas = SOCy) + 7Pes) 2 K (41,0 + Wi ) .
(3600 E,(SOC, - S0Coa) + 1P.i) <K (1140 + Wis)
(29)





OPS/images/fenrg-12-1424389/math_28.gif
f SHSH

(28)





OPS/images/fenrg-12-1424389/math_27.gif
(3600 E, (SOCoas = SOCy) + 7Pes) 2 K (.0 + W) .
(3600 - E, (SOC ~ SOCu) + TPus) S K (~11.0 + W)
@)





OPS/images/fenrg-12-1424389/math_26.gif
uass = max —Cacd o [Pes = Peos] + (apt + apt). - (26)





OPS/images/fenrg-12-1424389/math_25.gif
DS Py + P s P,






OPS/images/fenrg-12-1424389/math_24.gif
Pexor = Pex | SAPpns (24)





OPS/images/fenrg-12-1424389/math_13.gif
P(W i~ 1P [K;<3600-8E,[K;)zp.





OPS/images/fenrg-12-1424389/math_12.gif
)





OPS/images/fenrg-12-1423199/math_9.gif
u(k)' e(k)')

9)





OPS/images/fenrg-12-1424389/math_20.gif
LR L —

(20)





OPS/images/fenrg-12-1423199/math_8.gif
(k) = (i, ()" u (k)" i(K)T) (8)






OPS/images/fenrg-12-1424389/math_2.gif
Py,=P;+ P, (2)





OPS/images/fenrg-12-1423199/math_7.gif





OPS/images/fenrg-12-1424389/math_19.gif
(3600 - E, (SOCouss = SOC) + 7X
(-3600- (SO, - S0Cou) 131

"x) 2K (Npo + Lo W)
P} Ky (-Nho s EE3Wis)
o





OPS/images/fenrg-12-1423199/math_6.gif
T,

®





OPS/images/fenrg-12-1424389/math_18.gif
{ (3600 - E, (SOCauy ~ SOCy) + TPes) 2 Ky (i + W px)

(18)
(=3600- Ey (SOCy — SOCu) + 1Pox) < K (~p0 + W12,





OPS/images/fenrg-12-1424389/math_17.gif





OPS/images/fenrg-12-1424389/math_16.gif
my = Wy = 1Py [Kp o4 = 0. (16)





OPS/images/fenrg-12-1424389/math_15.gif
(W s
~ 1P,
Ky )
~ Nt
(g
1t O
AN





OPS/images/fenrg-12-1424389/math_14.gif
Wya=Pes[Ky 53600 - (SOCuus = SOG)E, /K. S0C 250Gk
W= tPoa /Ky 2 = 3600 (SOC, = SOCpu)En/ K S0Cu,1 <SOC
P





OPS/images/fenrg-12-1427593/fenrg-12-1427593-g005.gif
A Pipute.






OPS/images/fenrg-12-1437287/inline_1.gif





OPS/images/fenrg-12-1427593/fenrg-12-1427593-g004.gif





OPS/images/fenrg-12-1437287/inline_10.gif





OPS/images/fenrg-12-1427593/fenrg-12-1427593-g003.gif





OPS/images/fenrg-12-1437287/fenrg-12-1437287-g014.gif
A LI
310

E I

G Troquemsy tncrsses:





OPS/images/fenrg-12-1427593/fenrg-12-1427593-g002.gif





OPS/images/fenrg-12-1437287/fenrg-12-1437287-t001.jpg
Description

q Effective value of the grid line voltage 100 kv
fu Rated frequency of the grid 50 Hz

A Switching frequency of the converter station 2 kHz
Use Rated DC-link voltage 200 kv
G DC-link capacitance 70 pF
Pen Rated output active power 200 MW
Qg Rated output reactive power 0 Var
K Reactive power control loop's proportional gain 001

ki Reactive power control loop’s integral gain 10

k Virtual impedance coefficient 075

ki Current control loop’s proportional gain 005

ks Current control loop’s integral gain 1
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Scenario APy Afnagir/Hz  Afis/Hz W]
Scenario I | APy | 0.037 0234 0134 015
APy | 0.046 0325 018

Scenario Il APy, | 0.037 0237 0134
APg | 0.0468 0395 0187

Scenario Il | APy | 0.036 0235 014 02
Arﬂ‘ 0.05 0.683 0236
APn | 006 195 0346
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Parameter

Inverter inductance L 18 mH
Net side inductance L 06 mH

Filter capacitor c 5 uf

DC side voltage Ve 800 v

DC capacitance Ci(C) 47 mF

Sample frequency 5 100 kHz

Policy 2 to 3 Weight 1 w? 400 -

Policy 2 to 3 Weight 2 w? 0.5 —

Strategy 1 damping coefficient Ad 06 -
System frequency (angular velocity) © 100 radls
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Space vector Switching state (Sa, Sg, S Vector definition

v, (1,0,-1) (Vpely3)e™
v, [ ©,1,-1) (VoelV3)e™
Vs I (-1,1,0) (Vpd V3)e™™
Vi 1 (=101) (Voo V3)e™
Vs ©0-11) (Vpdl v3)e™™?
Ve [ (1,-1,0) (Voo y3)e™
v, (1,-1,-1) 2Vpel V3
Vs (11,-1) @Vpely3)e™
Vo (11,1 (@Vpely3)e™™
Vio LLD @Vod V3)e"
Vi (-1,-L1) (@Vipely3)e™
Vi a-11) (@Vpely3)e
Vis | (1,0,0)s (0,-1,-1) Vpel3
Vie (1,100 (0.0,1) (Vo/3)e™
Vis | 0,10, (-10,-1) (Vocl3)e*™
Vie OLD. (-1,00) (Vicl3)e™
Vi . 0,0,1)s (-1,-1,0) (Vpel3)e'™
Vi @01, (0,-1,0) (Vpel3)e*™
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Description

Value (unit)

: Direct-axis inductance of the stator 0.5 (pu)
Lz Quadrature-axis inductance of the stator 0.5 (pu)
v Flux of the PMSG 1 (pu)
R, Resistance of the stator 0.0025 (p.u.)
c DC-link capacitance 021 (p)
Heq Equivalent inertia time constant of the PMSG shaft 25(s)
Hyr Equivalent inertia time constant of the WT 2(9)
H, Equivalent inertia time constant of the PMSG rotor 0.5 (s)
D, Shaft damping constant 255 (p)
K Shaft stiffness constant 0.1 (pu)
» Air density 1.225 (kg/m’)
2 Radius of the WT 35.5 (m)






OPS/images/fenrg-12-1423199/math_24.gif





OPS/images/fenrg-12-1404462/fenrg-12-1404462-g017.gif
[, T i v o]
VT A —

| AP-022pu.amemas modt)

o s
-

2%






OPS/images/fenrg-12-1423199/math_23.gif
w (k)" (k7)) (23)






OPS/images/fenrg-12-1423199/math_22.gif





OPS/images/fenrg-12-1381950/fenrg-12-1381950-g008.gif
@
LI ~5
el yeon P, M@ ”
n
(8) P

Lkl pyves 5y
ol yio Patog 2
e r e
Lol 10

o TAT 7,0
%

7@






OPS/images/fenrg-12-1381950/fenrg-12-1381950-g007.gif
R





OPS/images/fenrg-12-1381950/fenrg-12-1381950-g006.gif





OPS/images/fenrg-12-1381950/fenrg-12-1381950-g005.gif
1nm
T| 7, e






OPS/images/fenrg-12-1381950/fenrg-12-1381950-g004.gif





OPS/images/fenrg-12-1404462/math_16.gif
W, a6)
B -

F=owr-an

Po = P+ APy = @y





OPS/images/fenrg-12-1404462/fenrg-12-1404462-g014.gif
e
i otews
)






OPS/images/fenrg-12-1423199/math_20.gif
JAw, (kK + 2)|





OPS/images/fenrg-12-1404462/fenrg-12-1404462-g013.gif





OPS/images/fenrg-12-1423199/math_2.gif
@





OPS/images/fenrg-12-1404462/fenrg-12-1404462-g012.gif





OPS/images/fenrg-12-1423199/math_19.gif
(i k+2) =ik +2)) + (i (k+2) -

(k+2)) (19)





OPS/images/fenrg-12-1404462/fenrg-12-1404462-g011.gif
)

Rt






OPS/images/fenrg-12-1423199/math_18.gif
(1k + 3) = 1y +2) + Tk 4 2)) + i3 (K + 2
18)





OPS/images/fenrg-12-1404462/fenrg-12-1404462-g010.gif





OPS/images/fenrg-12-1423199/math_17.gif
ik +2)

(k4 3) =tk + 2) = T iy + ) + Gk +2)
)





OPS/images/fenrg-12-1404462/fenrg-12-1404462-g009.gif
ke





OPS/images/fenrg-12-1423199/math_16.gif
(sg(k +3) = gk +2) + T,k +2)) + € (k +2)
16)





OPS/images/fenrg-12-1404462/fenrg-12-1404462-g008.gif
I o P
e VKT

Ry

RNy,

T
e

%
i

g oSG

o i o
Wi
Wt o001 22
o et o VT
¥ [oeeriiy

sy W
| Gt e ot e 16 |
et oo s v |

o





OPS/images/fenrg-12-1423199/math_15.gif
Aka)—f(lm{Iu!) isdk+2) - Tisg(k +2)) +ea (k +2)
as)





OPS/images/fenrg-12-1404462/fenrg-12-1404462-g007.gif
Wind turbine: PMSG rotor:

o
Shatt prameter
LN A
o o

€

Shaft torsional angle
Y





OPS/images/fenrg-12-1423199/math_14.gif
sk + ) = iy(k +3) + T,k +3)) + ¢, (k +3)
(14)





OPS/images/fenrg-12-1423199/math_21.gif





OPS/images/fenrg-12-1423199/math_13.gif
i+ 3) = 2

(ks )=k 4 3) - T+ 3) weath+3)

a3)





OPS/images/fenrg-12-1404462/fenrg-12-1404462-g016.gif
[ Rosnig spet s v s )|
| Roring spd or W (oo o)

|- Romig ped o T (o s o)

"
(]

o 1 15 2
PrS






OPS/images/fenrg-12-1404462/fenrg-12-1404462-g015.gif





OPS/images/fenrg-12-1375888/math_27.gif
@)





OPS/images/fenrg-12-1424389/inline_83.gif
Wik =TPerl Ky





OPS/images/fenrg-12-1375888/math_26.gif
r"A - wtmsclsint] (26
(1= msclsin
Alapicpi





OPS/images/fenrg-12-1424389/inline_82.gif
Wk





OPS/images/fenrg-12-1375888/math_25.gif
TUaloliC -1 + 4L Cii 80y

v, -

as)





OPS/images/fenrg-12-1424389/inline_81.gif





OPS/images/fenrg-12-1375888/math_24.gif
+ Al
Alsoi-pi = Oy o pic





OPS/images/fenrg-12-1424389/inline_80.gif
K ¢





OPS/images/fenrg-12-1375888/math_23.gif
@3






OPS/images/fenrg-12-1424389/inline_8.gif





OPS/images/fenrg-12-1375888/math_22.gif
3 (@ - @)

@)






OPS/images/fenrg-12-1424389/inline_79.gif





OPS/images/fenrg-12-1424389/inline_78.gif





OPS/images/fenrg-12-1424389/inline_77.gif





OPS/images/fenrg-12-1424389/inline_76.gif
Wk





OPS/images/fenrg-12-1424389/inline_75.gif





OPS/images/fenrg-12-1375888/math_30.gif
KT (@ LiCy
T T BLC [k (@ LGy ~ 1) - @iCy

AU, msclsinat| (30





OPS/images/fenrg-12-1375888/math_3.gif
Msc (g
P

o





OPS/images/fenrg-12-1375888/math_29.gif
(29)





OPS/images/fenrg-12-1375888/math_28.gif
(28)
+ Al
Alypic-pic = Bl i





OPS/images/fenrg-12-1424389/inline_73.gif
Wk





OPS/images/fenrg-12-1424389/inline_72.gif
K41





OPS/images/fenrg-12-1424389/inline_71.gif





OPS/images/fenrg-12-1424389/inline_70.gif





OPS/images/fenrg-12-1424389/inline_7.gif





OPS/images/fenrg-12-1424389/inline_69.gif





OPS/images/fenrg-12-1424389/inline_68.gif
SOC,





OPS/images/fenrg-12-1424389/inline_67.gif
SOC L





OPS/images/fenrg-12-1424389/inline_66.gif





OPS/images/fenrg-12-1424389/inline_74.gif





OPS/images/fenrg-12-1403346/fenrg-12-1403346-g005.gif
el ndacor

elotun e






OPS/images/fenrg-12-1429241/math_30.gif
i<V

(30





OPS/images/fenrg-12-1403346/fenrg-12-1403346-g004.gif
il it schemaric o e e el e
L1 e

Sl phas it sehematicof % T el
s circuit schematic of typs





OPS/images/fenrg-12-1429241/math_3.gif





OPS/images/fenrg-12-1403346/fenrg-12-1403346-g003.gif
sariabl period - -
n) H(ne1) ns2) t(n+3)





OPS/images/fenrg-12-1429241/math_29.gif
1
MAPE = 100% x ~
N

@)





OPS/images/fenrg-12-1403346/fenrg-12-1403346-g002.gif
b3
Ay ampling s e sampligpriod
[

P -
Anabveia o Seamb oints ot varieble et peried





OPS/images/fenrg-12-1429241/math_28.gif
RMSE =

8





OPS/images/fenrg-12-1403346/fenrg-12-1403346-g001.gif
o3t w2t 20 v 0217

[ I— -

aates 0315 0205 0207 0207¢
i

Dl e a0 et





OPS/images/fenrg-12-1429241/math_27.gif
@





OPS/images/fenrg-12-1403346/crossmark.jpg
©

|





OPS/images/fenrg-12-1429241/math_26.gif
a(£) = | p(f 1u)qdu (26)





OPS/images/fenrg-12-1375888/math_9.gif
©





OPS/images/fenrg-12-1375888/math_8.gif





OPS/images/fenrg-12-1429241/math_6.gif
®





OPS/images/fenrg-12-1429241/math_5.gif
y~N(O,K(X,X)+a,l,) (5)





OPS/images/fenrg-12-1429241/math_4.gif
k(x,x') = o exp( ~(x - x')‘/z)

@





OPS/images/fenrg-12-1429241/math_31.gif
o)





OPS/images/fenrg-12-1403346/fenrg-12-1403346-g007.gif





OPS/images/fenrg-12-1403346/fenrg-12-1403346-g006.gif





OPS/images/fenrg-12-1375888/math_4.gif
@






OPS/images/fenrg-12-1375888/math_36.gif
Bi+B:-+B,,+B,,





OPS/images/fenrg-12-1424389/inline_92.gif
K ¢





OPS/images/fenrg-12-1375888/math_35.gif
i

B = TN

39





OPS/images/fenrg-12-1424389/inline_91.gif





OPS/images/fenrg-12-1375888/math_34.gif
L
feo = Tl 4
1000Hz < f e < 3000Hz





OPS/images/fenrg-12-1424389/inline_90.gif
K ¢





OPS/images/fenrg-12-1375888/math_33.gif
33






OPS/images/fenrg-12-1424389/inline_9.gif
Py,





OPS/images/fenrg-12-1375888/math_32.gif
LG [
650Hz < fs <2050Hz





OPS/images/fenrg-12-1424389/inline_89.gif





OPS/images/fenrg-12-1375888/math_31.gif





OPS/images/fenrg-12-1424389/inline_88.gif





OPS/images/fenrg-12-1424389/inline_87.gif





OPS/images/fenrg-12-1424389/inline_86.gif





OPS/images/fenrg-12-1424389/inline_85.gif





OPS/images/fenrg-12-1424389/inline_84.gif
Wik =TPerl Ky





OPS/images/fenrg-12-1375888/math_7.gif
Mac (1) = ms sin (5wt + Os) + m, sin (7t + 6;)

oy sin(11at + 6,,) + mosin(13at +0)  (7)





OPS/images/fenrg-12-1375888/math_6.gif
i ©





OPS/images/fenrg-12-1375888/math_5.gif
3 (1) cosna = Uy

ar =243 1 cosne =0

Wi

(-1)"! cosna; =0

(-1)"! cosna; =0

©





OPS/images/fenrg-12-1403346/inline_38.gif





OPS/images/fenrg-12-1403346/inline_37.gif





OPS/images/fenrg-12-1403346/inline_3.gif





OPS/images/fenrg-12-1403346/inline_2.gif
Ki, (n)





OPS/images/fenrg-12-1403346/inline_10.gif





OPS/images/fenrg-12-1403346/inline_1.gif





OPS/images/fenrg-12-1403346/fenrg-12-1403346-t003.jpg
Main components Parameters

DC Capacity i Cy 9840uF
Converter side Inductor L, 0.7 mH
Grid side Inductor L, | 005 mH
AC Filter Capacitor Cg 30 uF
DC voltage Uy 750V
| Grid voltage RMS Eyrig M0V
‘ Grid frequency fia 50 Hz
Target switching frequency f, 15 Kz
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DC voltage Uy [ 750V
| Grid voltage RMS Eyrig B0V
‘ Grid frequency fia 50 Hz
Target switching frequency /. 15 Kz

A: Strsulasion:sesultsiof conventiond] three level. didital hysterests control:





OPS/images/fenrg-12-1403346/fenrg-12-1403346-t001.jpg
/Ty 1 0 <0 0 /3& 5
4 'L
T
i






OPS/images/fenrg-12-1403346/fenrg-12-1403346-gx001.gif





OPS/images/fenrg-12-1429713/fenrg-12-1429713-g002.gif
Uy Yare  BDC






OPS/images/fenrg-12-1429713/fenrg-12-1429713-g003.gif





OPS/images/fenrg-12-1429713/crossmark.jpg
©

|





OPS/images/fenrg-12-1429713/fenrg-12-1429713-g001.gif
b
S‘E}}Lk

S E}}

S EE

B

i

04
S'JEF}
o |syafh
ek
SUEE}






OPS/images/fenrg-12-1429256/math_3.gif
{

g =0y + Ky (P = P,)
Uit = Uy + K, (Quu- Q)

o





OPS/images/fenrg-12-1429256/math_4.gif
0
1

1af1<afy]
1af1z|aft

@





OPS/images/fenrg-12-1429256/math_2.gif
= SprRLC, APV, @






OPS/images/fenrg-12-1429713/fenrg-12-1429713-g006.gif
Voltage loop.






OPS/images/fenrg-12-1429713/fenrg-12-1429713-g004.gif
Wit

“ly W to
7 T






OPS/images/fenrg-12-1429713/fenrg-12-1429713-g005.gif





OPS/images/fenrg-12-1403346/fenrg-12-1403346-g016.gif





OPS/images/fenrg-12-1403346/fenrg-12-1403346-g015.gif





OPS/images/fenrg-12-1403346/fenrg-12-1403346-g014.gif





OPS/images/fenrg-12-1403346/fenrg-12-1403346-g013.gif
s






OPS/images/fenrg-12-1403346/fenrg-12-1403346-g012.gif
s s e e

vl imbion e

ST AISE






OPS/images/fenrg-12-1403346/fenrg-12-1403346-g011.gif





OPS/images/fenrg-12-1403346/fenrg-12-1403346-g010.gif
NN
NONINONINON





OPS/images/fenrg-12-1403346/fenrg-12-1403346-g009.gif





OPS/images/fenrg-12-1403346/fenrg-12-1403346-g008.gif
RO
B ANOVAVANIVE






OPS/images/fenrg-12-1429256/inline_62.gif
A f]

> |Af, ]





OPS/images/fenrg-12-1429256/inline_63.gif
A f]

< |Af,]





OPS/images/fenrg-12-1429256/inline_60.gif





OPS/images/fenrg-12-1429256/inline_61.gif





OPS/images/fenrg-12-1429256/inline_56.gif





OPS/images/fenrg-12-1429256/inline_6.gif





OPS/images/fenrg-12-1429256/inline_9.gif





OPS/images/fenrg-12-1429256/math_1.gif





OPS/images/fenrg-12-1429256/inline_7.gif





OPS/images/fenrg-12-1403346/fenrg-12-1403346-g017.gif





OPS/images/fenrg-12-1429256/inline_8.gif





OPS/images/fenrg-12-1403346/inline_56.gif





OPS/images/fenrg-12-1403346/inline_55.gif
T





OPS/images/fenrg-12-1403346/inline_54.gif
E,(t)





OPS/images/fenrg-12-1403346/inline_53.gif





OPS/images/fenrg-12-1403346/inline_52.gif





OPS/images/fenrg-12-1403346/inline_51.gif





OPS/images/fenrg-12-1403346/inline_50.gif





OPS/images/fenrg-12-1403346/inline_5.gif





OPS/images/fenrg-12-1403346/inline_49.gif





OPS/images/fenrg-12-1403346/inline_48.gif





OPS/images/fenrg-12-1403346/inline_47.gif
U 4.





OPS/images/fenrg-12-1403346/inline_46.gif





OPS/images/fenrg-12-1403346/inline_45.gif





OPS/images/fenrg-12-1403346/inline_44.gif





OPS/images/fenrg-12-1403346/inline_43.gif
U 4.





OPS/images/fenrg-12-1403346/inline_42.gif
S





OPS/images/fenrg-12-1403346/inline_41.gif
Ma





OPS/images/fenrg-12-1403346/inline_40.gif





OPS/images/fenrg-12-1403346/inline_4.gif





OPS/images/fenrg-12-1403346/inline_39.gif





OPS/images/fenrg-12-1429713/fenrg-12-1429713-g013.gif
Ipsldiv






OPS/images/fenrg-12-1429713/fenrg-12-1429713-g014.gif
Ty

S MBDAB
BuckAB

W0 40 6w om0 1000

Pomer(W)

Effciency(%)

Effcieney(%)

MBDAB.
BuckDAB

20 40 6w S0 1000

Power(W)





OPS/images/fenrg-12-1429713/fenrg-12-1429713-g011.gif
2ps/div
Uu(20V/div)

i/ (20A/div)

! 2udiv
Ua(250V/div)  #p(2OVIdiv)
NI TS,






OPS/images/fenrg-12-1429713/fenrg-12-1429713-g012.gif
r ] 2usldiv
e
bz iy | e

i T oA
v
U S I D el

F " 2psidiv
ua(250VAdiv)

ug(20V/div)_ ¥ .
it

'8 |
G, (20ATiv)

s e

i (10A/div)
rrr—— e p—— e

IS T






OPS/images/fenrg-12-1429713/fenrg-12-1429713-g009.gif
P “2ugdiv
ua(S00VIdiv)
Zvs g (0VTdiy
TA(10A/diy) 1A 10A/diy)

R —————

r 2uddiv
s (SOOVAiv)~,
Vs
| un0V/divrs [

»

p— T —
ina(10A/div)~ | ATOA/div)’






OPS/images/fenrg-12-1429713/fenrg-12-1429713-g010.gif
“2ps/div
putsOVaiY)

ZVS | un(20V/div)~

i,(10A/diy)






OPS/images/fenrg-12-1429713/fenrg-12-1429713-g007.gif





OPS/images/fenrg-12-1429713/fenrg-12-1429713-g008.gif
o k[iA/dn

'L“ Yy






OPS/images/fenrg-12-1429713/fenrg-12-1429713-g015.gif





OPS/images/fenrg-12-1429713/fenrg-12-1429713-t001.jpg
Parameter Value

Vin 250-450 V
Vo 48V
Veq_oan | 240V
Nyl 51
L 39 uH
P 1,000 W
5 100 kHz
Chuck 25 uF
Cin/Cout 250 uF
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