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In the context of the application of compressed air energy storage system
participating in power grid regulation, a large capacity of compressed air
energy storage accessed to or off from the power grid will bring instability to
the system, and there will be voltage and current impact during off-grid
operation, which will pose a threat to system security. Therefore, this paper
puts forward the control strategy of compressed air energy storage for both grid-
connected and off-grid, and proposes a smooth grid-connected strategy of
compressed air energy storage based on adaptive Pl control, which can better
improve the problem of excessive impulse current during the connection of
compressed air energy storage. Finally, a simulation model is built in MATLAB/
Simulink to verify the effectiveness and superiority of the proposed
control strategy.

KEYWORDS

compressed air energy storagel, grid-connected and off-grid control strategies2,
smooth grid connection3, Pl control4, impulse current5

1 Introduction

Compressed air energy storage, due to its large energy storage capacity and high
conversion efficiency, is suitable for commercial application in large-scale energy storage
power plants. It is one of the key technologies to solve the problems of volatile renewable
energy consumption, power grid peak shaving, carbon compliance, and carbon neutrality
(Mei S et al., 2017; Liu et al., 2023; Chen et al., 2016; Attarha et al., 2018). Compressed air
energy storage has the characteristics of storing and converting three forms of energy: cold,
heat, and electricity (R. Khatami et al., 2020). Through multi-energy cogeneration, high
energy comprehensive utilization efficiency (70%-80%) can be achieved to make up for the
lack of low power conversion efficiency of compressed air energy storage, thereby effectively
improving the application economy of compressed air energy storage (A. Azizivahed
et al., 2020).

In terms of the application of compressed air energy storage in power grid regulation,
compressed air energy storage is used to smooth the fluctuations of wind power and
improve the quality of wind power, so as to increase the utilization level of wind power and
its penetration rate in the power grid (Cleary et al., 2015; Cheng et al., 2019; Zhu et al., 2023).
Reference (Wen X et al,, 2021) studies the participation of compressed air energy storage
systems in primary frequency regulation and proposed a method for the compressed air
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energy storage system to participate bidirectionally in response to
the primary frequency regulation of the power grid in the two stages
of energy storage and energy release. Reference (Li G et al., 2021)
proposes a phase modulation operation mode based on compressed
air energy storage power plants, which achieves the function of
supporting reactive power and voltage of the power grid and verifies
the rationality of phase modulation operation of salt cavern
compressed air energy storage power plants. Reference (Aldaadi
et al,, 2021) proposes a grid-connected power optimization strategy
based on segmented real-time wind power and electricity price data
averaging to ensure continuous and stable output of power to the
grid. Reference (Xu W et al., 2022) proposes a new configuration
that uses compressed air energy storage to assist wind turbines to
increase the total power generation and schedulability of wind
power generation, and verifies its effectiveness in realizing a
schedulable wind energy conversion system through case studies.
Reference (Meng et al., 2023) proposes a compressed air energy
storage multi-energy co-supply system coupled with thermal power,
evaluates its thermal performance and technical economy, and
provides a new development idea for the large-scale commercial
application of compressed air energy storage. Reference (Cheng |
et al., 2018) proposed an advanced adiabatic compressed air energy
storage multi-energy flow optimization scheduling model based on
energy hub matrix modeling, proving that advanced adiabatic
compressed air energy storage can realize daily hot spot joint
supply and improve regional energy utilization efficiency.
Compressed air energy storage can operate independently with
load and can also be connected to the power grid to participate in
grid regulation. However, during the grid connection process, if the
conditions of equal phase frequency to the grid voltage are not met,
large impulse currents and voltages will usually be generated,
threatening the safe and stable operation of equipment.
Therefore, a smooth grid connection strategy is needed to ensure
the smooth and safe connection of compressed air energy storage to
the power grid. For smooth switching, reference (Xiong et al., 2016)
adopts the methods of V/f control and PQ control switching, and
introduces current compensation to reduce the transient impact
before and after switching the control strategy. References (Wang
etal, 2016; Zheng F et al., 2019) use a virtual synchronous generator
to switch to PQ control, and controls the current loop instructions to
ensure that the inner loop parameters are consistent when the
control mode is switched to achieve smooth switching. Reference
proposes a smooth grid connection strategy for optical storage
virtual synchronous machines based on adaptive model
predictive control. On the basis of the model predictive control
strategy, frequency variation is introduced to adaptively adjust the
weighting coefficient, which effectively improves the voltage and
current surge problem during the switching process. Reference
(Yuan et al,, 2017) proposes a smooth switching control strategy
for microgrid operation mode based on linear active disturbance
rejection control technology, achieving the effect of quickly
eliminating disturbances and smoothing the switching process.
Reference (Xiong et al., 2016) proposes a new phase-locked loop
suitable for microgrid systems based on the smooth switching
control method of microgrid under master-slave control
conditions to ensure smooth switching of microgrid operation
modes and enhance system stability. At present, research on
smooth switching focuses on microgrids, and there is little
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research on the issue of compressed air energy storage and
smooth grid connection to reduce impulse voltage and current.

In order to solve the impact problem caused by the grid
connection of compressed air energy storage, this paper proposes
a smooth grid connection control strategy based on adaptive PI
control after proposing control strategies for the compressed air
energy storage system in both grid-connection and off-grid modes.
Finally, a simulation model of compressed air energy storage was
built on the MATLAB/SIMULINK simulation platform, and the
proposed control strategy was experimentally verified.

2 Structure and modeling of
compressed air energy storage system

Compressed air energy storage refers to the use of low valley
electricity, wind power curtailment and photovoltaic power, etc., to
compress the air through a compressor, and store high-pressure air
in a sealed storage chamber. During peak electricity consumption
period, the air is released to drive a turbine to generate electricity.

2.1 Structure of compressed air energy
storage system

This paper builds an advanced adiabatic compressed air energy
storage system, and the topology diagram of the system is shown in
Figure 1. The system consists of an electric motor, a compressor unit,
a gas storage tank, a heat storage system, an expansion unit, and a
generator. During the low period of electricity consumption, surplus
wind power is used to drive the compressor to compress the air
through two stages of compression, generating high-temperature
and high-pressure air that enters the heat exchanger on the
compression side for heat exchange with the heat transfer oil.
The heat transfer oil absorbs heat and heats up before entering
the high-temperature heat transfer oil tank. The compressed air
releases heat and cools down to the environmental temperature
before entering the salt cavern gas storage tank for storage; During
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electricity peak period, high-pressure air is released from the gas
storage, heated by high-temperature thermal oil in the oil-gas heat
exchanger on the power generation side, and then enters the
secondary air turbine with an intermediate reheater to expand
and perform work to complete the power generation process
(Shengwei et al., 2022).

2.2 Modeling of compressed air energy
storage system

This paper establishes a mathematical model for the operation of
advanced adiabatic compressed air energy storage system under
reasonable simplified conditions based on the thermodynamic, heat
transfer, fluid mechanics, and electrical mechanisms of the main
devices in the system (L. Calero et al, 2020; Mirzapour-Kamanaj
et al., 2022). The mathematical model of each device is shown in
Eqs 1-21.

1) Mathematical model of compressor

The continuous equation is as follows:

Mjc = Me, (1)

The compressor outlet air temperature equation is as follows:

nkk;l -1
T&c = Ti.c(l + ) (2)
ng
The compressor power equation is as follows:
Nc = m(heAc - hi.c)ns (3)

The compressor outlet pressure equation is as follows:

Pe.c = nPiﬁc (4)
The number of compression stages is expressed as follows:
S=Inn,/Inn (5

where mi. ¢ and me. ¢ are the air mass flow rates at the inlet and
outlet of the compressor, kg/min; Ti. ¢ and Te. ¢ are the inlet and
outlet air temperatures of the compressor, K; k is the specific heat
ratio of air; ns is the adiabatic efficiency of the compressor; m is the
air mass flow rate inside the compressor, kg/min; Nc is the input
power of the compressor, kW; hi. ¢ and he. ¢ are the specific
enthalpies of the inlet and outlet air of the compressor, kJ/kg; Pi.
c and Pe. c are the inlet and outlet air pressures of the compressor,
MPa; m is the single stage pressure ratio of the compressor, iz is the
total pressure ratio of the compressor; S is the number of
compressor stages.

2) Mathematical model of heat exchanger
The heat exchanger model in the energy storage stage is basically
the same as the heat exchanger model in the energy release stage,

with the difference being that the air in the heat exchanger during
the energy storage stage releases heat, while the water absorbs heat;
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During the energy release stage, the air in the heat exchanger absorbs
heat, while the water releases heat.
The air energy balance equation is as follows:
dTﬂE.C

M, Gy =

7 mcpa (TuLc -

TueL) - QI (6)

The metal heat storage equation is as follows:

dT
MC=L=

i Q-Q ™)

The cooling water energy balance equation is as follows:

dTwe.c
MWCPWT = Gw.ccpw (Twi.c - TlueAc) + QZ (8)

The heat transfer equation is as follows:

Tm'.c + Tae.c _ Tt)
2

Twzlc + Twe.c)
2

Q= 0‘1A(
)
Q= oczA(Tt -

The energy efficiency equation is as follows:

Tae,c - TaiAc (10)
E= g
Twzﬂc - Tai,c

The pressure drop equation is as follows:

0.0083¢
AP =( )

(11)
Paec = Poic — AP

Where, Ma, Mt, Mw are the air mass in the heat exchanger, the
metal pipe mass of the heat exchanger, and the water mass inside the
heat exchanger, kg; Cpa, Ct, and Cpw are the specific heat capacity of
the air at constant pressure, metal tube specific heat capacity, and
water specific heat capacity in the heat exchanger, kJ/(kg*K); m is the
air mass flow rate inside the heat exchanger, kg/min; Gw. ¢ is the
mass flow rate of water inside the heat exchanger; Tai. ¢ and Tae. ¢
are the inlet and outlet air temperatures of the heat exchanger, K; Tt
is the temperature of the metal tube of the heat exchanger, K; Twi. ¢
and Twe. c are the temperatures of the inlet and outlet water in the
heat exchanger, K; Q1 is the energy released by air, kJ; Q2 is the
energy absorbed by water, kJ; al and o2 are the heat transfer
coefficient of air and water, kJ/(m2*min*K); A is the heat
exchange area, m2; ¢ is the energy efficiency of the heat
exchanger; Pai. ¢ and Pae. ¢ are the air pressure at the inlet and
outlet of the heat exchanger, MPa.

3) Mathematical model of gas storage tank

In this paper, the process of storing high-pressure gas in
advanced adiabatic compressed air storage system is regarded as
a constant volume process, energy is not released during storage, and
air liquefaction is not considered. The pressure and temperature
changes in the storage tank are mainly studied, and air is regarded as
an ideal state.

The energy balance equation of gas storage tank in energy
storage stage is as follows:

frontiersin.org
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d(M,v)
dt

= Cpachvi - WA, (Tv - Th) (12)

The energy balance equation of gas storage tank in energy
release stage is as follows:

M
d(dtVV) = _CpamsTve -w3A, (T, - Th) (13)

The change trend of air pressure and temperature in storage
tank during energy storage stage is expressed as follows:

dp, CpmcT,— A, (T, - Th)R

dt CwnV i 1

dTv Cpachvi - A, (TV - Th) B Cvachv
= R,T, 15
dt CwVP, ¢ (15

The change trend of air pressure and temperature in the tank
during energy release is expressed as follows:

dp, —Cpam,T, — asA, (T, - Th)

= R 16
dt C..V § (16)
dTv _CpamsTve - ‘xSAv (Tv - Th) + CvamsTv
- R,T, 17
dt Cy VP, 8 (17

Where, Pv is the air pressure of the air storage tank, kPa; V is the
volume of the air storage tank, m3; mc and ms are the air mass flow
at the inlet and outlet of the air storage tank, kg/min; a3 is the heat
exchange coefficient of the air storage tank, W/(m2*K); Mv is the gas
mass in the air storage tank, kg; v is the internal energy per unit mass
of the gas in the air storage tank, kJ/kg; AV is the heat exchange area
of the air storage tank, m2; Th is the ambient temperature, K; Tvi
and Tve are the air temperature at the inlet and outlet of the air
storage tank, K; Cva is the specific heat capacity of air at constant
volume, kJ/(kg*K); Rg is the gas constant, kJ/(kg*K). Tv is the air
temperature in the tank, K.

4) Turbine mathematical model

The operation mechanism of turbine can be understood as the
inverse process of compressor. The mathematical model of turbine is
established by compressor modeling method.

Mis = Mes (18)

The turbine outlet air temperature equation is as follows:

TeAs = Tzls<1 - <1 - %)1’15) (19)
Tk

The turbine power equation is as follows:

Ns =my (hi.s - heAs)ns (20)

The turbine outlet pressure equation is as follows:

P es = & (21)

i
Where, mi.s and me. s are the air mass flow at the inlet and outlet
of turbine, kg/min; Ti. s, Te. s are the air temperature at the inlet and
outlet of turbine, K; k is the specific heat ratio of air; ns is the
adiabatic efficiency of turbine; m is the mass flow in turbine, kg/min;
Ns is the output power of turbine, kW; hi. s and he. s are the air

Frontiers in Energy Research

10.3389/fenrg.2024.1344749

Speed

o Controllers
ref
-
- 0
®

power grid

Turbines

g}

éT 5
Ukt
e
B Excitation system
U stabilisers
FIGURE 2

Grid-connected and off-grid control structure of compressed air
energy storage system.

specific enthalpy at the inlet and outlet of turbine, kJ/kg; Pi. s and Pe.
s are the air pressure at the inlet and outlet of turbine, MPa.

3 Compressed air energy storage
smooth grid-connection strategy
based on Pl control

3.1 Grid-connected control structure and
off-grid control structure of compressed air
energy storage system

PQ control strategy is adopted when the compressed air energy
storage system is connected to the grid, and V/f control strategy is
adopted when the compressed air energy storage system is
off the grid.

The coordinated control of grid-connected and off-grid modes
enhances power supply reliability. Based on the above two control
strategies, a control structure for compressed air energy storage
systems operating in both grid-connected and off-grid modes is
constructed, as shown in Figure 2.

3.2 Control strategy of compressed air
energy storage system connected to grid

PQ control strategy is adopted for grid-connected mode
operation of compressed air storage. The fluctuation of load,
frequency and voltage carried by compressed air storage are
borne by the large power grid. Compressed air storage does not
need to consider the regulation of voltage and frequency, but is
directly controlled and regulated according to the voltage and
frequency of the power grid. Compressed air storage outputs
active and reactive power according to a given reference value. In
this way, compressed air energy storage only needs to emit or absorb
power, which can avoid interference to the power system caused by
compressed air energy storage participating in voltage regulation of
the power grid.
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The active pow P output by that synchronous generator is
compared with a reference value Pref to make a difference, then
PI regulation is carry out, after PI regulation, the active power P
enters a speed governor link to obtain air mas flow ms, ms is then
input into a turbine for compressed air energy storage, wherein the
turbine is equivalent to a prime mover in a conventional generator
set, the air mass flow ms is equivalent to a steam valve opening of the
turbine, and mechanical power Pm generated by expansion air of the
turbine drives the synchronous generator to complete power
generation. The process of generating power by compressed air
energy storage system can be expressed by Equation 20.

The output reactive power Q and the reference value Qref of the
synchronous generator are compared. After PI regulation, the
excitation voltage of the exciter is obtained to control the output
voltage of the exciter, that is, the excitation voltage Vf of the
generator, and then input into the synchronous generator. In
order to stabilize the operation of the excitation system and
improve its dynamic quality, the negative feedback link of the
excitation system is introduced, that is, the excitation system
stabilizer, which is generally a soft feedback link, also known as
speed feedback.

3.3 Off-grid control strategy for compressed
air energy storage system

V/f control strategy is adopted for compressed air storage off-
grid mode operation. When the power grid fails or scheduled
maintenance occurs, the compressed air storage system needs to
disconnect the common connection point with the power grid to
realize off-grid operation, providing voltage and frequency support
to ensure that the amplitude of frequency and output voltage is
always controlled within the allowable range, regardless of how the
output power changes, so as to ensure the normal and stable
operation of the compressed air storage system off-grid.

When the compressed air energy storage system operates off-
grid with V/f control strategy, the amplitude of output voltage V is
obtained by measuring module, and then the frequency f is obtained
by phase-locked loop. The amplitude of output voltage V is
compared with reference value Vref, and then the excitation
voltage Vf is obtained by exciter and input to synchronous
generator. The frequency f is compared with the reference value
fref, and after PI regulation, the air mass flow ms is obtained through
the speed governor and input into the turbine for compressed air
energy storage. The mechanical power generated by the turbine
expansion air is used as the mechanical power Pm of the prime
mover to drive the synchronous generator to complete power
generation.

3.4 Compressed air energy storage smooth
grid-connection strategy based on adaptive
Pl control

When the compressed air energy storage system is connected to
the grid, the compressed air energy storage system voltage needs to
be the same as the grid voltage in amplitude, phase and frequency. If
the conditions cannot be met, there will be a large voltage difference
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Compressed air energy storage smooth grid-connection
strategy based on Pl control.

when the grid switch is closed, which will lead to excessive grid
impulse current and pose a threat to the system safety. Therefore, the
output voltage of the compressed air energy storage system needs to
match the grid voltage in amplitude, frequency and phase before
grid-connection. In the voltage control of compressed air energy
storage, the reference voltage has been set as the grid side voltage, so
this paper mainly studies the control strategy of frequency and phase
Angle. The control block diagram of compressed air energy storage
smooth grid connection strategy based on PI control is shown
in Figure 3.

In Figure 3, 0 is the compressed air energy storage side
voltage phase angle, g is the grid side voltage phase angle, w is
the compressed air energy storage side angular frequency, and
wg is the grid side angular frequency. The phase difference
between the compressed air storage output phase and the
power grid is first controlled by PI, and its deviation value is
introduced into the angular frequency deviation, and then Pm is
obtained through PI control. This process can pre-synchronize
the phase difference and frequency difference between the
compressed air energy storage and the power grid, so that the
phase difference and frequency difference between the
compressed air energy storage and the power grid can be
minimized when connected to the grid, so as to reduce the
impulse current of the grid-connection.

In order to control the phase and frequency synchronization
process of compressed air energy storage more accurately, the kp
and ki parameters of PI regulator are adjusted adaptatively on the
basis of PI control, so as to achieve the purpose of rapid response
of the system and precise adjustment of phase and frequency pre-
synchronization. kp and ki are proportional coefficients and
integral coefficients respectively. The larger kp is, the faster
the system responds, but too large kp will cause the instability
of the system. ki improves the stability of the system, but the
larger ki increases the overshoot and even the oscillation of the
system. Therefore, in the pre-synchronization process, when the
phase difference between the energy storage side and the network
side is large, kp and ki are increased to improve the system
response speed and reduce the pre-synchronization time. When
the phase difference between the energy storage side and the
network side is small, and the phase difference is close to the grid-
connected requirements, in order to reduce the phase difference
too fast and cause the system frequency instability, reduce kp and
ki at this time. The adaptive PI control designed in this paper is
shown in Eqs 22, 23:
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Compressed air energy storage grid-connected
system topology.

_ kp()‘l’Akp A 0>15°

kp = {kw Ak, AG<15° @22
_ ki0+Aki A 6>15°

ki - {kio - Aki A 0<15° (23)

In the formula, kp0 and ki0 are proportional coefficients and
integral coefficients at the initial moment, respectively, which are
set to 1 and 0.1; Akp and Aki are increments of scale and
integration coefficients, respectively, set to 0.2 and 0.02,
respectively.

4 Virtual inertial control based on fuzzy
logic control

In order to verify the effectiveness of the grid connection and
off-grid control strategies of the compressed air energy storage
system and the smooth grid connection strategy of compressed
air energy storage based on adaptive PI control, this section
establishes the compressed air energy storage grid connection as
shown in Figure 4 on the MATLAB/simulink platform. The system
model verified the grid-connected and off-grid control strategies of
the compressed air energy storage system and the smooth grid-
connected strategy of compressed air energy storage based on
PI control.

In Figure 4, the rated power of compressed air energy storage is
200 MW, the rated voltage is 13.8kV; the rated power of
transformer T1 is 210MVA, the voltage level is 13.8/35kV, the
load PL1 is 150 MW; the rated power of the grid-side synchronous
machine SG is 100 MW. The rated voltage is 13.8 kV; the rated
power of transformer T2 is 210MVA, the voltage level is 13.8/35 kV,
and the load PL2 is 10 MW. When the system starts, the compressed
air energy storage adopts the PI control strategy shown in Figure 3
for pre-synchronization. When the phase angle difference between
the compressed air energy storage and the grid side reaches the
minimum, the grid is connected, and the compressed air energy
storage control mode is switched to V/f control strategy and
complete grid connection. The synchronous generator on the
grid side adopts V/f control strategy before grid connection and
PQ control strategy after grid connection.

Under the premise of the same system, the impulse voltage and
current and phase Angle difference synchronization speed under
adaptive PI control pre-synchronization and non-adaptive PI
control are compared. In order to facilitate comparison, the
output waveforms under different working conditions are
displayed on the same interface. The compressed air energy
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storage and grid-side phase difference during the pre-
synchronization and grid connection processes are shown
in Figure 5.

As shown in Figure 5, when adaptive PI control is adopted to
reduce the phase difference in the pre-synchronization mode, the
phase difference between the compressed air energy storage and

the network side will eventually be reduced to 0. The reason why
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the phase difference of the curve in the figure jumps to 0 is that
the grid connection switch is closed at this moment, the
compressed air energy storage is connected to the grid, the
two run synchronously, and the phase difference becomes 0.
By comparison, it can be found that the phase difference of
compressed air energy storage and grid side will eventually be
reduced to the value that meets the requirements of grid
connection when adaptive PI control is used for pre-
PI
synchronization. However, the phase difference decreases

synchronization and non-adaptive control for pre-
faster under adaptive PI control, and the phase difference
decreases to 0 at about 5.3s. When conventional non-adaptive
PI control is adopted, the phase difference stabilizes at 12° at
about 10s, and the phase difference reduction speed under
adaptive PI control is obviously better than that under
conventional PI control.

Figure 6 and Figure 7 show grid-connected current and grid-
connected voltage under adaptive PI control and non-adaptive
PI control. Due to the difference of grid-connection time
between adaptive PI control and non-adaptive PI control, the
time of impulse current and impulse voltage will be different. As
can be seen from the figure, after grid-connection, the impulse
current under non-adaptive PI control is about 3646 A, and large
amplitude oscillation occurs, and it takes about 1s to reach a
stable state from the beginning of grid-connection. The impulse

current under adaptive PI control is about 3420A, the

Frontiers in Energy Research

12

System frequency under adaptive Pl control.

oscillation amplitude is small, and it takes about 0.6 s
from the beginning of grid connection to stability. As for the
impulse voltage at the moment of grid connection, it can be seen
from the voltage amplitude at the junction point in Figure 7 and
the local amplification waveform in Figure 8 that the impulse
voltage amplitude under adaptive PI control is smaller, the
maximum impulse voltage is about 13.93kV, and the time
taken to recover to stability is shorter, during which the
voltage does not oscillate. However, the impact voltage
amplitude under non-adaptive PI control is larger, and the
maximum value of the impact voltage amplitude is about
13.96kV, and the recovery time is longer, and the voltage
oscillates more seriously during the recovery.

Figure 9 and Figure 10 show the system frequency under non-
adaptive PI control and adaptive PI control respectively. It can be
seen from the figure that the system frequency under non-adaptive
PI control will have a large oscillation amplitude at the grid-
connected time, with the maximum oscillation exceeding 50.2 Hz
and the minimum oscillation approaching 49.7 Hz. When adaptive
PI control is adopted, the frequency oscillation amplitude of the
system is small and there is no overshoot at the grid-connected time,
and the maximum frequency is about 49.85Hz during the
oscillation process. It can be seen that the frequency stability is
taken into account while the phase Angle synchronization is
accelerated.

Based on the experimental results, it can be concluded that the
smooth grid-connection strategy proposed in this paper based on
adaptive PI control has a good control effect on the reduction rate of
phase difference and the suppression of impulse current and voltage
during the pre-synchronization process of compressed air energy
storage grid-connection, and the voltage, current and frequency
have smaller fluctuations when compressed air energy storage is
connected to the grid, improving the safe and stable operation ability
of the system.

5 Conclusion

Compressed air energy storage has broad application prospects.
In order to reduce the impact current and voltage when compressed
air energy storage is connected to the power grid and enable smooth
grid-connection, this paper proposes a smooth grid-connection
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strategy based on adaptive PI control. The conclusions drawn are
as follows.

1) A smooth grid-connection strategy based on adaptive PI
control is proposed, which optimizes the frequency, phase
and voltage response characteristics during the pre-
synchronization process, reduces the impact current and
voltage during compressed air energy storage connecting to
power grid, and improves the ability of the system to
operate safely.

2) Aiming at the problem of smooth grid connection of

compressed air energy storage, a pre-synchronization
strategy based on adaptive PI control is proposed, which
can effectively solved the impact problem caused by mode
switching during grid-connection and has good practical

engineering application value.
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Load balancing and topology
dynamic adjustment strategy for
power information system
network: a deep reinforcement
learning-based approach

Xiao Liao, Beifang Bao, Wei Cui* and Di Liu

State Grid Information and Telecommunication Group Co., LTD., Beijing, China

As power information systems play an increasingly critical role in modern
society, higher requirements are placed on the performance and reliability of
their network infrastructure. In order to cope with the growing data traffic
and network attack threats in the power information system, we select the
power information system data center network as the research object and
design an overall system solution based on software defined network, including
the application layer, control layer and infrastructure layer. A typical fat tree
network topology is simulated and analyzed. We define the load balancing and
network topology dynamic adjustment problem as a Markov decision process,
and design a data flow path acquisition method based on breadth-first search
to construct the action space of each host. Then, a deep reinforcement learning
algorithm based on deep Q-network, priority experience replay and target
network is introduced to provide solutions for optimizing the performance
of power information systems and responding to network attacks. Simulation
results show that the proposed method is better than the traditional equal-cost
multi-path algorithm in terms of average bandwidth utilization, average jitter
and average packet loss, and can reduce the probability of network nodes being
attacked by more than 11%.

power information systems, load balancing, flood attack, Markov decision process, deep
reinforcement learning

1 Introduction

The smart grid (Fanlin and Wei, 2020; Gunduz and Das, 2020; Tufail et al., 2021) is the
core of power grid modernization. The burgeoning evolution of power systems necessitates
advanced capabilities in data acquisition, transmission, and processing. This evolution
fosters a mutually beneficial relationship between information systems and power systems,
marking their integration as a key feature of smart grid development. The power information
system (PIS) exemplifies this trend by enhancing the interconnectedness of various power
system components. This integration facilitates a seamless operational harmony across the
spectrum of power generation, transmission, distribution, and consumption.

Alongside these power system developments, the expansion of the Internet has
also occurred, which has precipitated an exponential increase in network devices and,
correspondingly, network traffic. Such growth imposes substantial demands on network
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resource allocation and management. As a new type of network
architecture (Hamdan et al., 2021), software defined network (SDN)
has a more flexible, dynamic, and frequent form of network resource
allocation compared to traditional networks. SDN, characterized
by its decoupled control and forwarding functions, centralized
management, programmability, and open interfaces, embodies
a stratified design. This idea of layered decoupling divides
the network into application, control and infrastructure layers.
OpenFlow, a standardized communication protocol (Nisar et al.,
2020; Waziralietal,, 2021), operates at the intersection of the
control and forwarding layers, enabling their disentanglement.
The demarcation of control and forwarding planes, alongside
features like resource virtualization and programmability, yields
multiple advantages. It allows network hardware to concentrate
on forwarding efficiency, thus diminishing costs; enables network
intelligence through programmable software; and empowers a
centralized controller to tailor network configurations in real-time,
thereby enhancing service adaptability.

Unbalanced distribution of network traffic not only leads to
congestion on a certain link of the network, but also leads to
the suboptimal use of available resources. In the context of smart
grids, load balancing technology is pivotal, as it allocates the
load across operational units, thereby leveraging finite resources
to accomplish a broader array of tasks. Using load balancing
technology can maximize the use of network resources and improve
the performance of the network. The problem of load balancing
in SDN is an important research direction for power information
systems. Deep reinforcement learning (DRL), a technique that has
recently gained traction in artificial intelligence, is increasingly being
employed to resolve various challenges in PIS due to its exceptional
learning and adaptive capabilities, making it a robust solution for
refining SDN load balancing.

However, potential attack risks pose great challenges to the
stable operation of power information systems (Dash et al., 2022).
External attackers can launch attacks through terminal nodes in
the network, such as common flooding attacks, which will have
a negative impact on network performance. Current research on
the resistance of power information systems to external attacks is
lacking. The application of deep reinforcement learning algorithms,
which devise optimal strategies through environmental interactions,
is significant. Their inherent intelligence and adaptability are critical
in identifying, mitigating, and safeguarding against malicious traffic
intrusions, thereby bolstering network robustness.

In short, using DRL to solve SDN load balancing and defense
attack problems is a very promising research direction. It can
maximize the utilization of network resources and improve network
performance, which has important practical significance for the
development of power information systems and SDN networks.
This paper proposes a load balancing and topology dynamic
adjustment strategy based on deep reinforcement learning for power
information systems. To the best of our knowledge, this is the first
work that considers both load balancing and defense against external
traffic attacks. The main contributions of this article are as follows:

(1) The problem of load balancing and network topology dynamic
adjustment is modeled as a Markov decision process, and both
traffic forwarding and defense against flooding attacks are paid
attention to under the SDN framework.
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(2) This paper proposes a load balancing and network
topology dynamic adjustment method based on deep
reinforcement learning, and introduces deep Q network,
priority experience replay and target network to improve
the performance and anti-attack capabilities of the power
information system.

Experimental simulations are conducted on the common
fat tree topology of power information system data center
networks to verify the effectiveness of the method proposed in
this article.

The remainder of this article is organized as follows. Section 2
briefly reviews the research efforts related to load balancing and
attack defense. In Section 3, we introduce the system architecture of
our study. Section 4 presents a detailed description of our proposed
method. In Section 5, we provide the simulation results. Finally, in
Section 6, we conclude this article.

2 Related work

The escalation of power system capacities inevitably leads to an
upsurge in data processing and transmission, thereby intensifying
the informational network’s transmission burden. To circumvent
network link congestion and enhance network performance,
the SDN load balancing algorithm has emerged as a pivotal
research area within the SDN domain. Scholars globally have
delved deeply into SDN load balancing research. The study in
Priyadarsini et al. (2019) introduces a self-adaptive load balancing
scheme that dynamically distributes load across multiple controllers,
effectively managing high-load conditions while accounting for the
proximity between switches and target controllers. In Jamali et al.
(2019), Genetic Programming based Load Balancing (GPLB) is
proposed to select the most efficient path by integrating real-
time load data. The study by Chakravarthy and Amutha (2022)
presents an innovative algorithm for load balancing that proactively
computes the capacity of switches along a packet’s routing path.
Rupani et al. (2020) proposed a load balancing solution in SDN
that utilizes a global network view to select the optimal data
transmission path, significantly reducing latency through a neural
network model. In Ejaz et al. (2019), explored traffic load balancing
within SDN and NFV frameworks, achieving enhanced network
performance by deploying a virtual SDN controller as a VNF
that dynamically adds secondary controllers to distribute increased
traffic loads. The study by Xue et al. (2019) introduces the Genetic-
Ant Colony Optimization (G-ACO) scheme, which synergizes
Genetic Algorithm (GA) for a rapid global search with ACO
for efficient optimal solution finding, significantly enhancing
pathfinding efficiency and reducing round-trip times and packet loss
rates. Xu et al. (2019) demonstrated enhanced traffic management
efficiency through dynamic switch-to-controller mapping in SDN.
They introduced the ‘BalCon’ and ‘BalConPlus’ migration schemes
that balance loads across controllers with minimal migration costs.
In Fang et al. (2019), a reinforcement learning-based load balancing
algorithm is put forward, applying neural learning for SDN routing
and crafting a Q-learning based routing protocol. Nonetheless, such
algorithms face challenges like high computational demands and
limited scalability in extensive networks. How to design reliable
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algorithms with good real-time performance and strong robustness
is the focus of this article.

The stable operation of the power system can not be separated
from the network security protection. Beyond firewall applications,
real-time monitoring through intrusion detection is vital for
timely anomaly detection and power system protection. Literature
Haghnegahdar and Wang (2020) presents a novel intrusion
detection model utilizing a whale optimization algorithm-enhanced
artificial neural network to effectively classify various levels of
cyber-attacks and incidents within power systems. Li et al. (2020)
introduced ‘DeepFed; a novel federated deep learning approach
for detecting cyber threats in industrial CPSs, utilizing a unique
combination of CNNs and GRUs within a privacy-preserving
federated learning framework secured by Paillier cryptosystem
protocols. A study in Choietal. (2019) showcases a network
intrusion detection system developed using an autoencoder, an
unsupervised learning algorithm, boasting a 91.70% accuracy
rate. Addressing DDoS attacks, Mendonga et al. (2021) proposes
an IDS based on a Tree-CNN with a Soft-Root-Sign (SRS)
activation function, enhancing model generalization and expediting
training through batch normalization. Literature Pontes et al. (2021)
presents the Energy-based Flow Classifier (EFC), an innovative
anomaly-based classifier using inverse statistics for flow-based
network intrusion detection. Khalid et al. (2019) proposed novel,
resource-efficient algorithms that integrate distributed and intrusion
detection systems to mitigate flood attacks. This paper innovatively
introduces deep reinforcement learning methods to defend against
external malicious traffic attacks from the perspective of dynamic
adjustment of network edge topology of power information systems.

3 System architecture

In this section, we elaborate on the system architecture of
our study. This section is divided into two subsections: the first
subsection provides an overview of the overall system architecture,
including the application layer, control layer, and infrastructure
layer, while the second subsection delves into the details of the
fat-tree topology commonly used in power information system
data centers.

3.1 Overall system architecture

Power information system plays a vital role in the emerging
landscape of smart grid, and its efficient operation relies heavily on
a well-constructed system architecture. The core concept of SDN
is to separate the control layer and data forwarding layer in the
network. The logically centralized control layer uses communication
interfaces to implement centralized control of network devices in
the data forwarding layer. The application layer can flexibly control
network devices in the data forwarding layer by writing software. It
requires its own control network to achieve programmable control.
Based on the current SDN research, this paper introduces deep
reinforcement learning to achieve load balancing and resist attacks
in PIS network.

The system architecture of the load balancing and dynamic
adjustment strategy studied in this article is shown in Figure I,
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which includes three main layers: application layer, control
layer and infrastructure layer. These layers work synergistically
to create an adaptive and efficient network infrastructure
tailored for the unique challenges posed by the PIS data
center environment.

Application Layer: The application layer resides at the top of
the entire architecture, running trained deep reinforcement learning
agents for real-time decision-making. The goal of this layer is
to generate load balancing and topology adjustment strategies,
ultimately deployed to the infrastructure layer to instruct the
underlying terminal devices, ensuring efficient data forwarding
and rapid responsiveness in the PIS. Each agent employs the
DQN algorithm, using network terminal node information as
state input, and leveraging deep Q-networks to select actions.
During interaction with the environment, they learn strategies that
maximize reward values.

Control Layer: The control layer serves as the central command
center for the entire network. It is mainly composed of SDN
controllers, bridging the application layer and the infrastructure
layer. SDN controllers are responsible for managing network
policies, traffic engineering, and routing. The control layer transfers
network information collected from the infrastructure layer and
terminal requests to the application layer via a northbound interface,
and forwards load balancing and topology adjustment strategies
received from the application layer to the infrastructure layer via a
southbound interface.

Infrastructure Layer: The infrastructure layer resides at the
bottom, responsible for data processing, forwarding, and state
collection. The infrastructure layer comprises network devices such
as switches, routers, etc., often referred to as the data plane. These
underlying network devices lack control capabilities and possess
only basic data processing functions, such as data forwarding
and state collection based on flow tables issued by the controller.
In the SDN environment, communication between switches and
controllers is facilitated through the OpenFlow protocol, allowing
the controller to instruct switches on where to forward data packets,
processing packets based on the combination of packet content and
switch configuration state.

3.2 Fat-tree topology in power information
system data centers

In the power information system, data centers play a critical
role. For many power distribution and power consumption end
equipment, the switches within the power information system
data centers need to process the traffic requests of each terminal
equipment in real time and select appropriate communication paths
for forwarding. The currently commonly used network architecture
in data centers is the fat-tree topology, which is the backbone of
network communication and data exchange. It is carefully designed
to meet the requirements of high performance, fault tolerance,
and scalability, and has become the cornerstone of modern data
center architecture. The fat tree topology is an improvement over
the traditional three-layer tree topology. Its essence is a three-layer
cascaded multi-root tree topology with a switch as the core (switch-
only). The entire topology can be described using a single parameter
k (k represents the number of ports on a single switch). A classic
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FIGURE 1
Overall system architecture.

quad-tree fat tree topology (k = 4) is shown in Figure 2. The three
switch layers from top to bottom are the core layer, the aggregation
layer and the edge layer.

Core Layer Switches: The core layer serves as the central
hub of the fat-tree topology, ensuring high-speed and low-latency
connections within the data center. Core layer switches aggregate
data from different parts of the data center and are responsible for
consolidating and forwarding network traffic. They play a crucial
role in facilitating efficient flow of critical information, such as
real-time grid monitoring data, between different segments of the
data center.

Aggregation Layer Switches: Aggregation layer switches act as
an intermediate layer, connecting core layer and edge layer switches.
They are pivotal in facilitating communication between various
edge switches and the core layer, enabling the efficient flow of data
between different sections of the data center. Aggregation switches
enhance network scalability and flexibility and are integral to load
balancing and redundancy, ensuring optimal data transmission.

Frontiers in Energy Research

18

Hosts

Edge layer switches: At the edge layer, network switches are
directly connected to end-user devices, sensors, etc. in the power
information system. Edge layer switches handle the initial data
processing and routing, ensuring that data from different devices can
be efficiently transferred to the aggregation layer. These switches play
a vital role in managing diverse data sources within the data center,
ensuring that incoming data is efficiently directed to its appropriate
destination.

Hosts: Host devices include servers, workstations, sensors,
and other end-user devices. They are directly connected
to edge layer switches and serve as the terminal devices
responsible for generating, processing, and consuming data

within the power information system. Hosts constitute
both the ultimate source and destination of data flows,
making them an essential component of the power

information system.
As shown in Figure?2, the fat-tree network topology
systematically allocates edge layer switches and aggregation layer
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switches to different arrays, referred to as “Pods” A k-fork fat-
tree topology consists of k pods, with each pod capable of
accommodating (k/2)* host devices. Each pod’s aggregation layer
and edge layer contain k/2 switches with k interfaces. Each edge
layer switch is connected to k/2 hosts and k/2 aggregation layer
switches, while each aggregation layer switch is connected to k/2
edge layer switches and k/2 core layer switches. Consequently,
a k-fork fat-tree structured network can accommodate k°/4
host devices.

Due to its excellent scalability, connectivity, and cost-
effectiveness, the fat-tree topology finds widespread application
in large-scale system-level network centers, providing high-
throughput transmission services for data center networks. This
paper focuses on load balancing and flood attack mitigation
in the fat-tree topology of data center networks within the
power information system, and experimental investigations
are conducted using a 4-fork fat-tree topology on a network
simulation platform.

4 Proposed method

In this section, we provide a detailed description of our
proposed load balancing and dynamic network topology adjustment
methodology. Initially, based on the characteristics of the
system architecture, a Markov Decision Process is constructed.
Subsequently, to determine the action space of each agent, we
designed a data flow path acquisition method based on BFS
(Breadth-First Search). Following that, we employ Deep Q-Network
and Priority Experience Replay techniques to establish the load
balancing and topology adjustment algorithm. Lastly, we elaborate
on the training process and application details of the introduced
algorithms.

4.1 MDP model

Existing SDN routing methods struggle with low efficiency and
high computational complexity. Reinforcement learning, known for
optimizing strategies, could solve these problems. In reinforcement
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learning, an agent interacts with an environment over discrete time
steps. Reinforcement learning problems are commonly modeled
as a Markov Decision Process (MDP), which typically comprises
four main components: state, action, transition probability, and a
reward function. The state provides a holistic description of the
agent’s current situation within the environment. An action refers
to the decision made by the agent. Transition probability denotes
the likelihood of the agent transitioning into a new state after taking
a specific action in the current state. The reward function reflects
the environment’s feedback based on the outcome resulting from an
action taken by the agent.

During the interaction with the environment, the expected
cumulative reward obtained by the agent in state s, after taking action
a, according to policy 7 can be represented by the state-action value
function Q" (s;,a,):

(1)

T
-1
Z Y ordspay

t=t,

Qn (St’at) = Er[ |:

where £, denotes the starting time, T represents the ending time, y
is the reward discount factor satisfying the range [0,1], and r, is the
immediate reward obtained at time ¢.

The primary objective of reinforcement learning is to
adjust strategies based on feedback from interactions with the
environment, aiming to derive an optimal policy that maps states to
the best corresponding actions. This ensures that the value function
V(s) for each state s is maximized under this policy. The value
function for state s can be represented as:

T
Z Y irlso = 5]

t=t,

Vi) =E [ 2

Traditional Q-Learning method utilizes tables to store Q-
values for state-action pairs. However, such tabular methods are
infeasible for problems with large scales, especially for continuous
state and action spaces, due to the curse of dimensionality.
Integrating with deep learning and using deep neural networks to
approximate the Q-value function offers an effective solution to
this challenge.

For the fat-tree network in the power information system
studied in this paper, our goal is to formulate the optimal traffic
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forwarding strategy based on real-time flow requests from each
terminal host and to defend against potential flooding attacks.
For regular flow requests, the optimal strategy trained using
reinforcement learning is used to select forwarding paths. For
abnormally high traffic requests (considered as external attacks),
communication links between the edge-layer switch and the host
should be promptly severed, adjusting the end network topology to
prevent attack traffic from entering the power information system.
We consider each terminal host as an agent and accordingly train
a deep Q-network to guide the flow table policy. For each agent,
we construct a Markov decision process, represented by the tuple
{S, A, P, R}, with each element defined as follows:

(1) S represents the state space, with s, denoting the environment
state of the agent at time step f. In the system studied in this
paper, considering that each host can access the traffic request
information of all hosts. Their acquired state at each moment
is identical. The environment state comprises two pieces of
information: the target host of each source host and the traffic
request. If the target host of the ith host is denoted as u; and the
traffic request as w;, then the environment state at time ¢ can be
represented as s; = [y, ..., Uy, Wy, -e 0 Wig -

(2) A denotes the action space, with a, representing the action
taken by the agent at time step . For each agent, its action space
can be represented as A = [A, A}, ..., A,,], where A, indicates
cutting off the communication link with the edge-layer switch
(topology adjustment), and A,,... ,A,, represent all shortest
paths for forwarding traffic to other hosts.

(3) P indicates the state transition probability. The probability

of transitioning from state s, to s,,; can be represented as

Prsy Xy = S

(4) R signifies the reward function. Through the design of the

reward function in this study, we aim to guide agents to

achieve load balancing and defend against flooding attacks.

Our designed reward function consists of four parts. During

the training process, if a host launches a flooding attack,

producing an exceptionally high bandwidth request at the
current moment, we decide the value of the first part of the
reward 7|, based on whether the agent severs the link to
adjust the topology. If it successfully adjusts the topology to
defend against the attack, then r, is 5; otherwise, it is —5.
That is:

5,if resist attacks success fully

3)

r =
-5, else
The value of r| is designed to incentivize the network’s defensive
mechanism against flooding attacks. In our model, when a host
is under a flooding attack, exhibiting abnormally high bandwidth
requests, the network needs to respond effectively. If the network
successfully adjusts its topology to mitigate the attack, 7, is set to a
positive value (+5) to reward this effective response. Conversely, if
the network fails to adjust and resist the attack, r; is set to a negative
value (—5) to penalize this failure. This binary reward structure helps
in reinforcing the desired behavior of the network in the face of
potential threats.
To achieve a regular load balancing effect, we introduce the
second part of the reward r,. Let the designated traffic bandwidth
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of the host be denoted as w
data stream be w,

applied» and the actual bandwidth of this
;- Based on whether the endpoint of the path

actual

selected by the agent is the target host, r, can be designed as follows:

1+ Waetuat/ Wappiiea» 1f the path ends at destination host

applie
r= pp!

-3, else

“)

The value of r, is aligned with the goal of achieving optimal load
balancing. It is structured to reward actions that lead to efficient
traffic distribution across the network. When the endpoint of the
path selected by the agent matches the target host (indicating
efficient routing), a positive reward (1) is given. This reward is
proportionate to the ratio of actual bandwidth to the designated
traffic bandwidth, encouraging not only accurate but also efficient
bandwidth utilization. In cases where the selected path does not
end at the destination host, a negative reward (-3) is assigned to
discourage ineflicient routing decisions.

Let the data transmission delay be d; and the packet loss rate
be [, then the reward for the agent during time interval  can be
represented as:

re=r 1= Bdi =By, (5)

where f3, 3, are the weight coeflicients.

4.2 Data flow path acquisition method

Based on the MDP model established above, determining the
action space for each host is the first issue to address. Specifically,
the shortest transmission path from a host to all other hosts
needs to be defined. Considering the characteristics of the Fat-Tree
topology, this paper designs a data flow path acquisition method
based on Breadth-First Search (BES) to construct the action space
for each host.

By analyzing the Fat-Tree topology structure, a notable feature
emerges: once the data flow reaches the highest node of the
transmission path, the downstream path becomes unique. Referring
to the Fat-Tree topology in Figure 2, the shortest forwarding paths
for different target hosts can be categorized into three types: (1)
There is only one shortest path for traffic exchange between two
terminal hosts on the same edge switch in the same pod, that
is, through the edge switch. (2) For traffic interchange between
terminal devices under different edge switches within the same
pod, it is only necessary to identify the aggregation switch within
that pod, resulting in two shortest paths. (3) For traffic interchange
between terminal devices across different pods, identification is
needed up to the core switch, leading to four shortest paths.
Thus, in the quad-tree Fat-Tree topology shown in Figure 2,
we identify 53 shortest paths to all hosts, making the action
space dimension 54.

Breadth-First Search (BFS)
traversing or searching tree structures. We employ BES to

is an algorithm used for

find all potential shortest paths from a source host to other
target hosts. When searching within a tree, BFS visits the
current node first and then accesses all nodes adjacent to the
current node. This approach ensures that during the search
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Input: source host
Output: action space
Initializes a queue, a collection, and an empty dictionary.
The source host enqueues.
Set collection visited[source] = 1.
while queue is not empty do
node = queue.dequeue().
Mark the node as accessed, namely visited[node]=1.
for neighbor=0 to len(MA[neighbor])-1 do
if My [node][neighbor]==1 and visited[i]==0 then
Add the new path to the queue.
if neighbor is not source host then
| Adds the path to the shortest path dictionary.
end
end
end
end

Algorithm 1. The data flow path acquisition method based on BFS.

process, nodes closest to the source node are visited first. The
rationality behind employing BFS in our context stems from
its efficiency in identifying all possible shortest paths within a
tree-like structure. Given the Fat-Tree topology’s hierarchical
and layered nature, BFS is particularly adept at systematically
exploring this network and identifying optimal paths for
data transmission.

The data flow path acquisition method based on BFS proposed
in this paper is illustrated as Algorithm 1. Firstly, we define the
adjacency matrix M, for the Fat-Tree network topology. We
initialize a queue where each element contains a current node
and a path list from the source host to that node. A set is
created to keep track of nodes that have already been visited. An
empty dictionary is also established to store the shortest paths
from target hosts to the source host. Next, the source host is
selected as the starting point. In each iteration, a node is popped
from the queue, marked as visited, and all its adjacent nodes are
traversed. For each adjacent node, if it has not been visited and
a connection exists, a new path is appended to the queue. If the
adjacent node is not the source host, the found path is added
to the shortest path dictionary. This process is repeated until the
queue is empty.

We store all discovered paths to construct the action space from
the source host to other target hosts. This action space will serve as
the foundation for our deep reinforcement learning model, enabling
it to efficiently select paths to achieve the objectives of load balancing
and network topology adjustment.

4.3 Load balancing and topology
adjustment strategies

In electric power information systems, due to the uncertainty
of user traffic requests and the potential threat of flooding
attacks, network congestion can easily arise, affecting user
experience and even system stability. To this end, building
upon the established MDP model, we have enhanced the
classic DQN algorithm and proposed a strategy based on
deep reinforcement learning for load balancing and dynamic
network topology adjustment. This strategy dynamically adjusts
the data flow forwarding path and network terminal topology
in real-time, thereby achieving adaptive and attack-resistant
network performance.
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Deep neural networks possess powerful representational
capabilities. We employ a deep neural network to approximate
the Q-function, using the current state of the agent during a
given time period as input, and the state-action value Q(s,a) =
Q(s,a,0) as the output, where 6 represents the neural network
parameters. In each decision-making step, the agent chooses an
action based on the current network state, aiming to maximize
the expected cumulative reward. By fitting the Q-function using
a deep neural network, the agent can handle large-scale and
continuous state spaces.

During the training process of the deep Q-network, each
interaction with the environment results in an experience transition
consisting of the state, action, reward, and next state. The classical
DQN algorithm employs a replay buffer to store these transitions.
During training, mini-batches of samples are randomly drawn
from this buffer to learn, which breaks the temporal correlation
between data and stabilizes the learning process. In this paper, we
introduce an enhancement by adopting the prioritized experience
replay technique, where experiences are drawn based on their
importance rather than at random. When storing experience
transitions, the temporal difference (TD) error is calculated
concurrently. Each experience is assigned a priority based on
the magnitude of the TD error, with experiences having larger
errors receiving higher priorities. Consequently, when drawing
from the replay buffer, experiences with higher priorities are more
likely to be chosen. Since priority sampling introduces a bias,
importance sampling weights are employed to correct this bias,
ensuring that the learning process remains unbiased. Through
the prioritized experience replay technique, those experiences
that are “challenging” or “unexpected” can be reviewed and
learned more frequently, thereby accelerating the learning process
and potentially enhancing the network’s convergence rate and
overall performance.

In addition, we introduce a target network with the same
structure as the deep Q-network to solve the correlation and stability
problems. Initially, both the deep Q-network and the target network
share the same parameters. Throughout the training process, every
C steps, the parameters 0’ of the target network are updated to 6.
After sampling a minibatch of size B from the prioritized experience
replay buffer, we can compute the estimated Q-value:

Qevel = Q (St’At’ 9) (6)

The target Q-value is:

Q= rt+V*Q(thargQ(SHD“,ﬁ)>9I) (7

The loss function is calculated based on the difference between
the target Q-value and the estimated Q-value. Gradient descent is
then applied to update the main network parameters 6. The loss
function is defined as:

B
L(t) = z (er - QeVEZ)Z (8)
i=1
Through the aforementioned techniques, the agent can
more effectively learn the mapping between network states
and actions, thereby identifying the optimal strategies for
load balancing and topology adjustments. With adequate
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Initialize the parameters of deep Q-network 6 and target network 6’ randomly.
Initialize the prioritized experience replay buffer and the greedy coefficient.
for episode = 1 to E do
for t=1,2,Tdo
Initialize the target host and traffic request.
Receive the initial state s;.
Select an action according to the e-greedy rule.
The SDN controller sends instructions to update the flow table, then gets the reward r; and the
next state ;1.
Calculate the priority and store the transitions { priority, (s;,a;,r;,s+1)} in the prioritized
experience replay buffer.
Update the deep Q-network parameters by sampling transitions from the buffer.
Update the greedy coefficient.
Set 6/ = 6 every C steps.
end
end

Algorithm 2. Training Process of the Deep Q-Network.

training, the deep Q-network can provide real-time, dynamic,
adaptive, and attack-resistant strategies for load balancing and
network topology adjustments in the electric power information
system network.

4.4 Training procedure and application

The pseudocode for the training process of the Deep Q-
Network is presented in Algorithm 2, which primarily outlines the
procedure to update neural network parameters using experience
tuples acquired from interactions. We set the total number of
training episodes to E. In each episode, interactions are carried
out over T discrete time steps. Initially, the target hosts and
bandwidth requests of each host are initialized, forming the current
state s, Subsequently, each agent selects an action a, from its
action space based on the e-greedy rule. The SDN controller
issues commands to update the flow table based on this action,
yielding the immediate reward r, and the subsequent state s,, ;.
After computing the priority, the transition {priority, (s, a,,7,,5,,1)}
is stored in the prioritized experience replay buffer. Then, a
minibatch of tuples is sampled from the prioritized experience
replay buffer for updating the parameters of the deep Q-network.
Finally, the greedy coefficient is updated. Every C steps, the
parameters of the target network are synchronized with those of the

deep Q-network.
After training, each host can make real-time routing planning

and topology adjustment decisions based on its own deep Q-
network. The application process of the proposed method in this
paper is shown in Algorithm 3. In each time interval, the target
hosts and bandwidth requests of each host are initialized first,
forming the current state s,. Then, each host selects the optimal
action a, based on the deep Q-network. The SDN controller issues
instructions according to a, to update the flow table, followed by
a state transition. Relying on a well-trained deep Q-network, each
host can make real-time optimal decisions for load balancing and
topology adjustments.

5 Case studies and analysis

In this section, we evaluate the performance of the proposed
load balancing and topology adjustment strategy. We first show
the experimental settings and metrics. Then, the convergence
process of deep Q-networks is present. Finally, we carry out
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Initialize the well-trained deep Q-networks for
each host.

Receive the target hosts and bandwidth requests of
each host.

Input the state s; to respective deep Q-network
and get the output a, with the largest Q-value.
The SDN controller sends instructions to update
the flow table. Load balancing and dynamic network
topology adjustment are completed.

Algorithm 3. The application process of the proposed method.

TABLE 1 The hyperparameters for training the deep Q-networks.

Parameter Value ‘
Number of training episodes 3,000
Time steps in one episode 3
Learning rate 0.001
Discount factor 0.9
Replay buffer size 5,000
Minibatch size 16

simulation experiments under different traffic loads and analyze
the results.

5.1 Experimental settings

In the experiments, the computer operating system used is
Ubuntu 22.04. The experimental simulation environment utilizes
the Mininet simulation software, the Ryu controller, and the
OpenFlow 1.3 protocol. We construct a four-fork fat-tree network
structure for experimentation, as shown in Figure 2. The number of
hosts is 16, with 20 switches, and all link bandwidths are set to 100
Mbps/sec. The simulations were completed by a PC with an Intel
Core (TM) i5-12500 CPU @ 3.0 GHz with 16.00 GB RAM, RTX
GeForce 2060 SUPER.

During the training of each deep Q-network, we set each episode
to consist of three discrete time steps, with a total of 3,000 training
episodes. The deep Q-network adopts a uniform fully connected
deep neural network. The number of neurons in the input and output
layers are 32 and 54, respectively, while the middle layer is a hidden
layer with 128 neurons. The learning rate of the deep Q-network is
set to 0.001. The reward discount factor is set to 0.9. The exploration
coeflicient is initially set to 1 and is reduced by 0.0006 after each
time step. After decreasing to 0.01, it remains constant. Every 10
steps, the parameters of the target network are synchronized with
the deep Q-network. Furthermore, the capacity of the priority
experience replay buffer is set to 5,000 with the minibatch size is set
to 16. The hyperparameters for training the deep Q-networks are
presented in Table 1.
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FIGURE 3

The convergence of the DNN training. A—P represent the convergence curves of Hostl to 16 respectively.

5.2 Neural network training convergence

First, we evaluate the convergence of the DNN training, with
results presented in Figure 3. We have plotted the cumulative
rewards for each of the 16 hosts using the deep Q-network
over the course of the training episodes. As shown in Figure 3,
during the initial phase of training, the cumulative rewards
are relatively low, with agents predominantly adopting random
strategies for extensive exploration. As training progresses and
agents accumulate more experience, the cumulative rewards
gradually increase. Notably, after 2,000 episodes, the rewards
attained by each agent begin to stabilize and converge. This indicates
that during the training process, the agents have learned the optimal
strategy. The trained deep Q-networks can thus provide decision-
making guidance for load balancing and topology adjustment
for each host.

5.3 Load balancing effect analysis

To best restore the actual traffic conditions in the data center
network of the power information system, this paper selects the
random traffic pattern for simulation experiments. Specifically,
each host injects a UDP data stream into any target host in the

Frontiers in Energy Research

network with an equal probability. In Mininet, we set the traffic
load ratio of each host to the link bandwidth between 0.1 and
0.9 to evaluate network performance under different traffic stress
levels. The Iperf tool is used to obtain network testing metrics.
Experiments are conducted multiple times under the premise of
regular network link allocation, and the average measurement
values are taken.

Equal-cost multi-path (ECMP) is a classic routing technique
used to forward data traffic along multiple equivalent paths. The
path selection strategy of ECMP has various methods such as
hashing, polling, and based on path weights. The shortest path
for traffic forwarding is usually set with the same routing priority,
and each switch makes independent decisions for each hop.
To comprehensively evaluate the performance of the algorithm
proposed in this paper, we use three metrics: average bandwidth
utilization, average jitter, and average packet loss. These metrics
are then compared between ECMP and the algorithm proposed in
this paper.

(1) Average Bandwidth Utilization: The average bandwidth
utilization refers to the ratio of the data volume actually
received by the target host to the data volume sent by the
source host. The data volume received by the target host
varies depending on the network conditions, reflecting the

23 frontiersin.org
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FIGURE 4
Average bandwidth utilization.

actual bandwidth resources enjoyed by the data stream during
network transmission. The data volume sent by the source
host corresponds to the designated sending bandwidth. The
formula for calculating the average bandwidth utilization is
as follows:

16
1 Wiactual
N=—2 — )
16 i=1 Wi,applied
Where 7 represents the average bandwidth utilization, w; ;.

denotes the actual bandwidth value of the data transmission for the
ith host, and w; ;,y;.s represents the bandwidth request value of the
ith host. The average bandwidth utilization is compared to assess the
quality of network performance; the larger its value, the better the
network performance and the more effective the load balancing.

(2) Average Jitter: The average jitter refers to the average time taken
for all data streams in the network to travel from the sender to
the receiver. The formula for its calculation is as follows:

(10)

Where ¢ is the average jitter, ¢;, denotes the reception time
of the data stream for the ith host, and ¢, represents the starting
transmission time of the data stream for the ith host. The average
transmission delay can be used to measure the degree of link
congestion. The smaller its value, the less likely it is for network
congestion to occur, indicating a more effective load balancing.

(3) Average Packet Loss: The average packet loss is the ratio of the
volume of data that failed to transmit within a unit of time
to the volume of data sent. The formula for its calculation is
as follows:

(11
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Where § is the average packet loss, d;; denotes the volume of
data that failed to transmit for the ith host, and d; represents the
volume of data sent by the ith host. Serving as a crucial metric for
evaluating network performance, the average packet loss rate reflects
the system’s processing capability. The smaller its value, the better the
load balancing effect.

Experiments are conducted at different traffic intensities and the
variation of average bandwidth utilization is obtained as shown in
Figure 4. As can be seen from the figure, the average bandwidth
utilization is close to 1 when the traffic intensity is lower than
0.3. This is due to the relatively low network traffic during this
phase, resulting in a minimal probability of link congestion. As
the traffic intensity increases, the average bandwidth utilization
gradually decreases, indicating a high-load state in the links. Under
these circumstances, the method proposed in this paper achieves a
higher average bandwidth utilization rate compared to the ECMP
algorithm, signifying superior load balancing performance of our
method over ECMP.

The variation of average jitter are shown in Figure 5. The
graph reveals that at low traffic intensities, both the traditional
ECMP algorithm and the method proposed in this paper deliver
commendable data transmission outcomes, with the transmission
jitter nearly being zero. As the traffic intensity surges, the overall
network load increases, potentially leading to link congestion and
consequently a general rise in the average transmission jitter.
Compared to the ECMP algorithm, our proposed method is adept at
selecting the optimal transmission path, effectively minimizing the
rate of delay escalation.

Changes in the average packet loss are portrayed in Figure 6. As
evident from the graph, in comparison with the ECMP algorithm,
the proposed approach effectively reduces the packet loss. This is
because the ECMP algorithm evenly distributes the traffic load on
each link, overlooking the demands of individual hosts and the
network’s condition, which can easily lead to network congestion. In
contrast, our proposed approach dynamically selects routing paths
by comprehensively considering the traffic requests of each host,
thereby reducing the probability of link congestion. Summing up
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the analysis, it is evident that the method proposed in this paper
achieves superior load balancing results compared to the traditional
ECMP algorithm.

5.4 Topology adjustment effect analysis

In addition to load balancing, another significant objective of
the method proposed in this paper is to defend against potential
attacks by dynamically adjusting network topology. To assess its
defense capabilities against flood attacks, we conduct experiments
under various traffic intensities. We select a single host as the attacker
and adjust the topology using our method, subsequently comparing
the success rates of flood attacks before and after the topological
adjustments. The success rate of a flood attack is defined as the
ratio of the number of other hosts experiencing a decline in average
bandwidth utilization to the total number of other hosts. Each
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host is selected in turn as an attacker for the experiments under
different traffic intensities. Experiments were conducted using both
the ECMP algorithm and the method proposed in this paper, with
results depicted in Figures 7, 8.

In Figures 7, 8, the circular markers represent the average success
rate of flood attacks at that particular traffic intensity, while the
box area indicates the 95% confidence interval for the flood attack
success rate. Comparing the results from Figures 7, 8, it becomes
apparent that, at identical traffic intensities, our proposed method
effectively reduces the flood attack success rate. This is because our
study employs a topology dynamic adjustment strategy based on
deep reinforcement learning, which allows for real-time decision-
making in accordance with the current network traffic request status.
This timely cuts off links connected to terminal nodes that might
be under attack, preventing flood attacks from affecting other hosts
in the network at the source. Calculations revealed that the average
probability of being affected by a flood attack using the ECMP
algorithm is 43.244%, while it is 32.159% when employing our
method. In comparison to the conventional ECMP algorithm, our
method reduces the probability of being attacked by over 11%. This
result validates the effectiveness of the approach proposed in this
paper in defending against flood attacks.

6 Conclusion

This paper models the problem of load balancing and network
topology dynamic adjustment as a Markov decision process, and
proposes a method based on deep reinforcement learning to
improve the performance, availability and attack resistance of
power information systems. According to the characteristics of
fat tree topology, we design a data flow path acquisition method
based on breadth-first search to construct the action space of
each host. Subsequently, we introduce deep Q-network to provide
guidance for the optimal strategy of each host. In addition, we
also introduce priority experience replay and target network to
improve the convergence speed and overall performance of deep
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Q-network training. In order to verify the effectiveness of our
proposed strategy, we used Mininet to build a typical power
information system fat-tree network topology, and conduct a
series of case studies and analyses. Experimental results show
that our strategy can significantly improve system performance
and quickly adjust network topology in the face of network
attacks to maintain system stability and availability. The proposed
method holds significant promise for broader application in various
network infrastructures, particularly in sectors demanding high
levels of reliability and attack resilience, thus paving the way
for its future adoption in more complex and dynamic network
environments.
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Droop control is widely used in multi-terminal flexible DC (VSC-MTDC)
transmission systems by virtue of the advantage of multi-station cooperative
unbalanced power dissipation, however, the essence of the droop control
strategy is to change the DC current to realize the unbalanced power
dissipation, and the resulting DC voltage deviation will affect the normal
operation of the system. Firstly, this paper theoretically analyses the working
characteristics of the conventional droop control and proposes a control method
to realize the quasi-differential-free regulation of DC voltage by translating the
droop curve. Second, according to the power margin of the converter station, the
feedforward compensation amount of each converter station is reasonably set to
avoid the power impact on the converter station. Finally, for the problem that the
actual value of DC voltage still deviates from the rated value, a control strategy
containing secondary regulation of DC voltage is proposed to further restore the
DC voltage to the initial value on the basis of ensuring the effect of power
regulation, which improves the stability of the operation of the VSC-MTDC
system. The final simulation results verify the effectiveness of the
proposed method.

KEYWORDS

droop control, VSC-MTDC, DC voltage deviation, power margin, secondary regulation

1 Introduction

Compared to the line-commutated converter based multi-terminal direct current
(LCC-MTDCQ) in traditional direct current grids, the voltage source converter based
multi-terminal flexible direct current transmission (VSC-MTDC) system, which
connects multiple converters through direct current lines, has gained extensive use due
to independent control of active and reactive power, and flexible control of tidal currents
(Wang et al,, 2021; Ma et al., 2022; Yang et al., 2022). Droop control can take advantage of
the power regulation capability of multiple converter stations simultaneously to absorb
unbalanced power, which is widely used in VSC-MTDC systems. However, an obvious
drawback of droop control is that it inevitably leads to DC voltage deviation while absorbing
unbalanced power at converter stations, which negatively affects the stable operation of the
system (Wang et al., 2020; Li et al., 2022).

Aiming to address the inherent DC voltage deviation issue arising from the use of
conventional droop control for eliminating unbalanced power at converter stations,

27 frontiersin.org
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academia has proposed three improvement approaches. The first
method involves achieving rational distribution of unbalanced
power and mitigating DC voltage deviation by improving the
droop coefficient. Refs (Liu et al, 2020; He et al, 2023; Wang
et al., 2023). propose various adaptively adjusted droop control
methods to suppress DC voltage deviation through the adjustment
of the droop coefficient. However, after the completion of the
dynamic regulation process, the converter station still experiences
a deviation in active power and DC voltage. Furthermore, the
aforementioned control method is highly dependent on the
droop coefficient; a larger calculated droop coefficient may result
in a smaller power fluctuation, yet cause a larger DC voltage
deviation, ultimately impacting the overall stability of the system.
If the calculated droop coefficient is small, it indicates greater
active power distribution capability with a lower likelihood
of power fluctuation, however, the DC voltage regulation
capability is comparatively weak. Hence, the accuracy of the
droop coefficient is crucial when implementing the above
control method.

The second method involves overlaying the deviation of the DC
voltage onto the droop control and continually optimizing the active
power reference to reduce the DC voltage deviation. Refs (Fu V.
etal, 2021; Yuetal, 2022). respectively superimpose the DC voltage
deviation onto the active power reference value to achieve non-error
DC voltage regulation. However, the essence of the above methods is
to transform the droop control station into a DC voltage control
station, which loses the advantage of droop control for cooperative
unbalanced power dissipation by multiple stations.

The third method is to adjust the active power value of the
converter station proactively to achieve quasi non-error DC voltage
regulation by shifting the droop curve. Refs (Zhu et al., 2018; Liet al.,
2019a). gather the unbalanced power of the DC system, overlay it
onto the reference value of active power at the converter station, and
shift the droop curve during the dynamic regulation process for
quasi non-error DC voltage regulation. The above control method
solves the problem that the second control method loses the droop
control multi-station coordinated consumption of unbalanced
power. However, when the system returns to a stable state, there
is still a deviation between the actual value of the DC voltage and the
initial value, and the distribution of unbalanced power is not
effectively controlled.

Aiming at the problems existing in the above control methods,
this paper proposes an improved multi-point DC voltage
coordinated control strategy based on the third method.
Additionally, to tackle the problem of deviation in actual DC
voltage values from the initial value, the paper suggests a control
approach incorporating secondary DC voltage regulation, which
continually corrects the DC voltage to its initial value. The primary
focus of this paper encompasses the following aspects:

(1) An improved coordinated control strategy for multipoint DC
voltage is proposed to achieve quasi non-error DC voltage
regulation by injecting the unbalanced power as a feed-
forward compensation quantity into the droop control.

(2) A power balance allocation scheme is proposed, which uses
the available power margin of the converter station to
reasonably allocate the unbalanced power of the system, to
avoid the problem that the converter station with a smaller
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FIGURE 1
VSC-MTDC system structure diagram.
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FIGURE 2
DC voltage droop Controller structure diagram.

power margin is full and other converter stations still have
power margin.

(3) A control method with secondary regulation of the DC
voltage is proposed, where after the dynamic adjustment
process of the system is completed, the DC voltage is
restored to the initial value by using the non-static error
characteristics of the PI controller.

Finally, a five-terminal VSC-MTDC simulation model is
established by PSCAD/EMTDC, and the simulation results verify
the effectiveness of the proposed control strategy.

2 Conventional droop control voltage
deviation analysis

2.1 VSC-MTDC system model and
control principle

The five-terminal VSC-MTDC system’s structure is presented in
Figure 1. VSC1~VSC5 depict voltage-source type converter stations.
The DC side is connected through a DC network in parallel, and the
AC side is connected to its corresponding AC grid, and the
resistance of the lines between converter stations is 0.25 Q.

Analogous to the primary frequency regulation characteristics of
a conventional generator, droop control avoids the reliance on inter-
station communication and leverages the characteristic curves of DC
voltage and active power to rapidly distribute unbalanced power and
maintain stable control of DC voltage. Figure 2 illustrates the
structure of the DC voltage-active power (Uy.-Ps) controller.
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FIGURE 3
DC voltage droop control characteristic diagram.

e(t) :Udc_Udcref+k(Ps_Psref)~ (1)

where Uy, and Ug.f represent the measured and reference values of
DC-side voltage, respectively; Ps and P, represent the measured
and reference values of the active power of the converter station,
respectively; k is the droop coefficient; and e(f) is the PI controller
input (Song et al.,, 2021; Xiong et al., 2022).

When the system is in a stable state, the input of the PI controller
is zero, and Eq. 1 can be simplified to:

Uge = Ugeret + k(Psref - Ps)- (2)

2.2 Conventional droop control DC voltage
deviation analysis

It is assumed that the DC system has N converter stations, of
which 1~m converter stations use conventional droop control;
m+1~n converter stations use constant active power control, and
n+1~N converter stations use constant AC voltage control.

The sum of the active power reference values of 1~m droop
stations P, is

P, =)P,. (3)

where 1 <i < m.
The sum of active power P, of m+1~n constant power stations is

n
P,= ) P, (4)
b=m+1
where m+1 < b < n.
The sum of active power P,, of n+1~N constant AC voltage
converter stations is

N
P,= Y P, 5)
j=n+1

where n+1 < j < N.
The conventional droop control operating curve is shown
in Figure 3.

Frontiers in Energy Research

According to Figure 3, at the initial steady state, the system
should be operated in state 1. If a power disturbance, AP, occurs in
the DC system, the m droop stations will use their own droop
characteristics to dissipate the unbalanced power while the system
operating point moves. When the steady state is reached again, the
system is set to run in state 2 and the DC voltage deviation is AUj,.
From Figure 3, it is apparent that the unbalanced power AP; borne
by the droop station i has the following relationship with the DC
voltage deviation AUje.

AU,
ki

AP; = . (6)

According to the principle of energy conservation, the sum of
the active power variation of each droop station should be equal
to AP

AP = iAPi. (7)

i=1

Combining Eq. 6 with Eq. 7, we can obtain
AP

AUdc = m (8)
25
i=1
AP
AP,’ = P (9)
kY

From Eq. 8, it is apparent that AUy is proportional to AP and
inversely proportional to the sum of the reciprocals of the droop
coefficients of m droop stations. This shows that when the power of
the DC system fluctuates, all droop stations will cooperatively
dissipate the unbalanced power according to their own droop
curves (Li et al.,, 2019b; Liu et al., 2023).

From Eq. 9, it is evident that the droop coefficient determines
how much unbalanced power is borne by the droop station in the
dynamic regulation process. If each converter station adopts the
same droop coefficient, all converter stations share the unbalanced
power; if each converter station adopts different droop coefficients,
converter stations with smaller droop coefficients will bear more
unbalanced power, and converter stations with larger droop
coefficients will bear less unbalanced power.
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Improved coordinated control schematic.
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FIGURE 6
DC Voltage secondary regulation controller structure.

3 Improved coordinated control
strategy for multi-point DC voltage

3.1 Improved droop control

Aiming at the DC voltage deviation problem inherent in the
conventional droop control for dissipating the unbalanced power at
the converter station, this paper proposes an improved coordinated
control strategy for the multipoint DC voltage of the VSC-MTDC
system, in which the unbalanced power is injected as a feed-forward
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compensation quantity into the droop control, and quasi non-error
DC voltage regulation is realized by shifting the droop curve. The
characteristic curve of the improved coordinated control strategy is
shown in Figure 4.

Let the system be in state 1 at the initial steady state. When
power disturbance AP occurs in the DC system, each droop station is
given a feed-forward compensation amount of magnitude AP;, at
this time, the stable operation point of the system is changed from A;
to D; to realize the flattening of the droop curve. Py.rand P;” are the
reference values of active power before and after adjustment of the
converter station, respectively, which satisfies

Pi" = Piget — AP;. (10)

And then the converter station dissipates the unbalanced power
according to the droop characteristic, and finally the system operates
stably near the C; point, realizing the quasi non-error DC voltage
regulation. Compared with the conventional droop control, the
active power transmitted by the converter station does not
change, while the DC voltage deviation is approximately zero,
and the stability of the system is greatly improved (Fu Q. et al,
2021; Liu Q. et al,, 2022).

It is worth stating that when the DC network has a power
surplus, the system DC voltage will increase, and under the
improved droop control strategy in this paper, the droop curve
will be shifted to the upper right, and the DC voltage will first rise
and then fall to about the initial value. When the system has a power
deficit, the system DC voltage decreases, and under the improved
droop control strategy in this paper, the droop curve will level off to
the lower left, and the DC voltage first decreases and then increases,
and finally stabilizes at the initial value.

3.2 Power balance distribution program

To reasonably allocate the unbalanced power in the DC system
to each droop station, this paper introduces the available power
margin of the converter station to the power allocation coefficients
and quickly adjusts the active power reference value. The power
balance allocation scheme is shown in Eq. 11.
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Pi” = Pisref — (Pimax - Pisref) X
[P, (t + At) + Py (t + AD)] = [P, (1) + Py (1))

m
Z (szax - Pisref)
i=1

(11)

where At system sampling time. Under this power balance
allocation scheme, the control system only needs to collect
the active power value of the non-droop station, and update
the active power reference value to the droop station when,
and only when, the DC system current changes. In the rest
of the cases, the droop station only needs to operate stably
according to the latest updated active power reference value.
At the same time, this power balance allocation scheme
requires very low inter-station communication, and even when
the communication of each converter station is interrupted, it
can still operate normally according to the conventional droop
control method.

3.3 DC voltage secondary regulation

According to the above analysis, the unbalanced power of the
converter station is injected into the droop control as a feed-forward
compensation quantity, and the quasi-differential-free regulation of
the DC voltage can be realized by shifting the droop curve. However,
when the system returns to the steady state again, the DC voltage
deviation still exists, which is not conducive to the stable operation
of the system. To address this problem, Res (Liu H. Y. et al., 2022)
designs an additional DC voltage stabilizer with the control structure
shown in Figure 5.

dAU

AP = Ky dt

+ K, AU,.. (12)
where AP, represents the value of additional power generated by
the controller; AK, refers to the equivalent inertia coefficient; and
AK, is the equivalent damping coefficient.

Analogous to the synchronous generator inertia and damping,
the controller takes AUy, as the input, and reduces the DC voltage
deviation by adjusting the active power reference value during the
power perturbation process. However, the DC voltage deviation is
generally large in the early stage of power disturbance occurrence,
and if AK, and AK, take larger values, it is easy to trigger
overshooting of the converter station and generate power
if AK, and AK, take the
improvement of DC voltage is generally effective.

oscillations; smaller values,

Aiming at the above problems, this section proposes an
improved control method for the secondary regulation of DC
voltage to restore the DC voltage to the initial value in case of
slight changes in the active power of the converter station to realize
the non-error DC voltage regulation. The structure of the improved
DC voltage secondary regulation controller designed in this paper
are shown in Figure 6 and Eq. (13):

APreﬁ.\ = (KPZ + KiZ/S) (Udc - Udcref)' (13)

Similarly, the DC voltage secondary regulation controller takes
AUy as input and utilizes the steady state static-free characteristic of
the PI controller to realize the static-free regulation of the DC
voltage. Unlike the Res. (Liu H. Y. et al.,, 2022), the DC voltage
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TABLE 1 Main parameters of the VSC-MTDC systems.

Parameters Numerical value

The nominal capacity of VSC1~VSC5 stations (MW) 250/200/200/150/150

Initial-setting reference power of VSC1~VSC5 (MW) —220/-100/115/85/100

DC capacitance (pF) 1,000
Nominal DC voltage (kV) 400
Coupling transformer ratio 220/200

VSC1/VSC2 droop coefficient 0.3/0.15
Ky1/Kiy 0.2/0.5
Kpa/Kip 0.05/0.1

secondary regulation controller does not have AK, and AK,
parameters, so there is no need to worry about the influence of
AK, and AK, values on the effect of improving the DC voltage.
Meanwhile, to avoid the effect of AP,.q, on the droop control at the
early stage of the disturbance occurrence, the DC voltage secondary
regulation controller can be operated again to restore the DC voltage
to the initial value after some time of the improved droop control
action in Section 3.1. Therefore, in this paper, the PI parameters for
the droop control and the improved PI parameters for the DC
voltage secondary regulation are set reasonably, K,,; and K;; are set
to 0.2 and 0.5 respectively, and K, and Kj, are set to 0.05 and
0.1 respectively. The step response times of the two PI controllers are
differentiated to achieve the purpose of the successive response of
the two controllers.

4 Simulation and analysis

In this paper, a five-terminal VSC-MTDC system as shown in
Figure 1 is built based on PSCAD/EMTDC simulation software, and
the specific simulation parameters are shown in Table 1.

4.1 Validation of the effectiveness of an
improved coordinated control strategy for
multi-point DC voltage

To verify the effectiveness of the improved droop control
strategy proposed in Section 3.1 of this paper, the comparative
simulations set up in this section are as follows

Control Method 1 (CM1): conventional droop control; Control
Method 2 (CM2): the control method proposed in Res. (Li and Gao,
2020); Control Method 3 (CM3): the improved droop control
proposed in this paper.

At t = 3 s, the active power command value of VSC3 increased
from 115 MW to 175 MW. Figure 7 presents a comparison of the
simulation outcomes under the three control methods.

(a) Active power of VSC1

(b) Active power of VSC2

(c) Active power of VSC3, VSC4 and VSC5
(d) System DC voltage
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VSC3 power increase simulation.

As can be seen in Figures 7A-D, in the initial state, the actual
power values of VSCI and VSC2 under the three control methods are
close to the power command value because of the existence of losses in
the system, but there is a slight difference. After the change of the active
power command value of VSC3 at the moment of 3 s, it is equivalent to
the power surplus of the DC system, and the DC voltage of the system
is gradually reduced. Under the control of CM1, the droop stations
VSCI1 and VSC2 adjust their active power command values according
to the amount of change in DC voltage by a fixed droop coefficient,
and the transmitted power changes from -219.5 MW and -100 MW
to —239.5 MW and —140 MW, respectively, with a sharing amount of
20 MW and 40 MW, and a DC voltage deviation of 6.08 kV.

Under CM2 control, the droop coefficient is obtained by
calculating according to the fixed margin of the converter station,
which optimizes the power distribution of the DC system compared
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TABLE 2 Simulation results.

Control strategy CcM1 CM2 CM3
Initial DC voltage/kV 399.89 399.77 399.88
Steady-state DC voltage/kV 393.81 395.20 399.76
DC voltage deviation/kV 6.08 4.57 0.12
DC voltage deviation rate/% 1.52 1.14 0.03
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FIGURE 8
VSC3 power increase simulation.

to CM1 control, thus reducing the deviation of the DC voltage. The
sharing of VSCI1 and VSC2 is 15.2 MW and 44.8 MW, respectively,
and the deviation of the DC voltage is 4.57 kV.

Under the control of CM3, it can be seen from Figure 7D that the
DC voltage first rises and then decreases, which is in line with the
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TABLE 3 Simulation results.

Control strategy CcM1 CcM2

Initial DC voltage/kV 399.89 399.89

Steady-state DC voltage/kV 393.76 393.76
DC voltage deviation/kV 0.12 0.12
DC voltage deviation rate/% 0.03 0.03

analysis in Section 3.1 of this paper. By feedforward compensation of
unbalanced power to the active power command value of VSC1 and
VSC2, the sharing of VSC1 and VSC2 are 20 MW and 40 MW,
respectively, and the DC voltage deviation is 0.12 kV. Compared
with CM1, the active power sharing of VSC1 and VSC2 does not
change, while the DC voltage deviation is approximately zero, and
quasi non-error DC voltage regulation is realized. The simulation
results are shown in Table 2.

4.2 Validation of the effectiveness of the
power balance allocation scheme

To verify the effectiveness of the power balance allocation
scheme proposed in Section 3.2 of this paper, the comparison
simulation set up in this section is as follows

Control Method 1 (CM1): Improved droop control; Control
Method 2 (CM2): Improved droop control + power balance
allocation scheme.

At t =3, the VSC3 active power instruction value has increased
from 115 MW to 175 MW. Figure 8 illustrates the comparison
between simulation outcomes obtained with the two control methods.

As can be seen from Figures 8A-D, under CM1 control, the
system’s unbalanced power is allocated to VSC1 and VSC2 through
a fixed ratio without considering the actual power margin of the
converter stations, which may easily cause some converter stations
to be fully loaded and thus lose the ability to control the DC voltage
when the unbalanced power is too large. The unbalanced power
allocated to VSC1 and VSC2 is 20 MW and 40 MW, respectively,
and the DC voltage deviation is 0.12 kV.

Under CM2 control, the system’s unbalanced power is
reasonably allocated to VSC1 and VSC2 according to the power
margin of the converter station, which avoids the problem that
VSC1, which has a small power margin, can easily reach full load.
The unbalanced power allocated to VSC1 and VSC2 are 14 MW and
46 MW, respectively, and the deviation of the DC voltage is 0.12 kV
the simulation results are shown in Table 3.

4.3 Validation of the effectiveness of
secondary regulation control of DC voltage

To verify the effectiveness of the DC voltage secondary
regulation control strategy proposed in Section 3.3 of this paper,
the comparative simulations set up in this section are as follows:

At t =3 s, the active power command value for VSC3 is reduced
from 115 MW to 45 MW. Figure 9 presents a comparison of the
simulation outcomes across the three control methods.
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VSC3 power reduction simulation.

From Figures 9A-D, it can be seen that when the system has a
power deficit, the DC voltage first decreases and then increases,
which is consistent with the analysis in Section 3.1 of this paper.
Under CM1 control, since the system does not have a DC voltage
recovery controller, the DC voltage stabilization value still deviates
from the initial value, with a deviation value of 0.11 kV. Under
CM2 control, it can be seen from Figure 9D that the additional
DC voltage stabilizer can further reduce the DC voltage deviation,
with a deviation value of 0.08 kV. Since the AK, and AK,
parameters are fixed values, which limits the DC voltage
recovery effect, the DC voltage is gradually recovered under
CM3 control by adjusting the active power reference values of
VSCI and VSC2 in small increments using the static-free
characteristic of the PI controller. When the system reaches the
steady state again, the DC voltage deviation is 0.02 kV. Simulation
results are shown in Table 4.
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TABLE 4 Simulation results.

Control strategy CcM1 CM2 CM3
Initial DC voltage/kV/ 399.89 399.89 399.89
Steady-state DC voltage/kV 399.99 399.96 399.90
DC voltage deviation/kV -0.1 -0.07 -0.01
DC voltage deviation rate/% 0.025 0.018 0.0025

5 Conclusion

In this paper, we propose an enhanced coordinated control
approach for VSC-MTDC systems, which includes secondary
regulation of DC voltage. The aim is to address the inherent DC
voltage deviation issue that arises from conventional droop control in
the presence of unbalanced power dissipation at converter stations.
Our findings suggest that this approach provides superior outcomes.

(1) The quasi non-error DC voltage regulation can be realized by
compensating the active power reference value of the
converter station through the feed-forward and shifting the
droop curve.

(2) The unbalanced power is allocated according to the power
margin of converter stations, which can effectively avoid the
situation that some converter stations are overloaded while
other converter stations still have a power margin.

(3) The DC voltage deviation can be further reduced by the DC
voltage secondary regulation controller to improve the stability
of system operation.

Data availability statement

The raw data supporting the conclusions of this article will be
made available by the authors, without undue reservation.

References

Fu, Q., Du, W. J,, Wang, H. F,, Ren, B. X,, and Xiao, X. Y. (2021b). Small-
signal stability analysis of a VSC-MTDC system for investigating DC voltage
oscillation. IEEE Trans. Power Syst. 36 (6), 5081-5091. doi:10.1109/TPWRS.2021.
3072399

Fu, Y., Shao, X. Y., and Li, H. (2021a). Transient voltage stability control strategy of
DC distribution network. High. Volt. Eng. 47 (4), 1354-1362. doi:10.13336/§.1003-6520.
hve.20200040

He, P., Zhang, X. W, Li, C. S,, Yun, L, Yang, H,, and Yan, Y. B. (2023). Smooth
regulation of DC voltage in VSC-MTDC systems based on optimal adaptive droop
control. Tech. Gaz. 30 (4), 1234-1240. doi:10.17559/TV-20220806130349

Li, H., Meng, K., Li, X, and Peng, Y. F. (2022). Simulation of wind power integration
with modular multilevel converter-based high voltage direct current. Tech. Gaz. 29 (1),
301-307. doi:10.17559/TV-20210729043234

Li, Y. H., and Gao, L. (2020). Control strategy of flexible DC distribution system based
on droop characteristics. Mod. Electr. Power 37 (4), 391-399. doi:10.19725/j.cnki.1007-
2322.2019.0574

Li, Z., Li, Y. Z, Lu, Y. P,, Zhan, R. P, He, Y., and Zhang, X. P. (2019b).
Active power balance oriented coordinating control strategy for VSC-MTDC
system. Automation Electr. Power Syst. 43 (17), 117-124. doi:10.7500/
AEPS20181224003

Li, Z,, 11, Y. Z., Zhan, R. P, He, Y., and Zhang, X. P. (2019a). AC grids characteristics
oriented multi-point voltage coordinated control strategy for VSC-MTDC. IEEE Access
7, 7728-7736. doi:10.1109/ACCESS.2018.2890406

Frontiers in Energy Research

10.3389/fenrg.2024.1363267

Author contributions

CL: Writing-original draft. XZ: Writing-original draft. PH:
Writing-original draft. KZ: Writing-review and editing. LL:
Writing-review and editing.

Funding

The author(s) declare financial support was received
for the research, authorship, and/or publication of this
article. This work is jointly supported by the Key Programs of
Higher Education Institutions in Henan Province (No.
23A470011), and National Natural Science Foundation of
China project (No. 52377125), and the Smart Grid Sichuan
Key Laboratory 2022 Open Fund Project (No. 2022-
IEPGKLSP-KFYBO1).

Conflict of interest

Author LL was employed by Henan Xuji Instrument Co. Ltd.

The remaining authors declare that the research was
conducted in the absence of any commercial or financial
relationships that could be construed as a potential conflict
of interest.

Publisher’'s note

All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated
organizations, or those of the publisher, the editors and the
reviewers. Any product that may be evaluated in this article, or
claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Liu, C. R, Liu, H. Y, Jiang, S. W., and Zheng, L. (2023). Dynamic frequency support
and DC voltage regulation approach for VSC-MTDC systems. CSEE J. Power Energy
Syst. 9 (2), 645-658. doi:10.17775/CSEEJPES.2021.01790

Liu, H. Y., Liu, C. R,, Zheng, L., and Wang, Q. Q. (2022b). Cooperative optimal droop
control for VSC-MTDC system with quasi non-error DC voltage regulation.
Automation Electr. Power Syst. 46 (6), 117-126. doi:10.7500/AEPS20210706007

Liu, Q., Wang, Y. Z., Wang, S. X,, Liang, D., Zhao, Q. Y., and Zhao, X. S. (2022a).
Voltage regulation strategy for DC distribution networks based on coordination of
centralized control and adaptive droop control. IEEE Trans. Power Deliv. 37 (5),
3730-3739. doi:10.1109/TPWRD.2021.3135884

Liu, Y. P, Xie, S., Liang, H. P., and Xie, Q. (2020). Adaptive droop control strategy for
VSC-MTDC system considering DC voltage errors among converter stations. Trans.
China Electrotech. Soc. 35 (15), 3270-3280. doi:10.19595/j.cnki.1000-6753.tces.190722

Ma, W. Z,, Guang, Z.J., Zhang, K. T., Zhang, J., Yao, Y. X,, and Li, M. S. (2022). Live
test technology for metal shielding of medium and low voltage power cables in
continuous state. Electr. Power Eng. Technol. 41 (06), 75-81+139. doi:10.12158/
j2096-3203202206.009

Song, S. G., Roy, M., and Gilsoo, J. (2021). Cost-based adaptive droop control strategy
for VSC-MTDC system. IEEE Trans. Power Syst. 36 (1), 659-669. doi:10.1109/TPWRS.
2020.3003589

Wang, W. Y., Yin, X, Cao, Y. ], Jiang, L., and Li, Y. (2021). A distributed cooperative
control based on consensus protocol for VSC-MTDC systems. IEEE Trans. Power Syst.
36 (4), 2877-2890. doi:10.1109/TPWRS.2021.3051770

frontiersin.org


https://doi.org/10.1109/TPWRS.2021.3072399
https://doi.org/10.1109/TPWRS.2021.3072399
https://doi.org/10.13336/j.1003-6520.hve.20200040
https://doi.org/10.13336/j.1003-6520.hve.20200040
https://doi.org/10.17559/TV-20220806130349
https://doi.org/10.17559/TV-20210729043234
https://doi.org/10.19725/j.cnki.1007-2322.2019.0574
https://doi.org/10.19725/j.cnki.1007-2322.2019.0574
https://doi.org/10.7500/AEPS20181224003
https://doi.org/10.7500/AEPS20181224003
https://doi.org/10.1109/ACCESS.2018.2890406
https://doi.org/10.17775/CSEEJPES.2021.01790
https://doi.org/10.7500/AEPS20210706007
https://doi.org/10.1109/TPWRD.2021.3135884
https://doi.org/10.19595/j.cnki.1000-6753.tces.190722
https://doi.org/10.12158/j2096-3203202206.009
https://doi.org/10.12158/j2096-3203202206.009
https://doi.org/10.1109/TPWRS.2020.3003589
https://doi.org/10.1109/TPWRS.2020.3003589
https://doi.org/10.1109/TPWRS.2021.3051770
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1363267

Li et al.

Wang, Y. Z,, Qiu, F. L, Liu, G. W, Lei, M., Yang, C., and Wang, C. S. (2023). Adaptive
reference power based voltage droop control for VSC-MTDC systems. J. Mod. Power
Syst. Clean Energy 11 (1), 381-388. doi:10.35833/MPCE.2021.000307

Wang, Z.]., He, J. H., Xu, Y., and Zhang, F. (2020). Distributed control of VSC-
MTDC systems considering tradeoff between voltage regulation and power
sharing. IEEE Trans. Power Syst. 35 (3), 1812-1821. doi:10.1109/TPWRS.2019.
2953044

Xiong, Y. X,, Yao, W,, Shi, Z. T,, Fang, J. K, Ai, X. M,, Wen, J. Y,, et al. (2022).
Adaptive dual droop control of MTDC integrated offshore wind farms for fast
frequency support. IEEE Trans. Power Syst. 38 (3), 2525-2538. doi:10.1109/TPWRS.
2022.3179504

Frontiers in Energy Research

35

10.3389/fenrg.2024.1363267

Yang, L., Zhao, J. ., Liu, H., Kong, Q. K., Zhao, Y. H,, Cheng, L., et al. (2022). Adaptive
droop control of the VSC-MTDC distribution network considering power-voltage
deviation. Front. Energy Res. 9. doi:10.3389/fenrg.2021.814489

Yu, X, Lu, J., Dong, Y. L., Zhang, Q. W,, Gan, Z. Y., and Wang, Y. Z. (2022). A
steady-state voltage control method for a multi-terminal hybrid UHVDC
transmission system. Power Syst. Prot. Control 50 (1), 174-180. doi:10.19783/j.
cnki.pspc.210206

Zhu, H. Q, Li, Y., Wang, Z. Y., Li, C,, and Cao, Y. J. (2018). Coordinated droop
control strategy considering indifference regulation of DC voltage for MMC-MTDC
system. Electr. Power Autom. Equip. 38 (7). doi:10.16081/j.issn.1006-6047.2018.
07.027

frontiersin.org


https://doi.org/10.35833/MPCE.2021.000307
https://doi.org/10.1109/TPWRS.2019.2953044
https://doi.org/10.1109/TPWRS.2019.2953044
https://doi.org/10.1109/TPWRS.2022.3179504
https://doi.org/10.1109/TPWRS.2022.3179504
https://doi.org/10.3389/fenrg.2021.814489
https://doi.org/10.19783/j.cnki.pspc.210206
https://doi.org/10.19783/j.cnki.pspc.210206
https://doi.org/10.16081/j.issn.1006-6047.2018.07.027
https://doi.org/10.16081/j.issn.1006-6047.2018.07.027
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1363267

:' frontiers ‘ Frontiers in Energy Research

’ @ Check for updates

OPEN ACCESS

EDITED BY
Liansong Xiong,
Xi‘an Jiaotong University, China

REVIEWED BY
Yangbin Zeng,

City University of Hong Kong, Hong Kong SAR,
China

Jiajie Luo,

Siemens Gamesa Renewable Energy,

United Kingdom

*CORRESPONDENCE
Conghuan Yang,
conghuanyang@foxmail.com

RECEIVED 15 January 2024
ACCEPTED 29 January 2024
PUBLISHED 06 March 2024

CITATION
Yang C, Zhang Q and Zhao Z (2024), Filtering
characteristics of parallel-connected fixed
capacitors in LCC-HVDC considering the
variations of system strength.

Front. Energy Res. 12:1370585.

doi: 10.3389/fenrg.2024.1370585

COPYRIGHT

© 2024 Yang, Zhang and Zhao. This is an open-
access article distributed under the terms of the
Creative Commons Attribution License (CC BY).
The use, distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication in this
journal is cited, in accordance with accepted
academic practice. No use, distribution or
reproduction is permitted which does not
comply with these terms.

Frontiers in Energy Research

TvPE Original Research
PUBLISHED 06 March 2024
pol 10.3389/fenrg.2024.1370585

Filtering characteristics of
parallel-connected fixed
capacitors in LCC-HVDC
considering the variations of
system strength

Conghuan Yang'*, Qingtao Zhang? and Zhiyi Zhao?

!Guangzhou Maritime College, Guangzhou, China, ?Logistics Engineering College, Shanghai Maritime
University, Shanghai, China, *School of Electric Power Engineering, South China University of
Technology, Guangzhou, China

The AC power system strength exhibits time-varying characteristics during operation,
thereby affecting the filtering performance of filters in the system. Failure to account
for this variability may result in the harmonic levels exceeding permissible limits under
specific power system strength, thereby affecting the normal operation of the power
system. Consequently, building upon the existing filtering technique based on
parallel-connected fixed capacitors for LCC-HVDC systems, a method for tuning
the parameters of parallel-connected capacitors is proposed, thereby the
capacitance range meets the filtering requirements under various system strengths.

KEYWORDS

AC/DC system, HVDC, harmonic filtering, AC power system strength, power electronics-
dominated network

1 Introduction

High voltage direct current (HVDC) transmission technology plays an important role in
large-capacity and long-distance transmission applications (Agelidis et al., 2006; Tang and Xu,
2014). However, with the increasing number of converter stations in the power system, the
harmonic levels in the power grid are also rising (Xin et al., 2020). Excessive harmonics can
lead to distortion of the AC waveform and reactive power deficits (Xue et al., 2019), posing a
serious threat to the safe operation of the power system (Geng et al., 2018). To address this
issue, power grid companies have established the corresponding harmonic content standard
(IEEE, 2014), specifying that the Total Harmonic Distortion (THD) value of harmonic voltage
and current should not exceed 1.5%. To meet the standards, effective measures need to be
taken. AC filters are essential components in HVDC transmission system for mitigating
harmonics (Lee et al., 2015). In addition, the AC power system strengths have a significant
impact on the operation of the power grid and the strengths can be quantified using the short-
circuit ratio (SCR) (Li et al., 2020). Li et al. (2022) provide the typical variation of the SCR and
its impact on the frequency and voltage stability. Lower AC strength corresponds to lower
resonance frequencies and an increasing risk of resonance, leading to the degradation of the
system’s normal performance and distortion of voltage. In summary, weak AC power system
strength can weaken the system’s robustness and stability. Increasing the AC power system
strength is beneficial for raising the system’s resonant frequency and stability, while achieving
the better filtering effects (Chen et al., 2018).
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For LCC-HVDC systems, it is necessary to consider both the
reduction of AC harmonics and the compensation of reactive power
(Liv and Zhu, 2013). Traditionally, active or passive filters are
commonly employed to achieve these objectives. The circuit
topology of passive filters is relatively simple, but they suffer from
drawbacks such as large space requirements and poor filtering
effectiveness due to the resonance points shifting. Consequently,
research and application of active filter have become more
extensive. Various design approaches for active filters have been
proposed (Yang et al, 2022; Farghly et al,, 2022; Du et al.,, 2022),
addressing aspects such as optimizing the multi-topology structure of
passive filters, parallel filtering structures based on hybrid systems,
and adopting two-parallel single-tuned LC structures while
considering the time-delay effect of controllers. The designed filters
can effectively reduce harmonics and simultaneously reduce the size
of capacitor banks to reduce reactive power compensation. Liu et al.
(2020) consider the coordination between hybrid active filters and
existing reactive power compensation devices. They introduce a novel
AC filtering system that utilizes a series-connected passive resonance
topology and a control scheme for active filtering. This not only
enhances the harmonic suppression performance of LCC-HVDC, but
also optimizes the reactive power compensation between different
filter groups thereby reducing HVDC costs.

The above filtering technologies typically require the addition of
AC filter stations. This entails significant space occupation, and the
necessity to address issues such as losses and maintenance. Therefore,
novel filtering technique have been proposed. Huang et al. (2022)
introduce a hybrid active power filter with simple combination of
passive filters and IGBT valves. The selected passive filter capacity and
topology effectively enhance the filtering efficiency while ensuring
independence between the filter and AC system, preventing
resonance. However, the system configuration cost is high and the
control of IGBT valves is difficult. A novel induction filtering
technique based on the field-circuit coupling calculation method is
proposed by Li et al. (2012), which greatly reduces the harmonic
current content, enhances the excitation performance, improves the
electromagnetic environment, and reduces the harmonic losses of
HVDC converter transformers. Zhai et al. (2017), Zhao et al. (2022),
and Xue et al. (2018) propose a novel filtering technique based on
parallel-connected fixed capacitors in HVDC converters, which
effectively suppresses harmonics without external AC filters and
reactive power compensation devices. It also provides reactive
power compensation and suppresses the commutation failure. This
filtering method successfully address the issues associated with
traditional filters. Nevertheless, the above studies do not take into
account the impact of AC power system strength on the filtering
performance of the filters. Power system strength is a crucial indicator
of power system stability and play a vital role in power system
operation. For the novel filtering technique involving the addition
of parallel-connected fixed capacitors, it is crucial to consider whether
the capacitance of the parallel capacitor can still maintain the system
stability and meet the harmonic requirement under the varying
system strengths.

To address aforementioned problems, this paper analyzes the
impact of system strength on the filtering. Additionally, a tuning
method for parallel-connected capacitors is proposed considering
power system strength, establishing a capacitance range that meets
filtering standards. This method not only contributes to the fault and
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transient analysis of novel filtering technique involving parallel-
connected fixed capacitors but also provide valuable guidance for the
configuration of capacitance parameters in practical engineering.

The filtering methods of different references are classified
in Table 1.

The rest of the paper is organized as follows: Section 2 introduces
the operation principle of novel filtering technology. Section 3
proposes a parameter tuning method for parallel-connected fixed
capacitors. Section 4 validates the theoretical result and determines
the range of capacitor capacitance. Section 5
to further
capacitance. Brief conclusions are drawn in Section 6.

combines the

simulation determine the range of capacitor

2 Operation principle of novel
filtering technique

In response to the shortcomings associated with the traditional
filters, Xue et al. (2018) propose a novel filtering technology by
adding parallel-connected fixed capacitors to the inverter side of the
converter station.

The circuit diagrams for the novel filtering technique are shown
in Figures 1, 2, where L is the smooth inductance, L. is the
transformer equivalent inductance, R, is the DC resistance,
TY(D)I~TY(D)6 are the thyristors of the converter bridge,
CapY(D)ab, CapY(D)bc, CapY(D)ac are the parallel-connected
fixed capacitors, LY(D)abc are series inductance, mainly used for
absorbing surplus reactive power. C, is the DC filtering capacitor,
Ziny is the equivalent impedance of AC system at the inverter side,
and Zg,(n) is the grid impedance at the n,, harmonic frequency.

It can be seen from Figure 2 that the impedance of the capacitor
branch will be small at high-frequencies, allowing a large AC current to
flow through this branch. This causes the high-frequency AC harmonics
to be “short-circuited” by the capacitors, achieving harmonic reduction.
This further achieves the dual purpose of harmonic filtering and reactive
power compensation. Xue et al. (2018) compare the simulation results
between traditional and novel filtering technique, demonstrating that the
latter can achieve similar filtering effects.

The novel filtering technique not only addresses the limitations
of traditional filtering but also achieves filtering effort with a reduced
amount of reactive power compensation. Therefore, studying the
influence of power system strength on filtering effectiveness based
on this novel filtering technique is of significance.

3 Tuning method for
capacitance parameter

In this section, taking into account the AC system strength for
system reactive power and harmonic content are derived.
Additionally, the capacitance tuning method is introduced.

3.1 Reactive power calculation

Figure 3 highlights the definitions of reactive power at different
parts of the system. In Figure 3, TY(D)I~6 are the thyristors of the

converter bridge, CapY(D)ab,CapY(D)bc,CapY(D)ac are the
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TABLE 1 Classification of different filtering methods.

References Filtering method

Yang et al. (2022), Farghly et al. (2022), Du et al. (2022) Active power filter
Liu et al. (2020) New AC filtering system
Huang et al. (2022) Hybrid active power filter
Li et al. (2012) New induction filter
Zhai et al. (2017), Zhao et al. (2022), Xue et al. (2018) Parallel-connected fixed capacitor
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Circuit topology at the inverter side of the system.
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FIGURE 2
Equivalent circuit.
parallel-connected fixed capacitors, LY(D)abc are the series where V. is the phase voltage amplitude, V. is the DC-side
inductance, and Z;,, is the equivalent impedance of AC system at  voltage, and P,,,, is the maximum rated power.
inverter side. The reactive power absorbed by the transformer can be
The reactive power absorbed by the converter can be calculated  calculated by (2):
by Equation 1:
o= 3% Vi X Py " Q = § xtan arccos(pf)) 2)
s =-——— (>
2x 7% fx (V) where S is the capacity of the transformer and pf is the power factor.
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The transformer power factor is shown in (3): FIGURE 5

pf = cos(arctan(L,)) (3)

where L, is the transformer equivalent inductance.
If the ratio of the transformer is k, the reactive power generated
by the parallel-connected fixed capacitor is shown in (4) and (5):

V.= VT (4)
Q. = wCV?2 (5)

where V, is the phase voltage amplitude of bus.

The reactive power absorbed by the series inductance changes
with the variation of capacitance and its value is relatively small.
Therefore, to simplify the calculation, its impact is not considered in
the theoretical calculations.

Frontiers in Energy Research

Relationship between Z and SCR

3.2 Harmonic content calculation

Xue et al. (2018) provide the harmonic amplitude expressions
with AC power system strength of 2.5. Based on the twelve-pulse
bridge, the expressions for C-phase harmonic current and voltage
amplitude are shown in (6) and (7):

B -1
jnwC x (Sjna)Lc + SZSys(n)) +1
_Zsys (7’!)
X
jnwC x (3jnwLC +3Z4ys (n)) +1

I,

Lin1z (6)

V ys_n — 2

Lin(12) (7)

frontiersin.org


https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1370585

Yang et al.

10.3389/fenrg.2024.1370585

o
etermine whether the
reactive power is 20% to 80%

of the rated pwvy

FIGURE 6
Capacitance tuning process.
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Reactive power change curve.

Where, Zg,(n) is the grid impedance at the ny harmonic
frequency, C is the capacitance of the parallel-connected fixed
capacitor, Ij,(1z) is the input harmonic current corresponding to

the twelve-pulse bridge, and L, is the equivalent inductance of the
transformer.

HVDC transmission system interaction are largely determined
by the AC power system strength relative to the DC transmission
capacity. The degree of strength is often assessed using the short-
circuit ratio (SCR).
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The definition of the Multiple Input Short Circuit Ratio
(MISCR) is given by Wang et al. (2021) as (8):

Saci
Pun + Z]‘EL MIIF],Pd]N

MISCR; = (8)

Where, S,; is the short-circuit capacity of bus i, Py is the rated
power of bus i, MIIF indicates the interaction between the
converter buses.
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For single-infeed system, the SCR can be derived as shown in (9):

Sac _ ch

SCR =
Pin Z

)

Where, Z is the inherent impedance of grid, Z,, is the grounding
impedance. Figure 4 is the HVDC equivalent impedance model at
the inverter side. In Figure 4, the grounding impedance (Z,.)
includes the equivalent impedance of the converter valves and
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transformer. The inherent impedance (Z) is the equivalent
impedance of the system. The grounding impedance can be
considered fixed as the network frequency normally does not
vary. Thus, the relationship between the SCR and the equivalent
impedance Z of the power grid according to (9) can be

expressed as shown in Figure 5. It can be seen from the
relationship curve in Figure 5 that the SCR is inversely

proportional to the equivalent impedance (Z) of the power
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TABLE 2 Comparison of filtering effect under different filtering techniques.

IEEE Limits(vn)

Parallel-connected fixed capacitor

AVA) I (%) VAVA I (%) 7.35 pF 8.8 yF
AVA I (%) V (%) I (%)
114 1 05 0.11 0.04 0.64 0.29 0.33 0.18
13, 1 0.5 0.08 0.04 0.27 0.11 0.56 0.25
23, 1 0.15 0.32 0.07 0.29 0.06 0.60 0.15
25,, 1 0.15 0.25 0.0 0.28 0.06 0.53 0.12
THD 15 15 0.94 0.97 0.90 0.42 1.10 0.48

grid. Since the grounding impedance (Z;) includes the
equivalent impedance of the transformer, and Xue et al.
(2018) separate the equivalent impedance of the transformer
and the impedance of the capacitor for calculation, this paper
adopts the following methods to calculate the harmonic
amplitude under the different system strengths to simplify the
calculation.

The basic short-circuit ratio (SCR) accounts for the inherent
strength of AC power system, and the corresponding expression is
given by Jia et al. (2012) as (10):

SCR = w (10)
Pan (MW)
Short-circuit capacity Ssc(MVA) is defined as (11):
EZ
S (MVA) = % (11)
Zin

Where, E,. is the commutation bus voltage under rated DC
power, Zy, is the grid impedance at the n,, harmonic frequency and
P, is the rated DC power.
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The relationship between grid impedance and AC power system

strength can be expressed as (12):
EZ

Zyy = Zoys (n) = m (12)

Where, Z,(n) represents the grid impedance at the ny,

harmonic frequency. It can be seen from (12) that grid

impedance is inversely proportional to the short-circuit ratio (SCR).

By substituting (12) into (6) and (7), the expressions for C-phase

harmonic current and voltage amplitude associated with system strength

based on the twelve-pulse converter bridge can be obtained as follows:

— —1 x SCR x P,y

Ic = N Iin
3jnwCE2_ + SCR X Pay — 3m*w?CL¢ x SCR x Pgy ™"
(13)
—2E%,
Vsys_n = > CPT) Iin(lz)
3jnwCE2_ + SCR x Pyy — 3n*w*CL¢ x SCR x Pyy
(14)

From (13) and (14), it can be observed that when the other
parameters are constant and the equivalent inductance of the
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Harmonic current content with different capacitance. (A) Harmonic current content with a capacitance of 7 yF (B) Harmonic current content with a

capacitance of 8.8 uF.

transformer is small enough to be negligible, the change of SCR with
respect to harmonic current and voltage is as follows: As SCR
increase, the amplitude of harmonic current and voltage decreases.

3.3 Capacitance parameter tuning process

This section introduces the tuning of capacitance considering the
system strength. As shown in Figure 6, the process primarily involves
two aspects: 1) Reactive power compensation. 2) Filtering effect. The
priority is: Reactive power compensation and then the filtering effect.
The tuning method is suitable for the conventional LCC-HVDC system.

3.3.1 Reactive power compensation

According to (5), the reactive power is generated by the
capacitor. Typically, the reactive power compensation at the
inverter side falls within the range of 40%-60% of the rated
power. To fully study the impact of small capacitance on filtering
performance, the range of the reactive power compensation is
extended to 20%-80% of the rated DC power. If the reactive
power compensation exceeds this range, the capacitance is not
considered. Otherwise, it can be considered.

3.3.2 Filtering effect

According to the capacitance range initially determined by the
reactive power compensation, the filtering effect of the capacitance
in this range is further tested. According to the harmonic amplitude
expressions (6) and (7), the harmonic content under different
system strengths is calculated. Then, compared with the IEEE
harmonic standard, the capacitance range is further determined.

Frontiers in Energy Research

4 Theoretical results of capacitance
tuning method

The range of capacitance is determined using the tuning method
from Section 3. The results are calculated based on CIGRE HVDC
benchmark model.

4.1 Results of reactive power under the
system strength of 2.5

Firstly, the capacitance range is initially determined by the
reactive power compensation.

Figure 7 shows the change of reactive power under varying
capacitance. It can be seen that the reactive power generated by the
capacitors increases with the increase of capacitance, following a
positive trend. Reactive power balance is achieved when the
capacitance reaches 8.25 uF. In addition, the capacitance range
that fulfills the reactive power compensation is approximately
3 uF-11.5 uF, in consistence with the initial capacitance range.

4.2 Results of harmonic content under the
system strength of 2.5

From the relationships shown in (6) and (7), the harmonic
content decreases with the increase of capacitance. Besides, the
capacitance is not limited in a certain range. Xue et al. (2018)
also provide the harmonic content under the system strength of
2.5, and this paper calculates the harmonic content under the same
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condition. According to the IEEE grid harmonic standards, the
capacitance range that meets the requirements is approximately 7 pF
to +oopF.
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monic current THD.

In summary, the capacitance range that meets the reactive power
compensation requirement and harmonic standard is 7 pF-11.5 pF
when the AC power system strength is 2.5.
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4.3 Results of harmonic content under
different AC power system strengths

Based on the obtained capacitance range under the system
strength of 2.5, the harmonic content of capacitors within this
range is analyzed for different system strengths. Figure 8
with
capacitances of 7 uF, 8.8 uF and 11.5 pF under varying AC power

illustrates  the filtering performance of capacitors
system strengths. The selection method of the capacitance of 8.8 pF
is as follows: Based on the compromise of the capacitance range of
7 uF-11.5 uF obtained in part A and B above and combined with the
simulation test that can achieve stable capacitance value under rated
working conditions. It can be observed that the harmonic content
for 7 uF, 8.8 uF and 11.5 pF capacitors generally complies with the
harmonic standards. Moreover, for a fixed capacitance, as the
strength increases, the harmonic content decreases, indicating
better filtering effectiveness.

In conclusion, the capacitance range for parallel-connected fixed
capacitors that meets the requirement is 7 pF-11.5 pF.

5 Simulation results of capacitance
tuning method

The analysis and calculation methods discussed above are
applicable to systems with any strength.

This paper utilizes MATLAB/Simulink software to construct the
LCC-HVDC system based on the parameters of the CIGRE
benchmark model. The system model is shown in Figure 9.

5.1 Simulation results of reactive power
under the system strength of 2.5

In this section, simulation results are employed to validate and
analyze the reactive power generated by capacitors with different
capacitance.

Figure 10 shows the relationship between capacitance and
reactive power for capacitance value ranging from 20% to 80% of
the rated DC power. It is evident that the capacitance and the
generated reactive power exhibit an approximate correlation. The
system achieves the reactive power balance when the capacitance
reaches 8.25 pF.

Observing the simulation result, the acceptable capacitance
range is 6 uF-10.5 uF. By comparing with the theoretical results
from Figure 7, there is a small discrepancy between them. The
reasons are as follows:

Equation 15 is derived from (4) and (5). It shows the reactive
power generated by the capacitor.

wCV?
-0

Q (15)

It can be observed that when capacitance and frequency are
constant, factors affecting reactive power include the phase voltage
on the primary side of the transformer (V) and the transformer
turns ratio (k). In theoretical calculations, the values of both are
derived based on the benchmark model parameters. In the
simulation test, to ensure the system adjusts to the rated
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operating conditions, the grid side is equivalent to an ideal
voltage source, and the transformer turns ratio may vary, leading
to discrepancies between the theoretical and simulated values.
Additionally, when capacitance reaches a certain level, series
inductance is required to absorb additional reactive power, which
is not considered in the theoretical calculations.

5.2 Simulation results of harmonic content
under the system strength of 2.5

This section begins with the analysis of the filtering effect,
conducting simulation analysis on the harmonic content with
different capacitance. Furthermore, by combining theoretical
analysis with simulation results, the discrepancies between the
two are analyzed.

Figure 11 depicts the variation in THD and Figure 12 illustrates
the simulation results for the main harmonic content when the
capacitance is between 6pF and 10.5 pF.

5.2.1 Results analysis

Figure 11A depicts the THD variation for voltage and current. It
can be observed that the THD of harmonic current are lower than
those of harmonic voltage, and both exhibit similar trends. The THD
values of the harmonic current are generally within the required
harmonic range, whereas voltage is not. It is obvious that
capacitance within a certain range complies with the IEEE
harmonic standards.

Comparing Figure 10 and Figure 11A, it can be observed that
when the system does not reach reactive power balance or when the
capacitance is small, the reactive power compensation is much less
than the reactive power absorbed by the converter station. The
filtering effect also falls within the IEEE harmonic standard range.
The main reasons are explained as follows:

A. High frequency harmonic currents pass through the
capacitor: When the capacitance is small, its impact on
the clamping circuit is reduced, leading to a reduction of
the reactive power compensation provided by the capacitor.
At the same time, the filtering effect of the harmonic currents
on the AC side is enhanced because the frequency of
harmonic current is usually high, allowing them to pass
through the capacitor more easily.

B. Improve the system stability: Although the added capacitance
is small, the power factor of the system is still improved,
enhancing system stability. This result in that more effective
reduction of harmonic current on the AC side after passing
through the capacitor, thereby reducing the demand for
reactive power on the AC side.

Figure 11B shows the simulation results of the main harmonic
content for capacitance ranging from 6 pF to 10.5 pF. It can be
observed from Figure 11B that the variation has a concave
distribution, and the capacitance range that meets the IEEE
harmonic standard is 7 uF-8.8 uF.

Comparing these results with theoretical analysis, there are
difference in their variations. Moreover, in the simulation
results, a larger capacitance does not necessarily lead to better
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filtering performance. The main reasons are explained

as follows:

A. During the system simulation, the generated reactive power
exceeds the reactive power absorbed by the converter station
when the capacitance is large. Under this condition, it is
necessary to connect a parallel grounding inductor on the
AC side of the converter station or connect the series inductor
on the AC side of the converter bridge to absorb the surplus
reactive power. At this point, the capacitor C and the inductor
L form a LC resonant loop. According to the theory of series/
parallel resonant circuit, the resonant frequency of the LC
resonant circuit can be calculated as shown in (16):

1

U TiTe (19

Where, fis the resonance frequency, L is the inductance, and C
is the capacitance.

B. The resonance frequency will decrease when the capacitance
increases. Moreover, the resonance frequency becomes close to
or equal to the system’s resonant frequency when it reaches a
certain level, causing resonance and resulting in an increase in
harmonic content.

C. The internal impedance of the capacitor also affects the level of
harmonic current and voltage. When the capacitance is too
large, its losses will increase and the internal impedance also
increase, leading to an increase in power consumption and an
increase in the harmonic content.

5.2.2 Error analysis

A. During the simulation, the DC voltage do not reach exactly
the rated value of 500 kV. Based on this, the relationship
between different DC voltages and harmonic current content
when other factors are constant is studied. The simulation
results are shown in Figure 12, in which, it can be observed
that the harmonic current content changes inversely with the
DC voltage. The higher the DC voltage, the lower the
harmonic current content. Although the variations in DC
voltage have a small effect on the change in the harmonic
current, the differences in DC voltage will still affect the
filtering effect.

B. In the simulation process, the AC voltage is within a certain
rated value range, but the AC voltage may not always match
the rated value during simulation, and its variation may lead to
result deviations. Below is the testing of the THD values for
different AC voltage with the same fixed capacitor capacitance.

Figure 13 shows the variation of THD values for different AC
voltages with the same fixed capacitor capacitance. Figure 13A, B show
the THD values for a capacitance of 7 pF under the system strength of
1.5 and 2, respectively. It can be observed that the harmonic content
decreases with the increase in AC voltage, indicating that a higher AC
voltage leads to better filtering effect. The rated value of the AC voltage
is 187 kV, and the numerical values used in theoretical calculation are
based on this rating. However, in the simulation results, the filtering
effect for some capacitor capacitances are measured within the range
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of £2% of the rated AC voltage (184 kV-191 kV), which introduces
deviations in the results.

5.2.3 Potential solutions

A. Optimize the design of the converter station structure: In the
design of the converter station structure, it is possible to
mitigate resonance between capacitors and line inductors
by setting appropriate parameters such as capacitance and
inductance. For instance, in the case of a multi-terminal filter
structure, the introduction of two small resistors in series
between the capacitor and inductor can prevent resonance.
B. Use controllable capacitors: Controllable capacitors can
autonomously adjust their capacitance based on the system’s
operating conditions, thereby preventing the occurrence

of resonance.

C. Dynamically adjust capacitance: Dynamically adjust the
capacitance based on the actual operating conditions of the
system to ensure system stability and safety.

D. Add additional inductance: Add a certain inductance between
capacitors and line inductance to reduce the resonance
frequency and thereby avoid resonance.

In summary, the acceptable capacitance range is 7 tF-8.8 pF for
the AC power system strength of 2.5.

It should be noted that the methods mentioned above are equally
applicable to systems with other system strengths.

5.3 Comparative with existing passive
filtering techniques

Table 2 shows the harmonic content using different filtering
techniques, with the novel filtering technique provided for capacitor
capacitance of 7.35 uF and 8.8 uF. The choice of 7.35 pF is based on the
fact that, at this capacitance, the reactive power compensation generated
by the capacitor is comparable to the reactive power compensation
achieved with a passive filter. This selection allows for a more
meaningful comparison of the filtering effects of different techniques.

From Table 2, it is observed that the 11th and 13th harmonic
content is higher than that of the passive filter, but the high-
frequency harmonic content is lower for the capacitance of
7.35puF. In terms of THD values, with the same reactive power
compensation, the filtering effect of the novel filtering technique is
superior to that of the passive filter.

For capacitance of 8.8 puF, the reactive power generated by the
capacitor is much larger than the reactive power compensation of the
passive filter. However, the filtering effects for some harmonics orders is
worse than the passive filter, the main reasons are as follows:

A. Impedance of the parallel-connected fixed capacitor itself: The
fixed capacitor has a certain internal impedance in the system.
When the capacitance is large, the internal impedance also
increases, leading to higher losses and increased harmonic content.

B. Resonance issues: When the capacitance is large, it requires
series or parallel-connected grounding inductance to absorb
the surplus reactive power. In this case, a resonant circuit is
formed by the capacitor C and inductor L. With a large
capacitance, the resonance frequency decreases, and if it
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becomes close or equal to the resonance frequencies of other
circuits in the system, it may cause resonance issues, leading to
a reduction in filtering effectiveness.

C. High-performance broadband of the passive filter: Passive filter
can choose different parameters according to requirements to
meet the harmonic reduction. By adjusting the parameters of
circuit components, better harmonic suppression can be
achieved. In contrast, the filtering effect of parallel-connected
fixed capacitors can only be effective within a specific frequency
range, making it difficult to filter out harmonic signals at other
frequencies, and adjustment is challenging.

In summary, both traditional filtering and novel filtering

techniques can effectively suppress harmonic interference.
However, due to limitations such as the impedance of capacitors,
resonance issues and the filtering frequency range, the filtering
effects vary under different capacitances. In practical engineering,
it is advisable to choose different filtering methods based on actual

requirements and grid conditions.

5.4 Simulation result of harmonic content
under different system strengths

This section further analyzes the filtering effects under different
system strengths.

Figures 14A, B show the simulation results of harmonic current
content with the capacitance of 7uF and 8.8 pF under different AC power
system strengths. It can be observed that, under various power system
strengths, the simulation results for a capacitance of 7 uF are close to the
theoretical analysis results, while the results for a capacitance of 8.8 uF
differ significantly. The filtering effect on low-frequency harmonics is
more obvious, but the filtering effect on high-frequency harmonics is less
effective. The main reason for this includes: Parallel-connected fixed
capacitors can only filter a certain range of harmonic frequencies, and
when the capacitance reaches a certain level, parallel grounding
inductance or series the inductance is needed to absorb surplus
reactive power. The capacitor may resonate with the inductance,
leading to an increase in harmonic content at that frequency.

Besides, the variation follows the following trend under different
AC power system strengths: A higher system strength leads to better
filtering performance.

Figure 15A, B show the variation of harmonic content with the
capacitance of 7 uF and 8.8 uF under different AC power system
strengths. It can be observed that the harmonic content for 7 uF and
8.8 uF capacitance can meet the harmonic standard. Except for the
case of an AC power grid strength of 1.5, where the 11th harmonic
voltage content exceeds the limit for a 7 uF capacitor.

Figure 15C, D illustrates the variation of THD for the
capacitance of 7 uF and 8.8 uF under different AC power system
strengths. It can be observed that the THD values for both 7uF and
8.8 uF capacitors are within the specified range, expect for the THD
under an AC system strength of 1.5.

Based on the above analysis, it can be concluded that the
harmonic level for capacitance ranging from 7 uF to 8.8 uF
generally complies with the IEEE standard under different system
strengths. Additionally, it is evident that a lower system strength can
affect the filtering effectiveness.
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In summary, take into account the filtering effect under different
system strengths, the parallel-connected fixed capacitance range that
meets the requirements for both reactive power compensation and the
filtering effectiveness is approximately 7 pF-8.8 uF. In practical
applications, when taking into account the reactive power balance of
the system, the ideal range of capacitance is 825 uF-8.8 uF
observing Figure 10.

6 Conclusion

This paper proposed a tuning method for the parameter of
parallel-connected fixed capacitors considering the system strength
based on the novel filtering technique. The method enables the
calculation of the range of required capacitance for filtering under
varying power system strengths. By analyzing the filtering
performance under various power system strengths, this paper
reveals that the variation in power system strength affects the
filtering performance of the novel filtering technique. Specifically,
within a certain range of power system strengths, weaker AC system
leads to a reduction of filtering performance. Consequently, a tuning
method for the capacitor parameters’ range is proposed for the novel
filtering technique considering the power system strengths. This
method is effective for LCC-HVDC systems with varying power
system strengths. It provides guidance for the selection of filtering
capacitance in practical applications.

Data availability statement

The original contributions presented in the study are included in
the article/supplementary material, further inquiries can be directed
to the corresponding author.

Author contributions

CY: Writing-original draft, Writing-review and editing. QZ:

Writing-original ~ draft, Writing-review and  editing. ZZ:

Writing-review and editing.

Funding

The author(s) declare that financial support was received for the
research, authorship, and/or publication of this article. This work was
supported in part by the National Natural Science Foundation of China
under Excellent Young Scientists Fund (overseas) (A4230010), in part
by the Fundamental Research Funds for the Central Universities under
Grant 2023ZYGXZR105, in part by the Research Startup Funding from
the Guangzhou Maritime University (K42022121).

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

frontiersin.org


https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1370585

Yang et al.

Publisher’'s note

All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated

References

Agelidis, V. G., Demetriades, G. D., and Flourentzou, N. (2006). “Recent advances in
high-voltage direct-current power transmission systems,” in 2006 IEEE International
Conference on Industrial Technology, Mumbai, India, 15-17 December, 2006, 206-213.

Chen, K., Luo, J., Zhou, T., Luo, K., Wang, S., and Zang, D. (2018). “Summary of
research on multi-infeed short circuit ratio in AC and DC systems,” in 2018 2nd IEEE
Conference on Energy Internet and Energy System Integration (EI2), Beijing, China,
22 October 2018, 1-9.

Du, X, Zhao, C., and Xu, J. (2022). The use of the hybrid active power filter in LCC-
HVDC considering the delay-dependent stability. IEEE Trans. Power Deliv. 37 (1),
664-673. doi:10.1109/tpwrd.2021.3068411

Farghly, A., El Habrouk, M., Ahmed, K. H., Abdel-khalik, A. S., and Hamdy, R. A. R.
(2022). “Active power filter for12-pulse LCC converter employed in LCC-MMC hybrid
HVDC system,” in 2022 23rd International Middle East Power Systems Conference
(MEPCON), Cairo, Egypt, 13-15 December 2022, 1-7.

Geng, X., Wen, J., Wang, S., He, D., Zhang, L., Cai, Y, et al. (2018). “Modeling and
analysis of AC side equivalent harmonic impedance of HVDC converter,” in 2018 2nd
IEEE Conference on Energy Internet and Energy System Integration (EI2), Beijing,
China, 22 October 2018, 1-6.

Huang, Y., Song, S., Li, M., Wu, F., Zhu, Q. Ji, Y., et al. (2022). “Design of hybrid active
filter applied in LCC HVDC project,” in 2022 IEEE International Conference on High
Voltage Engineering and Applications (ICHVE), Chongqing, China, 25-29 September
2022, 1-4.

IEEE (2014). IEEE Recommended Practice and Requirements for Harmonic Control in
Electric Power Systems. IEEE std 519-2014 (revision of IEEE std 519-1992), 1-29.

Jia, C. C., Wen, J., and Bie, X. Y. (2012). “Study of the effect of AC system strength on
the HVDC startup characteristics,” in International Conference on Sustainable Power
Generation and Supply (SUPERGEN 2012), Hangzhou, 8-9 September 2012, 1-5.

Lee, T. L., Wang, Y. C,, Li, J. C,, and Guerrero, J. M. (2015). Hybrid active filter with
variable conductance for harmonic resonance suppression in industrial power systems.
IEEE Trans. Industrial Electron. 62 (2), 746-756. doi:10.1109/tie.2014.2347008

Li, C, Yang, Y., Cao, Y., Wang, L., and Blaabjerg, F. (2022). Frequency and voltage
stability analysis of grid-forming virtual synchronous generator attached to weak grid.
IEEE ]. Emerg. Sel. Top. Power Electron. 10 (3), 2662-2671. doi:10.1109/jestpe.2020.
3041698

Li, Y., Luo, L, Rehtanz, C., Wang, C., and Ruberg, S. (2012). Simulation of the
electromagnetic response characteristic of an inductively filtered HVDC converter
transformer using field-circuit coupling. IEEE Trans. Industrial Electron. 59 (11),
4020-4031. doi:10.1109/tie.2011.2175673

Frontiers in Energy Research

49

10.3389/fenrg.2024.1370585

organizations, or those of the publisher, the editors and the
reviewers. Any product that may be evaluated in this article, or
claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Li, Y., Xu, Q., Dai, P., Xin, H., and Yuan, H. (2020). “The Impact of PV converter on
the grid strength of receiving AC system in MIDCS,” in The 16th IET International
Conference on AC and DC Power Transmission (ACDC 2020), Online Conference, 2-
3 July 2020, 2090-2095.

Liu, X., Ma, W,, Jia, H,, and Dong, C. (2020). System adaptive AC filter for a line
commutated converter high voltage DC transmission system. CSEE ]. Power Energy
Syst. 6 (4), 901-910. doi:10.17775/CSEEJPES.2018.01480

Liu, Y., and Zhu, Y. (2013). “The harmonic characteristics of HVDC system and
reduction,” in 2013 Third International Conference on Intelligent System Design and
Engineering Applications, Hong Kong, China, January 16 2013 to January 18 2013,
1452-1455.

Tang, G., and Xu, Z. (2014). A LCC and MMC hybrid HVDC topology with DC line
fault clearance capability. Int. J. Electr. Power Energy Syst. 62, 419-428. doi:10.1016/j.
ijepes.2014.04.045

Wang, S., Gao, S., Chen, Z., Zhao, X., Song, T. E., Liu, Y., et al. (2021). Analysis of
the operating margin evaluation of multi-infeed LCC-HVDC systems based on the
equivalent impedance. IEEE Access 9, 66268-66281. doi:10.1109/access.2021.
3075328

Xin, Q., Zhao, X, Huang, Y., Guo, L., Li, Y., and Li, Z. (2020). “A novel design method
of AC filter based on polygon-shape harmonic impedance,” in The 16th IET
International Conference on AC and DC Power Transmission (ACDC 2020),
Online Conference, 2-3 July 2020, 550-555.

Xue, Y., Zhang, X. P, and Yang, C. (2019). Series capacitor compensated AC filterless
flexible LCC HVDC with enhanced power transfer under unbalanced faults. IEEE
Trans. Power Syst. 34 (4), 3069-3080. doi:10.1109/tpwrs.2019.2899065

Xue, Y., Zhang, X. P., and Yang, C. (2018). AC filterless flexible LCC HVDC with
reduced voltage rating of controllable capacitors. IEEE Trans. Power Syst. 33 (5),
5507-5518. doi:10.1109/tpwrs.2018.2800666

Yang, Y., Yang, P., Du, X,, Wu, F,, and Ji, Y. (2022). “Passive filter design research in

hybrid active filter design,” in 18th International Conference on AC and DC Power
Transmission (ACDC 2022), Online Conference, China, 3 July 2022, 1697-1701.

Zhai, C., Zhang, Z., Luo, L., Sun, X, and Sun, S. (2017). “Characteristic analysis of
HVDC system with shunt capacitance commutated converter,” in 2017 IEEE PES Asia-
Pacific Power and Energy Engineering Conference (APPEEC), Bangalore, India, 8-
10 November 2017, 1-5.

Zhao, L., Luo, L., Li, Y., Zhang, H., and Xiang, J. (2022). Capacitive filter based HVDC
converter for reducing the vibration and noise of converter transformer. IEEE Access 10,
78634-78642. doi:10.1109/access.2022.3190006

frontiersin.org


https://doi.org/10.1109/tpwrd.2021.3068411
https://doi.org/10.1109/tie.2014.2347008
https://doi.org/10.1109/jestpe.2020.3041698
https://doi.org/10.1109/jestpe.2020.3041698
https://doi.org/10.1109/tie.2011.2175673
https://doi.org/10.17775/CSEEJPES.2018.01480
https://doi.org/10.1016/j.ijepes.2014.04.045
https://doi.org/10.1016/j.ijepes.2014.04.045
https://doi.org/10.1109/access.2021.3075328
https://doi.org/10.1109/access.2021.3075328
https://doi.org/10.1109/tpwrs.2019.2899065
https://doi.org/10.1109/tpwrs.2018.2800666
https://doi.org/10.1109/access.2022.3190006
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1370585

:' frontiers ‘ Frontiers in Energy Research

’ @ Check for updates

OPEN ACCESS

Liansong Xiong,
Xi‘an Jiaotong University, China

Xiaokang Liu,

Polytechnic University of Milan, Italy
Wenzhou Lu,

Jiangnan University, China

Longjun Wang,

South China University of Technology, China

Huachun Han,
hanhuachun_sgcc@163.com

30 December 2023
06 February 2024
12 March 2024

Han H, Li Q and Li Q (2024), Cooperative
control of the DC-link voltage in VSC-MTDC
grid via virtual synchronous generators.
Front. Energy Res. 12:1363323.

doi: 10.3389/fenrg.2024.1363323

© 2024 Han, Li and Li. This is an open-access
article distributed under the terms of the
Creative Commons Attribution License (CC BY).
The use, distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication in this
journal is cited, in accordance with accepted
academic practice. No use, distribution or
reproduction is permitted which does not
comply with these terms.

Frontiers in Energy Research

Original Research
12 March 2024
10.3389/fenrg.2024.1363323

Cooperative control of the
DC-link voltage in VSC-MTDC
grid via virtual synchronous
generators

Huachun Han*, Qun Li and Qiang Li

Electric Power Research Institute, State Grid Jiangsu Electric Power Co., Ltd., Nanjing, China

Introduction: Virtual Synchronous Generators (VSGs) are used in Voltage Source
Converter-based Multi-Terminal High-Voltage Direct Current (VSC-MTDC)
systems to enhance power system stability. However, the MTDC framework
can lead to instability due to reduced inertia in certain grid areas, especially during
load switching at VSC stations. This instability is exacerbated by untimely
adjustments of the VSG's power setpoint, leading to voltage and frequency
oscillations.

Methods: This study introduces a cooperative control approach for the DC
voltage of the VSG, employing a consensus algorithm and Model Predictive
Control (MPC). This method aims to achieve incremental power for the VSG and
provide interactive power commands for both the grid side and the wind farm
side. The consensus algorithm ensures coherent system adjustments, while the
MPC algorithm tracks DC-side voltage changes in real time.

Results: The application of this cooperative control approach significantly
enhances DC voltage regulation performance. It effectively reduces the extent
of frequency drops and mitigates secondary frequency drop (SFD) issues,
particularly those arising from the use of wind farms for frequency regulation
and the associated speed recovery in wind turbine units.

Discussion: The increase in supplemental power effectively utilizes the energy
stored in DC-side capacitors for power balance regulation and introduces
additional inertial power into the system. Electromagnetic transient
simulations have confirmed the effectiveness of the Consensus MPC-VSG
method, demonstrating its ability to optimize the dynamic performance of
VSC-MTDC systems and promote stability in DC voltage and frequency.

Conclusion: The findings suggest that employing the Consensus MPC-VSG
method offers a promising solution for enhancing the stability and operational
efficiency of VSC-MTDC systems, addressing the challenges posed by the
inherent segmentation of the grid and the integration of renewable energy
sources like wind farms.

VSC-MTDC, VSG, DC voltage, MPC, consensus algorithm, SFD
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1 Introduction

Wind energy, a quintessential form of renewable energy, has been
experiencing a consistent annual increase in power generation capacity
(Howlader et al., 2014). Offshore Wind Farms (OWFs), in particular,
have garnered considerable attention in the renewable energy sector due
to their minimal land usage, superior wind speeds, and extensive annual
operation hours. However, their remote location necessitates
considerable power transmission to connect with onshore grids. The
use of Voltage Source Converter-based Multi-Terminal High-Voltage
Direct Current (VSC-MTDC) has emerged as an effective solution for
this problem (Lee et al,, 2021; Xu et al., 2007). Compared to point-to-
point High-Voltage Direct Current (HVDC) transmission systems, the
formation of MTDC grids can reduce wind power curtailment, enhance
reliability during equipment failures, and decrease capacity
requirements for MTDC connections to asynchronous AC grids.
However, MTDC divides the AC grid into regions with lower
inertia, leading to a decoupling effect between OWFs and the main
grid. The lack of mutual support capability among the ports can easily
lead to frequency oscillations when the system is perturbed (Zhu et al,,
2014; Zhu et al,, 2021). Thus, while offering multiple benefits, MTDC
integration of OWFs introduces certain challenges that must be
addressed to ensure the reliable and stable operation of power systems.

The operation of MTDC grids is largely contingent on the active
2023).
Consequently, numerous studies have proposed improved active

power control methods employed (Kirakosyan et al,

power regulation control techniques aimed at ensuring the
continuous, reliable functioning of MTDC systems and providing grid
support services. Among them, the Virtual Synchronous Generator
(VSG) control strategy has garnered extensive attention in VSC-
MTDC systems (Zhong and Weiss, 2011; Huan et al, 2018 Wang
et al,, 2020; Leon and Mauricio, 2023; Huang et al., 2017; Liu et al., 2023;
Lietal., 2018; Wu et al., 2017a; Liu et al., 2022a; Cao et al., 2018; Liu et al.,
2022b). The utilization of VSGs in MTDC systems introduces unique
stability concerns, exacerbated during load switching events. The
segmentation of the grid in the MTDC framework, leading to areas
with reduced inertia, amplifies the impact of continuous power
fluctuations at VSC stations during load transitions. Furthermore, the
modern trend of utilizing wind farms for frequency regulation introduces
an additional layer of complexity. Wind turbine units, while contributing
to renewable energy generation, may inadvertently cause secondary
frequency drops (SFD) during the speed recovery process. This
phenomenon poses a significant threat to the overall stability of
power systems. In the contemporary landscape of power systems,
where the integration of renewable energy sources is gaining
prominence, the significance of addressing these challenges becomes
paramount. As renewable energy, including wind farms, contributes a
substantial share to the overall power generation, the effective utilization
of VSGs in MTDC systems becomes crucial for maintaining grid stability.
In order to enhance the stability of VSG in MTDC operation (Huan et al,,
2018), proposed a unified VSG control strategy aimed at improving the
stability of very weak AC grids (Wang et al, 2020). put forth a VSG
control method with adaptive parameter tuning to suppress low-
frequency oscillations in VSC-MTDC systems (Leon and Mauricio,
2023). introduced a dual-degree of freedom VSG method to enhance
inertia emulation and reference tracking constraints. However, these VSG
methods primarily serve to provide frequency support to the system,
thereby requiring at least one VSC for voltage control in MTDC systems.
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In order to apply VSG control in DC transmission system (Huang et al,,
2017), presented a self-synchronizing VSG control exploiting the
dynamic characteristics of the DC link capacitor to provide frequency
support while also ensuring voltage control. Nonetheless, this approach
only considered the frequency response and voltage control of a single
VSC. For multiple interconnected VSCs, a significant risk of voltage
collapse has been revealed once uneven power allocation causes VSG-
controlled VSC to enter current saturation mode (Liu et al, 2023).
Thereby, in MTDC systems, Grid Side VSC-Stations (GSVSC) may need
to consider multiple VSCs for power sharing and voltage control.
Therefore (Li et al,, 2018; Wu et al, 2017a), proposed a VSG control
strategy for suppressing DC side oscillations in VSC-MTDC systems,
thereby providing inertia and damping characteristics while controlling
DC side voltage. This DC-side VSG voltage control method retains the
characteristics of droop control, allowing multiple VSCs to control DC
voltage and power sharing. A coordinated VSG control proposed in Liu
et al. (2022a) brought a new prospective to realize damping and inertia
control according to the DC voltage (Cao et al.,, 2018). employed a V*-P-w
droop characteristic VSG control method to emulate system inertia and
damping, redistributing DC power among GSVSCs through additional
power generated by virtual rotating inertia and virtual speed regulators. In
these applications, the converter station is involved in DC voltage
regulation, necessitating the VSG to precisely track the power
reference of the external DC voltage control loop. However, solely
utilizing local variable operations and VSG controllers, power injected
into the VSC station tends to fluctuate persistently without timely
adjustment of the output power command when system loads switch.
This can lead to significant frequency drops and substantial DC-side
voltage oscillations (Li et al., 2017).

Wind turbine units participate in frequency regulation primarily by
utilizing additional power injection. The frequency response control of
these wind turbines, which relies on the inertia of their rotors, involves
rapidly releasing rotor kinetic energy to provide brief frequency support
(Attya and Hartkopf, 2013; Yang et al., 2023). However, this approach
can lead to a SFD issue when wind turbine units reduce rotor speed
while releasing energy to support the frequency. After exiting frequency
regulation, the rotor must absorb energy to return to its initial
operational state, potentially resulting in SFD, which can be even
more severe than the primary frequency drop if left uncontrolled.
To address the SFD issue (Ullah et al., 2008), proposes a method where,
during the rotor speed recovery phase, the wind turbine unit reduces its
power output by a constant value. However, this approach still
encounters a significant degree of SFD (Wu et al,, 2017b). suggests
using energy storage systems to solve the SFD problem, but this solution
increases investment costs (Kang et al., 2016). presents an improved
strategy based on torque limits and introduces rotor speed as a reference
for additional power, slightly below the power output at the end of the
frequency regulation period, which reduces SFD to some extent. Some
studies have attempted to reduce SFD to some extent by tuning
frequency control parameters like inertia response control
coefficients or droop control coefficients, but their effectiveness is
limited (Lee et al, 2016). Most of the prior research has focused on
improving wind turbine control from the wind farm side, without
considering the power output balance among all VSC stations in the
global MTDC system. As wind power integration continues to expand,
the issue of unbalanced power output during wind turbine exit from
frequency regulation can worsen, potentially exacerbating SFD
problems. Therefore, this study aims to enhance DC voltage control
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performance to reduce the magnitude of frequency and DC voltage
oscillations during load transitions and mitigate SFD in the system. This
approach seeks to coordinate power balance among all VSC stations
within the MTDC system.

The Model Predictive Control (MPC) optimization method has
been gaining attention for its ability to handle constraints. MPC
computes a series of control modifications to minimize multiple
objectives and meet constraints in future time steps (Maciejowski,
2002). In HVDC systems, the application of MPC spans fast power
tracking (Mariethoz et al, 2014)., electromechanical oscillation
damping suppression (Fuchs et al, 2014), and secondary
frequency control (Namara et al., 2016), thus playing a crucial
supportive role in multi-objective coordinated control.

Currently, in the realm of enhancing control strategies for VSG
within MTDC systems, the predominant focus lies on optimizing the
control difference strategy at individual VSC stations. However, this
approach lacks a simultaneous consideration of the influence exerted by
wind farms on the frequency regulation of VSC stations. The inadequacy
of attention to factors such as DC voltage regulation and coordinated
control methods poses challenges in sustaining optimal dynamic
performance for VSC stations within the MTDC framework. This
limitation underscores the necessity for a more comprehensive and
integrated control methodology to address the complexities inherent in
MTDC systems and promote effective cooperation among VSC stations.
In response to limitations in existing VSG control and MTDC systems,
coupled with the advantages of MPC, this study proposes VSG control
refinements. This approach integrates consensus variables to add
interactions among VSC stations and bolstering mutual inertia effects
within the system. The principal contributions of this cooperative control
methodology can be summarized as follows:

1. Taking into consideration the VSG’s role in mitigating DC
voltage fluctuations within the MTDC network, this study
established an evaluation function for voltage stability. This
function serves as a foundation for deriving the relationship
between DC voltage and the injection of active power.

2. Based on the discrete model of VSG, this study formulated an
objective function to facilitate the optimization control of DC
voltage and active power. By utilizing the MPC method to
calculate incremental power, this study derive instructions for
interactive power, thereby enhancing the mutual inertia effects
between system.

3. Recognizing the SFD that can arise due to the inherent
comprehensive inertia control mechanisms of OWTFs, the
introduction of additional inertia power effectively mitigates the
oscillatory effects of frequency compensation. In the presence of
load disturbances, this enhanced approach optimizes the
convergence of power and DC voltage output, simultaneously
effectively raising the minimum point of frequency descent.

The structure of this chapter unfolds as follows: Section 2
provides a comprehensive overview of the control scheme for
MTDC systems. Section 3 introduces a cooperative control
approach for DC voltage regulation, which leverages consensus
and MPC strategies to mitigate power fluctuations. Moreover, the
stability of the controller is ascertained using Lyapunov stability
theory. In Section 4, a parameter analysis methodology is
established, employing the Krasovskii’s method. Section 5 applies
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the aforementioned DC voltage cooperative approach to the
optimization control of the MTDC system, the effectiveness of
which is subsequently validated through rigorous simulation studies.

2 VSC-MTDC system structure and
traditional control strategies

The VSC-MTDC different
topological structures (Rahman et al., 2016; Wang et al,, 2018). A

system encompasses various
typical topology is illustrated in Figure 1, where the power
generation from an OWF is collected by the Wind Farm Side
VSC (WFVSC) and injected into the VSC-MTDC system.
Electrical power is transmitted through long subsea cables to the
Point of Common Coupling (PCC), after which the power is
distributed to each GSVSC based on the control strategy.

Within the VSC-MTDC system, the WFVSC and GSVSC
implement distinct control strategies as shown in Figure 2. Here,
Lrand Cydenote the filtering inductance and capacitance of the VSC
output respectively; ry represents the equivalent resistance of the
VSC filter; e,y and i, are the terminal voltage and current of the
VSC; Upape and i,4p, are the output voltage and current of the VSC;
v4c is the voltage of the DC-side capacitor. The subscript abc (dg)
signifies the corresponding variables within the abc (dg) coordinate
axes. Given that the OWF is considered as a weak AC grid, it
requires the WFVSC to provide voltage and frequency support as
depicted in Figure 2A.

For the GSVSC, the primary task is to ensure the
power transmission from the OWF to the grid. Current
research primarily focuses on single-point voltage control or
multi-machine droop control strategies to achieve master-slave
or distributed control. Employing droop control strategies
within a networked control system ensures good dynamic
stability of the DC voltage (Wang et al., 2018), as depicted
in Figure 2B.

3 MTDC cooperative DC
voltage control

3.1 DC voltage control based on VSG

Traditional droop control strategies do not provide inertia and
damping for the DC system. To effectively mitigate fluctuations in
DC voltage, this study adopts the strategy of implementing VSG
control on the GSVSC side. The governing equation for the VSG
control of DC voltage is as follows (Li et al., 2018):
dviir P, P,

ot D, (Vi = vgen) =

C,
d Vdcn ~ Vden

(1)

Where C, and D, represent the virtual capacitance and damping

vri

coefficient, respectively; v, and v, denote the virtual voltage on
the DC side and the rated voltage value, respectively. P, and P,
represent the mechanical input power and electrical output power of
the synchronous machine.

According to Eq. 1, it can be seen that the term for simulated
inertia power is C,dv,.""/dt, while the term for simulated damping

power is D, (vg.""~V4.,). Within the MTDC network, the VSG
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FIGURE 1
VSC-MTDC system topology diagram.
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FIGURE 2
MTDC control Schematic: (A) WFVSC, and (B) GSVSC.

functions primarily to stabilize the DC voltage. In instances where
the DC voltage experiences oscillations, the VSG will produce virtual
inertia power to counter these fluctuations. This means that the
generation of virtual inertia power is for the purpose of suppressing
oscillatory phenomena. The speed of oscillations in DC voltage has a
direct relationship with the generation of virtual inertia power
within the system. Specifically, faster oscillations lead to an
increased production of virtual inertia power, which offers inertia
support during transient processes. Additionally, a larger virtual
inertia constant equates to a slower rate of change in DC voltage,
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which is synonymous with a lower frequency of oscillation. The
inertia power and damping power of the VSG are adjusted according
to the changes in the DC side voltage. When the system tends toward
stability, dv,"/dt = 0. The damping power of the VSG is
proportional to the offset of the DC side voltage, and as long as
there is a voltage offset (v4.""~Vg.,), there will be a contribution from
the damping power.

According to the direction of power flow, the charging and
discharging of the DC capacitor control the value of the DC-side
voltage, which can be obtained as follows:
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N Cvdci d Vdci
Svsci dt

= Pyc — Poc = Py — Poy = AP 2)

Where N is the number of DC capacitors in the VSC-MTDC; C
is the capacitance of a single DC capacitor; v,; is the actual DC line
voltage of the ith GSVSC controlling the DC-side voltage; Sysc; is the
apparent capacity of a single converter station; P;,/P,. and P,,,,/P,.
are the input and output power of the VSC-MTDC system
respectively; APc is the per-unit value of the electromagnetic
power absorbed or released by the DC capacitor.

Equation 2 reveals that in order to ensure power balance
between the GSVSC and the WFVSC, the DC voltage must be
controlled to be constant. However, as a capacitor is an energy
storage component, it can release or absorb power by adjusting the
voltage. Therefore, it is feasible to use this characteristic of the DC
capacitors in the VSC-MTDC system to balance power transmission
(Liu and Chen, 2015). By regulating the DC link voltage through
power compensation, the VSC-MTDC system can inject more or
less active power into the onshore grid than the active power
collected from the OWF.

3.2 Comprehensive inertia control and SFD

Additionally, addressing the frequency regulation problem of
OWF, a comprehensive inertia control method enables the wind
turbine units to have an inertia response and primary frequency
regulation ability (Liu and Chen, 2015; Wang and Tomsovic, 2019).
In the active control loop of the wind turbine units, the rate of
frequency change and frequency deviation Af are introduced,
thereby realizing the additional active power reference value in
the frequency response process, as shown in Eq. 3.

APggq = —de—f -K,Af (3)
t

Where f represents the system frequency; Af denotes the
frequency deviation; K, is the inertia control coefficient; K,, is the
droop control coefficient; AP, is the additional active power.

In cases of increasing frequency, wind turbine units can easily
reduce their power output through wind curtailment. However, this

Frontiers in Energy Research

10.3389/fenrg.2024.1363323

study chiefly addresses situations in which units augment their
output power by releasing rotor kinetic energy during frequency
decreases. Using comprehensive inertia control as an exemplar, this
response process primarily comprises two pivotal phases: the
frequency support and rotor speed recovery stages, as illustrated
in Figure 3. The entire response process can be categorized into two
key phases: the frequency support phase and the rotor speed
recovery phase. Here, w, and P, denote the initial rotor speed
and unit power, respectively; w4 signifies the rotor speed at the
conclusion of frequency regulation; Py represents the unit’s power
output, while APy, indicates the power variation observed at the
conclusion of the frequency support phase.
This process can be delineated into four distinct stages:

1. Stage A: This represents the wind turbine unit’s normal
operational state, where it operates in Maximum Power
Point Tracking (MPPT) mode, producing the optimal
power level, denoted as PO.

2. Stage B: When the system encounters power insufficiency, the
wind turbine unit responds by augmenting its power output to
support the frequency, introducing supplementary power as
per Eq. 3. During this stage, the output P, surpasses the P,
prompting the rotor to release kinetic energy and consequently
reduce its speed.

3. Stage C: The unit exits the frequency regulation phase,
reducing its power output by APy, and gradually restores
rotor speed by following the MPPT curve.

4. Stage D: As wind turbine unit output power P, falls below
mechanical power Pm, the rotor absorbs energy. Rotor speed
gradually recovers to the optimal level, reinstating an
equilibrium state, and reverts to MPPT mode operation
(effectively returning to Stage A).

Figure 3 illustrates that when APy exceeds a certain threshold,
the system inevitably experiences secondary frequency drops.

3.3 DC voltage cooperative control

Accounting for the intrinsic variability of OWF power output
and the dynamic switching of grid-side loads, continuous
adjustments are needed in the power of the VSC station.
Without timely adaptation of the VSC station’s output power
command, potential disturbances to the power balance may
instigate significant frequency variations, potentially jeopardizing
system stability.

Within this context, the OWF is modeled as a SG that provides
supplementary power to the AC onshore grid. The balance of power
in the SG is governed by the swing equation, P,,-P, = Jwdw/dt, where
] represents the moment of inertia parameter. Upon disturbance in
the AC onshore gird, this balance is disrupted, prompting the energy
stored in the capacitor to automatically offset the unbalanced power,
leading to a reduction or oscillation in the DC voltage. Combining
(3), OWF participates in system frequency regulation. From the
principle of energy conservation, the following can be deduced:

w2 dw vdc2 dvdc w2 dw
leIOWFwE " Jvdclcv,ic dt - le]AcwE (4)
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When energy changes are defined as AE, and AE,; the
subsequent derivation from Eq. 4 is:

1 1
AE, = Ecvtzid - Ecvﬁcl
1
AEJOWF = 5] owpwi - E] OWwa (5)
1 » 1 2
AEjuc = EIAsz - E]Acwl

Equation 5 encapsulates the actual physical dynamics of
the DC-side capacitor. Fundamentally, the energy stored in
the rotor must be fully utilized during the control process to
emulate the inertia stored in the virtual capacitor. For MTDC
systems, this involves harnessing energy both from the OWF
grid and the capacitor itself. Furthermore, voltage distribution
within the MTDC system demonstrates non-uniform properties
across the entire DC system. While some voltages within the
MTDC grid may be
display  significant  deviations
(Kirakosyan et al., 2023).

In this study, to ensure fairness among VSCs participating in

well-regulated, other ports may

from expected values

control tasks with VSG voltage control, the inertia power AP;,,., =
C,dvy."1dt is introduced as a consensus variable in the voltage
control strategy. This variable is incorporated into the VSC station
with voltage control as an additional power command, bolstering
the DC-side voltage balancing capability, facilitating mutual inertia
support, and improving frequency stability.

In the system’s initial operational phase, the power injection of
the ith converter, denoted as P;, aligns with its reference power, P,
However, in the event of active power imbalance, the actual power
injection will diverge from its reference value. If there is an
overabundance of active power in the DC system, the VSC will
increase its drawn power from the MTDC system. Conversely, if the
DC system’s active power is lacking, the VSC will decrease its drawn
power. As such, this paper proposes the introduction of power
deviation, as resolved by MPC, as an adjustment variable. This
adjustment pre-distributes power injection values among the VSCs,
in accordance with the VSC’s output power.

For the voltage control group, let the DC-side voltage it is about to
control be v, and this voltage can be measured in real-time. Based on
the consensus protocol, the method of updating the supplemental
power for the ith VSC in the group is presented as Eq. 6:

gk 1) = Y diy (9, () = 9, () + g/ (k) (6)

Where ¢, (k) is the inertia power variable calculated by VSCi in the
voltage control group after the kth iteration, which can be described
as @; = APijperi. N; is the total number of VSCs using DC-side voltage
control; ¢ is the convergence factor (Li et al, 2019). Equation 6
provides interactive power instructions for both the grid side and
wind power. d;; represents the weight, and its value can be calculated
using Eq. 7:

dij = aij/(ZZlaij) (7)

If there is a communication link between VSCi and VSCj, then a;; =
1, otherwise a;; = 0. Ap;"/ is the reference value of the unbalanced
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power of the ith VSC at the kth iteration. In order to regulate it, the
voltage control performance evaluation function is first defined in
Eq. 8:

fo= 3G =17 (8)

Let A(pi’ef (k) be the negative value of the partial derivative of the
performance evaluation function f, with respect to ¢, Then,

ngef = v _ _< v a”cf)
a(pi|(va ) avdci a(Pl

avdci
o) .

we have:

Where dv,;/0¢; represents the sensitivity of voltage to changes in
injected active power, reflecting the sensitivity of VSCis voltage to
variations in injected active power. The reflection value of active power
on voltage change can be obtained from Eq. 9. As Eq. 1 indicates, the
direct voltage of the VSC station plays a similar role in reflecting power
balance within the DC grid. Considering that the direct voltage
determines the flow of DC power, the correlation between voltage
and injected power can be determined by constructing objective
functions for voltage and power. Therefore, a method combining
MPC for solving VSG has been proposed.

According to Eq. 1, the rotor motion equation of the VSG can be
described as a state equation, as shown in Eq. 10.

p, P D
v(t) = m (1) — & — —Vv(t)
Cv Vden Cv Vden Cv ( 10)
y(t)=v(®)
Where v(t) is defined as the difference between v, and v,

which represents the voltage-related term in the state equation. P,,
represents the control input variable, and P, can be considered as the
disturbance variable.

The discrete state equation is presented in Eq. 11:

{ Av(k +1) = A,Av (k) + B,AP,, (k) + B4AP, (k) (an

ye(k+1)=CAv(k+1)+ y. (k)

The coefficients in Eq. 11 are detailed in Eq. 12.

T
Se(’%)Td-,;,
0

A, (BB — IJ

vVden

L ("8
B, = J e\ ¢ dT,CCZI

= 12
Cv Vden J o ( )

Where T; represents the sampling period. In this study, a three-
step model prediction method due to its capacity for an extended
prediction horizon is utilized. This allows for a more accurate
representation of the system’s dynamic behavior and a stronger
response to disturbances, as it can foresee changes further ahead and
adjust the control strategy accordingly. The three-step prediction
output vector is presented in Eq. 13:

yc(k+1|k):|

AYp(k+1|k)%|:yc(k+2|k)
e (k+3]k)

(13)

The voltage prediction equation is presented in Eq. 14:
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AY, (k+1]k)=S.Av(k) +1,y. (k)

+ S.AP,, (k) + S;AP, (k) (14)
The coefficients in Eq. 14 are detailed in Eq. 15:
S. = [CCAZ Y CA; ZCCA;]
i=1 i=1
L=[111]
S = [CCB,,, YC.A. "B, ZCCAZ”IB,,,]
i=1 i=1
C.B, 0 0
2 i
S, = i:lCcAZ’ 'B, C.B, 0 (15)

Y’ CA.'B, Y CA.'B, CB,

The objective function aims to minimize the weighted sum of
the squared deviations of the voltage, Av, and the change in the rated
power, AP,,, as shown in Eq. 16:

V=Y [(av(k+ilk) + (AP, (k+ilK)?]  (16)

Where 7 and v are the weighting coefficients for voltage and power
variations, respectively. Additionally, Av (k+i|k) and AP,,, (k+i|k) represent
the errors between the predicted voltage and power at instant k. Based on
the predicted inputs, Eq. 16 can be described as follows:

V, (Av(k), AP, (K)) = min{”Ty(Yp (k+110) ~R(k+ )|

+ TP, (01
(17)

Where Ty = diag (7, 7, 7) and Tp = diag (v, v, v). Ty and Tp are the
error weighting matrices for voltage and active power, respectively.
R (k+1) represents the reference values for the control outputs at
time k+1. The desired steady-state Av is zero, hence R
(k+1) = [0,0,0].

Due to the presence of constraints, it is not possible to obtain an
analytical solution for the optimization problem in Eq. 17. Therefore, a
numerical solution method is employed, transforming the constrained
MPC optimization problem into a quadratic programming (QP)
formulation. To facilitate the solution of the optimization problem
in Eq. 17, auxiliary variables are defined:

E,(k+1|k)=R(k+1)-SAv(k)-1,y. (k) - S4AP. (k) (18)

By substituting Eq. 14 into Eq. 17, and in conjunction with Eq.
18, it can be obtained that:

V, (Av(k), AP,, (K)) =| T, (S.AP,, (K) ~ B, (k + 1[B)|
+|TpAP,, (k)|
= AP, (k)'S,"T,"T,S,AP,, (k)
+AP,, (k) T, ToAP,,
-2E,(k+1|k)"T,"T,S,AP,, (k)
+E,(k+11k)"T,"T,E,(k+1|k) (19)

Given that E, (k +1 Ik)TTyTTyEP (k +1|k) is independent of
the variable AP,,(k), for the optimization problem, Eq. 19 is
equivalent to Eq. 20:
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V, = AP, (k)"HP,, (k) - G(k + 1| k)" AP, (k) (20)
The coefficients in Eq. 20 are detailed in Eq. 21
Where
H=S8,T,"T,S, + T, Tp
G(k+1]k)=2S,"T,"T,E, (k+1]k) (21)

By transforming the voltage constraint in Eq. 14 into the form
Cz > b, Eq. 13 can be reformulated as Eq. 22:

AY pin (k + 1) <AY (k+ 1K) < AY pe (K +1)  (22)

[ ‘Ss“ ]APm (k)2 b (k)

b(k) = [ (SZAV(k) +1pye (K) + SalPe (k)) =AY puax (K + 1) ]

~(S:Av(K) + 1, yc (k) + SaAP, ()) + AY i (K + 1)
(23)

From Eq. 23, it can be seen that the MPC optimization problem
is transformed into the following QP problem description:

min APy, (k)"HAP,, (k) = G, (k + 1| K)AP,, (k) (24)
" satis f y: CuAPy, (k) 2b (k)
The coefficients in Eq. 24 are detailed in Eq. 25.
C,=[-S. S.] (25)

By combining Eq. 21 and Eq. 24, the solution for MPC,
denoted as AP,,*(k), can be obtained. According to the working
principle of MPC, an initial control sequence will be applied to
the system. In the next sampling period, the constraint
optimization problem will be updated, and the solution to
AP, *(k) will be recalculated. According to Eq. 24, the power
increment in a single VSG can be quickly solved, which is the
correlation value of voltage and injected power. The variation of
power increment for VSG can be written as:

AP (k) = AP,,* (k) (26)

Through Eq. 26, the association value between voltage and active
power can be obtained, where Agoi'ef = (v4ei — 1)AP (k). The inertia
of the system serves as a buffer against abrupt shifts in DC voltage,
aiding in damping oscillations and allowing adequate time for the
MTDC network Based on the
aforementioned analysis, it can be deduced that surplus power

to adjust active power.

from consistency calculations always exhibits an inverse
relationship with the rate of DC voltage change. Therefore, it is
concluded that this supplemental power functions as a counterforce
to DC voltage fluctuations, supplying inertia power to the system.
This mechanism assists in mitigating voltage and power instabilities.
Consequently, the proposed cooperative method can timely adjust
the output power of GSVSC on the VSC-MTDC side when it is
disturbed, increasing the system’s inertia, and reducing the rate of
frequency change and voltage deviation. At the same time, the
supplemental power provides second power error tracking for
control, enhancing the convergence of power output. The
proposed DC Voltage cooperative control based on VSG is

illustrated as in Figure 4.
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FIGURE 5

Frequency response control strategy for wind turbine units considering cooperative control

Figure 4 illustrates the control schematic of the proposed
method. In addition, in accordance with the description in Eq. 5,
to fully utilize the energy from the OWF, the frequency regulation
equation for the OWF is further depicted as:

d Ni
APy = —Kdd—{ ~KAf =Ky ) g, (27)
df Ni
Prep = =Ki oo = KpAf — Ky Zj:l @; + Prppt (28)

Where K, is the adjustment coefficient. P, denotes the
reference value of wind farm units. Equation 27 represents the
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formula for the OWF to participate in frequency modulation, while
Eq. 28 defines the operating reference value for the OWF. The
introduction of the optimal power value P, enables these units to
effectively respond to variations in wind speed during the frequency
support phase, particularly when coordinated with the interactive
power parameter K, Zj\rl ¢;. In comparison to Figure 3, the
inclusion of cooperative power in Figure 5 leads to a further
decrease in the parameter APy, consequently resulting in a
diminished amplitude of SFD. As the system frequency gradually
returns to normalcy and the rotor speed decreases, reaching a pivotal
point C, P, aligns with P,. Subsequently, as P, falls below P, the
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wind turbine’s rotational speed ascends gradually, ultimately
returning to a stable state.

In response to frequency fluctuations in the AC grid caused by
disturbances, the VSC station will adjust its output power. This
adjustment is made by leveraging the energy from the OWF and the
voltage of the DC-side capacitor to compensate for power
imbalance, thereby enabling quick convergence of frequency.
Simultaneously, leveraging the V-P characteristic, the total power
generated by the OWF will be automatically distributed to the VSC
station based on the state of DC voltage and AC power.

4 MTDC parameter stability analysis

To analyze the parameters of the MTDC, a small signal analysis
method is employed for parameter analysis (KKalcon et al., 2012). On
the synchronous dq frame, the state-space equation of the LC filter
can be expressed as:

Lfl:Id = —rfild + wailq + Uzt — Upg
Lfl:lq = —rfi,q - wailq + uq* — Uyg
Cfﬁod = wauoq + 1y — God

Cfl/'loq = —wauDd + ilq - ioq

(29)

where 1,4, and i,4, are the dg-axis output voltage and the dg-
axis output current of VSG, respectively. i, and uy,* are the dg-
axis terminal current and the voltage reference of VSG,
respectively.

The state-space equations of the transmission line on the dg
frame are given as follows:

{ Lci.od = —Telog + chioq + Uog — Upd (30)

Leiog = —Tclog — WLelog + Uog — Uy

where 14, is the dg-axis voltage of power grid.
The voltage reference value (u,;",u,") and current reference value
(i1g*>i1g*) of the VSG controlled inverter are defined as follows:

. dxy, .
iyt = kdv1p7 + KapiX1z +ioq — WoCflhog
. dxi3 .
llq* = kqv]pi + kqvlix13 t 15 + wOCfuod
dt (31)
" dxy .
Ug” = kdclp? + Kae1iX1g + Uog — woLyiy,
d.x15
uq* = kqdp? + chl,-xls tUog + woLflld

Where k4.q,1p and kg.q,1; are the PI gains of the outer loop, and
ka.ge1p and kg.gc1; are PI gains of the inner loop. The state variables
X1 to x;5 are defined to assess the modelling of controllers.

By combining Eqs 1, 2, 29, 30, 31, the small signal model of the
linearized system can be delineated as follows:

{ A.anl = Ananxnxl + ankAukxl (32)
Amel = menAanl + DmxkAukxl

Where Ax represents the state variable, Au signifies the
controller input, and Ay is defined as the output of the VSC-
MTDC system. A, B Coin and D, are respectively the
state matrix, input matrix, output matrix, and direct transmission
matrix of the linearized model.
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TABLE 1 Initial parameters.

VSC-station Rated VSC power/MVA 450
Nominal dc voltage/kV +160
Nominal ad voltage/kV’ 160
C/mF 7.5

dc cable R1-R5/Q 0.15
X1-X5/Q 6
R6/Q 0.2
X6/Q 8

TABLE 2 Control parameters.

Parameters GSVSC1 GSVSC2

GSVSC3  WFVSC3/

4

Voltage control [5 60] [5 60] [5 60] [2 10]
loop

Current control [3 150] [3 150] [3 150] [1.5 60]
loop

Stability analysis of system parameters belongs to the broad
spectrum of stability analysis issues. The stability of system
parameters and the determination of parameters that satisfy
system stability can be ascertained through the Lyapunov direct
method. The selection of an appropriate Lyapunov function
becomes crucial in determining system stability and resolving the
range of control parameters. This study intends to construct a
Lyapunov function using the Krasovskii method (Shuai et al,
2019; Haidar and Pepe, 2021).

According to the state equation of the system, the Lyapunov
function V (Ax) and the derivative function V (Ax) are constructed
by the Krasovskii method.

{V(Ax) = fT(Ax, Au) f (Ax, Au) (33)

V(Ax) = fT (Ax, Aw)] (Ax) f (Ax, Au)

Where f (Ax,Au) is the nonlinear steady n-dimensional function of
the system; f* (Ax,Au) is the transpose matrix of f (Ax,Au); J (Ax) is
the Jacobian matrix of the system, and J(x) = JT(x) + J (x). When V
(Ax) > 0 and V (Ax) <0, the system is asymptotically stable.

5 Simulink

To verify the efficacy of the proposed method, the five-port
VSC-MTDC model depicted in Figure 1 is simulated using
MATLAB/Simulink software. This includes two asynchronous
land-based power grids and two networks of OWFs. The system
parameters are based on (Wang et al., 2018), and the PI controller
has been adjusted following the method proposed in (Yazdani and
Iravani, 2010) to provide fast reference signal tracking. The total
wind power of each OWF is 240 MW. The initial power distribution
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FIGURE 6
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FIGURE 7
Resonant peak of system.

ratio of GSVSC is 3:1:2, as shown in Table 1. The control parameters
are delineated in Table 2.

5.1 Influence of the DC-Link capacitors’ size

Different DC-side capacitors can contribute differently to the
system’s power, thus the relationships between various virtual
capacitors C,, damping coefficients D,, and DC-side capacitor C
are analyzed. The given power of VSG1 is taken as the input variable,
while the active power of VSGI is set as the output variable. The
feasible parameter domain for variables is solved based on Eqs 32
and 33, and the system’s resonance peak Mr under various
parameters is obtained using the direct transmission matrix of
the linearized model, as shown in Figure 6. The color gradient
serves as a visual representation denoting the magnitude of the
resonance peak Mr, which is applied here as an indicator for
stability. Typically, a
heightened resonance peak tends to correlate with diminished
relative stability.

assessing the system’s comparative

Figure 6 reveals the significant impact of capacitor capacity on
system stability. As the capacitor size increases, the system’s stability
correspondingly decreases. This phenomenon occurs because,
despite a larger DC link capacitor’s ability to greatly reduce DC
voltage fluctuations, under these conditions, the GSVSC unable
absorb more power from the DC network to provide the
necessary power support. Furthermore, grid frequency deviation
increases with the growth of the DC link capacitor, which further
exacerbates the decline in stability.
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FIGURE 8
Power output comparison: (A) active power, (B) enlarged view of

GSVSC, and (C) enlarged view of WFVSC.

Figure 7 shows the schematic diagram of the effects of changes in
C,; and D,; parameters on system stability. Although the system can
maintain asymptotic stability within a large range, larger inertia
parameters require matching with larger capacitors. Overall, the size
of the capacitor, virtual capacitor, and damping coefficient directly
affect the system’s stability.
these considered
comprehensively and adjusted appropriately. In this paper, C,; =
1.3,D,;, =7.5;C,, =1.1, D,, = 2.5; C,3 = 1.2, D,3 = 5 are selected.

In order to achieve optimal

performance, factors need to be

5.2 Performance during load switching

To assess the effectiveness of the control strategy, a load
switching experiment was conducted at 8 s. The assigned values
for the parameters in this context are as follows: K, =15K;=
0.5, K, = 1. Figure 8 depicts a comparison of power output
curves for VSC stations in response to load switching between
the conventional method and the proposed approach. Figure 8A
presents a global comparison of the active power output curves.
Amplified views of the output power for corresponding VSCs are
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Dynamic performance under load change of DC voltage.

displayed in Figures 8B, C. Notably, the red dashed line is
indicative of the output corresponding to the proposed
method. It is important to note that in subsequent test
results, the red dashed line consistently represents the output
curve associated with the proposed method. At t = 8 s, the load
was introduced into AC onshore grid 1. As delineated in
Figure 8, subsequent to the application of the proposed
voltage cooperative control, the GSVSC side gains additional
active power from the OWF for equilibrium adjustment, as
depicted in Figures 8B, C.

Figure 9 presents the frequency variations during load
switching in the system. Load switching in AC onshore grid
1 introduces noticeable frequency fluctuations in GSVSCI.
Traditional control strategies maintain a minimum frequency
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point at 49.8 Hz, while the proposed cooperative control
approach achieves 49.83 Hz, as shown in Figure 9B. When
OWF performs secondary frequency adjustment for GSVSC,
relying solely on traditional comprehensive inertia control
may lead to SFD. However, the introduction of the proposed
voltage cooperative control effectively mitigates SFD, as shown in
9B-D. These display  before-and-after
of the GSVSC1-3  when
employing the proposed method. After the adoption of the

Figures figures

comparisons frequencies for
proposed method, the overall frequency variations in the
system exhibit improved convergence, accompanied by a
reduction in the impact of SFD.

Regarding fluctuations in DC voltage, the effectiveness of
the proposed coordinated control method in leveraging the

stored energy within DC-side capacitors to mitigate power
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Dynamic performance under agent loss: (A) active power, (B)
enlarged view of GSVSC, and (C) enlarged view of WFVSC.

variations is illustrated in Figure 10. Through coordinated
control, there is efficient utilization of the energy reserves
stored in the DC-side capacitors for power regulation. This
results in reduced frequency variations, thereby achieving a
smoother output.

Figure 11 illustrates the corresponding supplemental power
output. It is evident from Figure 11 that when the system attains
stability, the supplemental power reaches zero, having no impact on
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the system’s output. Furthermore, by utilizing the correlation values
between voltage and injected power, calculated through MPC, the
system effectively tracks changes in active power. This verification
underscores the efficacy of the proposed method under load
switching conditions and its robustness in response to
variations in load.

During the regulation process, only OWF1 participates in
frequency regulation. In previous research, the frequency dead
zone is generally selected to be (£0.02~0.05) Hz, while in this
paper, £0.02 Hz is chosen. As shown in Figure 8, at t = 11.8 s,
OWF1 exits frequency regulation work. Meanwhile, to ensure
that the unit has certain frequency regulation capabilities and to
reduce instances of unit stall and shutdown, this study
stipulates that the output power of the unit involved in
frequency response from OWFI1 should not be less than 20%

of the rated capacity.
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5.3 Performance analysis in agent
loss scenarios

Figures 12-15 showcase the assessment of the proposed method’s
performance in the case of agent loss. Within this set, Figure 12A presents
a global comparison chart of active power output, while Figures 12B, C
offers a detailed enlargement of the power. At t = 10s, GSVSC2 loses
communication with others, signifying an agent loss scenario. It is
noteworthy that GSVSG2 can continue to function normally based
on the predefined default reference (0 kW). Concurrently, the remaining
VSGs can continue to function normally. Under cooperative control, the
OWE also contributes additional active power for system balance
regulation, as depicted in Figure 12C.

Figure 13 illustrates the frequency variation output curve. Given
GSVSC2’s limited frequency fluctuations during power output
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changes, traditional control strategies yield reduced SFD.
Nonetheless, the adoption of the proposed coordinated control
method improves frequency convergence for GSVSCl and
GSVSC3 while mitigating the frequency drop in GSVSC2. This
results in an overall enhancement of frequency convergence and
system stability.

Figure 14 displays a comparative plot of voltage output curves.
With the adoption of the proposed coordinated control method,
DC-side capacitors release additional energy to fulfill the system’s
power demands and expedite convergence to a stable state when the
system reaches equilibrium. This highlights the efficient utilization
of energy stored in the DC-side capacitors. Figure 15 illustrates the
corresponding supplemental power output.

The simulation results reveal the effectiveness and robustness of
the proposed method in cases of agent loss. Although the
communication capabilities of the agent may be interrupted due
to malfunctions, the proposed method ensures the stable operation
of the power system and successfully suppresses excessive voltage
and frequency fluctuations. This also highlights the superiority and
potential of the method when faced with system imbalances and

uncertainties.

5.4 Performance analysis under non-ideal
communication

In a communication system, latency encompasses various
components, including system fault detection and trip time,
transmission delay, and control total delay. These components
can be quantified as follows: fault detection time is 3 ms, and the
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Dynamic performance under non-ideal communication: (A) communication noise, (B) active power, (C) output frequency, and (D) DC voltage.
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average trip time is 6 ms. Transmission delay is directly
proportional to the length of the communication line,
represented as 2 times the line length divided by the speed of
light. The control total delay, which encompasses network power
flow calculations, is fixed at 10 ms. For instance, assuming a VSC
interstation line length of 150 km, the resulting communication
delay 7;; is calculated as 20 ms. To assess the algorithm’s
effectiveness in the presence of communication delays, a total
delay of 7;; = 1,000 ms is designated within the MTDC for
validation purposes. In a suboptimal communication setting,
the reception of information from node j to node i can be
described as follows:

xij () = x;(k = &; (k) + 1; (K) (34)
Where &;(k) is the communication delay; y;;(k) is the channel noise
using Gaussian noise simulation. Integrate (34) into the system's
input signal to simulate the scenario of operating in a non-ideal
communication environment.

Figure 16 provides a robustness assessment in a non-ideal

communication network environment, specifically with &; =
1000 ms. Figure 16A visualizes p;(k). As illuminated by Figures
16B-D, the proposed method sustains its performance effectively
amidst substantial communication delays. These figures underscore
that the system retains its stability notwithstanding the pronounced
communication delays. By demanding less data transmission, the
proposed method enhances the communication delay margin,
demonstrating the robustness and resilience of this control

strategy under non-ideal network conditions.

6 Conclusion

This paper has explored a VSC-MTDC voltage operation
control strategy based on the VSG consensus MPC algorithm.
Within the MTDC system, a challenge emerges during power
regulation—the absence of inertial interaction support at the VSC
station. To address this issue, this paper proposes a cooperative
control strategy, incorporating MPC for VSG power increment
acquisition, and employing a consensus algorithm to enhance
inter-MTDC system inertia. After in-depth research and analysis,
the main conclusions are as follows:

1) The proposed cooperative control strategy employs MPC to
manage VSG power increments as an adjustment parameter
for DC voltage control, effectively utilizing the DC-side
capacitor voltage energy for power imbalance regulation.
Importantly, this strategy demands minimal communication
information for implementation.

2) Under the influence of supplementary power, the convergence

rates of system DC voltage, active power, and output frequency

have all been enhanced. Simultaneously, the adverse effects of
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When multiple distributed PV (photovoltaic) systems are integrated into multiple
nodes of the distribution network, this will lead to the significant influence of the
grid-tied node voltage of the power distribution network resulting from the
uncertainty of PV power. Therefore, this aspect needs to be further studied in
terms of how to effectively characterize the uncertainty of the voltage influence
in a grid-tied multi-PV system distribution network. Focusing on this problem, a
modeling and analysis method for distribution networks with PV cells based on
Markov global sensitivity is proposed in this paper. Firstly, a global Markov chain is
constructed using the Markov chain and the power flow equation to model the
uncertainty of PV power. Furthermore, a Markov global sensitivity function is
proposed to characterize the influence degree of the voltage on the distribution
network nodes while multi-point PV system are grid-tied to system. The case
study results show that the uncertainty model of multi-point PV grid-connection
can be effectively constructed using the proposed method in this paper, and the
uncertainty influence analysis is accurate. This is of great significance for grid
connection planning and the optimization control of new energy systems, as well
as for the new energy consumption increase.

KEYWORDS

distributed PV, grid connection, Markov chain, sensitivity, uncertainty

1 Introduction

With the development of society, the demand for energy is increasing. Currently, the
development of new energy is a dependable way to improve energy supply sustainability.
Within new energy developments (Pan al., 2019; Tang et al., 2021; Liang et al., 2023), the PV
system is attracting more and more attention.

A small or medium-sized PV cell constructed near load usually called distributed PV
system, which is one of the main research directions. The distributed PV system is generally
directly connected into the multiple nodes of low-voltage distribution networks.

In this grid-tied mode, on the one hand, the PV power is mostly used by the load of the
distribution network, which improves the absorption rate of new energy (Li et al., 2023;
Xuan et al., 2020; Reshikeshan et al., 2021; Xing and Mu, 2023); on the other hand, the
multi-point integration into the distribution network mode will cause the changing of the
node voltage of the distribution network. Further, the PV power is volatile and intermittent,
resulting from climate factors, and the large and fluctuant PV power may result in an
uncertain power flow and power quality problems in the distribution network, especially at
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the end of the low-voltage distribution network, which will cause
power scheduling difficulties. In addition, the distribution network
generally connects the load, which is also uncertain. Therefore,
power uncertainty arises in the source side and the load side at the
same time, which causes the stability to be challenged in lower
voltage distribution networks (Jafari et al., 2022; Liu et al., 2022).

Therefore, the study on the PV power uncertainty is of great
significance for distribution networks, in terms of the planning and
construction of power systems, the consumption and improvement
of new energy, etc.

In traditional research, PV power prediction and load power
prediction are attracting more attention and lots of prediction
methods have been proposed, which are useful for reducing the
power uncertainty of PV cells and the load (Wang et al., 2022; Goh
et al., 2023; Zhang et al., 2023; Zhou et al., 2023). Further, the PV
power prediction results can be used to analyze its influence on a
distribution network connected to PV cells.

In relevant research on the power uncertainty of PV cells
connected to power systems, the output power uncertainty
probability model of PV or other DG (distributed generation)
systems can be modeled (Constante-Flores and Illindala, 2019;
Palahalli et al., 2021; Rayati et al., 2022; Reddy et al,, 2023), and
then the power uncertainty probability model can be used for power
flow calculations or power planning calculations. In (Constante-
Flores and Illindala, 2019), a non-Gaussian model of DG is
developed, namely, its output power uncertainty is represented in
the form of a probability. Further, the PV power probability model
and the control strategy can be combined together to optimize the
control of the system power (Rayati et al., 2022).

On the network side, a probabilistic model of the distribution
network’s voltage can be established and used. The power flow
calculation is probabilistic and the optimal control of the reactive
power and voltage can be achieved (Baptista et al., 2019; Chu et al.,
2022). Further, focusing on the power uncertainty of DG systems, an
ESS (energy storage system) can also be used to restrain the power
uncertainty to achieve the optimal control of the system power
(Hong and Wu, 2019).

In a distribution network, the power flow uncertainty caused
by the uncertainty of PV power that can be analyzed from the
perspective of control and scheduling; for example, economic
optimal scheduling can be achieved based on deterministic
mixed integer linear programming (L. Meng et al.,, 2022). And
machine learning can also be used to estimate the power flow (A.
Demazy et al., 2020). From the perspective of system scheduling,
by coordinating the PV power and load, the optimal power flow
of the system can be obtained (Widén et al, 2017; Hu
et al., 2021).

However, while a large number of PV systems are connected
into distribution networks, these DG systems are multi-coupled
with distribution networks and loads; each node voltage of the
distribution network is related to all the grid-tied PV. This
means there is global uncertainty displayed between the
photovoltaic and the distribution network, and this
uncertainty is enhanced with the increase of PV connected to
the network.

In traditional studies, global uncertainty modeling for PV
systems and the impact analysis for distribution networks need
to be studied further. Therefore, how to develop global uncertainty
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FIGURE 1
Diagram of a distribution network.

modeling for PV systems, and how to comprehensively represent the
degree of influence on the distribution network tied in with multiple
PV cells in a multi-node manner is the key content of this paper.
Focusing on the above problems, a modeling and analysis method
for a distribution network with multi-PVs based on the Markov
global sensitivity for a multi-photovoltaic grid-tied network is
proposed, in which a global Markov sensitivity function is
established to be associated with the grid-tied PV and the
distribution network, to accurately characterize the influence of
the distribution network resulting from the PV power uncertainty.
This paper is organized as follows. In Section 2, the uncertainty
analysis of PV connected into distribution network is carried out. In
Section 3, the model based on global Markov sensitivity for multiple
grid-tied PV cells is proposed. In Section 4, the case study is
developed. Section 5 gives the conclusion of this paper.

2 Uncertainty analysis of PV connected
into distribution network

2.1 Principle of distributed multi-node PV
grid-tied network

Shown in Figure 1 is a diagram of a distribution network.

As shown in the Figure 1, the network contains multiple buses
and nodes. The PV cells and loads are connected into the
distribution network in different nodes. The output power of the
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FIGURE 2
Diagram of the state transfer of power sequence.

PV is affected by a variety of climate factors, as shown below (Wang
and Yang, 2017):

Uoc = AOKTII'I< Isc + 1> (1)
q I

DO

where A, is a constant; p is the Boltzmann constant; g is the
electronic charge; Isc is the short circuit current varied with
irradiation intensity; Ipo is the equivalent saturation current of
the diode; T is the environment temperature.

It can be seen from the above formula that the climate factors are
the main factors to result in the strong uncertainty of PV power.

The PV system can be equivalent to a PQ node if the PV system
is connected into a power system. With the fluctuation of grid-
connected power, the power quality problem may be generated, such
as voltage fluctuations, flicker, and other problems.

2.2 Principle of uncertainty modeling for
grid-tied PV

Uncertainty modeling is helpful to quantitatively understand the
uncertainty of PV power. In this paper, a Markov chain is used to
model the power state of PV cells.

The Markov chain is one of the typical algorithms used to
describe the uncertainty of a random variable process, in which the
present state can be used to describe the future state of the variable;
the state of the variable at different times can present the variable
development uncertainty. For a discrete power sequence {p, p, ...
... Do Prs1)> the state in t+1 can be described by the following
probabilities (He, 2008; Tabone and Callaway, 2015; Zhang
et al.,, 2021):

P[Xt+1 = pt+1|xt = P X1 = Pro1 X = Pl]
= P[xm = Pt+1lxt = Pt] 2

where p is the probability of each state.

Figure 2 shows the process transfer between various
random states:
As can be seen from Figure 2, each power state can be transferred

to its own initial state or other states, and the transition uncertainty
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can be described by the transition probability. All the state transition
processes can be represented as a state transition matrix:
A Ap o Ay
A Ay o Ay

A= (3)

A Ay o Ay

where A,,, is the transition probability. Namely, in the state
transition matrix, each element corresponds to the transition
probability of a variable state.

When modeling the power uncertainty of a PV cell, the historic
data of the PV cell’s power are classified first to obtain different
states. And then, the transfer probability matrix of the Markov chain
is trained to obtain the uncertain Markov chain model for the target
PV system.

However, in the case where multiple PV systems are connected
into the distribution network in different nodes, the impact on the
network from the PV cells is global and comprehensive, in other
words, the node voltage of the distribution network is affected by all
the grid-connected PV cells, to present the mutual coupling, which
increases the difficulty of the relational analysis.

Therefore, how to intuitively and accurately characterize the
effect caused by the grid-connected PV is one of the key aspects
addressed in this paper.

3 Proposed model and analysis based
on_ézjlo_bal Markov sensitivity for multiple
grid-tied PV cells

Focusing on the mutual coupling of the node voltage and the
multiple grid-tied PV, an uncertainty modeling and analysis method
based on the Markov global sensitivity is proposed, in which the
Markov chain is used to describe the uncertainty of PV power firstly,
and then the Markov chain is combined with the node voltage
distributed, to present the uncertainty between the PV power and
the node voltage. Further, a sensitivity function is developed to
quantitatively characterize the effect of the node voltage resulting
from the multiple grid-tied PV cells.

3.1 Modeling of node voltage of
distribution network

The power flow of a traditional distribution network is in the
form of a feeder line; the voltage of node i is related to the power and
the line impedance, as in the following (Demazy et al., 2020; Wan,
2022; Yang et al., 2023):

Ui=Ui - % (4)
where P is the active power; Q is the reactive power; R and X are
the equivalent line impedance of the node i-1 and node i,
respectively.

In traditional distribution networks, most of time, the load R; is
connected into a node. However, with the development of new
energy, more and more DGs are connected into distribution
networks. The connected node is usually called PCC (point of
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common coupling). The modeling for the PCC voltage can be shown
as the following:
(Ppv = PL)R— (Qpv — Qo)X

Upcc = Uiy = U (5)
PCC

where Ppy and Qpy are the active power and reactive power of the
PV system into the PCC, respectively; Qc is the reactive power of the
local compensation.

It is assumed that the reactive power demand in PV systems and
the load can be compensated completely by the local compensation
device. Thus, the above formula can be simplified as the following:

(Ppy = PL)Ri-1ypcc — QX (i-nypec
Upcc

UPCC = Ui*l - (6)
where Q is the reactive power flow in the bus.

For the next node i+1, its active power can be obtained as
the following:

Ppccivty = pi-ypec — Prece + Ppvece (7)

The above discussion is about a distribution network connected
a single PV. In cases where multiple PVs are connected into the
distribution network, the modeling for node voltage is as follows:
U, = Uy -Usy = Uy — Po1Ro1 — QuXon 8)
Ui
where Py, and Qu; are the active power and reactive power of the
initial node and its successive node, respectively; Ry; and X, are the
equivalent line impedance between the initial node and its successive
node, respectively.
Similarly, the voltage of node two and node three of the system is
as follows:

PR, — QX
U2=U1—U212:U1—LQ1212

U,
PyiRo —QuXor PR — QX
=Uy - - 9
N T, T, )]
PyRy; — X
Us =U; ~Ueps =U; - %QBB =Un = Ut —Ue1z =Uess
3

(10)

And then, the voltage of node j can be obtained as the following:
PijR;; — Qi X

Uj:UN_ZUeij:UN_ i
j

(11)

If there are multiple PV cells connected into the node of a
distribution network, the power between the node i and node j is
as follows:

Pij:p(i—l)i_PLi+PPVi:POI_ZPLi+ZPPVi (12)

Qij = Q-1 — (Qui = Qpvi — Qci) (13)

where P(;_1); is the active power; Q(;.1); is the reactive power; Pr,, Qp;
and Q; are the real power, reactive power, and the compensation
reactive power of node i, respectively. Ppy; is the real power of the PV
cells in node i. Assuming that the reactive power of the node can be

compensated completely and locally, the above, Formula (13), can
be simplified as follows:

Qij =~ Qu (14)
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Taking Formula (14) and Formula (12) into Formula (11), the
voltage model for node j is as follows:

U, =Uy - Z (Pm - P + Z;PVi)Rij - Qu Xjj
j

(15)

3.2 Modeling for multiple grid-tied PV based
on Markov chain

As mentioned above, the output power of a PV can be seen as a
discrete process. Therefore, the Markov chain can be used to
describe the uncertainty in power transition. For the PV system
in node i of a network, the PV power can be presented as a
time series:

Ppyj = [POPV’PIIDV’P;V""’P;V] (16)

where 7 is the time number; Ppy; is the output power in each time.
The output power Ppy; can be converted to the power state
as follows:

Mpy; = [MgV,M};V,Mév, e M};V (17)
where k is the number of state; Mpy; is the power state.

In this case, a T function can be defined to achieve the
conversion between the PV power and the power state:

[Ml;’Vj] = T[P;;/lj] (18)

As mentioned above, the state transition processes of the PV
power state can be represented as a state transition matrix A in
Formula (3). Therefore, the PV power state conversion can be
presented as follows:

[Mév/‘] = [M];VJ]A (19)

And the PV power in the nth time can be obtained by the inverse
transformation, as follows:

[Phy;] =T [ My, ] +0 (20)

where o is the correction factor. In the above process, the power
error may be appear, therefore this correction factor is used to
correct the PV power. While the Markov chain is constructed for a
PV system, the transition error distribution can be extracted and it is
used to generate the correction factor, namely, the correction factor
can be obtained using the historical error statistics.

As can be seen from the above formulas, the Markov chain is
used to describe the PV power uncertainty transfer process; the
power uncertainty is represented as a probability function.

Taking Formula (20) into Formula (15), the voltage of node j can
be obtained as follows:

Uj=Uy-) Uy (21)
The voltage error is as follows:

(Pm = 2P+ X (T7( (T[P;?/lj )A)"'G))Rij = Qo1 Xj;j
Ueij = Z U]

(22)
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Voltage distribution.

As can be seen from the above formulas, the PV power
uncertainty is represented by the Markov chain, and then,
Formula (22) shows the global voltage effect of the distribution
network resulting from the PV power uncertainty.

Generally, In this paper, the Markov chain is used to present
the uncertainty of PV power, in which the PV power in time
t+1 can be obtained by the PV power in time t. Furthermore, the
Markov model is combined with the above mentioned voltage
model of distribution network, to describe influence of the voltage
on the distribution network nodes resulted from the uncertainty of
PV power.

3.3 Development of Markov global
sensitivity function

A sensitivity function is usually used to describe the relationship
among the variables quantificationally, as in the following (Xiong
et al., 2021; Zhou and Zhang, 2021):

_ Y

S_dx

(23)
where y is dependent variable; x is the independent variable.

In this paper, in order to describe the relationship between the
node voltage and the grid-tied PV power, the sensitivity function is
developed as follows:

az (POrZPLiJrZ (rt(r [P;?,lj] )A)+U))Rij*Q01 Xij

Uj
oP PV

U, aUe,' i

ePpy - aPPVj =

(24)

The above function is called the Markov global sensitivity, in
which the power uncertainty of all the PV systems in a distribution
network can be represented by the Markov chain.

As seen from the above mentioned, the proposed model
is combined with the Markov chain, the voltage model
of distribution network, and the sensitively function. By
using the proposed model, the influence of the distribution
network resulting from the PV power uncertainty can be
characterized.
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FIGURE 4

Voltage distribution for PV cell connected to a single node in
distribution network. (A) Distribution curve of node voltage. (B)
Distribution curve of node voltage error.

Example verification

In order to verify the effectiveness of the proposed modeling
method, an example is developed based on the IEEE 14-node model,
in which three PV systems are grid-tied into the system, as 3 MW,
5 MW, and 10 MW. Several test cases are carried out as follows.

4.1 Testing between the proposed method
and the traditional method

In order to test the feasibility of the proposed method, the
voltage distribution of network is calculated by the proposed method
and the traditional method, as shown in Figure 3.

It can be seen that the voltage distribution is basically consistent
by using the proposed method and the traditional method, this verify
the feasibility of the proposed method. Further, comparing with the
traditional method, the proposed method combines the uncertainly
analysis and the sensitivity analysis in the following test expediently.
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FIGURE 5
Voltage distribution for PV cells connected to multiple nodes in
distribution network.

4.2 Test case with single PV is grid-tied to the
distribution network

The PV systems are connected into node nine of the distribution
network. In this case, the power flow of the network will change,
resulting in changing of the voltage distribution of the nodes; the
voltage distribution and the voltage deviation are shown in Figure 4.

It can be seen that the effect on the voltage is finite because the
capacity of a single PV system is not large compared with the
distribution network. It can be seen that though the voltage of the
grid-tied node is mainly affected, the voltage of the other nodes are
also effected by a grid-tied PV system.

4.3 Test case with multiple PV are grid-tied
to the distribution network

In this case, the three PVs are connected into the distribution

network in node 4, node 7, and node 13, respectively. The voltage
distribution of the nodes and the voltage deviation is shown in Figure 5.
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FIGURE 6
Voltage distribution of fifth node while PV cells are connected to

multiple nodes in the distribution network.

It can be seen that, in terms of the connection of the PV system,
the power flow of system is changed, leading the voltage
distribution changing. And the effect of the node voltage is
increasing, especially for the nodes which are grid-tied in the
PV system.

From the sensitivity analysis of the node voltage, it can be seen
that the node voltage will be affected by the all grid-tied PV system;
the degree of influence can be estimated by the proposed Markov
global sensitivity in this paper. For example, the voltage of node five
is effected by the grid-tied PV cells, though it is not a node that is
connected to a PV.

In order to analyze the voltage of node 5, in the experiment, the
grid-tied node of the PV cell is changed to observe the voltage
change, as shown in Figure 6.

As can be seen from the figures, the voltage distributed of node is
different as the PV system are connected into the system. The
changing trend of the node voltage is different, which can be
described by the voltage sensitivity by using the proposed
Markov global sensitivity, as shown in Figure 7 from the
sensitivity analysis, it can be seen that the node voltage will

frontiersin.org


https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1374467

Hu et al.

[ FVs are connected to
nodes 4,7and13 respectively|

0.012

0.010 |

0.008 |-

PV nodes

0.006

Voltage sensitivity

9 10 11 12 13 14

Node(nth)

FIGURE 7
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effected by all the grid-tied PV cells, and the degree of influence
is different.

5 Conclusion

A modeling and analysis method for a distribution network
with PV cells based on Markov global sensitivity is proposed in this
paper. Comparing with the traditional method, the Markov chain
and voltage modeling of the distribution network are combined to
obtain the Markov global sensitivity function to describe the
degree of the influence of the node voltage resulting from the
grid-tied PV cells. The example has verified the effectiveness and
plausibility of the proposed method. And the example results show
that the node voltage is effected by all the grid-tied PV cells, and
the degree of influence is different, due to the different grid-tied
nodes. The analysis results can be used in the design and planning
of distribution networks, the grid-tied node evaluation of PV cells,
and the optimization control of distribution networks. The
modeling method can be used to developed corresponding
model for meshed network in the future work.
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Modular Multilevel Converter (MMC) is widely used in applications such as High
Voltage Direct Current (HVDC) transmission, AC/DC power conversion centers,
and large-scale power quality management in electrical grids due to its highly
modular structure, strong redundancy and low harmonic content in AC output.
The application of the traditional deadbeat predictive current control to MMC
enhances the fast tracking ability of the output current, but it still has the problems
of low output current accuracy and high dependence on bridge arm inductor.
Based on this, this paper proposes an improved two-beat deadbeat synchronous
predictive current control based on Newton interpolation method. By improving
the two-beat deadbeat synchronous predictive current control strategy, the
accuracy of the output current can be further improved and its fast tracking
ability can be enhanced. Newton interpolation is introduced to improve the
accuracy of the output current while reducing the dependence on the bridge arm
inductor. The results show that the control strategy proposed in this paper
reduces the output current THD by 2.88% compared with the two-beat
deadbeat predictive current control, thus improving the accuracy; the bridge
arm inductor value is reduced by 1.28%, thus reducing the dependence; and
under the transient environment, the output current can be tracked to its
predicted reference value 843 s in advance, which enhances the fast tracking
capability.

modular multilevel converter, Newton interpolation method, deadbeat predictive
current control, dependency, fast tracking

1 Introduction

In 2020, in order to face the threat of climate changes and achieve the sustainable
development together with the world, the Chinese government put forward the goal and
vision of “carbon peak by 2030 and carbon neutrality by 2060" (Yuan et al., 2023). In order
to accelerate the realization of this goal, China is building a new type of power system which
coexists with multiple new forms of power generation and includes energy storage. Due to
its highly modular structure, easy expansion and strong redundancy, MMC converters are
currently commonly used in medium and high voltage applications in the industry and have
shown good performance. In the new type of power system, MMC converters can not only
achieve flexible interconnection of medium and high voltage AC/DC power grids, but also
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have derived topology for energy storage access. MMC can also be

used to participate in energy scheduling, power quality

management, and buffer power fluctuations caused by new
grid. This puts higher
requirements on the speed of system response and output accuracy.

energy generation in the power

MMC converters are the same as conventional two and three-level
converters in that they are both voltage-source converters (Zheng et al,,
2016). The main control system is often used in the dual closed-loop
control based on the PI controller (Xu et al, 2019). Although it can
achieve independent control of active/reactive power and has good output
effect, a double frequency circulation will occur between phases during
stable operation, and additional circulation suppressors need to be added
to reduce the system loss (Reddy and Shukla, 2020). The introduction of a
large number of circulation suppressors causes the complexity of the
control system and affects the calculation control time. The feed-forward
decoupling of the current inner loop increases the complexity of the
control system, and its filter inductor parameters lead to dependence,
reduce the output accuracy and stability. Compared with the classic PI
controller-based double closed-loop control, some optimized controls,
such as model predictive control, internal mode control, sliding mode
control, and deadbeat current predictive control, are also used in voltage
source converters. The application of two-stage model predictive control
to MMC in Ref (Ma et al., 2020). improved the accuracy of AC current
tracking, but it is premised on sacrificing greater optimization iteration
complexity and computational cost. In Ref. (Yanchao et al, 2015), an
internal mode control using the Mrmin criterion for parameter tuning
was proposed, which can quickly respond to stabilize the DC-side voltage
and improve the robustness of the system when responding to load
changes, but when the MMC level and current sampling time change, the
current inner loop open-loop transfer function needs to be re-derived,
which is not universal. In Ref. (Yang and Fang, 2022), the sliding mode
parameters were optimized by introducing the radial basis function RBF
neural network algorithm, which does not require any circuit model and
controller parameters, and does not affect the performance of the
controller when the external environment changes, but the
introduction of the RBF neural network algorithm will increase the
complexity of the control system.

In recent years, the traditional deadbeat control has been widely
used in the industry due to its advantages of simple principle and
structure, and strong current tracking ability. In Ref. (Song et al.,
2018), the deadbeat control based on Newton interpolation method
and power feedforward was applied to the single-phase rectifier,
which reduced the dependence on the filter inductor and improves
the output current accuracy. Ref (Kang et al., 2017). studied the
deadbeat control of photovoltaic grid-connected inverter based on
Lagrange interpolation, which reduces the harmonic content of the
output current and improves the overall efficiency of the system. In
Ref. (Wang et al, 2020), a combination of deadbeat predictive
current and model prediction was used to reduce the mismatch
of circuit parameters and improve the dynamic response of the
system output. The above methods can reduce the dependence on
the circuit model, but do not consider the influence of delay on the
output of the converter. In Ref. (Chen et al., 2020), the modulation
strategy of deadbeat predictive current control and nearest level
approximation was adopted, and the selection principle is added to
the number of sub-modules in the phase unit, so as to reduce the
influence of circulation on the output and improve the accuracy. Ref
(Jiang et al., 2017; Ge et al,, 2018). reduced the effect of time delay on
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the output of the converter by predicting the output current of two
periods, but the control performance of the converter still depends
on accurate circuit model parameters. In Ref. (Chen et al., 2021), the
first-order forward difference method is used to predict the output
current of two periods to improve the output current accuracy of the
active power filter. In Ref. (Abdel-Rady Ibrahim Mohamed and El-
Saadany, 2007), Adaptive deadbeat predictive current control with
delay compensation is used to reduce the impact of time delay and
reduce the dependence on the circuit model. The above methods
have the ability of fast tracking of transient current, which reduces
the dependence on the circuit model and improves the output
accuracy, but does not consider the synchronous prediction of
output voltage and output current.

Based on the above, this paper analyzes the time delay of the
actual control system. For the MMC output voltage, there exists the
time delay of one control period, and for the output current, there
exists the time delay of two control periods. In order to compensate
for the effect of the time delay on the output accuracy, the output
current tracking ability is enhanced while the dependence on the
bridge arm inductor is reduced. An innovative MMC improved two-
beat deadbeat synchronous predictive current control strategy based
on the Newton interpolation method is proposed. The details are
as follows:

(1) The first-order forward difference method is used to complete
the prediction of one control period of the output voltage, and
the improved two-beat deadbeat predictive current control
system model is constructed and its mechanism is analyzed.
On the basis of retaining the characteristics of traditional
deadbeat predictive current control, the introduction of
voltage correction improves the accuracy of output.

(2) The Newton interpolation method is used to complete the
prediction of the two control periods of the output current, so
as to match and improve the two-beat deadbeat predictive
current control system model to achieve the purpose of
synchronous prediction with the output voltage. The
output current tracking capability is enhanced to further
improve the accuracy of the output current and reduce the
inductor dependence of the bridge arm.

The remaining work of this paper is as follows: Section 1
analyzes the working principle of MMC and establishes the
single-phase equivalent circuit model; Section 2 analyzes the
traditional deadbeat predictive current control and the time delay
of the actual control system; Section 4 simulates and verifies the
proposed strategy.

2 MMC working principle and single-
phase equivalent circuit modeling

2.1 Main circuit topology and
working principle

The MMC main circuit topology is shown in Figure 1A. The
three-phase structure is the same, with a total of six bridge arms.
Each phase can be divided into upper and lower bridge arms, and
each bridge arm is composed of n sub-modules with the same
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Half-bridge sub-module

Topology of the MMC main circuit and its sub-modules. (A) MMC main circuit. (B) Half-bridge sub-module.

TABLE 1 Working status of sub-modules.

NEIE

Current direction

Input (usy = U,)

Cut-off (usm = 0)

1-2

2—-1

structure cascaded with the bridge arm inductor L. In Figure 1A, Uy,
is the DC output voltage; up, and ,x, are the output voltages of the
upper and lower bridge arms of the x phase, respectively. Phase x =
a,b,c; ip, and iy, represent the current flowing through the upper
and lower bridge arms of the phase x, respectively; u, is the output
voltage of the MMC AC port; ug, and i, are AC-side phase voltage
and phase current, respectively; L, is the filter inductor for the energy
interaction between the AC power supply and the MMC.
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In this paper, MMC uses a half-bridge sub-module, and the
topology is shown in Figure 1B. When running, according to
different modulation and sub-module equalization sequencing
algorithms, it can work in three states: input, cut-off and
latching. When it is running stably, it only works in the state of
input and cut-off. The current igy, flowing path and its port voltage
ugys are shown in Table 1. 1 and 2 are the outlet ports of the sub-
module; in the input state, ugys = U in the cut-off state, ugys = 0.
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FIGURE 2
MMC single-phase equivalent circuit.

2.2 Modeling of single-phase
equivalent circuits

MMC single-phase equivalent circuit is shown in Figure 2.
Ignore the effects of AC power and AC-side filter inductors.
Taking a single-phase as an example, the KVL equation is
established for the upper and lower bridge arms (Tan et al., 2021):

U di

dc_uPX_L lPx_ xZO

2 dt )
Yde o100 2o

2 Nx dt x =

The MMC three-phase structure is symmetrical, and the DC-
side current is evenly distributed among the three phases. The
capacitor voltage of the sub-module of the phase unit fluctuates,
resulting in the voltage difference among the phase units, forming a
double frequency circulation. Therefore, the interphase circulation
icir in this paper includes the DC circulation and the interphase

10.3389/fenrg.2024.1385029

double frequency circulation that are evenly distributed among the
three phases. Thereby, the current equations of the single-phase
upper and lower bridge arm nodes are established:

)

The circulation current in the bridge arm current intensifies the
fluctuation of the capacitor voltage of the sub-module, resulting in a
decrease in the accuracy of the DC output voltage and an increase in
the system loss (Bahrani et al., 2016). Therefore, it is necessary to
introduce circulation suppression when designing the deadbeat
predictive current control system applied to MMC.

3 Delay analysis of traditional deadbeat
predictive current control and actual
control system

Not only will the circulation affect the accuracy of the output, but
the actual control system has a certain delay, which will also affect the
accuracy of the system output. Therefore, the innovation proposed in
this paper is an improvement on the delay analysis of the traditional
deadbeat predictive current control model and actual control system.

3.1 Conventional deadbeat predictive
current control applied to MMC

By discretizing formula (1), the formula for the output voltage of
the upper and lower bridge arms of the MMC in the kth control
period (Zhang et al., 2021) is obtained:

ipe(k +1) —ip, (k)

k
une ) = L0y (g - D)
Uy (k ok ls ok (3)
uny (k) = dc()+ux(k)—L’Nx(+Tﬂ

where Uy (k) and u,(k) are the DC-side voltage and the AC-port output
voltage in the kth control period, respectively; up,(k) and ux,(k) are the
sum of the voltages of all submodule capacitors of the control cascaded

| iciriref iijef quiref =
‘ Formula "1 Formula | » CPS SPWM )
\ @) 3) | and Sorting Pulse
Ue qver _‘—> - > } » Algorithms >
N lxjef leiref ‘ uinref
|
Udp T MXT }
Circulation Conventional deadbeat Modulation and
suppression predictive current control sequencing algorithms

FIGURE 3
Traditional deadbeat predictive current control applied to MMC.
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FIGURE 5

The technical route of the improved two-beat deadbeat
synchronous predictive current control based on Newton
interpolation method.

into the upper and lower bridge arms of the MMC main circuit in the
kth control period; ip,(k) and iy, (k) are the currents flowing through the
upper and lower bridge arms, respectively; i*p,(k+1) and i*\,(k+1) are
the upper and lower bridge arm currents at the beginning of the k+1
control period, that is, the reference values for the prediction of the
upper and lower bridge arm currents. According to formula (2),
formula (4) can be obtained:
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Complete samplingj, |Complete duty cyclel
Ny and calculate ¢ Pr :Conversion and output:
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%

(k+2)T, (k+3)T,
o . ix_rzf .
lPx(k + 1) = 1px_ref = 2 + Leir_ref
. (4)
o . Lx_ref . .
le(k + 1) = INx_ref = — 2 + Leir_ref

where iy_ris the AC current reference value; i;,_sis the reference
value for interphase circulation to suppress the system circulation
and reduce the voltage fluctuation of the capacitor of the sub-
module. The interphase circulation reference value i, ,.r can be
obtained by PI control of the difference between capacitor voltage
reference value U, of the sub-module and its average value

icir_ref = (Uc_res = Uc_aver) X <kp . k;) (5)
where kp and ki are proportional and integral coefficients,
respectively.

Formula (4) is substituted into formula (3) and formula (5)
to construct a deadbeat predictive current control system, as
shown in Figure 3. The MMC deadbeat predictive current
control system is divided into three parts: voltage outer loop
(circulation current suppression), current inner loop (deadbeat
predictive current control), carrier phase-shift modulation and
sequencing algorithm. The reference value of the interphase
circulation is obtained by the voltage outer loop i, rrand the
reference value of the AC current is substituted together with
the reference value of the AC current i, _,.sinto formula (4) to
get the reference value of the output current of the upper and
lower arms of each phase ip,_rand iny_rer. The reference values
upy(k) and up,(k) of the voltage of the upper and lower bridge
arms of each phase in the kth control period can be obtained by
substituting ip, ,or and iny o into formula (3). The sub-
modules that should be put in the upper and lower bridge
arms of each phase are obtained by the carrier phase-shifting
modulation and sequencing algorithm, and the trigger pulse of
the sub-module of each phase is generated.

Note: The tpy rer and upy rer in Figure 3 are up (k) and up,(k)
in formula (3)
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Improved two-beat deadbeat synchronous predictive current control system based on Newton interpolation method.

TABLE 2 System simulation parameters.

Parameter Numeric value

Capacity S/MVA

1

DC-side voltage U, /kV 10
AC-phase voltage peak 1.414U/V 3,266
Bridge arm sub-module n 10

Arm inductor L/mH

3.23 (Improved two-beat deadbeat synchronous predictive current control)

3.29 (Two-beat deadbeat predictive current control)

AC filter inductor L/mH 1.5
Sub-module capacitors C/mF 6.6
Switching frequency f,/Hz 5,000

3.2 Delay analysis of the actual
control system

Normally, we want to complete the sampling, computational
control, and output of each physical quantity of the system at the same
time. However, in the actual control system, there are delays in the
process of system sampling, calculation control, and loading duty
cycle, which cannot be completed at the same time, so the influence of
time delay should be considered when designing the control system
(Wang et al,, 2015a). Figure 4 is a schematic diagram of the time delay
of considering system sampling, calculating control, loading duty
cycle, and generating target signals. ip, and iy, were used as the
control variables, up, and 1y, were the controlled variables, and T, was
approximately equivalent to the carrier period (i.e., one beat). At the
time of kT, start sampling ip, and ix,; During the control period from
kT to (k+1)T;, the sampling of ip, and iy, is completed, and the
calculation of up, and uy, is completed. At the time of (k+1)T, start
loading duty cycle; During the control period from (k+1) T to (k+2)
T, the duty cycle conversion is completed and the voltages of the
upper and lower bridge arms of the MMC, up, and uy,, are output. At
the time of (k+2)T,, the target current (MMC upper and lower arm
currents) ip, and iy, can be obtained.

Through the above analysis, it can be seen that there is a delay of
one beat between the output voltage up, and uy,, that is, the delay of

Frontiers in Energy Research

one control period T from the start time of current sampling to the
start time of loading duty cycle. There is a delay of two beats between
the output current ip, and iy,, that is, the delay is 27; (two beats)
between the start time of current sampling and the time when the
target current signal is obtained, resulting in a lag in the
control effect.

Previous studies have shown that the delay of the control system
will reduce the output accuracy, affect the stability, and reduce the
follow-up performance (Zhang et al., 2017). Therefore, the delay of
the output voltage/current is compensated by the control period at
the same time to achieve a good control effect.

4 Improved two-beat deadbeat

synchronous predictive current control
based on Newton interpolation method

In order to solve the problem of circulation and delay, this paper
proposes an improved two-beat deadbeat synchronous predictive
current control based on Newton interpolation method. On the basis
of the control period plus one of the traditional deadbeat predictive
current control model, the first-order forward difference method
and Newton interpolation method are introduced to predict the
output voltage and output current in one beat and two beats,
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respectively. Not only can it achieve synchronous prediction, but it
can also improve output accuracy and enhance output current

tracking ability. Figure 5 shows the technical route for the
realization of the control strategy proposed in this paper.

4.1 Two-beat deadbeat predictive
current control

In order to compensate for the influence of the delay on the
control effect, the output voltage of the AC port is predicted one beat
in advance, and the output current of the upper and lower bridge
arms is predicted two beats in advance, so the control period plus
one can be processed for formula (3) to obtain (Zhang et al., 2021):

qu(k+1): Udc(k+1)_ux(k+1)_Llpx(k+2)’1:lpx(k+ 1)
MNx(k‘i' 1) _ Udc(I;+ 1)+ux(k+ 1)_L1Nx(k+2);le(k+ 1)

(6)

When the MMC is running stably, the DC voltage fluctuation is
relatively small, and it can be considered that:

Udc (k) = Udc (k + 1) = Udc_ref (7)

From formula (3) and formula (6), it can be seen that the output
voltage u, of the AC port is a linear relationship with the predicted
currents i*p, and i*y, of the upper and lower bridge arms, and the
control period plus one. Since Ty is approximately equivalent to the
carrier period, and its value is small, it can be considered that the
increments of u, in each control period are equal, and the first-order
forward difference method is used to predict and downtime u,, and
it can be obtained (Abdel-Rady Ibrahim Mohamed and El-
Saadany, 2007):

ux(k"'l)_ux(k):”x(k)_ux(k_l) (8)

The predicted reference values of ux in the k+1 control
period are:

g (k+1) =2u, (k) —u, (k- 1) )

First, substituting formula (9) into formula (6); Secondly, i*p,
(k+1) and i*y, (k+1) in formula (3) are replaced by ip, (k+1) and iy,
(k+1), and the expressions ip, (k+1) and iy, (k+1) are obtained by
formula (3) and substituted into formula (6). Finally, in combination
with formula (7), formula (10) is obtained:

Ui res ik +2) —ipy (k) [Uderer
T N e [T’—ux(k)—upxm] C - (k- 1)
Conventional Deadbeat Current Predictive Control ‘Arm Inductance Voliage Gorrection Term AC port output v e
Uic_ref ook +2) —ine (k) [Uderer
e kot 1) = —=L gy - 2B D b B) [T’wm —m(k)] b R - (k- 1)
Conventional Deadbeat Current Predictive Control “arm Inductance Volage Gomection Tarm 1 PO 4Pt voltage cortecton term

(10)

From formula (10), it can be seen that the mechanism of two-
beat deadbeat predictive current control is to add the correction
terms of bridge arm inductor voltage and AC-port output voltage on
the basis of the traditional deadbeat predictive current control, so as
to increase the speed and accuracy of the control system. The
traditional deadbeat predictive current control can realize the fast
tracking of the bridge arm current, so that the system can run stably.
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TABLE 3 Comparison of metric parameters.

The metric parameter DC

voltage (kV)

Control system

current(A)
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FIGURE 9
Three-phase AC voltage/current of MMC. (A) Three-phase AC

voltage/current of improved two-beat deadbeat synchronous
predictive current control. (B) Three-phase AC voltage/current of
two-beat deadbeat predictive current control.

In the actual circuit, the bridge arm inductor current will cause the
bridge arm inductor value to change, and the bridge arm inductor
voltage correction term can be used to correct this change; Similarly,
the AC-port output voltage correction term can be used to correct
changes in the grid-side voltage.

4.2 Newton interpolation method and its
quadratic/tertiary interpolation polynomials

In order to reduce the dependence of the predicted current of the
bridge arm on the inductor of the bridge arm and further improve the
accuracy of the control system, in this paper, the Newton interpolation
method is used to predict the output current of the bridge arm. There
is a series of unequal independent variables (zoz; 2. ..,z,, where

Frontiers in Energy Research

DC Steady-state Arm inductor
error (%) value (mH)
100 0.0369 +0.13 323
-0.08
100 0.0375 +0.12 329
-0.04

m#n,z,,#z,) and their function f(z). f (z,)-f (2,,)/(z,-z,,) becomes
the first-order difference quotient of the function f(z) at the point z,,
and z,,, which is denoted as f [z,,2,,]; f (21,25, - -2k)-f (20,205 - >Zk-1)/
(zx-20) is the k-order difference quotient.

According to the definition of the difference quotient (Zhang
et al, 2017), the Newton interpolation first-order polynomial

is obtained:
f1(2) = f(20) + f [20,21] (2 - 20) (11)
The quadratic polynomial is:

f2(2) = f(z0) + flzo, 211 (2 = 20) + f[20, 21, 22] (2 — 20) (2 — 21)
(12)

Therefore, the nth degree polynomial of f(z) is:

fn(2) = f (20) + f (20,211 (2= 20) + f[20,21,22] (2= 20) (2= 21) + -

+f 20,21, 520 (2= 20) (2= 2Zp1) (13)

According to formula (4), the reference value of the bridge
arm current prediction is related to the AC current reference
value and the circulation reference value, and the circulation
reference value can be obtained by the voltage outer loop, so the
prediction of the bridge arm current can be converted into the
prediction of the AC current reference value. Therefore, the
reference values of AC current prediction at (k+1)T; and
(k+2)T; can be predicted according to formula (13) and the
sampling values of AC current at (k-2)T;, (k-1)T; and kT,
respectively.

Newton interpolation quadratic polynomial is used to establish
the AC current prediction expression, shown as follows:

ix ref (tkar) = iy (Bre2) + ix [tr2s i ] (fron — ti2)
+ iy [tk teos tr] (Fen = tra) (Bren — k1) (14)
=iy (fea) = 3ix (Ek1) + 3ix (£)

The expression for the prediction of the AC current established
by Newton interpolation cubic polynomial is:

ix ref (fra2) = e (Ek-2) + ix [fr2s Fo1] (B2 — tk2)
+ iy [Er2s trots Bl (Frez — trez) (Foaz — k1)
+ iy [tk teots B toat ] (Fraz — tra) (Frea — tro1) (Frvz — E1)
= =iy (tk—z) + 4, (tk—l) = 6i, (tk) + 4, (tk+1)
(15)

Substituting the AC current value at time f;,, predicted by
formula (14) into formula (15), formula (16) can be obtained:

ix_ref (tk+2) = 31x (tk72) - 81x (tkfl) + 6lx (tk) (16)
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FIGURE 10
Total harmonic distortion rate of phase-A AC current of MMC. (A) Phase-A current THD of improved two-beat deadbeat synchronous predictive

current control. (B) Phase-A current THD of two-beat deadbeat predictive current control.

TABLE 4 Comparison of phase-A AC current THD of two controls from 1 to 8s.

Control system time(s) 1-12 2-22 3-32 4-42 5-52 6-62 7-72 8-82
Improved two-beat deadbeat synchronous predictive current ~ THD (%) 4.90 4.80 4.86 4.82 4.87 4.81 4.74 4.85
control
Two-beat deadbeat predictive current control ‘ 7.78 ‘ 7.74 ‘ 7.74 ‘ 7.79 7.79 7.73 7.77 7.80
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Comparison of phase-A AC current THD for two control.

Substituting i, ,er (tr,2) with the i, . in formula (4), formula
(17) can be obtained:

10.3389/fenrg.2024.1385029

Substituting formula (17) into formula (10) constructs an
improved two-beat deadbeat synchronous predictive current
control system based on Newton interpolation method, and the
structure is shown in Figure 6.

5 Simulation verification

In order to verify the effectiveness of the improved two-beat
deadbeat synchronous predictive current control based on Newton
interpolation method, a three-phase 11-level MMC rectifier
converter model was built in Matlab/Simulink environment,
and the parameters are shown in Table 2. In practical
applications, due to the scalability of MMC, more input sub-
modules can share the DC voltage in per phase. In this paper,
we focus on the rectifier state of MMC: 1) Under steady-state
condition, with the goal of stabilizing the DC voltage at 10 kV,
compared with the two-beat deadbeat predictive current control,
the method proposed in this paper has a less dependence of the
output current on the inductor of the bridge arms and achieves
higher accuracy. 2) Under transient conditions, the output AC
current increases suddenly, and the method proposed in this paper

ixiref
i;’x (k + 2) = iPx_ref = T + icir_ref
. (17)
Ix ref
l*Nx(k + 2) = Z.Nx_ref = __T + icir_ref
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Three-phase circulation of MMC. (A) Three-phase circulation of improved two-beat deadbeat synchronous predictive current control. (B) Three-

phase circulation of two-beat deadbeat predictive current control.
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has a faster tracking ability than the two-beat deadbeat predictive
current control.

5.1 Steady-state conditions

The improved two-beat deadbeat synchronous predictive
current control system is applied to MMC, and the DC voltage
and current waveforms during stable operation are shown in
Figure 7. The two-beat deadbeat predictive current control
system is applied to MMC, and Figure 8 shows the DC voltage
and current waveforms during stable operation.

As can be seen from the comparison of Figure 7 and Figure 8,
both control systems can stabilize the DC voltage at 10 kV and the
DC current at 100 A. The two-beat deadbeat synchronous predictive
current control is improved, the rise time is 0.0369s, and the steady-
state error is about +0.13% and —0.08% at about 3s. In order to
stabilize the DC voltage at 10 kV, the inductor value of the bridge
arm needs to be set from 3.23mH to 3.29 mH in the simulated
environment with the same parameters. The two-beat deadbeat
predictive current control has a rise time of 0.0375s and a
steady-state error of about +0.12% and -0.04% at about 3s.
Table 3 shows the comparison of the above parameters.

Figure 9A is the improved two-beat deadbeat synchronous
predictive current control of three-phase AC voltage/current, and
the three-phase AC phase voltage peak is 3266 V; the phase
current peak is 224.2A, the phase current lag phase voltage is
827 us, and the power factor cos (14.89°)=0.9664 is improved.
Figure 9B is a two-beat deadbeat predictive current control of
three-phase AC voltage/current, and the three-phase AC phase
voltage peak is 3266 V; the phase current peak is 228.2A, the
phase current lag phase voltage is 965 ps, and the power factor cos
(17.37°) = 0.9543.

Figure 10A shows the total harmonic distortion rate of the AC
current in phase A of the improved two-beat deadbeat
synchronous predictive current control based on Newton
interpolation method. 10 power frequency periods are selected
for measurement starting from 3s, and the total harmonic
distortion rate is 4.86%. As shown in Figures 10B, 10 power
frequency periods are selected for measurement at the same
time starting from 3s, and the total harmonic distortion rate is
7.74%. From formula (6) and formula (8), it can be seen that the
two-beat deadbeat predictive current control system only uses the
first-order forward difference method to predict the output voltage
of the AC port for one control period, but formula (6) contains i*p,
(k+2) and i*y, (k+2), so it is necessary to predict the AC current i,
for two control periods, therefore, this paper uses Newton
interpolation quadratic and cubic interpolation polynomials to
predict the AC current for two periods to form i*p, (k+2) and i*y,
(k+2). Under the same system simulation parameters, the inductor
of the bridge arm is reduced by 0.06 mH, which reduces the
dependence of the predicted current of the bridge arm on the
inductor of the bridge arm and improves the accuracy.

Table 4 shows the comparison of the THD data of phase-A AC
current measured by 10 power frequency periods from 1 to 8s, and
Figure 11 shows the data reconstruction curve of Table 4. From the
comparison of the data in Table 4, it can be seen that the improved
two-beat deadbeat synchronous predictive current control for three-
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FIGURE 13

Capacitor voltage and its fluctuation of phase-A upper bridge

arm sub-module. (A) The capacitor voltage of the phase-A upper
bridge arm sub-module of the improved two-beat deadbeat
synchronous predictive current control. (B) Capacitor voltage
fluctuation of phase-A upper bridge arm sub-module of the improved
two-beat deadbeat synchronous predictive current control. (C) The
capacitor voltage of phase-A upper bridge arm sub-module of the
two-beat deadbeat predictive current control. (D) Capacitor voltage
fluctuation of phase-A upper bridge arm sub-module of two-beat
deadbeat predictive current control.

phase AC current THD fluctuates between 4.7% and 4.9%, and the
two-beat deadbeat predictive current control for three-phase AC
current THD fluctuates between 7.7% and 7.8%.
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As shown in Figure 12A, with the improved two-beat
deadbeat synchronous predictive current control, the system
circulation is gradually decreasing. In the range of 1-8s, the
positive peak value of phase A circulation attenuates from
58.24 A to 48.28A, and the circulation inhibition rate is
17.10%. The positive peak value of phase B circulation
from 56.04 A to 46.94A,
inhibition rate is 16.24%. The positive peak value of phase C
circulation attenuates from 61.31 A to 46.49A, and the
circulation inhibition rate is 24.17%. As shown in Figure 12B,
with the two-beat deadbeat predictive current control, the three-

attenuates and the circulation

phase circulation is also gradually decreasing. In the range of
1-8s, the positive peak of phase A circulation attenuates from
61.61 A to 42.98A, and the circulation inhibition rate is 30.24%.
The positive peak value of phase B circulation attenuates from
58.49 A to 42.59A, and the circulation inhibition rate is 27.18%.
The positive peak value of phase C circulation attenuates from
60.14 A to 43.75A, and the circulation inhibition rate is 27.25%.
From the above analysis, it can be seen that the circulation of the
system is well suppressed by the two control systems, and the
effectiveness of the control of the voltage outer loop (circulation
suppression) is verified.

Figure 13 shows the capacitor voltage and fluctuation of the
MMC Phase-A upper bridge arm sub-modules. Phase A of the
improved two-beat deadbeat synchronous predictive current control
is shown in Figure 13A. At 1s, the sub-module capacitor voltage
fluctuation rate is 2.5%. At 8s, the sub-module capacitor voltage
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fluctuation rate is 2.9%. The capacitor voltage of phase-A upper
bridge arm sub-module of the two-beat deadbeat predictive current
control is shown in Figure 13C. At 1s, the sub-module capacitor
voltage fluctuation rate is 2.5%. At 8s, the sub-module capacitor
voltage fluctuation rate is 2.9%. The analysis shows that the capacitor
voltage fluctuation rate of the MMC sub-module meets the
requirement of £10% for both control systems. The effectiveness
of the control of the voltage outer loop (circulation current
suppression) is indirectly verified.

5.2 Transient working conditions

In order to verify the dynamic performance of the two control
systems, the transient working conditions are simulated. As can be
seen from Figures 14A, B, the improved two-beat deadbeat
synchronous predictive current control achieves the peak value of
three-phase AC current of 224.2 A before 1s. At 1s, the AC current
burst is set, and the output current is tracked to the predicted
reference value after 427 us After entering the steady state, the peak
value of the three-phase AC current is 271.5A, and it can be seen
from Figures 15A, B that the peak value of the three-phase AC
current is 227.8 A before 1s. At 1s, the AC current burst is set, the
output current is tracked to the predicted reference value after
1.267 ms. After entering the steady state, the peak value of the
three-phase AC current is 273.5 A. Therefore, the method proposed
in this paper has better current fast tracking ability than the two-beat
deadbeat predictive current control.
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6 Conclusion and prospects

Firstly, the traditional deadbeat predictive current control
model is established according to the MMC single-phase
equivalent circuit model; secondly, on the basis of analyzing
the time delay of the actual control system, the control period
plus one, and the two-beat deadbeat synchronous predictive
current control model is given by using the first-order forward
difference method for the output voltage; thirdly, the traditional
deadbeat predictive current control model is embedded into the
two-beat deadbeat predictive current control model to complete
the improved two-beat deadbeat predictive current control
model and its mechanism is analyzed. In order to achieve the
purpose of synchronous prediction of output voltage and output
current, the Newton interpolation method is used to predict the
output current, and its prediction reference value is substituted
into the improved two-beat deadbeat synchronous predictive
current control model. Finally, the validity of the method
proposed in this paper is verified through simulation by
comparing it with the two-beat deadbeat predictive current
control. After reviewing the work content of this paper, the
following work can be carried out in the future (Wang
et al., 2015b):

1) According to formula (1) and formula (3) in this paper, the
influence of the equivalent internal resistance of the bridge arm
is not considered in modeling the traditional deadbeat
predictive current control system. In order to further
improve the performance of the control system, the
combination of the method proposed in this paper and the
model predictive control can be considered to further improve
the performance of the control system.

2) The carrier phase-shift modulation strategy used in this paper
is replaced by the nearest level approximation modulation
strategy. The numerator of the rounding function in the
nearest level approximation modulation strategy is the
voltage modulation wave output by the improved two-beat
deadbeat synchronous predictive current control, and the
denominator can be a method of equalizing the capacitor
voltage and switching frequency of the sub-module. The aim is
to ensure the efficiency of the whole machine while making the
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Input-parallel output-series
Si-SiC hybrid inverter with
fractional harmonic elimination

Qinhai Yu, Chuang Liu, Ruifeng Li, Zhongcheng Pei,
Dongbo Guo*, Tingrui Mao and Xinming Shao

School of electrical engineering, Northeast Electric Power University, Jilin, China

This paper proposes an input-parallel output-series (IPOS) Si-SiC hybrid inverter
with dual-frequency harmonic elimination modulation strategy. The proposed
topology composed of two power conversion cells and a three-phase five-
column medium-frequency step-down transformer, the low-frequency power
conversion cell (LFPC-C, 1kHz) leverages strong current-carrying capacity of
silicon-based devices for dealing with the system main power, and the high-
frequency power conversion cell (HFPC-C, 30 kHz) based on wide-bandgap
semiconductor SiC devices is used to addressing the fractional harmonics
compensation power. This topology combines the strong current carrying
capability of Si devices with the low switching loss of SiC devices at high
frequency and achieves high quality power conversion at low cost and low
loss. Compared to existing “IPOP” Si-SiC hybrid inverters, this topology adopts
a coupling step-down transformer on the output side of both LFPC-C and HFPC-
C, which can effectively reduce current stress of HFPC-C SiC devices.
Additionally, a dual-frequency harmonic elimination modulation strategy
based on the topology is proposed to solve the fractional harmonics caused
by the LFPC-C. The paper establishes a mathematical model according to the
harmonic distribution characteristics of the LFPC-C and HFPC-C, and designs the
system control schedules. Building upon the derivation of the voltage ripple
model and the design of hardware parameters, Si IGBT and SiC MOSFET were
selected for constructing a 7.5 kW prototype for testing, and the experimental
results validate the feasibility of this topology and the accuracy of
theoretical analysis.

KEYWORDS

fractional power processing, harmonic compensation, dual-frequency harmonic
elimination modulation strategy, multiple quasi-proportional resonance control,
recursive discrete fourier transform, SHEPWM, Si-SiC inverter

1 Introduction

SiC MOSFET devices, leveraging their superior material properties, have become a key
factor in enhancing the efficiency and power density of inverters, especially in high-
frequency applications (Millan et al., 2014). The efficiency of inverters can reach as high as
99.4% (Miyazaki et al., 2018). Currently, SiC MOSFET devices have been successfully
applied in naval and equipment power supply (Jones et al., 2016; Anurag et al., 2022),
microgrids (Burkart and Kolar, 2017), and MMC (He et al., 2022).

However, SiC devices are costly and have a smaller current capacity, resulting in their
rated power being lower than Si devices at the same voltage level. As shown in Figure 1, at
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Si-SiC hybrid switch.

high currents, the current cost of SiC devices is significantly higher
than that of Si devices. Therefore, it is necessary to maximize the
advantages of SiC devices in high-power scenarios while reducing
the cost of the inverter. Currently, to overcome the limitation of the
low rated current of SiC devices, scholars are combining Si devices
with SiC devices. This combination leverages the low switching loss
characteristics of SiC devices and the strong current-carrying
capacity and cost-effectiveness of Si devices. The design approach
of using both types of devices together brings about good electrical
power quality and efficiency at a cost lower than a full SiC device
design. There are two solutions to address this: one is to parallel SiC
devices with Si devices at the switch device level to form a Si-SiC
hybrid switch (Rahimo et al., 2015; Song et al., 2015; Zhao and He,
2015; Zhang et al., 2018); the other is based on the principle of
Fractional Power Processing (Di Gioia and Brown, 2015; Kundu
et al, 2020) at the topology level, constituting a Si-SiC
hybrid inverter.

The Si-SiC hybrid switch, as shown in Figure 2, can apply gate-
source drive voltage to the SiC MOSFET and gate-emitter drive
voltage to the Si-IGBT respectively. The turn-on delay and turn-off
delay ensure zero voltage turn-on and turn-off of Si-IGBT, reducing
switching losses and improving the efficiency and load capacity of
the entire system (Li et al., 2020a). Reference (Deshpande and Luo,
2019) proposed an algorithm using dynamic junction temperature
prediction to select the optimal Si-SiC current ratio, ensuring
reliable operation of the hybrid switch. Reference (Li et al,
2020b) introduced an active gate delay control strategy based on
an electro-thermal coupling loss model. This strategy dynamically
adjusts and optimizes the gate delay time according to the operating
conditions of the power converter, minimizing the working junction
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temperature difference between the two internal devices. Reference
(Woldegiorgis et al., 2023) provided a comprehensive review and
performance comparison of existing gate control strategies, gate
driver designs, and packaging methods for Si-SiC hybrid switches.
Design principles and guidelines were given for gate control
strategies. However, significant progress in the commercial
manufacture of Si-SiC hybrid switch modules has yet to be achieved.

Currently, most Si-SiC hybrid converters based on the
Fractional Power Processing (FPP) principle consist of two
parallel parts, as shown in Figure 3: one part comprises Si IGBT
devices operating at low frequency to handle the main power, while
the other part consists of SiC MOSFET devices operating at high
frequency to process only a small portion of the total power. Both
parts are connected in parallel on the input and output sides,
forming an input-parallel and output-parallel structure. The Si-
SiC hybrid converter divides the power processing path into two
parallel paths. By setting the switching information of the S IGBT
and SiC MOSFET devices, the continuous energy signal is converted
into two discrete energy signals with different numerical values.
These signals are then reconstructed and combined into the final
continuous energy output through passive components (Kundu
et al, 2021; Wang et al., 2022). Compared to topologies with all
SiC MOSFET devices, this kind of topology achieves a reduction in
circuit cost while maintaining almost the same efficiency and power
quality. Based on intelligence particle swarm optimization (PSO),
reference (Zhang et al, 2023) propose a novel adaptive power-
sharing and switching frequency control, it can reduce the power
losses of the Si-SiC hybrid converter through a simple fitness
function. Reference (Endres and Ackva, 2015) proposes a
combination topology where the converter composed of Si-IGBT
devices carries the main load current, while the converter composed
of SiC MOSFET devices is used for ripple current compensation. A
common-mode current suppression strategy for this combined
topology is also proposed. Reference (Judge and Finney, 2019)
verifies that the parallel hybrid converter significantly increases
the effective switching frequency at the megawatt power level,
reducing the need for external filters and increasing the current
control bandwidth of the converter. References (Wu et al., 2022; Wu
et al, 2019) design a ripple compensation direct digital control
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strategy that attenuates low-frequency current ripple to a small level
and increases the frequency of the output current ripple, thereby
reducing the volume and weight of the filter. Reference (Zhang et al.,
2022) summarizes the characteristics of the input-parallel and
output-series hybrid topology based on the FPP principle and
proposes a hybrid bridge arm design method based on current
harmonic elimination. The proposed design method can be
implemented in various converters and has been validated in a
bidirectional DC/DC converter. Unlike the “input-parallel and
output-series “structure in the aforementioned references, the
converter proposed in reference (Liu et al., 2022) has a parallel
DC input and a series AC output through a transformer on the AC
side, forming a “input-parallel and output-series” structure, aimed at
harmonic control of the inverter output voltage.

Based on the concept of Fractional Power Processing (FPP), this
paper introduces a hybrid Si-SiC three-phase inverter composed of
SiIGBT and SiC MOSFET devices, following the “input-parallel and
output-series” topology structure. The low-frequency power
conversion cell (LFPC-C) consists of Si IGBT devices and LC
filters to handle the main power output. The high-frequency
power conversion cell (HFPC-C) is composed of SiC MOSFET
devices and LC filters, designed to compensate for the harmonics
generated in the LFPC-C. The outputs of the LFPC-C and HFPC-C
are connected in series through a three-phase five-column
intermediate voltage transformer, reducing the current stress on
SiC MOSFET in the HFPC-C. This topology leverages the strong
conduction capabilities of Si IGBT and the low switching losses of
SiC MOSFET during high-frequency operation. The proposed
hybrid modulation strategy and coordinated control method,
“LFPC-C open-loop, HFPC-C closed-loop” reduce the complexity
of the control system. Hardware design methods are also presented
based on the frequency characteristics of the LFPC-C and HFPC-C.

The rest of this article is organized as follows. Section 2
introduces the topology principle and dual-frequency harmonic
elimination modulation strategy. In Section 3, it derives the
frequency-domain mathematical model and proposes the control
method. Section 4 analyzes its hardware characteristics, proposes a
voltage ripple analysis model, and outlines the design principles for
the filter and three-phase five-column medium-frequency step-
down transformer. In Section 5, the feasibility of the topology is
validated through the experimental setup. Finally, Section 6
concludes this article.

2 Topology of proposed inverter and
harmonic elimination methods

2.1 Topology of proposed inverter

The proposed hybrid Si-SiC three phase inverter topology, as
shown in Figure 4, consists of a low-frequency power conversion cell
(LFPC-C),a high-frequency power conversion cell (HFPC-C) and a
three-phase  five-column  medium-frequency  step-down
transformer. The input side is parallel and shared by a common
DC source, and the outputs are coupled in series through the
transformer. The LFPC-C employs Si IGBT devices as switching
devices denoted as S1 ~ S6, operating at a low switching frequency to

deal with the main power of the proposed three-phase inverter. The
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HFPC-C uses SiC MOSFET devices as switching devices denoted as
Q1 ~ Q6, operating at a high switching frequency to handle
fractional power. The transformer turns ratio is denoted as k,
with the primary side parallel-coupled to the output filtering
capacitor of the HFPC-C and the secondary side series-coupled
and connected to the LFPC-C.

This topology realizes power sharing in two power conversion
cells. Under the same DC side voltage, this topology reduces the
switching losses of Si IGBT devices in the LFPC-C. Additionally, the
step-down transformer ensures that the working current in the
HFPC-C is less than the output current in the LFPC-C, reducing the
current stress on SiC MOSFET devices and lowering on-state losses
in the HFPC-C. The switching losses are concentrated on SiC
MOSFET devices, and leveraging their excellent characteristics
helps reduce the system’s overall switching losses.

2.2 Dual-frequency harmonic elimination
modulation strategy

The LFPC-C is responsible for the energy output of the system.
However, due to its operation at a low frequency, it can lead to lower
electrical energy quality in the final output of the system. Therefore,
the HFPC-C needs to compensate and eliminate some of the
harmonics present in the LFPC-C t to enhance the overall
electrical energy quality of the system. The final output voltage of
the system is composed of the voltage in the LFPC-C and the voltage
on the secondary side of the transformer. The voltage in the LFPC-C
is composed of the fundamental voltage and the harmonic voltage,
while represents the output voltage of the HFPC-C. The relationship
between these variables can be expressed as follows

Vour = up — VS;'IC
uy, =u,§1)+u;(,) (1)
Vsic = VSiC/k

The bridge arm output characteristics of the LFPC-C significantly
impact the overall system performance. Specific Harmonic Elimination
Pulse Width Modulation (SHEPWM) technology can eliminate
particular harmonics, and the switching angles can be calculated
through computations. SHEPWM operates at a low switching
frequency, which helps in reducing the switching losses of the Si-
IGBT devices. When using traditional SHEPWM to eliminate
harmonics in the mid to low frequency range, it results in a large
number of switching angles and necessitates a higher switching
frequency. By serially connecting the HFPC-C and the transformer
to the output circuit of the LFPC-C, certain harmonics in the bridge arm
output of the LFPC-C can be eliminated. This approach ensures a
reduction in the switching frequency of Si-IGBT devices in the LFPC-C,
thus reducing switching losses while maintaining the total amount of
eliminated output harmonics. In the HFPC-C, a Hybrid Sinusoidal Pulse
Width Modulation (Hybrid SPWM) is employed. Hybrid SPWM refers
to modulating the waveform, which is not a single-frequency sine wave
but is determined by the superposition of multiple harmonic waves.

The collaborative elimination of mid to low-frequency
harmonics by the LFPC-C and the HFPC-C involves segmenting
the mid to low-frequency harmonics. Two technical approaches can
be considered based on the harmonic distribution characteristics in
the LFPC-C:
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Method 1: The LFPC-C eliminates mid-frequency and high-
frequency harmonics, while the HFPC-C eliminates low-
frequency harmonics.

Method 2: The LFPC-C eliminates low-frequency and high-
frequency harmonics, and the HFPC-C eliminates mid-
frequency harmonics.

According to the residual harmonic distribution characteristics
of SHEPWM (Cheng, 2021), both methods merely shift the
harmonic energy to other frequency bands. However, when
employing Method 2, where the LFPC-C eliminates low-
frequency and high-frequency harmonics, and the mid-frequency
harmonics are eliminated by the HFPC-C, it results in the HFPC-C
handling harmonics excessively. The equivalent harmonic frequency
within one power cycle can reach several kilohertz, demanding
higher requirements for the control system and switching
frequency of SiC MOSFET devices in the HFPC-C, thus
increasing the switching losses of SiC MOSFET devices.
Therefore, Method one is adopted, where the LFPC-C eliminates
mid-frequency and high-frequency harmonics while the HFPC-C
eliminates low-frequency harmonics. As illustrated in Figure 5A, the
LFPC-C is responsible for system energy output, using SHEPWM to
remove mid-frequency harmonics. The low-frequency harmonics
are eliminated by the HFPC-C, and the high-frequency harmonics
are eliminated by the LFPC-C’s filter. The HFPC-C compensates
and eliminates low-frequency harmonics in the LFPC-C.

When employing the first technical approach, the specific
division of mid to low-frequency harmonics and the modulation
degree of the hybrid modulated waves 11, in the HFPC-C, as well as
the selection of transformer turns ratio k, pose constraints. The
effective division and treatment of mid to low-frequency harmonics
in the LFPC-C and determining the appropriate modulation degree
in the HFPC-C are essential for achieving effective harmonic
elimination. Additionally, the choice of transformer turns ratio is
crucial as it impacts the coupling between the high-frequency and
LFPC-C, thereby influencing the overall harmonic elimination
performance and system efficiency. Careful consideration and
proper optimization of these parameters are necessary to ensure
optimal performance in mitigating harmonics and achieving
efficient energy conversion in the system.

The low-frequency harmonics to be eliminated in the LFPC-C
represent a modulation signal composed of multiple harmonics for
the HFPC-C. In SHEPWM modulation, once the fundamental
modulation degree and switching angles are determined, the
remaining harmonic superposition waveform becomes fixed. The
LFPC-C uneliminated low-frequency harmonic family can be
represented as uéh’luw).

When a three-phase inverter is connected to a balanced load on
the output side, The third harmonic and its multiples cancel each
other out in the line-to-line voltage, hence we only need to focus on
eliminating 6k+1 harmonics (k=1,2,3,..... ).

In a three-phase half-bridge configuration, peak value of the
output phase voltage U ypy, is:

U pim = 0.5mgic (£)Uy (1a)

The variable mg;c (t) represents the modulation index for the
hybrid sinusoidal carrier modulation in the HFPC-C. The
expression for the hybrid modulated wave mgc (t) is:
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mgic (t) = ms sin (5wt + 05) + -+ + m; sin (iwt + 6;) (2)

The transformer is a crucial coupling component connecting the
LFPC-C and the HFPC-C. Through its turns ratio k, a relationship
between Eqs 1, 2 is established, yielding the following correlation
msic (H)Uqg

zu;(lh,low) (3)

k<

The modulation index of the HFPC-C and the transformer turns
ratio constrain each other. If the turns ratio k is chosen to be too
large, it can lead to over-modulation in the HFPC-C. This over-
modulation can introduce harmonics from other frequency bands
into the output voltage of the LFPC-C, thereby degrading the quality
of the output waveform. On the other hand, if the turns ratio k is
chosen to be too small, it can cause the current in the HFPC-C to
approach the output current in the main circuit, increasing the
current cost of SiC MOSFET devices.

The LFPC-C in this paper is responsible for eliminating
harmonics from the 17th to the 41st order. Meanwhile, the
HFPC-C compensates and eliminates the fifth, seventh, 11th, and
13th order harmonics.

The bridge arm output voltage waveform of the LFPC-C using
SHEPWM is shown in (Supplementary Figure SI).

The output waveform in Figure 6 is symmetric about a 1/
4 period, and it can be represented using a Fourier series as follows

41

u(wt) = z a,, sin nwt (4)
n=1,17---

In the equation, a, represents the amplitude of harmonics. The
expressions for the fundamental and the 17th to 41st harmonic
components are as follows:

( 2V 10 .
a, = —dZ(—l)’“ cosna; = U,
ht o
oy, 1o
ay = 2rd (-1)*' cosna; = 0
nw g
2y, 1o
A = 2’4 (-1)™ cosna; =0 (5)
1 nw g
2y, 1o ‘
Gy = —dZ(—l)’+1 cosna; =0
| nt i

In the equation, «; represents the switching angle. The
modulation ratio m is defined as (Dong et al., 2024)

m = Ul
T U4/2

(6)

The HFPC-C employs hybrid sinusoidal pulse width modulation
technique, where the modulation wave is composed of fifth, seventh,
11th, and 13th harmonic sinusoidal waves. The expression is:

mgic (t) = ms sin (5wt + 05) + my sin (7wt + 6;)

+ my, Sin(llwt+911)+m13 Sin(13wt+913) (7)
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Mathematical model in frequency domain.

Taking the modulation index m = 0.97 as an example, the
schematic diagram of the modulated wave and the triangular carrier
wave for the HFPC-C is shown in (Supplementary Figure S2).

3 Mathematical model and control
methods of the proposed inverter

In this
relationship of the 2 cells mentioned above, a frequency-domain

section, based on the time-domain coupling

mathematical model is established. Frequency domain analysis of
the system is conducted, and a control method for the system
is proposed.

3.1 Mathematical models

The mathematical model is as shown in Figure 6, and there are
two switch degrees of freedom, denoted as d; (s) and d, (s), in the
overall control circuit. and Ly, Ly, respectively refer to the leakage
inductance on the secondary and primary sides of the transformer.

The relationship between Vi (s), da(s) and i;(s) can be
deduced from the block diagram.

LzS

U
14 i =——d —
sic (S) 1+ L2C252 2 (S) " (1 + L2C252

szs) LNE

H (s) can be represented as:

S E——
H(s) = 1+L,Cys 2 9)
k
and
V ic (S .
e () = oL (9) (10)
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The relationship between vg;c (s), d, (s) and 7; (s) can be derived
as follows:

U
k(1+L,Cos?)

dz (S)‘l’(?*‘l/xls)il (S) (11)

vsic (s) =

If the secondary-side leakage inductance is attributed to the
LFPC-C filter inductance, L} = L; + Ly, If we consider vg;c (s) as an
input for the LFPC-C, we can create an equivalent system diagram.

Let dy(s) and i,(s) be 0 separately, and determine the
relationship between V,, (s) and d; (s)

Uad, (s)

1+ —C“Z(s) s+ LiC;s?

Vzmt (S) = (12)

Let d;(s) and i,(s) be 0 separately, and determine the
relationship between Vo, (s) and d; (s)
~Uad, (s)
k(1 + LZCZSZ)(I + GOy L'lClsz)

Vou () = (13)

Let di(s) and d,(s) be O separately, and determine the
relationship between V,, (s) and i, (s)

! H(s)
e ()
1+ L1C152 + T‘S

Vout (S) = (14)

Finally, we can obtain the following expression:

d, (s) H(s)).
Vour () = G(s) [Ud<d1 (s) - m)‘(Lls + T)la (S)]
(15)
G (s) can be expressed as
G(s) ! (16)

T1+ LG+ —H(?C' s
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3.2 Integrated coordinated control method

From Eqs 13, 14, it can be seen that the circuit has two degrees of
freedom, d, (s) and d, (s). The choice of closed-loop control target is
also related to the level of control difficulty. If the overall output
voltage V¢ of the system is chosen as the closed-loop target voltage,
we need to consider not only d, (s) but also the impact of d (s).
Here, d; (s) represents the SHEPWM modulation of the LFPC-C,
which has drawbacks such as real-time complex computation and
poor dynamic adjustment performance. Having two input variables
significantly increases the difficulty of closed-loop control.

Since the control objective is to compensate for the secondary-
side voltage of the transformer, fundamentally, the closed-loop
control aims to control the secondary-side voltage of the
transformer. Therefore, in designing the closed-loop control circuit,
the effect of the LFPC-C current on the HFPC-C can be considered as
a disturbance. We propose a coordinated control method, “LFPC-C
open-loop, HFPC-C closed-loop”. In this approach, the LFPC-C uses
open-loop SHEPWM control to adjust the voltage by only adjusting
the fundamental modulation ratio, reducing the control difficulty for
the HFPC-C. The HFPC-C achieves precise voltage regulation,
compensating for the limitations of SHEPWM.

When processing the fifth, seventh, 11th, and 13th harmonic
components in the HFPC-C and extracting the control system’s
reference signal, the following two points need to be considered:

1) The physical sampling point is located between the inductance
of the LFPC-C and the secondary side of the transformer. The
sampled voltage still contains the uneliminated high-frequency
harmonics, which are not the target of the HFPC-C
tracking control.

2) Regarding the selected fifth, seventh, 11th, and 13th harmonic
components frequency domain characteristics: zero gain and
zero phase shift.

Considering the above two points, Recursive Discrete Fourier
Transform is used to meet the aforementioned requirements. The
expression is as follows:

2 (1- z’N)(l -z cos2m )

s LN (1 _ Z-1eﬁnﬁ')(1 _ Z—leijT[ﬁ') (17)

i —
GRDFT -

Amplitude-frequency response and phase-frequency response
of Giypypyp () is shown in (Supplementary Figure S3).

The above equation yields the reference signal v, for the
closed-loop control of the HFPC-C, which is then compared with
the output voltage vs;c of the transformer secondary side, and obtain
the error signal Av.The control loop consists of voltage and current
double loops. Due to the presence of multiple harmonic voltages in
the output voltage and the need for high precision, a multiple Quasi-
Proportional Resonant (QPR) voltage outer loop is employed to
process the error signal Av, the transfer function is given by:

Z 2K, w.s

GPRS =K, + _—
arx (8) = Kpy §% 4 2w,s + w?

(18)

i=5, 7, 11, 13

w; is the angular frequency of the 5th to 13th harmonic components,
w is the damping coefficient. Kj, is the resonance coefficient, K ,, is
the proportional coefficient.

Frontiers in Energy Research

10.3389/fenrg.2024.1375888

o
+
Alipkepk Al3pkpk Aspkepk
® "pTL.
o

FIGURE 7
Equivalent circuit of LFPC-C ripple current source.

Obtaining the current inner-loop reference signal i, s, sampling
the capacitor current to obtain i;, The inner loop adopts
proportional control of the capacitor current to improve

The response speed. Controlling the inner loop with the
capacitor current as the control target can increase system
damping, suppress resonance, and reduce the difficulty of voltage
outer loop control.

Gi(s) =K; (19)

The transfer function of the closed-loop control for the HFPC-
Cis
KiUg
L2C252 + CzKiUdS +1

G,(s) = Gapr (5) (20)

The overall control policy is shown in Supplementary Figure 54.

4 Key parameters design of
proposed inverter

4.1 Voltage ripple analysis

When considering voltage compensation by the HFPC-C for the
LFPC-C, it is necessary to establish a steady-state voltage ripple
model. The primary side of the series-coupled transformer is
connected in parallel across the filtering capacitor of the HFPC-
C. Neglecting the fundamental component in the circuit, the ripple
in the primary-side voltage is equivalent to a voltage source AU, on
the secondary side, As shown in (Supplementary Figure S5), there
are two voltage sources in the LFPC-C circuit, and the
corresponding ripple currents are shown in Figure 7, the ripple
current generated by the output voltage Ug; and the inductance L; in
the LFPC-C bridge arm is denoted by Alspr_pr (Mao et al, 2009),
and its expression is as follows:

Udel
L

AL pipi = [1 - Dg; ()] Ds; (t) (21)

In the equation, T, represents the switching period, Dg;(t)
denotes the average duty cycle. Due to the adoption of SHEPWM
modulation in the LFPC-C, by calculating for different switching
signal sequences, Dg; (t) for one complete switching action can
be obtained.

N-1
Z (aie1 — o)
Dg;(t) = =——T,

2 (22)
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Al3pi_pk represents the ripple current generated in the LFPC-C
circuit under the excitation of AU,, and its expression is:

AU
A13pk—pk =—
23
o (23)
z=w,L-
w,C

The total ripple current Alsypx in the LFPC-C is constituted by
the two equivalent ripple current sources Al px_px and Alzprpi:

AISpk—pk = AIlpk—pk + AISpk—pk (24)

The expression for the total output ripple voltage AU, is
given by:

N-1 N-1
T3 Uq(w L, Cy — 1)[2” - ( Y @i — lxi)] ( Y @i — 0‘[) +4m°LCw AU,
i=1 i=1

AU, =
° 32L,C, fan? (w2L,C, — 1)

(25)

The ripple analysis for the HFPC-C is illustrated
in Figure 10.

The parameter Al pr pi is determined by the output voltage
Usic of the HFPC-C bridge arm, the inductance L,, and the
amplitude mgc of the non-sinusoidal fundamental modulation
wave. The expression is as follows:

U4T;
ALy i = Zdis2

(1 = mgic|sin wt|)mg;c|sin wt| (26)

The ripple in the output current of the LFPC-C bridge arm
is represented by Alsyr pk, and it can be equivalently modeled
as Algprpk on the primary side of the series-coupled

transformer.
Alspie_pk
AIépk—pk = % (27)

The total ripple current Al pr in the HFPC-C is formed by
the combination of the two equivalent ripple current sources
AL p—pk and AIépk—pk~

AI4pk—pk = AIZpk—;:k + AIka—pk (28)
The ripple voltage on the filter capacitor of the HFPC-C is
represented by AU,

_ AIzlpk—pk

AU
! 8C:2 f s2

(29)

Based on AU, = AU, /k, AU, can be determined as follows:

AU, < kU 4Ts, (2L Cy = 1) (1 — mgic|sin wt|)
2T 8L2C2f52k2 (wiLICI - 1) - (chl

mgiclsin wt|  (30)

Substituting into Eq. 26, AU, is determined as follows:

_ Yo[8L,Cy fok (wiLiCi = 1) = w,Ci ] + 47 LiCrw, kUa Tsy (0, * LiCy = 1) (1 = migic|sin wt)mgic |sin wt|
B B2LCy far (@1 Cy = D] [BLoCa f ok (@(LiCr = 1) - w,C1]

N Nl
Y =T Us (0xLiCy - 1)[2n— (Z . —a,)](z e —a,>

Supplementary Figure S7, Figure 8 in Additional files illustrates

AU,

(31)

the ratio of output voltage ripple to DC voltage on the direct current
(DC) side based on Eq. 31 for different parameters chosen for
Ll and L2.
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FIGURE 8
Equivalent circuit of ripple current source in HFPC-C.

4.2 Design of second-order filters for LFPC-
C and HFPC-C

As shown in Figure 5B above, the filters in the low-frequency and
HFPC-C filter different ranges of harmonics. Additionally, the
compensation of voltage ripples in the HFPC-C and the final circuit
output ripples in the LFPC-C, as analyzed in the previous section, are
closely related to the selection of passive components L;. L,. C;and
C, in the circuit. Considering the constraints mentioned above,
frequency domain constraints also need to be taken into account.

For the LFPC-C, as shown in Figure 5B above, the harmonics from
the 5th to the 13th order are eliminated through the HFPC-C, and the
harmonics from the 17th to the 41st order are already eliminated
through SHEPWM. The remaining harmonics in the high-frequency
range are eliminated through a second-order low-pass LC filter. The
cutoff frequency f; of the second-order filter should be set in the mid-
frequency range, specifically between 650 Hz and 2050 Hz:

1

fai= 2n+/L,Cy (32)
650Hz < fg; <2050Hz

Simultaneously, to prevent resonance peaks in the LFPC-C filter
and to amplify the fifth, seventh, 11th, and 13th harmonics,
increasing the compensation difficulty for the HFPC-C,
requirements are imposed on the damping coefficient of the filter :

_ 1 Ll
2R, \C, (33)
(<07

The HFPC-C compensates for the highest harmonic frequency at
650 Hz. The selected switching frequency is 30 kHz, and the upper limit
for the filter cutoff frequency fic is set to 3000 Hz, with a lower limit of
1000 Hz. This setting ensures that the highest compensating harmonic
(650 Hz) can pass through without attenuation, providing an allowance:

1
fsc = 2 LGy (34)
1000Hz < fc < 3000Hz

4.3 Design of three-phase five-column
medium-frequency step-down transformer

Due to the non-sinusoidal periodic components of the input
terminal voltage injected into the transformer, which is a
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FIGURE 11
The voltage u, between the inductor of the LFPC-C and the inlet end of the secondary side of the transformer.
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The voltage up between the inductance of the LFPC-C and the transformer.
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superposition of fifth, seventh, 11th, and 13th harmonic voltages, a
three-phase five-column medium-frequency transformer is used.
This ensures that the high-order harmonic flux can circulate
smoothly, and harmonics can flow in the independent magnetic
of the
transformer (Leung et al, 2010). When the circuit operates

circuits three-phase five-column medium-frequency
normally, the highest harmonic frequency allowed to pass
through is 650 Hz. This necessitates the transformer to have a
relatively high passband. Additionally, due to the higher
frequency of voltage polarity conversions, losses will increase.
Therefore, thin silicon steel sheets are used for the transformer
core. Thin silicon steel offers advantages such as high saturation
magnetic flux density, ideal loss performance, and low noise.
Transformer model is displayed in (Supplementary Figure S9).
The length of the transformer is 45cm, the height is 25 cm and
the width is 19 cm.

To ensure minimal voltage distortion, it is crucial to maintain
the magnetic flux of the transformer in a non-saturated state and
operate within the linear region (Li et al., 2011). The magnetic flux
density B; corresponding to each frequency component is:

Ui

Bi=——— 35
4.44f,NA, (35)

U; and f; represent the effective values and frequencies of each
component, N is the turns of the transformer, and A, is the effective
magnetic area of the magnetic circuit. According to the
superposition principle, the composite flux density B, at its
maximum can be obtained as follows:

Biax = Bs + B; + By + B3 (36)

5 Experimental validation

Based on the proposed inverter and control method in this paper,
a laboratory prototype with a power rating of 7.5 kW was set up in this
section. The experimental setup, as shown in Figure 9, includes a
dSPACE controller, a LFPC-C, a HFPC-C, aload, a transformer, and a
sampling circuit. The parameters and values used in the experiment
are listed in Additional files (Supplementary Table 1).

The output voltage of the LFPC-C bridge arm is shown in
Figure 10. It can be observed from Additional files (Supplementary
Figure 510) that the bridge arm output voltage V,igge conforms to
the SHEPWM modulation principle proposed in Section 2.2, as
referenced in Additional files (Supplementary Figure SI1).

During steady-state operation, the waveforms of the final output
voltage V .y and output current I; for the LFPC-C, as well as the current
I, for the HFPC-C, are shown in Additional files (Supplementary Figure
S11). Additionally, I, and I, represent the currents on the primary and
secondary sides of the transformer. It can be observed from Additional
files (Supplementary Figure S12) that the current in the HFPC-C is
approximately half of the current in the LFPC-C.

Figure 11 presents the Fourier Transform (FFT) analysis of u,.
Experimental results demonstrate that the harmonics in the LFPC-C
circuit without compensation include a significant amount of 5th to
13th harmonics

Additional files (Supplementary Figure S13) shows the three
phase voltage at the primary side of the transformer. Through FFT
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decomposition, it can be observed that the voltage contains
harmonics at 250 Hz, 350 Hz, 550 Hz, and 650 Hz.

Figure 12 verifies the dynamic performance of the system. From
the figure, it can be observed that the transient duration for the
compensation of the LFPC-C by the HFPC-C is 23m,
demonstrating the rationality of the harmonic extraction and
control design.

Supplementary Figure S14 displays the Fourier Transform (FFT)
analysis of the output voltage V. The total harmonic distortion of
the output voltage is approximately 1.02%.

Supplementary Figure S15 shows the waveforms of total output
voltage, output current, and transformer primary and secondary
side voltages for phase A.

Figure 13 depicts the voltage waveform at a low modulation
index of m = 0.4, with a peak value of 100V.

Figure 14 and (Supplementary Figure S15) represent the FFT of
uy, and the primary side voltage V¢ of the transformer when m =
0.4. The sequence from Figures 13, 14, (Supplementary Figure S16)
demonstrate that the proposed inverter can operate effectively under
low modulation ratios.

6 Comparative analysis

To demonstrate the efficiency of the proposed converter, a
the proposed
converter, a hybrid switch converter, and an Si-IGBT converter.

theoretical comparison was made between
Considering high-power applications, the theoretical converter’s DC
voltage was set to 800V, and the efficiency curves are shown in
Additional files (Supplementary Figure S17).

From (Supplementary Figure S17), it can be observed that the
highest efficiency of the converter proposed in this paper is 98.3%.
As the load percentage exceeds 50%, the efficiency of the proposed
converter is even higher, demonstrating its advantages under high-
power conditions.

From (Supplementary Figure S18), it is evident that under full
load conditions, the switching losses of the low-frequency unit Si-
IGBT account for only 4% of the total losses. Device losses are
primarily concentrated in conduction losses. On the other hand, the
device losses of the high-frequency unit SiC-MOSFET account for

only 22% of the total losses.

7 Conclusion

In this article, based on fractional power processing, a “input-
parallel and output-series” hybrid three-phase inverter consisting of
Si IGBT and SiC MOSFET devices is proposed. The LFPC-C is
formed by Si IGBT devices, and it employs SHEPWM modulation
along with the HFPC-C to eliminate low-frequency and mid-
frequency harmonics. This approach allows Si IGBT to handle
the main power with minimal switching losses. The HFPC-C
consists of SiC MOSFET devices, enabling it to accurately
compensate for the LFPC-C low-frequency harmonics while
operating with low switching losses. Three-phase five-column
medium-frequency step-down transformer reduces the current
flowing through the HFPC-C to approximately half of the
inverter’s output current, minimizing the current stress on SiC
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MOSFET devices. This topology leverages the strong conduction
capability of Si IGBT and the low switching losses of SiC MOSFET in
high-frequency states to reduce device losses in high power
conversion applications. Additionally, the proposed “LFPC-C
open-loop, HFPC-C closed-loop” coordinated control method
simplifies the control system. The ripple voltage analysis model,
based on circuit characteristics, guides the passive component
design. Task allocation for filtering and transformer components
is determined according to the circuit’s requirements for harmonics
elimination and compensation. Furthermore, a 7.5 KW experimental
prototype is constructed to validate the feasibility of this
proposed topology.
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A digital hysteresis control
method for three-level grid-tie
inverter based on online
prediction of sampling time
without inductance

Cai Shulin, Li Daxi*, Shao Siyu, Yang Xinyu, Zhang Qiang and
Cheng Peiyuan

Air Force Engineering University Air and Missile Defense College, Xi'an, China

This article proposed a digital hysteresis control method for three-level grid-tie
inverter based on online prediction of sampling time without inductance. The
proposed method eliminated the effect on the control accuracy of the inductor
changing with the current in the LCL filter of the grid-tie inverter, and reduced the
equivalent sampling rate in digital hysteresis control by predicting and correcting
the sample time. The simulations and experimental tests confirm the
effectiveness of the proposed digital hysteresis control method.

KEYWORDS

three-level inverter, grid-tie inverter, digital hysteresis control, online prediction of
sampling time, robustness of inductor parameters

1 Introduction

GRID-TIE inverters are widely used in various distributed generation (DG) systems
powered by solar photovoltaic (PV) arrays or wind power. Among the control algorithms
used in the grid-tie inverters, the hysteresis control algorithm has many advantages
compared with the traditional PID (Proportion Integration Differentiation) control
algorithm: it can track any form of the command signal, the tracking error accuracy
can be controlled and adjusted, and the control bandwidth is extremely high (Chavali et al.,
2022). Therefore, it is widely used in harmonic suppression, noise filtering, and other
occasions to improve power quality and electromagnetic protection in micro-grid
(Viswadev et al, 2020; Wang et al, 2014). Hysteresis control algorithms have
undergone development from analog hysteresis control to digital hysteresis control.
Analog hysteresis control has high tracking accuracy and good control effect because
the controlled signal is a real-time continuously changing analog quantity, but it relies
heavily on the performance and cost of analog chips, which leads to its application being
limited (He et al., 2013). In contrast, digital hysteresis control is the future direction because
of its flexibility and low dependence on the microchip, which has great demand in many
applications (Acuna et al,, 2015; Davoodnezhad et al., 2014a). However, the accuracy of
digital hysteresis control is limited by the discretization and sampling rate (Wang and
Wang, 2013), which has a great influence.

As shown in Figure 1, the blue and orange waveforms in the first graph of figure (a) and
(b) represent the bandwidth of the hysteresis control, indicating the upper and lower limits
of the error tolerance. The red waveform indicates the command signal and the green
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FIGURE 1
Digital hysteresis control at different sampling rates. (A) Digital

hysteresis control at high sampling rates, (B) Digital hysteresis control
at low sampling rates.

waveform indicates the actual controlled signal. The red waveform
in the second graph of figure (a) and figure (b) indicates the error
signal. The blue signal indicates the absolute value of the bandwidth.
From the comparison of the graphs, it can be seen that under a high
sampling rate, the error current is close to a continuous analog
signal, and the error is always kept within the hysteresis bandwidth
during all the control process. While under a low sampling rate, it is
difficult to accurately capture the signal at the moment of
intersection of the error signal and the bandwidth, making the
error signal greatly exceed the allowed boundary range, showing low
precision and poor control effect.

In actual products, the ADC sampling rate of the digital
controller cannot be too high, otherwise the control algorithm
cannot be completed during one control period before the next
data refresh. Therefore, it is of great practical importance to study
how to reduce the impact of sampling rate on digital hysteresis
control under the premise of ensuring control accuracy.

In the past few years, several improvements have been proposed,
particularly focusing on reducing the hysteresis control equivalent
sampling frequency and improving the current tracking effect
(Malesani et al., 1997; Carl et al., 2009). In (Malesani et al., 1997;
Stefanutti and Mattavelli, 2006; Hu et al., 2014), several digital
hysteresis control methods based on oversampling and virtual
sampling were proposed, but the sampling rates are high, the
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FIGURE 3
Schematic diagram of sampling time prediction at a minimum
sampling rate.

amount of data is too large, and the authenticity of the virtual
sampling data needs to be further verified. In (Chen and Kang,
2011), a hysteresis control method with online prediction of
sampling time is used, which can predict the next sampling time
to ensure the effect of current tracking at a reduced sampling rate,
but this method does not take into account the problem of inductor
parameters changing with current, making the predicted values
deviate in the practical application. In Carl et al. (2009), the
error of the hysteresis control at different stages is analyzed and
a method to increase the current tracking accuracy by changing the
number of switch levels at the moment of maximum error is
proposed, but the of this
complicated and the loss to the device is great.

switching process method is

In this paper, a novel online sampling prediction control method
without inductance is proposed. With the proposed scheme, the

frontiersin.org


https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1403346

Shulin et al. 10.3389/fenrg.2024.1403346

TABLE 1 Three-level converter switching state modulation relationship.
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TABLE 2 Simulation main circuit parameters table.

Main components Parameters
DC Capacity C1.  C, 9840uF
Converter side Inductor L, 0.7 mH
Grid side Inductor L, 0.05 mH
AC Filter Capacitor C4 30 uF
DC voltage Uge 750 V.
Grid voltage RMS E g 380 V
Grid frequency f gria 50 Hz
Single-phase circuit schematic of type I three-level inverter Target switching frequency f, 15 kHz
B under LCL filter A. Simulation results of conventional three-level digital hysteresis control.
Cl ::% S, J[}
sampling time online prediction control method is derived. In
s == Sections 4 and 5, the simulation and experimental results are
Py L oL EQ ~ ;
@ R oL L I presented in detail.
N ——0 J
S: b, (t ) : | i
’ I
' 138, |
| . . .
C s % Lo | 2 Principle of digital hysteresis control
' . . . R
:I ! with sampling time prediction
LA algorithm based on three level inverter
Single-phase circuit schematic of type T three-level
inverter under LCL filter According to the traditional hysteresis control algorithm (Chen
FIGURE 4 et al, 2012; Jiao et al., 2014) (take the current-source power electronic
Single-phase circuit schematic of different type three-level converter as an example), if the current sampling value is located on the

inverter under LCL filter. (A) Single-phase circuit schematic of type |

three-level inverter under LCL filter, (B) Single-phase circuit schematic ) o ) ) )
of type T three-level inverter under LCL filter. converter will act at this time, and the sampling moment is valid; On

boundary of the hysteresis bandwidth at each sampling moment, the

the contrary, if the current sampling value at the sampling moment is

within the bandwidth of the hysteresis control, the converter does not
act, so the sampling point does not affect the control system, then it is
following advantages are obtained. (1) the digital hysteresis = meaningless. Therefore, the minimum sampling rate occurs at the
equivalent sampling frequency is reduced compared with the  moment when all the sampling points of the controlled current are
oversampling digital hysteresis method by the prediction control  located at the intersection of the bandwidth boundary of the hysteresis
method. (2) the control accuracy is guaranteed by analyzed the error  control (Liu and Maswood, 2006; Mohseni and Islam, 2010; Wang and
current within and beyond the hysteresis bandwidth so that the  Li, 2013), as shown in Figure 2.
hysteresis error is fixed. (3) the problem of inductor parameters As shown in Figure 2A, the red sampling points are inside the
changing with current to the hysteresis control is solved. upper and lower boundary of the hysteresis bandwidth, which cannot
The rest of this paper is organized as follows. In Section 2, the  trigger the converter to switch, and the sampling value is meaningless
sampling prediction method of the digital hysteresis control for the  to the hysteresis control system; on the contrary, in Figure 2B, as each
three-level inverter is derived and the effect of inductor parameters  sampling current value is located on the upper and lower boundary of
on the control accuracy is analyzed. In Section 3, the inductance-free  the bandwidth, it just makes the converter to switch, which is timely
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Schematic diagram of sampling time prediction correction.
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and effective. Due to the changes in the control reference, hysteresis N¢ ‘
bandwidth, and hardware parameters as well as external disturbances -100 l | . 1
J
in the actual control system, the interval between sampling points or 128 1285 129 1295 13
the sampling rate, is bound to change constantly if all sampling points 1 s)
are located on the bandwidth boundary of the hysteresis control, as The enlarged view of the current waveform
shown in Figure 2B. Therefore, simply using the traditional ideal fixed
. R . FIGURE 8
sampling rate as shown in Figure 2A cannot meet the requirements of Inverter output simulation results under conventional digital
the actual sampling interval changes, which poses a challenge to hysteresis control. (A) The overall output simulation results, (B) The

reduce the sampling rate while ensuring the control accuracy. entarged view of the current waveform.

Therefore, it is important to study how to improve the

effectiveness of digital hysteresis control and how to reduce the

equivalent sampling rate. intersection position can be deduced from the actual sampled
According to the analysis, it can be known that: at each sampling ~ current value, as well as the commanded current given by the

point, the time required for the current to reach the next bandwidth  algorithm, the upper and lower limits of the hysteresis
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FIGURE 9
Waveform of LCL filter current of the three-level inverter under

traditional digital hysteresis control algorithm.
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FIGURE 11
Inverter LCL filter current waveform under the proposed

inductance-free digital hysteresis sampling time online
prediction algorithm.
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FIGURE 10
Inverter output results under the proposed digital hysteresis

prediction algorithm. (A) The overall output simulation results, (B) The
enlarged view of the current waveform.

bandwidth, and this time will be set as the next sampling period,
then the ideal equivalent minimum sampling rate can be obtained in

Eq. 1, as shown in Figure 3.
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FIGURE 12

Simulation results of bandwidth versus error current and
prediction time variation under the proposed digital hysteresis
sampling time online prediction algorithm. (A) overall simulation
results, (B) detail simulation results.
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TABLE 3 Experimental main circuit parameters table.

Main components Parameters

DC Capacity C;. G, 9840uF
Converter side Inductor L, 0.7 mH
Grid side Inductor L, 0.05 mH
AC Filter Capacitor C4 30 uF
DC voltage Uy 750 V.
Grid voltage RMS E g iq 380V
Grid frequency f gria 50 Hz
Target switching frequency f 15 kHz

A. experimental results of conventional digital hysteresis control.

B, (n) —ir, ()

AT =t(n+1)-t(n) = k (1)

(1)

Where B, (1) = ir.s (n) + H, and H is the hysteresis bandwidth.
ki, (n) indicates the slope of current at sampling time ¢ ().

As can be seen from the above equation, the slope of the current
has a critical impact on the sampling rate.

The following is an example of a Type I and Type T three-
level inverter.

From the single-phase topology of the three-level inverter,
the series equivalent resistance R, of the inverter-side inductor
L, is neglected, and the general LCL-type filter is usually
designed with a grid-side inductor L, < L,, so the voltage
drop on the grid-side inductor L; can also be neglected,
which leads to:

diy, (1)
dt

Lr = Vx (t) - E(t) (2)

In Eq. 2, the L, represents the inverter-side inductor in Figure 4,
the V. (¢) represents the terminal voltage of the inverter, typically
the PWM (pulse width modulation) voltage, and the E (t) represents
the grid voltage.

Three-Level Inverter

DSP Controller

FIGURE 13
Configuration of the experimental setup.
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Then, according to the modulation law of the three-level
switching state (Shen et al, 2011; Stefanutti and Mattavelli,
2006), the following Table 1 of switching states can be obtained.

In Table 1, Sy (x = la, 2a) represent the state of the switch in one
arm at the bridge of the three-level inverter. E, represent the grid
voltage. And the first row of Table 1 in orange color represents the
positive level of the three level inverter, the last row in blue color
represents the negative level, and the middle two rows in gray color
represents the zero level of the three level inverter.

From this, it can be seen that:

Slu X %— Eg
2 " (E 0)
diLr L ’( 9>
i, = dt = U (3)
(S1a—1) x =~ E,
2
I ,(Eg<0)

InEq.3,k;, = d;i' indicates the slope of the current of the inverter-
side inductor. The Sy, and Sy, represents the switching state of the first
two of four switching devices in one arm of the inverter in Figure 4. And
the Uy, represents the total voltage of the DC capacity in inverter.
Thus, the conventional sampling time prediction algorithm for digital

hysteresis control of three-level converter can be obtained as follows:

: B ()i
AT = t(n+ 1) — t () = Do) 120
ki, (n)
SO X ljzdc - Eg
3 kiL, (n) = L 4)
S1a5Eq(t)>0
SO =
Sa0— LE, (1) <0

where Sy is the switch state corresponding to the moment of the
sampling point. The AT is the period of the digital hysteresis control.

Combined with the above analysis, it can be seen that the sampling
moment predicted by the traditional digital hysteresis control algorithm
is closely related to the inductance L. However, in actual products, due

Oscilloscpe
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FIGURE 14

Output current and switch voltage of experiment results on
conventional digital hysteresis control method. (A) Overall current
results, (B) Experiment result of the current at zero-crossing point.

to cost and process limitations, the total amount of flux that the core of
the inductor can hold is certain, and when the flux is saturated, it makes
the inductance change drastically. Therefore, the corresponding
inductance is different for various current output conditions. Usually,
manufacturers design the nominal inductance according to the empty
load current, which can cause the actual inductance to drop sharply to
less than one-third of the nominal inductance when working at full load
current. This brings inaccuracy to the digital hysteresis sampling time
prediction. As shown in Figures 5, 6.

3 Online sampling time prediction
algorithm based on inductance-free

From the previous analysis, it can be seen that how to accurately
predict the sampling time when the actual inductor changes due to
various current becomes a key step in reducing the equivalent sampling
rate and improving the effectiveness of digital hysteresis control.
Moreover, from the previous analysis, it is known that the predicted
sampling rate varies due to a series of factors such as external disturbances
in the sampling of controlled current, which inevitably cause changes in
the control frequency (Ramchand et al,, 2012; Shukla et al., 2011). Thus, it
creates a big problem in the thermal loss of the converter, and the design
of the LCL filter, especially the design of the inductance. Therefore, how
to work with a relatively fixed switching frequency when both sampling
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FIGURE 15
Different switching state of convention digital hysteresis control.
(A) switch frequency at 17.2 kHz, (B) switch frequency at 16.67 kHz.

time and inductance of the filer inductor change becomes a top priority.
According to the literature (Davoodnezhad et al., 2014b), the bandwidth
of the digital hysteresis control can be designed to change to ensure a fixed
switching frequency when the sampling rate varies (Song et al., 2014;
Zeng et al, 2004). Then, the bandwidth of the quasi-fixed frequency
digital hysteresis control based on three-level converter with LCL filter
can be expressed in Eq. 5 as follows:

Udc E g (t)

[m[(1 = 2|m]|),m =

H=—%_
2L><f5 Udc

(5)

Where Uy, indicates the total DC voltage value on the DC side of
the three-level converter, f, indicates the desired fixed target
switching frequency, L indicates the total AC side filter inductance,
and m = Eg—;” indicates the control modulation index at time ¢.

From the equation, it can be seen that the variation of the
bandwidth in the hysteresis control can be inferred from the target
expectation fixed switching frequency fs. Moreover, the bandwidth H
is changed at a frequency of 2 times the grid frequency (the square
function of the control modulation index, which is the same as the AC
grid voltage E, (t)). Since the switching frequency of the hysteresis
control is typically in tens kHz, which is much larger than 2 times the
grid frequency, the bandwidth can be approximated as constant within
each switching cycle. Moreover, for the inverter, the frequency of the
command signal it tracks is also the same as grid, which can also be
considered approximately constant during each switching cycle.
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FIGURE 16
Qutput current waveform of proposed digital hysteresis control. (A)
overall experiment results. (B) detail results in one grid frequency cycle.

So, assume: H (k — 1) = H (k), iref (k = 1) = iy (k), the upper
and lower limits of the bandwidth: B, = ir.s + H and Baoun = iref —
H can also be expressed as:

Bup (k - 1) = Bup (k) (6)

Bdown (k - 1) = Bdown (k)

Thus, when the sampling point is at the intersection of the
current and the bandwidth, there is

_ |Baown (k) = Bup (k= 1) _ [Bup (k) = Baown (k= D)| _ 2H

Alpre = | 3

™

i, | iy |kiLy

By substituting Eqs (6), (7) into the previous Eq. 4, we can get:
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FIGURE 17

Inverter LCL filter current waveform under the proposed
inductance-free digital hysteresis sampling time online prediction
algorithm. (A) experiment results in one grid frequency cycle, (B) detail
current results at positive peak point, (C) detail current results at
negative peak point.

After simplification, Eq. 8 can be expressed as:

|m| (1 - 2|m])
AT = 2T ————— 9
? So — 2m| ©
SlasEg (t) >0
S2a—1,E, (1)<0°

As can be seen from Eq. 9, the predicted sampling time is only

Where Sy =

related to the desired switching period and the control modulation
index function m, independent of parameters such as the inductor L.
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Therefore, the problem of the nonlinearity between the inductance
and the output current is solved for the prediction time at
steady state.

The previous equation is derived to be effective when the
sampling point is just at the intersection of the current and the
bandwidth, and after analysis, it is also effective when the current at
the sampling moment exceeds the upper or the lower limits of the
bandwidth, which can be corrected to:

| (1 - 2|m|)

ATy, = 2T
[So — 2m|

L|Ai (k)| = H (10)
where Ai(k) indicates the error current.

However, the sampling point is likely to deviate from the
bandwidth because of the delay in the sampling process, the
inertia of the system, and the actual presence of delay in the
PWM control. Thus, at some moments when the current value is
less than the hysteresis bandwidth, a correction to the prediction Eq.
10 is required:

From Figure 7, it can be seen that:

when |Ai(k)| < H, since |Ai(k)| = liyes (k) —i(k)|, we can get:
e(k) = H - |Ai(k)|.

then, the correction of sampling period is t. = mﬁ%

Due to |k (k—1)| = ER=0D 0

AT (1) according to the
above equations:
H —|Ai (k)|

. :mxATW(k—l) (11)

Therefore, ¢, is the correction formula when the error current is
less than the band.
According to Eq. 10 and Eq. 11, the online prediction algorithm
based on inductance-free sampling time can be expressed as
1-2
or =2 sy b
|So - 2m|
AT e (K) = (12)

% XAT e (k = 1), |Ai (k)| < |H]|
Ai(k) = iy (k) —i(k)
Where: {S | S Eg (1) >0 ,
"7 18- LE;(t)<0
S,y (x =1a,2a) indicates the current switch status at the
sampling moment, as described in Table 1.

4 Simulation analysis

In order to verify the above proposed control method, a
simulation comparison analysis was conducted with a LCL type
filter based on three-level neural-point-clamped inverter as an
example, and the simulation parameters are listed in Table 2.

4.1 Simulation results of conventional three-
level digital hysteresis control

The simulation results in Figure 8 show the three-phase grid
voltage, three-phase inverter-side inductor current, three-level DC-
side upper and lower bus capacitor voltage, and overall DC voltage
ripple from top to bottom. It is evident that the traditional hysteresis
control algorithm has a sudden change in inductor current at the
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zero-crossing point of the grid voltage, which causes the output
waveform to change significantly, the total current harmonic
distortion to increase, the hysteresis control error to exceed the
bandwidth, and the control effect to be poor.

From left to right in Figure 9, the results of the three-phase grid-
side inductor current, the three-phase inverter-side inductor
current, and the AC-side filter capacitors are shown in that
order. As can be seen from Figure 9, due to the limitation of
sampling rate and control frequency, the error current exists in a
large range near the command current than the bandwidth, and the
overall digital hysteresis control is less effective.

4.2 The proposed digital hysteresis control
based on online prediction
simulation results

In Figure 10, from top to bottom, the grid voltage, the inverter
output current, the upper and lower bus capacitor voltages on the DC
side of the three-level inverter and the total DC voltage simulation results
are shown. It can be seen from the simulation results that the output
inverter current is better sinusoidal, the control effect is significantly
improved, there is no obvious change in output current waveform at the
zero-crossing point of the grid, the error of the hysteresis current control
is reduced and limited within the hysteresis band.

From left to right in Figure 11, the results of the three-phase
grid-side inductor current, the three-phase inverter-side inductor
current, and the AC-side filter capacitors are shown in that order. As
can be seen from Figure 11, the controlled inductor current is better
sinusoidal, and the capacitor current is less ripple and there is a
better control effect compared with the conventional digital
hysteresis control method.

The simulation results in Figure 12 from top to bottom represent
the reference current and the controlled current, the hysteresis
bandwidth and the error current, the bandwidth and the counter
needed to correct the period of sample time. From the simulation
results, it can be seen that the controlled current is everywhere
almost within the bandwidth and follows the reference current
exactly with the proposed digital hysteresis sampling time online
prediction algorithm. With the sample time correction algorithm,
almost every sample point locates at the intersection of the
bandwidth boundary exactly, and the current is controlled by the
need sinusoidal reference.

5 Experimental verification

In order to further verify the theoretical feasibility of the
proposed method and the accuracy of the simulation analysis, an
experimental verification was conducted. The selected experimental
equipment is a 100 kW type I three-level APF. The experimental
parameters are shown in Table 3.

The instrumentations used in the experimental setup in
Figure 13 are list as follows: the grid-tie inverter is a 100 kW
Type 1 three-level NPC inverter. The inductors are custom-made
magnetic core inductors with 1.5 mH at empty load. The controller
is used with a DSP 28335 control board with maximum 16 ADC
channels and 12 PWM channels. The Oscilloscope is a ZLG
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3024PLUS 4 channel scope with 300 MHz bandwidth. And the grid
is connected through an isolated transformer with 500 kV A.

5.1 Experimental results of conventional
digital hysteresis control

The waveform in blue color in Figure 14 is the output inductor
current and the red color is the inverter output PWM pulse voltage.

It is evident from the experimental results in Figure 14 that the
conventional digital hysteresis control produces a poor output
current waveform, with a noticeable current change at the grid
zero-crossing point. As a result, there is little control effect and
significant current distortion.

The switching process of the experimental waveform results in
Figure 15 demonstrate how the sampled inductor current causes the
traditional hysteresis control to be inaccurate. This results in
frequent switching frequency adjustments and makes it
challenging to adjust the output current within the hysteresis
control bandwidth, both of which have an impact on the quality

of the inverter’s final output current.

5.2 Experimental results of proposed digital
hysteresis control

The above Figure 16 shows the results of the grid-side output
waveform obtained by the proposed digital hysteresis control
method without inductance using online time prediction. The
blue one is the phase A grid-side current and the red one is the
phase B grid-side current (the direction of the current transformer is
reversed in the experiment). It can be seen that with this control
method, the harmonic of the output current is obvious reduced, the
distortion of the current is greatly reduced, and the quality of the
output current is significantly controlled.

The experimental findings of the inverter-side current switching
procedure are displayed in Figure 17. In the experiment, the
direction of the current transformer (shown in red) was reversed.
The figure shows that there are no shocks in the current at the grid
zero-crossing point, the overall inductor current is sinusoidal, and
the inverter-side inductor current varies within the hysteresis
bandwidth. The total power quality of the output current is
efficiently managed and enhanced.

6 Conclusion

In this paper, a digital hysteresis control method for three-level
inverter based on online prediction of sampling time without

References

Acuna, P., Mor an, L., Rivera, M., Aguilera, R,, Burgos, R., and Agelidis, V. G. (2015).
A single-objective predictive control method for a multivariable single-phase three-level
NPC converter-based active power filter. IEEE Trans. Ind. Electron. 62 (7), 4598-4607.
doi:10.1109/tie.2015.2393556

Carl, N. H,, Victor, S. P., and Chung, H. S. (2009). Constant-frequency hysteresis
current control of grid-connected VSI without bandwidth control. IEEE Trans. Power
Electron. 24 (11), 2484-2495. doi:10.1109/tpel.2009.2031804

Frontiers in Energy Research

10.3389/fenrg.2024.1403346

inductance is proposed. Through the sample time prediction and
correction, the dependence on high sampling rate in traditional
hysteresis control is reduced, while the accuracy is improved by
keeping the error within the hysteresis band all the time.
Furthermore, the impact of inductor parameter changing with
different current is eliminated by cancelling the use of inductance
during the control process. The effectiveness and robustness of the
proposed control method are not only carried out by theoretical
analysis and mathematical derivation, but also validated by
simulation and experiment.

Data availability statement

The raw data supporting the conclusion of this article will be
made available by the authors, without undue reservation.

Author contributions

CS: Writing-original draft, Writing-review and editing. LD:
editing. ~ SS:
Writing-review and editing. YX: Writing-review and editing. ZQ:

Writing-review  and Funding  acquisition,

Writing-review and editing. CP: Writing-review and editing.

Funding

The author(s) declare that financial support was received for the
research, authorship, and/or publication of this article. This research
was funded by the Natural Science of Shaanxi Province of China
(N0.2022JQ-344).

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Publisher’'s note

All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated
organizations, or those of the publisher, the editors and the
reviewers. Any product that may be evaluated in this article, or
claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Chavali, R. V., Dey, A, and Das, B. (2022). A hysteresis current controller
PWM scheme applied to three-level NPC inverter for distributed generation
interface. IEEE Trans. Power Electron. 37 (2), 1486-1495. doi:10.1109/TPEL.
2021.3107618

Chen, Y., and Kang, Y. (2011). The variable-bandwidth hysteresis-modulation
sliding-mode control for the PWM-PFM converters. IEEE Trans. Power Electron.
26 (10), 2727-2734. doi:10.1109/tpel.2011.2158852

frontiersin.org


https://doi.org/10.1109/tie.2015.2393556
https://doi.org/10.1109/tpel.2009.2031804
https://doi.org/10.1109/TPEL.2021.3107618
https://doi.org/10.1109/TPEL.2021.3107618
https://doi.org/10.1109/tpel.2011.2158852
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1403346

Shulin et al.

Chen, Z., Luo, Y., and Chen, M. (2012). Control and performance of a cascaded shunt
active power filter for aircraft electric power system. IEEE Trans. Ind. Electron. 59 (9),
3614-3623. doi:10.1109/tie.2011.2166231

Davoodnezhad, R., Holmes, D. G., and McGrath, B. P. (2014a). A novel three-level
hysteresis current regulation strategy for three-phase three-level inverters. IEEE Trans.
Power Electron. 29 (11), 6100-6109. doi:10.1109/tpel.2013.2295597

Davoodnezhad, R., Holmes, D. G., and McGrath, B. P. (2014b). “A fully digital
hysteresis current controller for current regulation of grid connected PV inverters,” in
presented at the IEEE 5th Int. Symp. IEEE Power Electronics for Distributed Generation
Systems (PEDG), 2014 IEEE 5th International Symposium on, Galway, Ireland, Ireland,
Jun. 2014 (IEEE), 1-8.

Gunter, S., and Fuchs, F. W. (2022). “Switching time prediction for digital hysteresis
control for high frequency current in grid impedance measurement application,” in
presented at the 16th Eur. Conf. Power Electronics and Applications (EPE’14-ECCE
Europe), 2014 16th European Conference on, Lappeenranta, Finland, Finland, Aug.
26-28, 2014 (IEEE), 1-8.

He, J., Li, Y. W., Bosnjak, D., and Harris, B. (2013). Investigation and active damping
of multiple resonances in a parallel-inverter-based microgrid. IEEE Trans. Power
Electron. 28 (1), 234-246. doi:10.1109/tpel.2012.2195032

Hu, Y., Deng, Y., Liu, Q., and He, X. (2014). Asymmetry three-level gird-
connected current hysteresis control with varying bus voltage and virtual
oversample method. IEEE Trans. Power Electron. 29 (6), 3214-3222. doi:10.
1109/tpel.2013.2272466

Jiao, Y., Lee, F. C,, and Lu, S. (2014). Space vectormodulation for three-level NPC
converter with neutral point voltage balance and switching loss reduction. IEEE Trans.
Power Electron. 29 (10), 5579-5591. doi:10.1109/tpel.2013.2294274

Liu, F., and Maswood, A. L. (2006). A novel variable hysteresis band current con
trol of three-phase three-level unity PF rectifier with constant switching
frequency. IEEE Trans. Power Electron. 21 (6), 1727-1734. doi:10.1109/tpel.
2006.882926

Malesani, L., Mattavelli, P., and Tomasin, P. (1997). Improved constant-frequency
hysteresis current control of VSI inverters with simple feedforward band width
prediction. IEEE Trans. Ind. Appl. 33 (5), 1194-1202. doi:10.1109/28.633796

Frontiers in Energy Research

110

10.3389/fenrg.2024.1403346

Mohseni, M., and Islam, S. M. (2010). A new vector-based hysteresis current control
scheme for three-phase PWM voltage-source inverters. IEEE Trans. Power Electron. 25
(9), 2299-2309. doi:10.1109/tpel.2010.2047270

Ramchand, R., Gopakumar, K. K., Patel, C., Sivakumar, K. K., Das, A., and Abu-Rub,
H. (2012). Online computation of hysteresis boundary for constant switching frequency
current-error space-vector-based hysteresis controller for VSI-fed IM drives. IEEE
Trans. Power Electron. 27 (3), 1521-1529. doi:10.1109/tpel.2011.2120624

Shen, J., Schroder, S., Rosner, R., and El-Barbari, S. (2011). A comprehensive study of
neutral-point self-balancing effect in neutral-point-clamped three-level inverters. IEEE
Trans. Power Electron. 26 (11), 3084-3095. doi:10.1109/tpel.2011.2138161

Shukla, A., Ghosh, A, and Joshi, A. (2011). Hysteresis modulation of multilevel
inverters. IEEE Trans. Power Electron. 26 (5), 1396-1409. doi:10.1109/tpel.2010.2082001

Song, W., Feng, X., and Smedley, K. M., (2014). “A carrier-based PWM strategy with the
offset voltage injection for single-phase three-level neutral point clamped converters,” IEEE
Trans. Power Electron., vol. 28, no. 3, pp. 1083-1095. doi:10.1109/tpel.2012.2210248

Stefanutti, W., and Mattavelli, P. (2006). Fully digital hysteresis modulation with switching-
time prediction. IEEE Trans. Ind. Appl. 42 (3), 763-769. doi:10.1109/tia.2006.873665

Viswadev, R.,, Mudlapur, A., Ramana, V. V., Venkatesaperumal, B., and Mishra, S.
(2020). A novel AC current sensorless hysteresis control for grid-tie inverters. IEEE
Trans. Circuits Syst. I Express Briefs 67 (11), 2577-2581. doi:10.1109/tcsii.2019.2960289

Wang, X, Blaabjerg, F., and Chen, Z. (2014). Autonomous control of
inverterinterfaced distributed generation units for harmonic current filtering and
resonance damping in an islanded microgrid. IEEE Trans. Ind. Appl. 50 (1),
452-461. doi:10.1109/tia.2013.2268734

Wang, Y., and Li, R. (2013). Novel high-efficiency three-level stacked-neutralpoint-clamped
grid-tied inverter. IEEE Trans. Ind. Electron. 60 (9), 3766-3774. doi:10.1109/tie.2012.2204712

Wang, Y., and Wang, F. (2013). Novel three-phase three-level-stacked neutral point
clamped grid-tied solar inverter with a split phase controller. IEEE Trans. Power
Electron. 28 (6), 2856-2866. doi:10.1109/tpel.2012.2226475

Zeng, J., Yu, C,, Qi, Q, Yan, Z, Ni, Y., Zhang, B,, et al. (2004). A novel hysteresis
current control for active power filter with constant frequency. Elect. Power Syst. Res. 68
(1), 75-82. doi:10.1016/50378-7796(03)00158-5

frontiersin.org


https://doi.org/10.1109/tie.2011.2166231
https://doi.org/10.1109/tpel.2013.2295597
https://doi.org/10.1109/tpel.2012.2195032
https://doi.org/10.1109/tpel.2013.2272466
https://doi.org/10.1109/tpel.2013.2272466
https://doi.org/10.1109/tpel.2013.2294274
https://doi.org/10.1109/tpel.2006.882926
https://doi.org/10.1109/tpel.2006.882926
https://doi.org/10.1109/28.633796
https://doi.org/10.1109/tpel.2010.2047270
https://doi.org/10.1109/tpel.2011.2120624
https://doi.org/10.1109/tpel.2011.2138161
https://doi.org/10.1109/tpel.2010.2082001
https://doi.org/10.1109/tpel.2012.2210248
https://doi.org/10.1109/tia.2006.873665
https://doi.org/10.1109/tcsii.2019.2960289
https://doi.org/10.1109/tia.2013.2268734
https://doi.org/10.1109/tie.2012.2204712
https://doi.org/10.1109/tpel.2012.2226475
https://doi.org/10.1016/s0378-7796(03)00158-5
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1403346

:' frontiers ‘ Frontiers in Energy Research

‘ @ Check for updates

OPEN ACCESS

EDITED BY
Liansong Xiong,
Xi'an Jiaotong University, China

REVIEWED BY

Zhifeng Qiao,

Tianjin University of Technology, China

Fei Jiang,

Changsha University of Science and
Technology, China

Kai Zhang,

Zhongyuan University of Technology, China

*CORRESPONDENCE
Cai Hui,
416846749@qg.com

RECEIVED 04 February 2024
ACCEPTED 28 March 2024
PUBLISHED 23 May 2024

CITATION

Hui C, Yanjie H, Yinbin P and Tao Z (2024), A
method for reducing torque ripple of
switched reluctance motor based on
partitioned TSF.

Front. Energy Res. 12:1381950.

doi: 10.3389/fenrg.2024.1381950

COPYRIGHT

© 2024 Cai, Han, Pan and Tao. This is an
open-access article distributed under the
terms of the Creative Commons Attribution
License (CC BY). The use, distribution or
reproduction in other forums is permitted,
provided the original author(s) and the
copyright owner(s) are credited and that the
original publication in this journal is cited, in
accordance with accepted academic practice.
No use, distribution or reproduction is
permitted which does not comply with
these terms.

Frontiers in Energy Research

Type Original Research
PUBLISHED 23 May 2024
pol 10.3389/fenrg.2024.1381950

A method for reducing torque
ripple of switched reluctance
motor based on partitioned TSF

Cai Hui'*, Han Yanjie?, Pan Yinbin® and Zean Tao*

!School of Electrical and Electronic Engineering, Huazhong University of Science and Technology,
Wuhan, China, 2BYD Company Ltd., Shenzhen, China, *Ruili Group Rui'an Auto Parts Co. Ltd., Rui'an,
China, “College of Automotive Engineering, Hu Nan Mechanical & Electrical Polytechnic, Changsha,
China

In this paper, a new torque sharing function control strategy is proposed
to reduce the torque ripple. The traditional torque ripple methods, such as
exponential and linear torque allocation strategies, the torque generation
capacity of each phase and the power limitation of the power converter is not
taken into account, in this paper, the communication region is divided into
three intervals by establishing a new partitioning standard. According to the
re-established reference function of torque generation, the torque deviation
caused by phase current tracking error is compensated according to the
torque generation capacity. Both optimization of torque ripple suppression and
copper loss minimization are taken into consideration in this paper. To verify
the validity and performances of the proposed TSF methods, simulations and
experiments have been implemented in a 12/8 structure Switched Reluctance
Motor prototype. This method can be applied to other switched reluctance
motors with different topologies. Result shows lower current tracking error
and better performance of torque ripple minimization compared with the
conventional two-interval compensation method.

KEYWORDS

switched reluctance motor, torque sharing function, torque ripple minimization, torque
control, optimization

1 Introduction

A Switched Reluctance Motor (SRM) is widely used in modern industry, electric vehicles
(EV), agricultural machinery equipment (Li et al., 2018; Sun et al., 2018; 2019; Cheng et al.,
20225 Caoetal, 2024), and in other fields, owing to its simple structure, strong fault
tolerance, wide speed range, and not requiring rare earth materials. However, the high
torque ripple and noise caused by the double salient pole structure and nonlinear mapping
characteristics of switched reluctance motors limit their application in high-end fields such
as servo control.

Recently, the torque ripple problem of a switched reluctance motor (Marcsa and
Kuczmann, 2017; Ma et al., 2018; Kuang et al., 2019; Qing et al., 2020) has been investigated
through several strategies, such as Direct Torque Control (DTC) (Kim and Kim, 2018;
Yan et al., 2019), Direct Instantaneous Torque Control (DITC) (Sun et al., 2020), artificial
neural network control (Dang etal.,, 2020), and torque distribution function control
(TSF) (Lietal, 2021). Among them, the torque distribution function poses an effective
solution in reducing the torque ripple of SR motors by reasonably distributing the
reference torque of each phase to preserve the synthetic instantaneous torque constant.
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For instance, (Dowlatshahi et al., 2013), introduces a multiphase-
compensate torque distribution function control strategy to
compensate the phase torque tracking error to the other phase
generated by each phase during commutation. This method
achieves constant synthetic torque, but the comprehensive operating
efficiency and the influence of other performance indicators have
not been considered. In (Xia et al., 2020), the authors optimize the
current reference curve to reduce torque ripple and copper loss and
use a multi-objective genetic algorithm to find the optimal turn-
on and turn-off angles. However, this method requires complex
iterative calculations. Furthermore, (Xi-Lian et al., 2015), develops
a comprehensive torque distribution control method that minimizes
torque ripple and copper loss of SR motors based on an exponential
function. Additionally, this method uses the weighting function
to balance torque ripple suppression and the operating efficiency.
Besides, (Liuetal., 2019), proposes a TSF control strategy based
on pulse width modulation (PWM), which adjusts the excitation
voltage of the phase winding by the duty cycle of PWM and divides
different control intervals through the inductance linear model
to achieve good current tracking performance. In (Chen etal,
2018), the authors suggest a TSF control scheme that does not
require a preset torque distribution function and compensates
for the excitation phase by feedbacking the deviation of the real-
time torque of the off phase. This strategy distributes the torque
of each phase more reasonably and reduces the torque ripple. A
TSF control method with a single weight factor is proposed in
(Lietal, 2018)to reduce the control complexity. The motor flux
characteristics are obtained to find the optimal current curve
from finite element analysis and experiments, which ensures low
copper loss while torque ripple is reduced. The work of (?) studies
and evaluates four conventional TSF methods, including linear,
sinusoidal, exponential, and cubic TSFs, and uses genetic algorithms
to optimize opening and overlapping angles, minimize copper loss
while minimizing torque ripple, and selects the best distribution
curve among the four methods. In (Sunetal, 2016), a control
method based on online correction of the torque distribution
function is developed to compensate its TSF positively during
the outgoing phase and negatively during the incoming phase
according to the torque error generated during commutation. This
method optimizes the TSF function and reduces the torque ripple
effectively. In [21], the authors divide the commutation interval
into two intervals according to the absolute value of the flux rate
of change. Besides, this work uses the proportional integration (PI)
controller to compensate for the torque error to suppress torque
ripple in different intervals.

This paper proposes a new torque distribution function control
strategy based on existing research methods, aiming to reduce the
torque ripple of switched reluctance motors effectively, generate
the best reference torque curve with low torque ripple, and
improve the motor’s performance. Based on the motor structural
parameters, the finite element analysis method is used to obtain
the electromagnetic data of the motor. Furthermore, the main
factors affecting the electromagnetic torque are analyzed, the basis
of partition of the motor’s commutation period is re-established, and
the phase with strong torque generation ability is optimally selected
online as the torque compensation phase in the preset partition
interval. Additionally, the torque distribution function is optimized
according to the real-time torque tracking error to improve the
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current controllability and optimize torque ripple suppression.
The torque ripple can be further reduced compared with the
two-interval compensation method in commutation. Finally, the
effectiveness of the proposed method is verified by simulation and
experiment.

2 SRM mathematical model
2.1 Voltage equation

According to Kirchhoff’s voltage law, the voltage balance
equation of the kth phase winding of a switched reluctance motor
can be expressed as:

ay;
Uy =Ryip + — 1
k= Reiy+ — 1
where U, is the voltage of the kth phase winding, R is the
resistance of the kth phase winding, i, is the current of the
kth phase winding, and y; is the flux linkage of the kth phase
winding.

2.2 Flux linkage equation

Considering that SRM mainly operates in the magnetic
saturation region and the highly nonlinear electromagnetic
characteristics in this region, it is challenging to establish an accurate
nonlinear model of an SR motor based on common electromagnetic
characteristics and mathematical formulas. Based on the nonlinear
model analyzed in (?), the flux linkage profile of SRM can be
expressed:

W (5,0) = [Lyi+ A (1) = L,i] £(6) + Ly )

where L—gq is the inductance of stator and rotor salient pole
misalignment (q axis), and L, is the saturation inductance for
stator and rotor salient pole alignment (d axis). A, B, f(0) are defined
as presented in 3, 4, and 5, respectively.

A= \Pm - Ldsatlm (3)
B-= Ld B Ldsat (4)
\Pm - LdsatIm
f(e)—<2N3>e3 <3N3>93+1 )
7 713

where L, is the unsaturated inductance of the d axis, I,,, is the rated
current corresponding to flux linkage ¥, and N, is the number of
rotor poles.

2.3 Torque equation

The electromagnetic torque of the motor is equal to
the sum of the torque generated in each interval. Due to
the nonlinearity of the magnetization profile, the generated
torque is a nonlinear function of phase current and rotor
position. According to the principle of virtual displacement, the
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TABLE 1 Parameters of motor structure.

10.3389/fenrg.2024.1381950

Parameter Numerical value Parameter Numerical value
rated power (W) 1,500 rotor outer diameter(mm) 69
rated voltage(V) 72 rotor inner diameter(mm) 30
stator pole number 12 stator polar arc coefficient 0.5
rotor pole number 8 rotor polar arc coefficient 0.355
stator outer diameter(mm) 120 overlapping coefficient 0.95
stator inner diameter(mm) 69.8 silicon steel sheet model 50W270_2DSF0.950
core length(mm) 82.8

instantaneous electromagnetic torque at any operating point can be
expressed as:

oW’ (6,i)

T, (i,0) = 30

(6)

i=const

where W' is the magnetic common energy of the winding, its
expression is:

W' (6,1) = J;\y(e, i) di @)

Substituting Equation (1) into Equation (7), the expression of
torque T, is:

Ly —Ly) & A(1-e?
T,(i,0) = f (0) (Lo~ L) +Ai- (=" ®8)
2 B
where f'(0) can be expressed as:
v 6N\, (6N
f(9)—<ﬂ3>9 —<ﬂ2>9 )

2.4 Mechanical equation
According to the laws of mechanics, the rotor mechanical

motion equation of SRM under the action of electromagnetic torque
and load torque is expressed as follows:

+D— +T; (10)

where T, is electromagnetic torque, T; is load torque, J is the rotary
inertia, and D is the friction factor, among e

3 Torque modeling and analysis
The torque share function partition compensation strategy

depends on the torque generation capacity. However, the nonlinear
mapping relationship between torque, current, and inductance

Frontiers in Energy Research

derivatives is acquired. Using the finite element analysis of Maxwell
software, the torque-current characteristic and its derivative profile,
inductance characteristic profile, and torque-inductance derivative
characteristic profile can be obtained, and the factors affecting the
torque generation capacity are analyzed.

This paper uses a 12/8 three-phase switched reluctance motor
as the prototype, with the specific structural parameters reported in
Tablel.

3.1 Static finite element analysis

The prototype model’s static finite element analysis uses ANSYS
software. Considering the A-phase winding as an example, to
analyze the torque generation capacity, the step is set as 0.5, the
angle value is set from 0 to 45, and the Maxwell software calculates
the torque and inductance values under the fixed phase current.
The characteristic profiles of the inductor-rotor position and torque-
inductor derivative are plotted using Matlab, as illustrated in
Figures 1A,B.

Under the linear model, the magnetic saturation characteristic
is ignored, and the phase current is fixed. Thus, the inductance
derivative is linearly related to the torque. In order to analyze the
influence of the inductance value on torque in practical applications,
the step of the phase current is set to 1A. Figures 1A,B highlight
that the coincidence degree of the inductance curves is high when
the phase current is 1 6A. When the current exceeds 6 A, the
motor is operated at the magnetic circuit saturation state, and the
inductance value in the central area gradually decreases, showing
a concave state. When the center lines of the stator’s and rotor’s
salient poles are completely aligned, the motor enters a saturation
state of the magnetic circuit. Then, the saturation effect increases
as the phase current increases, the inductance value decreases,
and the torque generation ability becomes weaker. When the
front edge of the salient poles of the stator and rotor approach,
the sensitivity of inductance increases, and the torque generation
strengthens. Therefore, when the phase current is constant, the
torque gradually increases as the inductance derivative increases and
the relation between the inductance derivative and torque tends to
be linear.

frontiersin.org
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FIGURE 1

SRM static characteristic 2-D profiles. (A): Characteristic profiles of inductance versus rotor position. (B): Characteristic profiles of inductance derivative
versus torque. (C): Characteristic profiles of current versus torque. (D): Characteristic profiles of current versus torque derivative.

In order to analyze the influence of phase current on the torque
generation capacity, the phase A winding is given a phase current
12A with a step of 1A, and the torque value varying with the phase
current at a fixed angle is acquired. The torque-current and torque
derivative-current characteristics profiles are plotted in Matlab, as
depicted in Figures 1C,D.

In order to analyze the influence of phase current on torque
in practical application, the step is set to 2.5, and the angle value
of 0 22.5 is selected. When the angle is 0-7.5, the trailing edge
of the stator pole is gradually approaching the leading edge of
the rotor pole. When the angle is 7.5-22.5, the salient poles of
the stator and rotor gradually coincide. Figures 1C,D highlight that
the A-phase winding of the motor is conducting when the rotor
position is 0-15, and the torque gradually increases as the current
increases. At this time, the torque generation ability is strong. When
the rotor position is 15-22.5, the A-phase winding of the motor is
operated at the turn-oft freewheeling state, the torque derivative-
current value decreases obviously as the phase current exceeds 6A,
and the torque generation ability weakens. Therefore, when the angle
is fixed, the torque value gradually increases with the increase of
phase current, and the relationship between current and torque
tends to be square.

The torque profile is obtained by a two-dimensional static field
analysis, as illustrated in Figure 2. By analyzing the influence of
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FIGURE 2
Value of torque with the change of parameters 6 and current.

the current and inductance on the torque generation capacity, it
is demonstrated that the torque generation capacity is stronger at
points A and B.
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FIGURE 3

SRM control block diagram of DITC method.

4 Torque share function control
strategy

The SRM control block diagram of direct instantaneous torque
control based on a torque closed loop is shown in Figure 3,
which mainly includes the torque calculation unit, hysteresis
control unit, power converter, SRM, position detector, and current
sensor. As shown in Figure 3, the total reference torque T, is
divided into reference torques Ty s of each phase at different
positions according to the torque share function. The look-up
table module calculates the instantaneous output torque. The error
between the reference torque and the instantaneous output torque is
converted into the driving signal of the power converter by torque
hysteresis control, and the control scheme is based on the torque
share function.

4.1 Torque share module

To realize the control goal of the TSF method based on constant
synthetic instantaneous torque, the following equation must be
satisfied:

Tk (6) = Treffk (6) >

u (1
Y f@=1,
k=1

0<f(0)<1

where T;(0) is the instantaneous torque of the kth phase winding,
T,y is the synthesized instantaneous reference torque, f(6) is the
torque share function of the kth phase winding, and m is the number
of phases of SRM.

The torque share function directly affects the torque ripple
and the reference peak current of each phase. Hence, the TSF
function can effectively improve the steady-state performance
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of SRM. The common TSF functions include linear, cosine,
cubic, and exponential. This paper analyzes the linear and cosine
types, with their profiles and current diagrams depicted in
Figure 4.

In a single rotor angular period, the reference torque of the kth
phase can be expressed as:

0, 0<0<0,,
Troffrisr Oon <0<0,,+0,,
Ti_ref(0) =4 T,p Oon + Oy <0< 05 (12)
Tmfffal, Hgﬂ <6< 90ﬁ+ 0,,
0, O+ 0,y <0<,

where T, is the total reference torque, f,;, is the slope of the rising
phase of the input phase, and f is the slope of the falling phase
of the output phase. 0,,,, 0,5, and 6, represent the turn-on, turn-off,
and overlapping angles, respectively, and 7, is the rotor angle period.
The relationship between f;,, and fi,;, is defined as:

ffall(e) = 1_frise(6_£) (13)
0,, should satisfy the following relational equation:
0, <=0
ov < E ~ Yoff (14)

4.2 Partition torque correction control
strategy

Generally, the tracking ability of the current is constrained

by the power converter, and the traditional torque share function
ignores the influence of current tracking characteristics. Therefore,
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the output torque of each phase cannot track the reference
torque, resulting in a large torque ripple. This paper considers
this limitation in the proposed torque distribution curve design.
Figure 5A illustrates the schematic diagram of the TSF control
strategy based on cosine, where the solid line presents the reference
torque distributed by the TSF function, and the dotted line is
the actual torque generated in the motor running process. The
diagram reveals that the torque at the position with a small
inductance cannot track the given torque in time, resulting in a
large torque error. Aiming to solve the torque ripple problem, this
paper proposes a method based on the partition correction of the
torque share function. According to Figure 5B, the commutation
period is divided into three sub-intervals (intervals I, II, and III)
with 6,,and 0, denoting the midpoints. The torque generation
capacity of each phase at a different rotor position is analyzed, and
the phase with a strong torque generation capacity is selected as
the torque compensation phase. The performance of the torque
share function is optimized according to the real-time torque
tracking error, and the control ability of the actual current is
improved. Thus, the optimization goal of torque ripple suppression
is achieved.

1
0.,=0,,+=0 15
cl on+3 ov ( )
6.,=6, +26 (16)

on ov
3

The torque characteristic at different rotor positions is presented
in Figure 6, and the difference in torque generation capacity between
the adjacent phases during commutation is presented in Figure 7. By
analyzing the rate of change for the torque at the commutation, the
torque share function is constructed by partition optimization for
the torque ripple minimization.

(1) Interval I: At the initial stage of commutation, the torque
generation capacity of the K phase is lower than the K-1 phase.
The torque of the K-1 phase is used as compensation instead of
the K phase. For correcting TSE, the control block diagram of
interval I is presented in Figure 8A, suggesting that the torque
generation capacity of the k-1 phase is greater than that of
the K phase in interval I. At this time, the K phase is at the
stage of establishing an excitation current. Thus, the current
value is small, and the change rate of winding inductance is
low. Therefore, the actual torque generated cannot track the
reference torque. At this time, the torque generation capacity
of the k-1 phase is strong, and the k-1 phase can compensate
for the torque error generated by the k phase.

The torque error of the K phase equation is
ATy =Ty o= Ty 17)

In the overlapping area, the total electromagnetic torque equals
the sum of the electromagnetic torques of the input and output
phases. The updated total reference torque can be expressed
as:

Tref = TZiY + Tk
= Tfef fuzlll” + Treff rise (k)
= T (fran (k= D)+ Afy) + Trogfre (K) (18)
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FIGURE 4

Profiles and current diagrams of linear and cosine TSF functions. (A):
Profiles of linear TSF. (B): Profiles of cosine TSF. (C): Diagram of phase
current and rotor position.

The relationship between f,;,, and fi,;, is defined as

ffall(e) =1 _frise(9+60n_90ﬁ) (19)

(2) Interval II: In the middle of commutation, the torque
generation capacity of the k-1 phase is similar to that of the K
phase. The K phase is in the current conduction interval, with
strong control ability. The K phase compensates for the torque
error caused by commutation.

The control block diagram of interval II correction TSF is
depicted in Figure 8B, highlighting that the torque-generating
capacity of the k-1 phase is similar to that of the K phase. At
this time, the k-1 phase is at the turn-off freewheeling state, the
current gradually decreases, the torque is in a state with a fixed
profile decline, and the current control ability is weak. The k-
phase current in this interval is rising, and the controllability is
strong. Therefore, the k-phase is selected for torque compensation
in interval IL.

The torque error generated in this interval is:

ATy =Ty ror = Ty (20)
The compensation function Afj; can be expressed as:

6-6,,
Afy= “H( 0

bU
) +ay ATy (21)

ov
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FIGURE 5
Schematic diagram of conventional and proposed TSF control strategy. (A): Cosine TSF control strategy. (B): Correction TSF strategy.
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the k-1 phase winding inductance is small. Thus, the phase
FIGURE 6 i i
Simulation profiles of the torque characteristic at different torque 1s large’ which causes the actual torque to exceed the
rotor position. reference torque, resulting in torque ripples. Additionally, the

torque generation capability of the k-phase is relatively strong,
so the k-phase compensates for the torque error generated
by k-1.

(3) Interval III: In the later stage of commutation, the torque

The t f the k-1 ph b d as:
generation capability of the k-1 phase is lower than that of € TOnquie error oL THe -0 PHase cafl be expressec as

he k-phase. The block di f the i 1 111 i

the k-phase : e.b oc dlag.ram 'o the 1r‘1terva ! correction ATy =Tiy = Tit ey (22)
TSF control is illustrated in Figure 8C, revealing that the

torque-generating capability of the k-phase is greater than The modified torque share function expression with adding the

that of the k-1 phase. At this time, the rate of change of  compensation function in sections is presented below:
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FIGURE 8
Control block diagram of correction TSF of three sub-intervals. (A): Control block diagram of correction TSF of interval I. (B): Control block diagram of
correction TSF of interval Il. (C): Control block diagram of correction TSF of interval Ill.
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frise + AfIH eon + %601/ <0< gon + 901/
f(e) = < l, eon + GOV < 9 < Goﬁ (23)
1
1 2
Syar Byt 300, < 0 O+ 0,
S O+ %% <0<0,5+0,,
0, 9017 <0< T,

4.3 Evaluation criteria of torque share
function control strategy

In order to ensure the stable operation of the motor in speed
and torque output, this paper comprehensively considers the torque
share function control strategy indicators.

The torque ripple of the motor T, is defined as:

Tmax

~T..
xR % 100%

av

T =

r

(24)
where T, is the maximum torque, T, is the minimum torque,
and T, is the average torque.

Copper loss is one of the important factors affecting the
operating efficiency of the motor, which can be expressed by the
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Simulation results of cosine TSF control strategy.
RMS value I, during the conduction period:
1 eolf 2 0‘717 2
Ly = \je_ <J o [ i, do 25)
p [ [

The copper loss of SRM is proportional to the square of the phase
current, and the copper loss generated by the motor operation can
be reduced by reducing the motor’s phase current.
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Simulation results of proposed TSF control strategy.
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Experimental results of cosine TSF control strategy. (A): Current
waveform. (B): Torque waveform.
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Experimental results of cosine TSF control strategy. (A): Current
waveform. (B): Torque waveform.

The flux linkage change rate of the motor is expressed as:

. di
dv, U= Ryip - L%
do ®

where the voltage drop R, of the winding resistance is usually

small compared to the dc-link voltage, and thus, the term
R I, can be ignored in qualitative analysis. The above formula

(26)

highlights that the flux linkage change rate is only affected by
the DC-link voltage, the current change rate, and rotational
speed.
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Torque Ripple Comparison of cosine TSF and correction TSF.

5 Simulation analysis

The effectiveness of the proposed control strategy 