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While the risks of maternal alcohol abuse during pregnancy are well-established, several preclinical studies suggest that chronic preconception alcohol consumption by either parent may also have significance consequences for offspring health and development. Notably, since isogenic male mice used in these studies are not involved in gestation or rearing of offspring, the cross-generational effects of paternal alcohol exposure suggest a germline-based epigenetic mechanism. Many recent studies have demonstrated that the effects of paternal environmental exposures such as stress or malnutrition can be transmitted to the next generation via alterations to small noncoding RNAs in sperm. Therefore, we used high throughput sequencing to examine the effect of preconception ethanol on small noncoding RNAs in sperm. We found that chronic intermittent ethanol exposure altered several small noncoding RNAs from three of the major small RNA classes in sperm, tRNA-derived small RNA (tDR), mitochondrial small RNA, and microRNA. Six of the ethanol-responsive small noncoding RNAs were evaluated with RT-qPCR on a separate cohort of mice and five of the six were confirmed to be altered by chronic ethanol exposure, supporting the validity of the sequencing results. In addition to altered sperm RNA abundance, chronic ethanol exposure affected post-transcriptional modifications to sperm small noncoding RNAs, increasing two nucleoside modifications previously identified in mitochondrial tRNA. Furthermore, we found that chronic ethanol reduced epididymal expression of a tRNA methyltransferase, Nsun2, known to directly regulate tDR biogenesis. Finally, ethanol-responsive sperm tDR are similarly altered in extracellular vesicles of the epididymis (i.e., epididymosomes), supporting the hypothesis that alterations to sperm tDR emerge in the epididymis and that epididymosomes are the primary source of small noncoding RNAs in sperm. These results add chronic ethanol to the growing list of paternal exposures that can affect small noncoding RNA abundance and nucleoside modifications in sperm. As small noncoding RNAs in sperm have been shown to causally induce heritable phenotypes in offspring, additional research is warranted to understand the potential effects of ethanol-responsive sperm small noncoding RNAs on offspring health and development.

Keywords: ethanol, noncoding RNA, sperm, epididymosomes, epigenetics


INTRODUCTION

Studies examining the cross generational effects of alcohol have primarily focused on maternal alcohol abuse during pregnancy given the severe risk of inducing developmental deficits that typify fetal alcohol syndrome in offspring. Given the long-held belief that fathers only contribute genomic information through the germline, the preconception health of the father has historically been viewed as inconsequential to offspring development. However, a surge of recent preclinical research has triggered a growing interest in how various paternal factors such as stress, diet, and alcohol prior to conception can also affect the offspring phenotype, presumably via epigenetic mechanisms in sperm (Finegersh et al., 2015b; Stuppia et al., 2015; Schagdarsurengin and Steger, 2016).

Various forms of chronic ethanol treatment in male rodents prior to conception have been found to directly affect diverse phenotypes such as body weight, cortical thickness, and even behavioral sensitivity to drugs like amphetamine in the next generation (reviewed in Finegersh et al., 2015b). Recently, we added to this evidence, showing that males exposed intermittently to vapor ethanol over 5 weeks produce male offspring with reduced ethanol drinking behavior, increased ethanol sensitivity and attenuated stress responsivity (Finegersh and Homanics, 2014; Rompala et al., 2016, 2017). Since these studies were performed using isogenic sires that played no role in offspring rearing and development, paternal preconception ethanol may be driving unique changes in offspring behavior through nongenomic mechanisms in sperm. Therefore, greater emphasis should be put on understanding the consequences of paternal alcohol abuse prior to conception and identifying potential epigenetic mechanisms in the germline.

Although sperm DNA is densely packed in the nucleus, sperm are not solely passive carriers of genetic material, but also feature a complex epigenetic machinery. As most histones in sperm are exchanged for protamines during spermatogenesis, and sperm DNA loses most of its methylation at fertilization, identifying sperm-based mechanisms of epigenetic inheritance has been challenging (Heard and Martienssen, 2014). However, in addition to chromatin, sperm have a unique RNA profile enriched with diverse small noncoding RNA species (Ostermeier et al., 2002; Krawetz et al., 2011). These include well-described small RNA classes like microRNA and piRNA as well as under-studied groups like tRNA- and mitochondria-derived small RNAs that are overrepresented in sperm (Peng et al., 2012; Schuster et al., 2016b). As the sperm genome is thought to be transcriptionally quiescent (Kierszenbaum and Tres, 1975), these small noncoding RNAs may instead function during the earliest stages of embryogenesis. Indeed, sperm RNA is delivered to the oocyte (Ostermeier et al., 2004) and recent studies have found that sperm-derived small noncoding RNAs are required for normal embryonic development (Liu et al., 2012; Yuan et al., 2016; Guo et al., 2017).

The earliest evidence for RNA-mediated inheritance demonstrated that a mutation-induced white tail color phenotype in mice could be transmitted to wild type offspring via altered sperm RNA (Rassoulzadegan et al., 2006). Since then, numerous studies have found that sperm small noncoding RNAs are sensitive to various paternal environmental factors including stress, diet and exercise (Rodgers et al., 2013; Gapp et al., 2014; Chen et al., 2016a; de Castro Barbosa et al., 2016; Sharma et al., 2016; Short et al., 2016, 2017). Moreover, in humans, alterations in sperm small noncoding RNAs have been associated with obesity (Donkin et al., 2016) and smoking history (Marczylo et al., 2012). Finally, recent intergenerational studies have shown that cross generational effects of stress and diet can be recapitulated in offspring derived from embryos injected with stress- or diet- altered sperm RNAs, respectively, suggesting a causal role in paternal epigenetic inheritance (Gapp et al., 2014; Grandjean et al., 2015; Rodgers et al., 2015; Chen et al., 2016a).

Ethanol has deleterious effects on several measures of sperm quality in mice such as sperm count, circulating testosterone levels, and overall fertility, and similar effects have been found in alcoholic men (reviewed in La Vignera et al., 2013). Additionally, ethanol has been shown to impact epigenetic mechanisms in sperm. For instance, DNA methylation at imprinting gene loci is reduced in chronic ethanol-treated mice (Knezovich and Ramsay, 2012; Finegersh and Homanics, 2014; Liang et al., 2014) and men with alcohol use disorder (Ouko et al., 2009). However, whether ethanol directly affects small noncoding RNAs in sperm is entirely unknown. This is an important question given the prevalence of alcohol use disorder and the implication of small noncoding RNAs as a causal factor in paternally-linked epigenetic inheritance of complex behavior. Therefore, given the evidence that paternal preconception ethanol exposure has intergenerational effects, we hypothesized that ethanol causes epigenetic reprogramming of sperm small noncoding RNAs.



RESULTS


Chronic Ethanol Exposure Shifts the Small Noncoding RNA Profile in Sperm

Adult male C57BL/6J mice were exposed to vapor ethanol or room air conditions for 8 h/day, 5 days/week over 5 weeks. This chronic ethanol exposure induced an average blood ethanol concentration of ~160 mg/dl and there was no effect of chronic ethanol on body weight at the end of the 5-week exposure (Figure 1A) as previously reported (Finegersh and Homanics, 2014; Rompala et al., 2016). Twenty-four hours following the final ethanol or control exposure, motile sperm were collected from each cauda epididymis for small RNA sequencing. First, we analyzed the various small RNA classes present in mouse sperm. Consistent with other studies in mice (Peng et al., 2012; Sharma et al., 2016), we found the majority (>60%) of 15–45 nucleotide (nt) sequencing reads were transfer RNA (tRNA)-derived small RNAs (tDR) in sperm from both control and ethanol-treated mice while the remaining reads were classified as mitochondrial small RNA (mitosRNA), piRNA, microRNA (miRNA), ribosomal RNA (rRNA), small nucleolar RNA (snoRNA) and small nuclear RNA (snRNA) (Figure 1B). The vast majority of tDR are ~30–35 nt halves (Figure 1C) cleaved from the 5′ end of whole length tRNA at or near the anticodon loop (Supplementary Figure 1). Interestingly, there was a significant interaction between chronic ethanol exposure and the size distribution of tDR reads [F(20, 336) = 4.2; p < 0.001]. Post-hoc analysis revealed that chronic ethanol exposure reduced 30 (p < 0.001) and 31 nt tDR (p < 0.01) while increasing 35 nt tDR (p < 0.001) (Figure 1C). When we sorted tDR by their parent tRNA amino acid and anticodon sequence, two tDR species, Gly-GCC and Glu-CTC, accounted for >70% of all tDR sequencing reads as previously reported (Peng et al., 2012; Chen et al., 2016a; Cropley et al., 2016; Sharma et al., 2016). Notably, the 30–31 nt tDR were dominated by Gly-GCC while Glu-CTC accounted for the majority of 33–35 nt reads (Figure 1D).
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FIGURE 1. Chronic ethanol shifts the tDR profile of sperm small noncoding RNA. (A) Chronic intermittent ethanol vapor exposure (left panel) induced an average blood ethanol concentration of 159.2 ± 9.2 mg/dl [mean (μ) ± standard error of the mean (SEM)] over its 5 week duration. There was no effect of chronic ethanol on body weight (right panel) compared to the control group (p > 0.05). (B) Pie charts displaying the percentage of each small RNA class represented in sperm from control and ethanol treatment groups. (C) Most tDR are 30–35 nt 5′-derived tRNA halves (5′-tRH) (see insert) and chronic ethanol significantly altered the percentage of 30, 31, and 35 nt tDR reads. (D) Most 30–36 nt tDR reads map to Glu-CTC and Gly-GCC relative to all other tDR species. Data in bar graphs presented as μ ± SEM. N = 9/treatment in all panels. **p < 0.01. ***p < 0.001.





Chronic Ethanol Exposure Alters Expression of Several Small Noncoding RNA Species

When we examined the effect of chronic ethanol exposure on the four major small noncoding RNA types in sperm, small RNA sequencing revealed 15 tDRs (Figure 2A), 8 miRNAs (Figure 2B), 5 mitosRNAs (Figure 2C), and 0 piRNA (Supplementary Figure 2) that were significantly affected by ethanol after false discovery rate adjustment (q < 0.1, Figure 2D, Supplementary Table 1). Subsequently, several altered small noncoding RNAs with high endogenous expression were chosen for RT-qPCR validation in an independent cohort of mice. Here, we found that five of the six analyzed small noncoding RNAs were significantly altered by chronic ethanol exposure [increased: tDR Glu-CTC, t(14) = 2.33, p < 0.05; tDR His-GTG, t(14) = 3.14, p < 0.01; miR-10a, t(18) = 2.41, p < 0.05; miR-99b, t(20) = 2.79, p < 0.05; decreased: tDR Ser-AGA, t(14) = 2.08, p < 0.05; no change: tDR Pro-AGG, p > 0.05] (Figure 2E), supporting the validity of the sequencing results.
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FIGURE 2. Chronic ethanol alters abundance of several tDR, miRNA, and mitosRNA species in sperm. Volcano plots depicting fold change and log-transformed p-value for sperm (A) tDR, (B) miRNA, and (C) mitosRNA. Red dots indicate significance (q ≤ 0.1). (D) Heat map of differentially expressed sperm small noncoding RNAs representing fold change in normalized counts for each small RNA sequencing sample represented by each column. (E) RT-qPCR validation of sequencing results revealed a significant effect of chronic ethanol on sperm tDRs Glu-CTC (p < 0.05), His-GTG (p < 0.01), Ser-AGA (p < 0.05), with no change in Pro-AGG (p > 0.05) and significantly increased miR-10a (p < 0.05) and miR-99b (p < 0.05), N = 7–11/treatment. RT-qPCR data presented as μ ± SEM with black dots representing biological replicates (one mouse/replicate). *p < 0.05, **p < 0.01.





Predicting the Functional Significance of Ethanol-Responsive Sperm Small Noncoding RNAs

Given the evidence that sperm miRNA and tDR have been causally-linked to paternal epigenetic inheritance, we performed target prediction and gene ontology analysis on these ethanol-responsive small noncoding RNAs to infer functional significance at fertilization. The primary function attributed to miRNAs is RNA silencing through post-transcriptional regulation of the 3′-untranslated region (UTR). Thus, we analyzed the predicted 3′-UTR targets of the 7 miRNA that were increased by chronic ethanol exposure for common targets (Supplementary Table 2). This revealed 37 genes targeted by at least 3 ethanol-enriched miRNAs and 3 genes (Lcor, Nr6a, Rora) that were targeted by ≥ 4 (Figure 3A). Gene ontology analysis of the predicted 3′-UTR targets of ≥ 3 sperm miRNA revealed enrichment for activators (i.e., transcription factors), transcription-regulators, and Ubl conjugation genes (q < 0.01, Figure 3B, Supplementary Table 3).
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FIGURE 3. Analyzing predicted gene targets of ethanol-responsive sperm miRNA and tDR Glu-CTC. (A) Genes with 3′-UTRs targeted by three or more miRNAs. (B) Gene ontology analysis of predicted target genes of ≥ 3 miRNA. (C) Number of genes with predicted 5′-UTR, coding, or 3′-UTR targets of ethanol-responsive sperm tDR. (D) Gene ontology analysis for genes with predicted 5′-UTR targets of tDR Glu-CTC.



Although many studies have found that some tDR species can play a similar role to miRNA in post-transcriptional regulation of gene expression (Keam and Hutvagner, 2015), the specific mechanisms involved are unknown. Recent studies that employed rigorous target prediction analysis for all tDR species suggest that most tDR are more likely to act on the 5′-UTR of transcripts through complementary sequence-based gene regulation (Schuster et al., 2016a,b). Consistently, when we examined the predicted targets of all ethanol-responsive tDR, we found that each tDR examined had a greater number of genes with predicted 5′-UTR targets relative to the coding and 3′-UTR regions (Figure 3C, Supplementary Table 4). Strikingly, the number of genes with predicted 5′-UTR targets was more than 14 times greater for one tDR, Glu-CTC, relative to all other ethanol-responsive tDR examined (Figure 3C, Supplementary Table 4). Given the extreme enrichment of tDR Glu-CTC reads (Figure 1D), in addition to the surfeit of predicted targets, we performed gene ontology on genes with predicted 5′-UTR targets of tDR Glu-CTC, focusing on high confidence results. This revealed enrichment for gene targets associated with signal transduction (i.e., phosphoproteins, acetylation), alternative splicing, and the cytoplasm (q < 0.01, Figure 3D, Supplementary Table 5).



Chronic Ethanol Exposure Alters Select Sperm Small Noncoding RNA Modifications

Recent evidence suggests a functional role for post-transcriptional nucleoside modifications on small noncoding RNAs in sperm, particularly on tDR, as tRNA is the most heavily modified RNA class (Kirchner and Ignatova, 2015). For instance, whereas native sperm tDR is stable in the fertilized oocyte for several hours, synthetic tDR lacking endogenous nucleoside modifications are rapidly degraded (Chen et al., 2016a). Thus, we directly examined if chronic ethanol exposure (see Supplementary Figure 3 for average blood ethanol concentrations and body weights) affects nucleoside modifications in the tDR-enriched ~30–40 nt fraction of sperm RNA using ultra performance liquid chromatography tandem mass spectrometry (UHPLC-MS/MS) (Basanta-Sanchez et al., 2016). We focused our analysis on 22 post-transcriptional modifications previously identified in eukaryotic species (Supplementary Table 6) (Machnicka et al., 2013). This revealed two significantly increased nucleoside modifications: the uridine modification, 5′-methylaminomethyl-2-thiouridine (mnm5s2U) (q < 0.1; Figure 4A) and the cytidine modification, formylcytidine (f5C) (q < 0.01; Figure 4B). There were no alterations to adenosine (Figure 4C) or guanosine (Figure 4D) base modifications.
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FIGURE 4. Chronic ethanol alters select RNA modifications in sperm small noncoding RNA. UHPLC-MS/MS was performed on the ~30–40 nt fraction of sperm RNA from chronic ethanol and control exposed groups. Post-transcriptional modifications were examined for each of the parent nucleosides, (A) uridine, (B) cytidine, (C) adenosine, and (D) guanosine. Chronic ethanol increased the uridine modification, 5-methylaminomethyl-2-thiouridine (mnm5s2U) (q < 0.1) and the cytidine modification formylcytidine (f5C) (q < 0.01). Data presented as μ ± SEM bars. N = 3 pooled samples/group. *q < 0.1, **q < 0.01.





Effects of Chronic Ethanol on Sperm tDR Are Reflected in Epididymosomes

Following spermatogenesis in the testis, newly developed spermatozoa enter the epididymis, gaining motility while migrating from the caput to cauda segment where mature sperm are stored prior to ejaculation. Interestingly, when we observed sperm isolated from the caput segment, there was no effect of chronic ethanol exposure on the tDR species altered by ethanol in cauda sperm (Figure 5A), suggesting the tDR alterations in mature sperm emerge during epidydimal transit or storage. This is consistent with recent evidence suggesting that sperm tDR are nearly absent in testis and become the dominant small RNA type through interactions with tDR-enriched extracellular vesicles or “epididymosomes” in the epididymal lumen (Reilly et al., 2016; Sharma et al., 2016). Supporting those findings, we found that immature sperm from testis were enriched for tDR species following coincubation with epididymosomes in vitro (Supplementary Figures 4A,B). Remarkably, when we isolated cauda epididymosomes from control and ethanol-treated mice (Figure 5B) after 2- and 5-week exposure times and used RT-qPCR to examine the same tDR species that were altered in cauda sperm, tDR Glu-CTC was increased at 2 weeks ethanol treatment [t(18) = 2.41, p < 0.05; Figure 5C] and tDR His-GTG was increased at 5 weeks [t(13) = 2.20, p < 0.05; Figure 5D] with no change in tDR Ser-AGA (p > 0.05) at either time point. Expression of each tDR was not correlated between cauda sperm and cauda epididymosomes at 5 weeks (Supplementary Figures 5A–C, p > 0.05), although there was a significant positive correlation at 2 weeks for tDR Glu-CTC in the ethanol group (Supplementary Figure 5D, p < 0.05).
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FIGURE 5. Effects of chronic ethanol on sperm tDR are reflected in epididymosomes. (A) RT-qPCR showing no effect of chronic ethanol on tDR Glu-CTC, His-GTG, and Ser-AGA in caput epididymal sperm (p > 0.05). (B) Transmission electron microscopy image of epididymosomes (arrows) isolated from adult mouse cauda epididymis. (C) RT-qPCR reveled a significant effect of chronic ethanol on tDR Glu-CTC with no change in His-GTG or Ser-AGA with 2 weeks of ethanol exposure. (D) RT-qPCR showing increased tDR His-GTG with no change in Glu-CTC or Ser-AGA with 5 weeks ethanol exposure. N = 4–11/treatment. Data presented as μ ± SEM with black dots representing biological replicates (one mouse/replicate). *p < 0.05.





Chronic Ethanol Reduces Epididymal Expression of Nsun2 Gene Involved in tDR Biogenesis

Although the specific mechanisms in sperm and epididymis are unknown, loss of the tRNA cytosine-5 methyltransferases Nsun2 or Dnmt2 increases angiogenin-dependent cleavage of tRNA into 5′-derived tRNA halves (Schaefer et al., 2010; Blanco et al., 2014), the primary tDR subtype in sperm. Interestingly, we found that chronic ethanol exposure reduced expression of Nsun2 [t(13) = 2.2, p < 0.05] with no effect on Dnmt2 (p > 0.05) in cauda epididymis (Figure 6).
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FIGURE 6. Effect of chronic ethanol on epididymal expression of genes regulating tDR biogenesis. RT-qPCR in cauda epididymal tissue revealed a significant effect of chronic ethanol on the tRNA methyltransferase Nsun2 (p < 0.05) with no change in Dnmt2 (p > 0.5). N = 7–8/treatment. Data presented as μ ± SEM with black dots representing biological replicates (one mouse/replicate). *p < 0.05.






DISCUSSION

Several studies suggest that small noncoding RNAs are functional epigenetic regulators in sperm, capable of directing gene expression in the early embryo and ultimately impacting offspring behavior into adulthood. The current study is the first to our knowledge to examine the effects of ethanol on small noncoding RNAs in sperm. We found that chronic intermittent ethanol exposure altered the expression of several sperm tDR, mitosRNAs, and miRNAs. In addition, chronic ethanol increased specific posttranscriptional nucleoside modifications on sperm small noncoding RNAs. Gene ontology analysis of predicted ethanol-responsive miRNA and tDR targets revealed enrichment for gene sets involved in diverse biological functions, most robustly transcriptional factors and phosphoproteins. Finally, in the epididymis, we found that ethanol-responsive sperm tDR were similarly affected in extracellular vesicles (i.e., epididymosomes) and chronic ethanol exposure reduced expression of a tRNA methyltransferase, Nsun2, directly involved in tDR biogenesis (Blanco et al., 2014), suggesting a somatic origin to altered small noncoding RNAs in the male germline.

Many psychiatric and addiction disorders including alcohol use disorder have long been faced with what's been termed the “missing heritability” problem. That is, while alcohol use disorder has ~50% heritability (Prescott and Kendler, 1999; Young-Wolff et al., 2011; Ystrom et al., 2011), putative genetic variants associated with alcoholism account for only a minor fraction of that heritability (Treutlein and Rietschel, 2011). This suggests a significant role for non-genomic germline mechanisms of inheritance. The finding that chronic ethanol exposure alters sperm small noncoding RNAs adds to a growing literature demonstrating that a diverse range of paternal preconception exposures with cross-generational effects are associated with altered small noncoding RNAs in sperm (Rodgers et al., 2013; Gapp et al., 2014; Chen et al., 2016a; de Castro Barbosa et al., 2016; Sharma et al., 2016; Short et al., 2016, 2017). Remarkably, recent studies identified a causal relationship between altered small noncoding RNA and intergenerational phenotypes (Gapp et al., 2014; Grandjean et al., 2015; Rodgers et al., 2015; Chen et al., 2016a). We have shown previously that chronic preconception ethanol exposure alters complex behaviors in male offspring including ethanol drinking preference and stress responsivity (Finegersh and Homanics, 2014; Rompala et al., 2016, 2017). Here we found the same chronic ethanol exposure induces differential expression of several small noncoding RNA species in sperm. Thus, additional studies are needed to directly test the role of ethanol-responsive sperm small noncoding RNAs in the heritable effects of paternal preconception chronic ethanol exposure.

Among the different small noncoding RNA types, we found that tDR were most affected by chronic ethanol treatment. Given the abundance of tDR in sperm and emerging evidence of their role in gene expression regulation, tDR have become a major focus as a potential causal mechanism for paternally-linked epigenetic inheritance. Low protein diet, high fat diet, and increased exercise have all been shown to directly confer changes in sperm tDR (Chen et al., 2016a; Sharma et al., 2016; Short et al., 2017) while obesity and vinclozolin exposure affect sperm tDRs transgenerationally (Cropley et al., 2016; Schuster et al., 2016a). Remarkably, one recent study found that the effects of paternal high fat diet on glucose tolerance in offspring were recapitulated in mice derived from fertilized embryos injected with sperm tDR, but not when the embryos were injected with all other sperm RNA classes except tDR (Chen et al., 2016a). This illustrates a specific causal role for tDR in RNA-mediated epigenetic inheritance.

In addition to affecting tDR, chronic ethanol exposure increased several of the second most abundant small noncoding RNA type, mitosRNA. While little is known about these small noncoding RNAs, they are derived from mitochondrial genes for rRNA and tRNA and have been shown to increase the expression of their parent genes in vitro (Ro et al., 2013). Given that mitosRNA are enriched in total sperm and yet barely detected in the sperm head (Schuster et al., 2016b), they are likely confined to the sperm mitochondrial sheath. Several parameters of mitochondrial function appear critical for sperm motility and fertilization capacity, including control of reactive oxygen species production, apoptotic pathways, and calcium homeostasis (Amaral et al., 2013). As chronic ethanol has been shown to affect several measures of sperm quality including reduced motility and increased apoptosis (Rahimipour et al., 2013), it is possible that ethanol directly affects sperm mitochondrial function. While paternal mitochondria do enter the oocyte at fertilization, the mitochondria and its DNA are rapidly degraded (Politi et al., 2014). It is unknown whether the mitochondrial RNA and mitosRNAs are similarly degraded or if they may serve some function in the early embryo.

While less expressed in sperm relative to other small noncoding RNA species, miRNA have been found to play a critical role in fertilization and preimplantation development (Liu et al., 2012; Yuan et al., 2016). Furthermore, altered sperm miRNA have been associated with the greatest range of environmental factors (although this may be due to the greater use of miRNA-specific analysis strategies such as microarray). Most notable among these studies, chronic variable stress was shown to increase nine sperm miRNAs and offspring of stressed sires have a blunted stress responsivity phenotype (Rodgers et al., 2013). That same phenotype could be elicited in mice derived from control fertilized embryos injected with the nine stress-enriched miRNAs, suggesting a causal role for environmentally-responsive sperm miRNA (Rodgers et al., 2015). Interestingly, although we previously found that our chronic ethanol exposure similarly blunted stress responsivity in male offspring (Rompala et al., 2016), none of the stress-enriched miRNAs were affected in the current study, suggesting the intergenerational effects of the current chronic ethanol exposure are likely conferred through a different constellation of small noncoding RNAs or an alternative epigenetic pathway.

Although the specific function of sperm small noncoding RNAs is unknown, the two species directly implicated in intergenerational inheritance, miRNA and tDR, are both associated with post-transcriptional regulation of gene expression and are hypothesized to exert their epigenetic effects by regulating transcriptional cascades in the fertilized oocyte (Chen et al., 2016b). As miRNA have been found to predominantly target the 3′-UTR of mRNAs, we used sequence homology target prediction to identify common 3′-UTRs targeted by ethanol-responsive sperm miRNAs. Gene ontology analysis of common targets revealed enrichment for transcription factors and transcriptional regulators. Three genes, Lcor, Nr6a1, and Rora, were targeted by four or more of the seven ethanol-enriched miRNAs. Lcor binds with various steroid receptors including estrogen, progesterone, and glucocorticoid receptors (Palijan et al., 2009). It has been found to directly attenuate progesterone regulated gene expression (Fernandes et al., 2003) and is highly expressed in two-cell embryos (Fernandes et al., 2003), suggesting a critical role in steroid-hormone receptor mediated gene expression during embryogenesis. In addition, loss of Nr6a1, also known as germ cell nuclear factor, results in lethality during embryonic development (Wang and Cooney, 2013). Thus, future studies are warranted to investigate the effects of paternal chronic ethanol exposure on predicted targets of ethanol-responsive miRNA during embryogenesis.

While the specific role of sperm tDR is unknown, most evidence suggests tDR act similarly to miRNA via post-transcriptional regulation of mRNA. Notably, while miRNA function is primarily associated with regulation at 3′-UTRs, tDR are more likely to target 5′-UTRs (Schuster et al., 2016a,b). Remarkably, we found that the number of predicted 5′-UTR targets was substantially greater for one tDR, Glu-CTC, relative to all other analyzed species. This was striking considering it is also enriched several hundred-fold relative to nearly all other small noncoding RNAs in sperm. Gene ontology analysis of predicted 5′-UTR targets of tDR Glu-CTC revealed greatest enrichment for genes related to phosphoprotein, alternative splicing, cytoplasm, and acetylation. Therefore, Glu-CTC is well-positioned to be functionally significant in the fertilized oocyte. Supporting this notion, one study found that expression of approximately half of the predicted mRNA targets of tDR Glu-CTC was reduced more than two-fold from the oocyte to four cell-stage of embryonic development (Cropley et al., 2016). Furthermore, injecting the other equally-enriched tDR species in sperm, Gly-GCC, into fertilized oocytes dramatically altered gene expression while an equal amount of endogenously less-expressed sperm tDRs were comparatively ineffective (Sharma et al., 2016), suggesting a potentially greater role for sperm small RNAs with robust endogenous expression such as Glu-CTC. Future studies will need to examine the effect of ethanol-sensitive tDR Glu-CTC on gene expression in the early embryo.

There is growing interest in the role of post-transcriptional nucleoside modifications in RNA function. Small noncoding RNAs also feature these modifications which are important for stability in the oocyte and even the ability of small noncoding RNAs to induce intergenerational phenotypes (Chen et al., 2016a). When we used HPLC-MS/MS to examine the tDR enriched ~30–40 nt sperm RNA fraction directly for nucleoside modifications, we found a significant effect of chronic ethanol exposure on two modifications, f5C and mnm5s2U. Each of these nucleoside modifications have been identified previously on intact mitochondrial-encoded tRNAs at the wobble position of the anticodon loop (Yan and Guan, 2004; Machnicka et al., 2013; Nakano et al., 2016), critical to tRNA structure and codon recognition. Two pathogenic point mutations have been associated with the inability to form f5C modifications (Nakano et al., 2016), suggesting functional significance. Whether these nuceloside modifications reflect alterations to the parent mitochondrial tRNA in sperm or if they also serve a specific function on mitosRNA such as stability or target recognition is unknown. Interestingly, f5C is found on mt-Tm, the mitochondrial tRNA for methionine (Nakano et al., 2016), and mitosRNAs mapping to mt-Tm were increased by chronic ethanol exposure (Figure 2D). Increased f5C may be a consequence of increased mt-Tm small noncoding RNAs or it is also possible that f5C stabilizes mt-Tm-mapping mitosRNAs. Overall, these findings further support the notion that in addition to sperm small RNA abundance, post-transcriptional modifications are sensitive to environmental insults such as chronic ethanol exposure.

Given that DNA in sperm is condensed by highly alkaline protamines, there is minimal transcriptional activity in mature sperm. Thus, environmentally-induced changes to the sperm RNA profile are likely driven by extracellular factors. Supporting this notion, the epididymis is enriched with principal secretory cells that release extracellular vesicles (i.e., epididymosomes) capable of fusing with the sperm membrane. Many studies have characterized epididymosome-mediated protein exchange with sperm (reviewed in Sullivan, 2016). More recently, it was found that epididymosomes carry a tDR-enriched small RNA milieu that is similar to sperm (Sharma et al., 2016) and epididymosomes can directly transfer small noncoding RNAs to immature sperm in vitro (Reilly et al., 2016; Sharma et al., 2016). Here, we found that caput sperm did not have the same ethanol-induced changes to sperm tDR seen in cauda sperm, suggesting ethanol-sensitive sperm tDRs are altered during epididymal transit. Indeed, when we examined RNA from epididymosomes, we found that the effects of chronic ethanol exposure on sperm tDRs Glu-CTC and His-GTG were reflected in epididymosomes. While we only found a correlation between tDR and epididymosomes for tDR Glu-CTC and only following two, but not 5 weeks of ethanol exposure, several factors may contribute to differences between the RNA cargo of epididymosomes vs. sperm stored in the cauda epididymis at a given time point. For instance, after epididymal transit, mature rodent sperm are estimated to remain motile in the cauda epididymis for 1 month (Jones, 1999). Moreover, the majority of epididymosomes have been found to target dead sperm while a subtype of CD9-positive epididymosomes show increased preference for live sperm (Caballero et al., 2013). Thus, a better understanding of the temporal and subtype-specific dynamics of in vivo epididymosome to sperm RNA transfer is needed in future investigations of this novel soma to germline mechanism.

In other tissues, the production of 5′-derived tRNA halves results from cellular stress-induced cleavage at the anticodon loop by the RNase angiogenin (Fu et al., 2009). This tRNA cleavage is increased in the absence of cytosine-5 methylation (Tuorto et al., 2012). The major cytosine-5 tRNA methyltransferase enzymes are Nsun2 and Dnmt2 and chronic ethanol exposure reduced expression of Nsun2 in cauda epididymis. Loss of Nsun2-dependent tRNA methylation results in dramatically increased cleavage of tRNAs into ~30–35 nt halves by angiogenin (Blanco et al., 2014). Although it is unclear whether angiogenin-mediated cleavage and tRNA cytosine-5 methylation similarly regulate tDR production in epididymis and sperm, Nsun2 and Dnmt2 are highly expressed in both testis and epididymis and Nsun2 is critical for proper germ cell differentiation (Hussain et al., 2013). Furthermore, a recent study found that maternal and paternal Dnmt2 expression is essential in two separate animal models of RNA-mediated inheritance (Kiani et al., 2013). Thus, tRNA cytosine-5 methyltransferase activity may be important for sperm tDR biogenesis and RNA-mediated epigenetic inheritance. More studies are needed to investigate the mechanistic role of tRNA cytosine-5 methyltransferase enzymes specifically in sperm tDR production and function.

While the emerging evidence suggesting a causal role for small noncoding RNA in inheritance of paternal preconception environment is intriguing, it is important to acknowledge the limitations and remaining challenges to discerning functional significance. For instance, the sperm RNA payload is minuscule (100 fg in rodents) and even the contribution of sperm-enriched tDR and miRNA is negligible relative to the amount of pre-existing copies in the oocyte (Yang et al., 2016). Therefore, studies to date examining the function of specific RNAs in fertilized embryos may not reflect physiological conditions. It is possible that sperm RNAs acquire unique functionality by forming as-yet unidentified protein-RNA effector complexes or through RNA modifications (Kiani et al., 2013). In addition, if the RNA cargo from epididymosomes adhering to the sperm exterior is also trafficked to the embryo cytoplasm, this would greatly increase the paternal RNA contribution (Sharma and Rando, 2017). Finally, sperm-derived RNAs may be reverse-transcribed and amplified in the early embryo as transcriptionally-competent cDNA (Spadafora, 2017). Undoubtedly, additional studies are needed to uncover potential mechanisms of RNA-mediated inheritance.

In summary, our findings provide the first evidence that chronic ethanol exposure alters small noncoding RNA abundance and nucleoside modifications in sperm. Additionally, we provide evidence that ethanol directly alters the same small noncoding RNAs in epididymosomes, further supporting the hypothesis that alterations to sperm RNA may be downstream of environmentally-induced changes to extracellular vesicles in the epididymal lumen. Given the prevalence of alcohol use disorder in men, these findings have significant public health implications. Future studies are needed to directly interrogate the effects of ethanol-sensitive small noncoding RNAs in sperm on embryo and offspring development.



METHODS

All experiments were approved by the Institutional Animal Care and Use Committee of the University of Pittsburgh and conducted in accordance with the National Institutes of Health Guidelines for the Care and Use of Laboratory Animals. Seven-week-old, ethanol-naïve, specific pathogen free C57BL/6J mice were purchased from the Jackson Laboratory (Bar Harbor, ME). Mice were habituated to the University of Pittsburgh animal facility for at least 1 week prior to initiation of experiments. Mice were housed under 12 h light/dark cycles and had ad libitum access to food (irradiated 5P76 ProLab IsoPro RMH 3000, [LabDiet, St.Louis, MO]) and water.


Chronic Intermittent Ethanol Inhalation

Chronic intermittent ethanol inhalation was performed as previously described (Finegersh and Homanics, 2014; Finegersh et al., 2015a; Rompala et al., 2016, 2017). Briefly, 8-week-old male C57BL/6J mice were randomly assigned to one of two treatments. Half the mice were treated in ethanol inhalation chambers in the home cage with water and food for 5 weeks from 09:00 to 17:00 over five consecutive day blocks with 2 days in between blocks. The other half of mice were assigned controls that were exposed to identical chamber conditions without ethanol vapor. Animals were group-housed throughout the exposure and cages, food, and water were all changed routinely after the final exposure of each week. Blood ethanol concentration was measured after the final exposure of each week by extracting tail vein blood using heparin-coated capillary tubes (Drummond, Broomall, PA) and running plasma samples (extracted from blood by centrifugation at 2,300 × g for 10 min) on an Analox EtOH analyzer (AM1, Analox Instruments, London, UK). Tail blood was drawn from all groups to control for the extraction procedure. Ethanol content in the ethanol inhalation chambers was monitored using a custom sensor generously provided by Brian McCool and flow rates in the chambers were adjusted weekly based on blood ethanol concentration measurements made during the preceding week. Importantly, animals do not lose significant body weight (defined as >10%). In addition, the effects of ethanol vapor on lungs, heart, and liver are comparable to those associated with other chronic ethanol exposure models (Mouton et al., 2016).



Epididymis Collection and Sperm Isolation

Sperm samples were isolated from adult male mice sacrificed ~16–19 h following the final ethanol or room air exposure during the light cycle (08:00–11:00). Briefly, after euthanasia by CO2 asphyxiation, left and right cauda epididymides were dissected into 1.5 ml of EmbryoMax Human Tubal Fluid (HTF) (Sigma-Aldrich, St. Louis, MO) at 37°C. Several small cuts were made in each epididymis to release the sperm into solution. The sperm solution was then transferred to a 1.5 ml Eppendorf tube and motile sperm dispersed in media for 20 min at 37°C. The top 1.2 ml supernatant was carefully collected for further processing while the settled epididymal tissue was stored at −80°C for later RNA extraction. Next, the supernatant was centrifuged at 2,000 × g for 5 min to pellet the sperm. The supernatant from this step was saved for epididymosome isolation and the pelleted sperm was then gently resuspended by pipetting in 1.0 ml of somatic cell lysis buffer (0.1% SDS, 0.5% Triton-X) which was put on ice for 20 min. This step is also critical for lysis and removal of adherent RNA-containing extracellular vesicles (Sharma et al., 2016). Next, the sperm was re-pelleted and washed twice with ice cold 1X PBS. After the final wash, the sperm pellet was lysed in 1.0 ml Trizol (Thermo Fisher, Waltham, MA) supplemented with 200 mM β-mercaptoethanol (Sigma-Aldrich) to facilitate lysis of disulfide-bond enriched sperm cells. Samples were lysed using a 2.0 ml Dounce glass tissue homogenizer to break up the sperm pellet and further homogenized with a mechanical homogenizer on ice followed by brief heating at 65°C for 5 min before being moved back to ice. Complete lysis of the sperm nucleus was confirmed with light microscopy.

Caput sperm were extracted from caput epididymis into 1.5 ml HTF at 37°C. Since caput sperm are not fully motile, sperm were centrifuged at 300 × g for 3 min to discard larger tissue pieces (while the partially motile sperm remained in suspension) and treated with somatic cell lysis buffer for 30 min to enrich for caput sperm and remove adherent epididymosomes. Sperm were then re-centrifuged at 2,000 × g for 5 min and washed twice with 1X PBS. Sample purity was confirmed using light microscopy.



RNA Extraction

All samples were lysed in Trizol (note the additional steps used for sperm described above) using phenol-chloroform separation. The aqueous phase was then processed with Zymo RNA Clean and Concentrator Kit with DNAse1 on-column treatment (Zymo Research, Irving, CA). Final sperm RNA concentrations were determined with Qubit RNA HS assay (Thermo Fisher) and RNA Analysis ScreenTape (Agilent, Santa Clara, CA) was used to confirm absence of 18S and 28S ribosomal peaks that are indicative of somatic cell contamination.



Small RNA Sequencing

Barcoded small RNA libraries were prepared from 100 ng total RNA from individual mice using NEBNext Small RNA for Illumina Kit (New England Biolabs, Ipswich, MA) per manufacturer's instructions. Samples were selected for sequencing (N = 9/treatment) by randomly selecting 3 mice from each of 3 cages of 4 mice per treatment group. To prevent carry over of adapter dimers and nonspecific amplicons into the sequencing run, cDNA libraries were size-selected using 2% agarose gel electrophoresis with a Pippin Prep system (Sage Science, Beverley, MA). cDNA libraries were multiplexed and sequenced to an average depth of 9 million reads/sample on a NextSeq500 (Illumina, San Diego, CA) at the John G. Rangos Sr. Research Center at Children's Hospital of Pittsburgh of UPMC (Pittsburgh, PA). Investigators were blinded to treatment for both library preparation and sequencing.



Sequencing Analysis and Bioinformatics

Small RNA sequencing fastq files were filtered for read quality and trimmed with Cutadapt (Martin, 2011) which removed library preparation adapters and sequences outside the 15–45 nt range. For alignment to the mouse genome (GRCm38/mm10 assembly), Bowtie2 (Langmead and Salzberg, 2012) was used with standard parameters (–n 1, –l 18, –e 70). Mapped reads were annotated to small noncoding RNA features provided at spermbase.org (Schuster et al., 2016b) and summated with FeatureCounts (Liao et al., 2014). Final normalized counts were extracted and analyzed for differential expression analysis using DESeq2 (Love et al., 2014). For tDR analysis, all sized fragments mapping to a single species (e.g., tDR Glu-CTC) were summed to a single data point. The program tDRmapper (Selitsky and Sethupathy, 2015) was used to determine the size distribution of tDR reads and to further classify tDR species by type of fragmentation (e.g., 5′-tRH).

To predict genes with 3′-UTR targeted by miRNAs, we used TargetScan Mouse Custom ver. 5.2 (Lewis et al., 2005). For an unbiased prediction of genes with 5′UTR, coding or 3′UTR regions targeted by tDR, we used RNAhybrid (Kruger and Rehmsmeier, 2006) with established parameters (Schuster et al., 2016a). Gene ontology analysis was performed on all predicted target gene lists using DAVID Bioinformatics Resources ver. 6.8 (Huang da et al., 2009).



Reverse-Transcription Quantitative PCR (RT-qPCR)

For cDNA preparation of tDRs and mRNAs, cDNA was produced using total RNA from individual mice with RevertAid First Strand cDNA Synthesis Kit (Thermo Fisher, Waltham, MA) with gene-specific RT primers (see: Kramer, 2011 for stem-loop primer design methods) for tDR and oligo-dT RT primers for mRNA. For miRNA, cDNA was produced using miScript II RT Kit (Qiagen, Valencia, CA). Diluted cDNA was used for qPCR with iScript SYBR green (BioRad, Hercules, CA) on a BioRad iCycler. Expression was calculated using the 2−ΔΔCt method. Small RNAs and mRNAs were normalized to U6 and β-Actin, respectively. All qPCR amplicons were validated by melt curve analysis, electrophoresis, and, for tDRs, additionally with Sanger sequencing. See Supplementary Materials for a full list of RT-qPCR oligos (Supplementary Table 7).



Ultra-High-Performance Liquid Chromatography Tandem Mass Spectrometry (UHPLC-MS/MS) Analysis of Sperm Small Noncoding RNA Modifications

Sperm total RNA was pooled from 4 to 8 mice (3 pooled samples/group), loaded (~1 μg/lane) on Novex TBE-Urea 15% polyacrylamide gels (Thermo Fisher) and electrophoresed at 180 V for 1 h. Under UV light, the ~30–40 nt band of RNA was recovered using ZR small-RNA PAGE Recovery Kit (Zymo Research). For each sample, 100 ng of the recovered small RNA was digested and prepared for UHPLC-MS/MS at the University at Albany RNA Mass Spectrometry Core (Albany, NY) using established methods (Basanta-Sanchez et al., 2016). Briefly, prior to UHPLC-MS/MS analysis, each sample was diluted to 10 ng/μl in 10 μl volume prior to enzymatic hydrolysis. This process involved the use of two enzymes. Nuclease P1 at 37°C overnight first followed by the addition of bacterial alkaline phosphatase at 37°C for 2-h. Resultant nucleoside mixtures were lyophilized and reconstitute to final concentration of 1 ng/μl in RNase-free water, 0.1% formic acid for subsequent UHPLC-MS/MS analysis. A total of 3 instrument replicates were processed per sample. To quantify RNA modified nucleosides, calibration curves were prepared for 42 modified nucleosides including adenosine, cytidine, guanosine and uridine. [13C15N]-Guanosine was used as an internal standard. Several processing software scaffolds including MassLynx and Targetlynx (Waters, Milford, MA) were used for the post processing of UHPLC-MS/MS data. Python script / Production of calibration curves and the Originlab software suite (Northampton, MA) were used to quantify RNA modified nucleosides. Investigators were blinded to treatment throughout UHPLC-MS/MS procedures and analysis.



Epididymosome Isolation

Following the pelleting of motile cauda sperm (described above), epididymosomes were isolated from the supernatant by filtration and ultracentrifugation. First, the epididymosome-containing media was centrifuged at 10,000 × g for 30 min at 4°C before being passed through a 0.2 μm syringe filter. Finally, epididymosomes were pelleted in a table top ultracentrifuge at 120,000 × g for 2 h at 4°C, washed once with ice cold 1.5 ml PBS to remove excess protein aggregates, centrifuged again at 120,000 × g for 2 h at 4°C and snap frozen with liquid nitrogen.



Epididymosome-Sperm Coincubation

The methods used for the coincubation were adapted from previously established methods (Reilly et al., 2016; Sharma et al., 2016). Briefly, for each paired sample, three 20-month-old adult male mice were sacrificed and each testis was dissected by removing the tunica and placing the seminiferous tubules in 3 ml HTF media at 37°C. The tissue was next finely minced and gently pipetted up and down to release spermatozoa and spermatogenic cells. After incubating further for 15 min at 37°C, sperm cells were run through a 100 μm cell strainer and centrifuged for 3 min at 200 × g to pellet somatic cells while leaving primarily immature sperm cells in suspension. This testicular spermatozoa-enriched preparation was pelleted at 1,000 × g and washed once in PBS. The sperm pellet was resuspended in 600 μl HTF (supplemented with 1 mM ZnCl2 and pH adjusted to 6.5) and half the sample was incubated for 3 h at 37°C with epididymosomes isolated from the whole epididymis of one mouse and the other half with an equal volume (50 μl) of epididymosome-depleted media from ultracentrifugation. Following coincubation, sperm were washed twice at 2,000 × g with PBS and immediately processed for RNA extraction.



Electron Microscopy

Exosome microscopy was performed with a JEOL JEM-1011 transmission electron microscope at Center for Biological Imaging at the University of Pittsburgh (Pittsburgh, PA) using negative staining procedures.



Statistical Analysis

Unpaired two-way student's t-tests were used to compare control and ethanol group means [body weight and all RT-qPCR experiments] and paired two-way t-tests were used for the sperm-epididymosome coincubation experiment. Two-way analysis of variance (ANOVA) was used to analyze distribution of tDR reads between control and ethanol groups for effects of ethanol or ethanol × tDR size. Bonferroni post-hoc tests were used to analyze specific group effects in the event of a significant ethanol × tDR size interaction. Analysis of nucleoside modifications was performed using multiple comparisons analysis (accounting for all 22 assessed nucleoside modifications in a single analysis) with false discovery rate adjustment using the two-stage step up method (q < 0.1) (Benjamini et al., 2006). Sequencing data was corrected for false discovery rate (q ≤ 0.1). Pearson's r was used to analyze all correlations between sperm and epididymosome tDRs for control and ethanol groups.



Archiving Sequencing Data

Sequencing data was deposited to NCBI's Sequencing Read Archive with the accession: PRJNA414349.
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Supplementary Figure 1. Most tDR are 5′-derived tRNA halves. Graph showing the percentage of different tDR subtypes in chronic ethanol and control groups, classified by how each subtype is cleaved from the mature tRNA: 5′-derived tRNA halves (5′tRH), 5′-derived tRNA fragments (5′-tRF), 3′-derived tRNA halves (3′-tRH), 3′-derived tRNA fragments (3′-tRF), or undefined. Data presented as μ ± SEM.

Supplementary Figure 2. Effect of chronic ethanol on sperm piRNA. Volcano plot depicting fold change and log-transformed p-values for all piRNAs detected with small RNA sequencing. No piRNA species were significantly altered by chronic ethanol (q ≤ 0.1).

Supplementary Figure 3. Effect of chronic ethanol on blood ethanol concentration and body weights in sperm RNA modification analysis cohort. The average blood ethanol concentration (left panel) over the 5-week chronic ethanol exposure was 158.2 ± 6.8 mg/dl (μ ± SEM). Body weights (right panel) were not significantly altered by chronic ethanol exposure (p > 0.05). Data presented as μ ± SEM. N = 12/treatment.

Supplementary Figure 4. Epididymosomes transfer tDRs to immature testis sperm in vitro. Each testis sperm suspension was equally divided and half of the sample was incubated for 3 h with epididymosomes while the other half was incubated with epididymosome-depleted media to examine the effect of epididymosome in vitro coincubation on sperm tDRs (A) Gly-GCC and (B) Glu-CTC. Data presented as fold change from control values with lines indicating paired samples. *p < 0.05.

Supplementary Figure 5. Relationship between sperm tDR and epididymosome tDR RT-qPCR expression. Scatterplots showing no correlation for levels of tDRs (A) Glu-CTC, (B) His-GTG, and (C) Ser-AGA expression between cauda sperm and cauda epididymosomes at 5 weeks and (D) a significant correlation at 2 weeks for tDR Glu-CTC in the ethanol group. Plotted lines for control and ethanol groups represent linear regression analysis. *p < 0.05.

Supplementary Table 1. Differential expression analysis of sperm small noncoding RNA sequencing results (n = 9/group).

Supplementary Table 2. Predicted 3′-UTR targets of miRNAs altered in sperm by chronic ethanol exposure.

Supplementary Table 3. Gene ontology analysis of > 3 sperm miRNA that were increased by chronic ethanol exposure.

Supplementary Table 4. Predicted 5′-UTR, coding, and 3′-UTR targets of ethanol-responsive sperm tDR.

Supplementary Table 5. Gene ontology analysis for top predicted 5′-UTR targets of tDR Glu-CTC.

Supplementary Table 6. List of RNA modifications examined with UHPLC-MS/MS.

Supplementary Table 7. List of RT-qPCR oligos.
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We previously identified a region on chromosome 1 that harbor quantitative trait loci (QTLs) with large effects on alcohol withdrawal risk using both chronic and acute models in mice. Here, using newly created and existing QTL interval-specific congenic (ISC) models, we report the first evidence that this region harbors two distinct alcohol withdrawal QTLs (Alcw11and Alcw12), which underlie 13% and 3–6%, respectively, of the genetic variance in alcohol withdrawal severity measured using the handling-induced convulsion. Our results also precisely localize Alcw11 and Alcw12 to discreet chromosome regions (syntenic with human 1q23.1–23.3) that encompass a limited number of genes with validated genotype-dependent transcript expression and/or non-synonymous sequence variation that may underlie QTL phenotypic effects. ISC analyses also implicate Alcw11and Alcw12 in withdrawal-induced anxiety-like behavior, representing the first evidence for their broader roles in alcohol withdrawal beyond convulsions; but detect no evidence for Alcw12 involvement in ethanol conditioned place preference (CPP) or consumption. Our data point to high-quality candidates for Alcw12, including genes involved in mitochondrial respiration, spatial buffering, and neural plasticity, and to Kcnj9 as a high-quality candidate for Alcw11. Our studies are the first to show, using two null mutant models on different genetic backgrounds, that Kcnj9 −/− mice demonstrate significantly less severe alcohol withdrawal than wildtype littermates using acute and repeated exposure paradigms. We also demonstrate that Kcnj9 −/− voluntarily consume significantly more alcohol (20%, two-bottle choice) than wildtype littermates. Taken together with evidence implicating Kcnj9 in ethanol CPP, our results support a broad role for this locus in ethanol reward and withdrawal phenotypes. In summary, our results demonstrate two distinct chromosome 1 QTLs that significantly affect risk for ethanol withdrawal, and point to their distinct unique roles in alcohol reward phenotypes.

Keywords: quantitative trait locus (QTL), anxiety, convulsions, consumption, GIRK


INTRODUCTION

Abuse of alcohol, prescription and other sedative-hypnotic drugs is among the top five health problems identified in the U.S. (Office of National Drug Control Policy, 2004). Alcohol dependence (alcoholism) and abuse affect up to 30% of Americans (Hasin et al., 2007) and complicate most chronic illnesses. Alcohol dependence is also among the most highly heritable addictive disorders (Goldman et al., 2005). However, alcoholism is a heterogeneous disorder with a complex interaction between genetic and environmental factors, making conclusive identification of genetic determinants difficult to elucidate (Ducci and Goldman, 2012). This continues to hamper development of effective therapeutic and prevention strategies.

Although animal models cannot duplicate alcoholism, models for specific factors (e.g., withdrawal and reward phenotypes) have proven useful for identifying potential determinants of liability in humans. Withdrawal is a hallmark of alcohol physiological dependence, and constitutes a motivational force that can maintain the cycle of use and abuse (Little et al., 2005). The handling-induced convulsion (HIC) is a robust measure of CNS hyperexcitability in mice, and a sensitive measure of alcohol withdrawal using acute, repeated, and chronic alcohol exposure models (Goldstein and Pal, 1971; Kosobud and Crabbe, 1986; Crabbe et al., 1991; Metten et al., 2007; Chen et al., 2008). Alcohol withdrawal convulsions occur in all species tested, including humans (Friedman, 1980), and have a clear genetic contribution (Goldstein, 1973; Metten and Crabbe, 1999; Lutz et al., 2006). We previously mapped significant quantitative trait loci (QTLs) with large effects on predisposition to physiological dependence and associated withdrawal convulsions following chronic and acute alcohol exposure in mice (Buck et al., 1997, 2002) to a broad region of chromosome 1.

High resolution QTL mapping is crucial to progress toward identification of the genes that underlie QTL phenotypic effects and, just as importantly, to assess potential pleiotropic effects. One of the most powerful strategies to precisely map a QTL employs interval-specific congenic (ISC) models (Darvasi, 1997; Fehr et al., 2002; Shirley et al., 2004). Because of the near elimination of genetic “noise” from loci elsewhere in the genome, comparisons between congenic and wildtype (WT) animals are invaluable to elucidate QTL actions. Using this strategy, we previously confirmed and mapped a QTL for acute alcohol withdrawal (Alcw1) to a maximal 1.7 Mb interval of chromosome 1, and also localized a QTL affecting chronic alcohol withdrawal (Alcdp1) to the same 1.7 Mb interval (Kozell et al., 2008). We also mapped a QTL (Pbw1) proven to affect both pentobarbital and zolpidem withdrawal to a distinct 0.44 Mb interval of chromosome 1 (Kozell et al., 2009). However, currently, it is unproven whether one, two, or possibly even more distinct QTLs within this QTL rich region in fact affect alcohol withdrawal risk. The present studies report the creation of an ISC model (R3), analyses of which proved invaluable to confirm that at least two distinct alcohol withdrawal QTLs on chromosome 1 (now termed Alcw11 and Alcw12) exist within the original broad Alcw1 region (Buck et al., 1997), and we demonstrate that each significantly affects alcohol withdrawal risk.

While some withdrawal signs are genetically correlated with HIC severity (i.e., Kosobud and Crabbe, 1986; Belknap et al., 1987; Feller et al., 1994; tremors, hypoactivity, emotionality), others are not (i.e., tail stiffness; Kosobud and Crabbe, 1986). Thus, assessment of HICs can inform analyses for signs correlated to alcohol withdrawal, but represent only part of a complex syndrome. Furthermore, we and others have noted that the chromosomal region focused on in the present studies is a hotbed for confirmed and putative QTLs for a variety of phenotypes relevant to alcohol actions and many others (Kerns et al., 2005; Denmark and Buck, 2008), including for phenotypes shown to be significantly genetically correlated with risk for alcohol withdrawal convulsions, e.g., ethanol consumption (Metten et al., 2014). Therefore, the present studies also expand upon previous analyses and include additional measures of withdrawal (i.e., anxiety-like behavior) and reward phenotypes (i.e., alcohol self-administration and ethanol conditioned place preference [CPP]) to begin to assess the potential broader actions of Alcw11 and Alcw12. In summary, our results confirm two alcohol withdrawal QTLs on chromosome 1, and also begin to elucidate their distinct broader roles in alcohol withdrawal and reward behaviors.



MATERIALS AND METHODS


Animals

C57BL/6J (B6) and DBA/2J (D2) inbred strain breeders were purchased from the Jackson Laboratory. The four chromosome 1 congenic models were all created in our colony at the Veterinary Medical Unit of the Portland VA Medical Center, and include: a newly created D2.B6 ISC (R3), a recently created D2.B6 ISC (R2; Walter et al., 2017), D2.B6−D1Mit206 (Kozell et al., 2008), and a reciprocal (B6.D2) ISC (R8; Kozell et al., 2008). To maintain our congenic models on an inbred (D2 or B6) genetic background, congenic heterozygotes were backcrossed to background strain animals from the Jackson Laboratory every third generation. Kcnj9 encodes the G protein-coupled inwardly-rectifying potassium channel subunit 3 (GIRK3). One of the two Kcnj9 null mutant models (inbred B6 genetic background; Torrecilla et al., 2002) was originally generously provided by Dr. Kevin Wickman, and has been used extensively and maintained in our colony for over 20 generations using a heterozygote (B6-Kcnj9+/−) x B6-Kcnj9+/− breeding strategy, and backcrossing to B6 strain mice every third generation as is required to maintain integrity. The other null mutant Kcnj9−/− model [inbred D2 genetic background; Kozell et al., 2009] used in these studies was created and maintained in our colony as above. A total of 1192 mice were behaviorally tested, with males and females used in approximately equal numbers: 670 congenic and appropriate WT animals, and 526 Kcnj9−/−, Kcnj9+/− and WT littermates. Animals were group housed 2–4 per cage by sex. Mouse chow (Purina #5001) and water were available ad libitum, and lights were on from 6:00 to 18:00 with the room temperature maintained at 22.0 ± 1.0°C. All procedures were approved by the VA Medical Center and Oregon Health and Science University Institutional Animal Care and Use Committees in accordance with United States Department of Agriculture and United States Public Health Service guidelines.



Development of D2.B6 ISC Strains

We previously showed that a QTL affecting acute withdrawal severity (Alcw1) was captured within the introgressed interval of a chromosome 1 congenic strain, D2.B6−D1Mit206 (Kozell et al., 2008). Genotypic analyses delimited its maximal introgressed interval to 151.6-177.5 Mb. Here, we used D2.B6−D1Mit206 as our point of departure to create a novel D2.B6 ISC model (R3). D2.B6−D1Mit206 congenics were crossed to D2 inbred strain mice to yield F1 (D2.B6−D1Mit206 X D2) animals, which were then backcrossed to D2 mice. Individual progeny were genotyped using D1Mit and single nucleotide polymorphism (SNP) markers within or flanking the acute and chronic alcohol withdrawal QTLs on chromosome 1 (Buck et al., 1997, 2002; http://www.informatics.jax.org/searches/marker_report.cgi) to identify recombinant mice, thereby defining the boundaries of introgressed intervals. Individual recombinants were again backcrossed to D2 strain mice, resulting in multiple offspring with the same recombination. A final intercross used performed to isolate the donor homozygotes, which constitute a finished ISC strain. Congenic and appropriate WT animals are compared in phenotypic analyses to test for QTL “capture” within the differential introgressed congenic interval, as in our previous work (Kozell et al., 2008).



Alcohol Withdrawal HIC Phenotypic Analyses

Physiological dependence is operationally defined as the manifestation of physical disturbances (withdrawal symptoms) after alcohol administration is suspended. Handling-induced convulsions (HICs), a sensitive index of withdrawal severity (Crabbe et al., 1991; Goldstein and Pal, 1971), were used initially to monitor genetic variation in alcohol withdrawal severity.

Acute Alcohol Model

(McQuarrie and Fingl, 1958) first demonstrated a state of withdrawal CNS hyperexcitability after a single hypnotic dose of ethanol (4 g/kg, p.o.). Details of the acute alcohol withdrawal procedure and HIC scoring system used in our work have been published (Metten et al., 1998; Kozell et al., 2008). Mice were scored twice for baseline (pre-ethanol) HICs 20 min apart, followed by a single hypnotic dose of ethanol (4 g/kg, i.p., in 20% w/v in saline) and then scored hourly between 2 and 12 h post-ethanol administration. To create an index of alcohol withdrawal independent of potential individual and/or genetic model differences in baseline HIC scores, post-ethanol HIC scores were corrected for individual baseline scores as in previous work (Kozell et al., 2008). Acute alcohol withdrawal severity was calculated as the area under the curve (i.e., the sum of the post-ethanol HIC scores) from 2 to 12 h post-ethanol.

Repeated Alcohol Model

Some animals were tested using an established repeated alcohol exposure paradigm (Chen et al., 2008). Animals were moved into a procedure room at least 1 h prior to beginning the experiment. Body weights were recorded before each ethanol injection. Baseline HICs were measured twice (20 min apart), immediately followed by a first dose of ethanol (4 g/kg) at 0 h, with alcohol administration repeated 8 and 20 h later, for a total of three doses. HIC testing began at 22 h and continued hourly through 32 h. Alcohol withdrawal severity was indexed as described above. Acute alcohol withdrawal severity was calculated as the area under the curve (i.e., the sum of the post-ethanol HIC scores) from 2 to 12 h post-ethanol.



Anxiety-Like Behavior in the Elevated Zero Maze (EZM) Using Alcohol Withdrawn and Control Animals

The EZM apparatus and procedure used to assess anxiety-like behavior were based on previous studies (Kliethermes et al., 2004; Milner and Crabbe, 2008; Barkley-Levenson and Crabbe, 2015). The apparatus has an external diameter of 45 cm and consists of four proportional arms, two open and two closed, with a black acrylic floor (5.5 cm across) elevated 46 cm above the floor and placed in a large cob bedding filled tub to prevent potential fall-related injuries. Closed arm walls are 11 cm tall clear acrylic, with a small (3 mm) lip along the inner and outer edges of open arms to prevent falls. All testing occurred under dim lighting (15–20 lux) and was videotaped from above with camcorders. Mice were tested on two sets of two mazes concurrently with an opaque barrier between mazes, and mice were placed onto an open arm facing a closed arm at the start of a test. Before each subject was placed in the apparatus, the floor and walls were sprayed with 10% isopropanol and wiped with clean paper towels to eliminate odors.

Habituation

Mice were habituated to the apparatus for three days (prior to beginning ethanol dependence induction), and moved into the procedure room at least 1 h prior to the first habituation session. On each daily habituation, mice were removed from home cages and placed onto the open arm portion at the beginning of each 10 min session. Arm and placement remained the same throughout, and animals remained in the procedure room until transfer to inhalation chambers.

Alcohol Dependence Induction

Details of the chronic ethanol exposure method used to induce physical dependence have been published, and involve a standard paradigm in which adult mice are continuously exposed to ethanol vapor for 72 h (Terdal and Crabbe, 1994). Mice were weighed and scored twice (20 min apart) for baseline HICs prior to receiving either saline (air-control group) or a loading dose of ethanol (1.5 g/kg ethanol, i.p., 20% in saline). In addition, all mice received daily injections of pyrazole-hydrochloride (68 mg/kg, i.p.; alcohol dehydrogenase inhibitor) to stabilize blood and brain ethanol levels. Levels of ethanol in vapor (typically 6-8 mg ethanol/liter air) were selected to achieve approximately equal blood ethanol concentration (BEC) values across individuals and genetic models. After 24 and 48 h of ethanol vapor exposure, blood samples (20 μl) were drawn from 20 mice by tail nicking with a capillary tube, serving as an additional check on inhalation procedure efficacy in each pass and allowing minor adjustments to ethanol flow rates to maintain BEC values near the desired blood level (~1.5 mg/ml). At 72 h, all mice were removed from inhalation chambers. Blood samples were drawn from the ethanol-exposed mice for BEC analysis, and control animals were tail-nicked, but no blood was collected. Blood samples were analyzed soon after collection using headspace gas chromatography exactly as previously published (Finn et al., 2007).

EZM Testing

Animals were moved into the procedure room at least 1 h prior to the testing session. Ethanol-dependent and control animals were tested in the EZM (10 min sessions) 24 and 48 h after removal from the chambers. Some genotypes (R2) were also tested 7 h after removal from chambers. Locomotor activity (distance traveled), time spent in open arms, and entries into arms were measured using Ethovision 8.5 XT video-tracking software (Noldus Information Technology, Inc.). Head dips in the same video clip were scored by an observer blinded to experimental treatment.



Ethanol CPP

R3 congenic and WT animals (D2 genetic background) were tested using an established apparatus and paradigm (Cunningham, 2014). R8 congenic and WT animals (B6 genetic background) were tested using a slightly modified protocol (Tipps et al., 2015). CPP chambers (San Diego Instruments) are housed in illuminated, ventilated, and sound-attenuating chambers (AccuScan Instruments Inc) and consist of clear plastic walls 30 L × 15 W × 15 H cm equipped with exchangeable floor panels, which are themselves two textured interchangeable halves. The “grid” floor is constructed of 2.3 mm stainless steel rods mounted 6.4 mm apart, and the “hole” floor a stainless steel panel with 6.4 mm round holes aligned with 9.5 mm staggered centers. Horizontal activity and animal location are measured using photocell beam interruptions recorded by a fully automated, computer-connected system. The protocol involves three phases: habituation (1 session), conditioning (8–16 sessions) and testing (1–4 sessions). Animals were randomly assigned to conditioning groups and the groups counter-balanced. Chamber and floors were wiped down with a damp sponge after each animal. Sessions were conducted 5 days a week with a 2 day break between the first four and final four conditioning sessions for R3 congenic and WT littermate testing. Testing for R8 congenic and background strain animals was similar, but without breaks. Each animal was handled, weighed, and injected (i.p.) with saline (20 ml/kg) or ethanol (2 g/kg; 12.5% ethanol in saline) just before placement into the apparatus for each session. During the entire experiment the orientation of the floors remained the same for individual animals (i.e., if the grid floor was on the left side for habituation, it was on the left side for conditioning and test sessions).

On the habituation day, animals were injected with saline and placed immediately in CPP chambers with a hole floor on one side and grid floor on the other, with free access to both sides of the chamber. Habituation sessions lasted for 30 and 5 min, respectively, for R3 and R8 analyses. On four alternating days, animals were then conditioned using ethanol or saline during 5 min sessions with a single floor type (grid or hole), blocked by a clear acrylic divider from the other side of the chamber. R3 animals had 2 days off followed by another 4 conditioning sessions, for a total of 8 conditioning sessions (4 ethanol and 4 saline sessions). For R8 analyses, no breaks occurred between the sessions; instead, testing was performed after every 4 conditioning trials, for a total of 4 tests and 16 conditioning trials. Conditioning sessions were 5 min for R3 and WT littermates, and 15 min for R8 and WT animals. On the final test day, mice were injected with saline (no drug on board) and placed in the CPP apparatus for 30 min (R3 and WT) or 15 min (R8 and WT), with both floor types (grid and hole) available. Amount of time spent on the ethanol-paired floor (hole or grid) was the primary dependent variable measured.



Two-Bottle Choice Drinking

Two-bottle choice drinking was tested using a well-established paradigm (Phillips et al., 1994). All animals tested were acclimated to single housing in standard shoebox housing with paper bedding and a wire-top lid for at least 1 week prior to start of the experiment.

Ethanol Consumption and Preference

R8 congenic and WT animals received 24 h access to two 25 ml bottles containing tap water for 4 days, prior to exposure to 24 h access to ethanol (3, 6, 10, and 20%, 4 days each) or tap water. In a separate study, Kcnj9−/− (B6 background) and WT littermates were assessed for ethanol consumption and preference using the same procedure. Ethanol consumption (expressed in g/kg/day) of each ethanol solution was calculated as the average of the 2nd and 4th day the solution was presented, and was analyzed as previously described (Phillips et al., 1994). Ethanol preference compared to tap water was calculated as volume ethanol/total fluid consumed in g/kg/day, as in our previous work (Milner et al., 2015).

Tastants (Saccharin, Quinine, and KCL)

Following a 4–5 day washout period (water exposure only), mice from the studies above were assessed for tastant consumption and preference. Animals had 24 h access to saccharin (0.033 and 0.066%), quinine (15 and 30 μM) and KCl (100 and 200 mM) for 4 days each. Consumption was calculated as the average of 2nd and 4th days of solution presentation, and expressed as mg/kg/day. Tastant preference compared to tap water was calculated as volume tastant/volume total fluid consumed in g/kg/day.



Genotype Analyses

DNA was extracted from ear punch tissue using the QuickExtract™ DNA Extraction Solution (Lucigen) according to manufacturer instructions. PCR amplification and gel electrophoresis was performed using SNP and simple sequence length polymorphism markers from the D1Mit series for mouse chromosome 1 (www.informatics.jax.org). Kcnj9−/–, Kcnj9−/+, and WT littermates were differentiated using a PCR-based assay with a common forward primer (G3com) and two reverse primers (G3WT and G3KO). Null mutant and wildtype animals produce 500 and 645 bp PCR products, respectively, and a heterozygote produces both. All PCR reactions are performed using Qiagen HotStar under standard conditions with a 55°C annealing temperature. The primer sequences are as follows: G3com (GATACTAGACTAGCGTAACTCTGGAT), G3WT (GATAAAGAGCACAGACTGGGTGTCG), G3KO (CAAAGCTGAGACATCTCTTTGGCTCTG).



Alcw11 and Alcw12 Candidate Genes

Protein coding genes and non-coding RNAs within the maximal QTL interval were identified using Ensembl database for the reference B6 genome. (www.ensembl.org, GRCm38.p5). EMBL-EBI (https://www.ebi.ac.uk/gxa/home) was searched for evidence of brain expression in mouse or other species. Sequence variation was queried for non-synonymous coding region changes in any annotated transcript for each gene using MGI (Jackson Labs) database, specifically for B6 vs. D2 SNPs (single nucleotide polymorphisms). Gene expression analyses in our chromosome 1 congenics vs. background strain animals were from our previous publications of microarray and/or QPCR data (Denmark and Buck, 2008; Kozell et al., 2009; Walter et al., 2017).



Data Analyses

For analyses of normally distributed data (based on a nonsignificant Shapiro-Wilks test), we performed analysis of variance (ANOVA) followed by a post-hoc (Tukey) test. For comparisons in which data were not normally distributed, analyses using a non-parametric Kruskal-Wallis ANOVA on ranks, which generates a U statistic for two groups and an H statistic for more than 2 groups, followed by a post hoc Conover-Inman Test (Systat 13; Systat Systems, Inc.) were performed. Anxiety-like behavior was analyzed using an ANOVA followed by a one-tailed post-hoc Tukey's test, as in previous work showing heightened anxiety in alcohol-withdrawn animals compared to controls (Kliethermes et al., 2004). Ethanol CPP was assessed using a one sample t-test with the mean set to 0.5 (no preference). Data throughout are presented as the mean ± SEM, with significance (p < 0.05) indicated based on two-tailed analyses (unless one-tailed is specified). Percentage of total variance attributable to each R2 and R3 congenic strain for acute alcohol withdrawal was calculated based on R2-values from a one-way ANOVA by strain (SSbetweenstrains/SStotal) (Belknap et al., 1996).




RESULTS


R3 Congenic Interval Captures an Alcohol Withdrawal QTL on Chromosome 1 (Alcw12)

We report the creation of a novel D2.B6 ISC model, R3. Genotypic analyses of R3 determined the minimal introgressed interval to be 7.2 Mb (164.30–171.35 Mb; maximal 164.17–171.36 Mb; build GRCm38). As shown in Figure 1, we tested for QTL capture by phenotypic comparisons of R3 congenic and WT animals using the same robust behavioral phenotype (acute alcohol withdrawal severity measured by the HIC) used to initially detect and confirm an alcohol withdrawal QTL to a large region of chromosome 1 (Buck et al., 1997). A main effect of sex is apparent (p = 1.5 × 10−4), but with no genotype x sex interaction (p > 0.2, NS), HIC data for both sexes were collapsed to increase statistical power of the analyses. A main effect of treatment was evident, with R3 congenics demonstrating significantly less severe withdrawal compared to background strain animals (withdrawal severity scores = 17.2 ± 0.8, and 21.8 ± 1.6, respectively; F(1, 142) = 12.5, p = 0.001, Figure 1B). Our results confirm that a gene(s) affecting alcohol withdrawal is captured within the R3 introgressed interval.


[image: image]

FIGURE 1. R3 congenic animals demonstrate a modest but significant reduction in alcohol withdrawal severity compared to WT animals. (A) HIC time course before and after ethanol administration (4 g/kg, i.p., indicated by the arrow) for R3 congenic and WT animals (n = 110 and 37, respectively). HICs were scored at baseline (“B”, i.e., pre-ethanol) and then hourly from 2 to 12 h post-ethanol and then again at 24 h. Baseline HIC scores did not differ between genotypes [F(1, 143) = 0.1, p = 0.78, NS]. As ethanol is metabolized, HIC scores increase above baseline beginning about 4 h post-ethanol, indicating a state of withdrawal hyperexcitability, which peaks approximately 6–7 h post-ethanol exposure. (B) Alcohol withdrawal severity, calculated as the mean AUC12 ± SEM (from 2 to 12 h, and corrected for baseline scores), was significantly reduced in the R3 congenic compared to WT background strain animals (***p = 0.001).





Comparison of R3 and R2 ISCs Delineates a Second QTL With a Larger Effect Size on Risk for Alcohol Withdrawal (Alcw11)

We recently created a second D2.B6 ISC (R2) with a larger introgressed interval (minimal 10.2 Mb, 164.3–174.5 Mb; maximal 164.1–174.6 Mb; Build GRCm38; Walter et al., 2017), which spans entirely and extends beyond the R3 introgressed interval (Figure 2). Our data clearly show that the effect size accounted for in the R2 congenic is significantly greater than that accounted for by R3, contributing 16 and 3%, respectively, of the genetic variance in acute alcohol withdrawal severity. Taken together, our results confirm the existence of an alcohol withdrawal QTL within the R3 introgressed interval (contributing 3% of the genetic variance), and point to the existence of an additional alcohol withdrawal QTL also within the larger R2 introgressed interval (which, by subtraction, we estimate contributes 13% of the genetic variance). Given the larger effect size of the latter, these two QTLs are termed Alcw12 and Alcw11, respectively. The minimal Alcw11 interval is 3.11 Mb (171.37–174.47 MB), and maximal 3.28 Mb (171.35–174.63 Mb), which includes proximal (0.02 Mb) and distal (0.16 Mb) boundary regions.
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FIGURE 2. Alcw11 and Alcw12 localization using multiple, reciprocal ISC genetic models. Allelic status at genetic markers across the region of chromosome 1 that spans Alcw11 and Alcw12 is illustrated for the two progenitor strains (B6 and D2), two D2.B6 congenic strains (R3; and R2, Walter et al., 2017), and one B6.D2 congenic strain (R8; Kozell et al., 2008). The genetic markers used to establish the introgressed interval boundaries are indicated, with their locations also given. Chromosomal regions homozygous for the B6 strain allele are shown in black. Chromosomal regions homozygous for the D2 strain allele are shown in white. The boundary regions, within which the precise transition exists but is not currently known, are shown in gray. In some cases the boundary region is so small that it is not visible. The Alcw12 interval as shown is defined as donor region that is common to the reciprocal R8 and R3 congenic strains. The Alcw11 interval as shown is defined as that region of the R2 congenic introgressed interval that excludes the Alcw12 interval.





Comparison of R3 and R8 ISC Models Suggest More Precise Localization of Alcw12

Our previous analyses comparing R8 congenic and background strain (B6) animals confirmed capture of a locus/loci affecting alcohol withdrawal severity using both acute and chronic models, and contributes 6% of the genetic variance in acute alcohol withdrawal severity (Kozell et al., 2008). As illustrated in Figure 2, the small R8 introgressed interval (1.2–1.7 Mb; minimal 170.9–172.1 Mb, maximal 170.4–172.1 Mb; Build GRCm38p5; Kozell et al., 2008) largely overlaps that of R3. Furthermore, given the comparable QTL effect size accounted for by these two congenic models (6 and 3%, respectively), Alcw12is likely captured in both R8 and R3. If so, Alcw12 would now be localized to a very narrow 405-923 Kb interval (minimal 170.94–171.35 Mb, maximal 170.44–171.37 Mb). Arguably even more importantly, the creation of R3 and R8 Alcw12 congenic models with different inbred D2 and B6 genetic backgrounds, respectively, are invaluable genetic tools to begin to test potential pleiotropic Alcw12 effects on diverse phenotypes, including behavioral tests limited by genetic background (below).



Alcw11 and Alcw12 Interval Resident Genes With Validated Expression in the Brain

The R2 congenic introgressed interval spans the R3 interval and extends distally another 3.28 Mb, (maximal interval; See Figure 2). Alcw11 is defined as that part of the R2 interval that does not overlap with the R3 interval. The minimal Alcw11 interval contains 77 protein coding genes and an additional 3 coding genes lie within the maximal boundaries. Within the maximal interval, there are also 29 pseudogenes 10 long noncoding RNAs, and 9 short noncoding RNAs annotated. A total of 48 coding genes have confirmed expression in the brain and are presented in Table 1. Twenty-five have at least one B6 vs. D2 nonsynonymous coding SNP, and 20 have evidence of differential mRNA expression between congenic and background strain mice, indicating cis-regulation.



Table 1. Alcw11 interval protein coding genes.
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The Alcw12 interval as shown in Figure 2 is defined as donor region that is common to the reciprocal R8 and R3 congenic strains. The minimal region contains 19 protein coding genes with an additional 9 in the boundary regions. All of these exhibit some evidence of brain expression and are listed in Table 2. Thirteen have at least one B6 vs. D2 nonsynonymous coding SNP, and 15 have evidence of differential mRNA expression between congenic and background strain mice, indicating cis-regulation. Within the maximal interval, there are also 5 pseudogenes, 4 long noncoding RNAs, and 7 short noncoding RNAs annotated. Two coding genes (Pfdn2 and Klhdc9) are within the shared boundary region (i.e., Alcw12 distal boundary and proximal Alcw11 boundary).



Table 2. Alcw12 interval protein coding genes.
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Anxiety-Like Behavior in Alcw11 and Alcw12 Congenic Models in Alcohol Dependent and Control Animals

To begin to assess the potential broader effects of Alcw11 beyond alcohol withdrawal enhanced HICs, we tested ISC (R3 and R2) and appropriate WT background strain animals for withdrawal-induced anxiety-like behavior in the EZM. We initially employed the acute alcohol withdrawal paradigm, but were unable to reliably detect any anxiety-like behavior using the B6.D2 R8 congenic (not shown). Thus, we report here results for the chronic alcohol withdrawal protocol in which animals are rendered alcohol-dependent by continuous (72 h) exposure to ethanol vapor in an inhalation chamber and compared to appropriate controls (adjacent air control chambers). R3 congenic and WT littermates were tested 24 and 48 h after removal from chambers. R2 congenic and WT littermates were tested at 7 (see Supplementary Figure 1), 24 and 48 h after removal from the chambers. Main effects of treatment (ethanol withdrawn vs. air control) and genotype (R2 vs. WT, R3 vs. WT), as well as potential genotype X treatment (GXT) interactions were assessed (below).Genotype-dependent differences in BEC values were not detected after 24, 48, or 72 h continuous ethanol vapor exposure (Supplementary Table 1; all p > ~0.3, NS). We applied an EZM habituation procedure shown to be crucial to detecting alcohol withdrawal associated anxiety-like behavior in dependent mice (Kliethermes et al., 2004): all animals were placed in the EZM apparatus for 10 min on three sequential days of the week prior to vapor chamber testing. Across habituation days, we observed significant decreases in distance traveled, time spent in open arms, open arm entries and head dips within subjects (Supplementary Tables 2, 3; p < 0.05), and a main effect of genotype on distance traveled in R2 vs. WT [F(2, 43) = 10.3, p = 0.003], with R2 traveling less distance than WT littermates. However, no treatment or GXT interactions (all p > 0.7 and p > 0.2, respectively, NS) were detected. Because no differences due to treatment nor GXT interactions were apparent during habituation days, differences in activity and measures of anxiety detected post-ethanol exposure are not likely explained by potential strain-dependent apparatus habituation.

Percent Time in the Open Arms

The percent time spent in the open arms is a well-established measurement of anxiety-like behavior in the EZM (Milner and Crabbe, 2008; Barkley-Levenson and Crabbe, 2015), and for which ethanol withdrawal-induced anxiety-like behavior has been observed (Kliethermes et al., 2004). As shown in Figure 3, no main effect of treatment (all p > 0.18; Figures 3A,C) genotype were detected (all p > 0.37, NS). A significant GXT interaction was evident at 24 h [F(1, 42) = 5.2, p = 0.028], but not 48 h [F(1, 42) = 1.9, p = 0.17] post-ethanol. Ethanol withdrawn WT animals spent less time in the open arms compared to air-control WT at 24 h post-ethanol (p = 0.028, 1-tailed). Ethanol withdrawn R2 animals did not differ from air-control animals in time spent in the open arms at 24 or 48 h (both p > 0.8, NS). Although R2 and WT air control animals did not differ in percent time spent in the open arm at 24 h (p = 0.23) or 48 h (p = 1.0), it is possible that these non-significant differences may also contribute to the significant GXT interactions identified. Overall, these results are consistent with the conclusion that WT animals show more robust and longer lasting withdrawal-induced anxiety like behavior than R2 congenic animals.
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FIGURE 3. Percent time in the open arms of the EZM in withdrawn (24 and 48 h after cessation of chronic ethanol exposure) and control (air-pyrazole) animals: R2 congenic vs. WT and R3 congenic vs. WT comparisons. Panels show the percentage of time (mean ± SEM) animals spent in the open arm of the EZM during a 10 min test. (A) R2 vs. WT (24 h): No main effects of genotype (p = 0.37) or treatment (p = 0.18) are detected. Nonetheless, there was a significant GXT interaction (p < 0.03), with withdrawn WT (but not R2 congenic) animals spending less time in the open arms compared to air-control animals (*p = 0.028, one-tailed). (B) R3 vs. WT (24 h): No main effects of treatment, genotype, or GXT interaction were detected (all p > 0.5). (C) R2 vs. WT (48 h): No main effects of treatment (p = 0.4), genotype (p = 0.2, NS) or GXT interaction is apparent (p = 0.17). (D) R3 vs. WT (48 h): there were no effects of ethanol withdrawal on percent open arm time in the R3 mice compared to WT littermate for treatment, genotype, or GXT interaction (all p > 0.5). *p < 0.05, GXT post hoc analysis, withdrawn significantly different from air-controls.



In contrast, in the R3 congenic and WT analyses, no main effect of treatment was detected at either time point assessed (24 and 48 h post-ethanol, both p > 0.5, Figures 3B,D). No main effect of genotype detected at either time point tested (both p > 0.6, NS), and no GXT interactions detected (both p > 0.5, NS). Taken together, these results suggest that a gene(s) within the R2 interval significantly affects alcohol withdrawal-induced anxiety-like behavior (and with the same direction of effect as for alcohol withdrawal enhanced HIC severity).

Number of Open Arm Entries

The number of open arm entries is another well-established measurement of anxiety-like behavior in the EZM (Milner and Crabbe, 2008; Barkley-Levenson and Crabbe, 2015), and for which ethanol withdrawal-induced anxiety-like behavior has been observed (Kliethermes et al., 2004). As shown in Figure 5, a main effect of treatment was evident at the 24 h withdrawal time point, with ethanol withdrawn R2 congenic and WT animals exhibiting a robust reduction in open arm entries [F(1, 41) = 10.6, p = 0.002, Figure 4A], but not maintained 48 h post-ethanol [F(1, 42) = 0.25, p > 0.6, Figure 4C]. No main effect of genotype was detected (p > 0.3). A trend for a GXT interaction was detected at 24 h [F(1, 41) = 2.7, p = 0.055, one-tailed], with ethanol withdrawn R2 animals not differing from air-control R2 animals (p > 0.6, NS), while ethanol withdrawn WT animals made fewer entrances into the open arms compared to air-control WT animals (p = 0.007). There were no GXT interactions at 48 h [F(1, 42) = 1.1, p = 0.29; Figure 4C] post-ethanol.
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FIGURE 4. Number of open arm entries in the EZM using withdrawn (24 and 48 h after cessation of chronic ethanol exposure) and air-control animals: comparison of R2 congenic and WT analyses and R3 congenic and WT analyses. These data represent the number of entrances into the open arms (mean ± SEM) during the 10 min test. (A) R2 vs. WT (24 h): a main effect of treatment is evident (p = 0.002) but no main effect of genotype (p = 0.77). A trend for a GXT interaction is detected (p = 0.055, one-tailed). (B) R3 vs. WT (24 h): a significant main effect of treatment is apparent (p = 0.002) but no main effect of genotype (p = 0.41). However, a trend for a GXT interaction is detected (p = 0.035, one-tailed), with WT withdrawn mice making fewer entries into open arms than air-exposed mice (**p = 0.007). (C) R2 vs. WT (48 h): no main effects of treatment (p = 0.62) or genotype (p = 0.31), or GXT interaction (p = 0.29) were detected. (D) R3 vs. WT (48 h): no main effect of treatment is evident (p = 0.30). A trend for a main effect of genotype is detected (p = 0.078), and a significant GXT interaction (p = 0.02), with ethanol-withdrawn WT littermates showing a trend to spend less time in the open arms than air-control animals (p = 0.055, one-tailed). #p < 0.05, ###p < 0.001, main effect of treatment. *p < 0.05, GXT post hoc analysis, withdrawn significantly different from air-controls.



In the R3 and WT comparison, a significant main effect of treatment was evident 24 h post-ethanol, with ethanol withdrawn R3 and WT animals exhibiting a robust reduction in open arm entries compared to air-control animals [F(1, 50) = 10.8, p = 0.002, Figure 4B]; but was not maintained 48 h post-ethanol [F(1, 50) = 1.1, p > 0.29, NS, Figure 4D]. No main effect of genotype was detected (both p > 0.27, NS). However, a significant GXT interaction was apparent 24 h post-ethanol [F(1, 50) = 3.7, p = 0.03, 1-tailed] comparison, with ethanol withdrawn WT littermates making fewer entrances into the open arms compared to their air-controls (p = 0.006), while ethanol withdrawn R3 congenic animals did not differ from their air-controls (p > 0.7, NS). Finally, there was a GXT significant interaction at 48 h [F(1, 50) = 3.7, p = 0.048, 1-tailed] but there were no differences between ethanol withdrawn R3 or WT and their respective air-controls (both p > 0.29; NS). These results indicate that a gene(s) within the R3 introgressed interval has a significant effect on alcohol withdrawal-induced anxiety-like behavior (and with the same direction of effect as for alcohol withdrawal enhanced HIC severity). Given the modest effect size in the R3 vs. WT analyses compared to the R2 vs. WT analyses, our results may also suggest the influence of a second locus within the R2 interval (distinct from the R3 interval) that also affects alcohol withdrawal-induced anxiety-like behavior (again, with the same direction of effect as for alcohol withdrawal enhanced HIC severity). Although R3 and WT air control animals did not differ in open arm entries at 24 h (p = 0.32) or 48 h (p = 0.30), it is possible that these non-significant differences may also contribute to the significant GXT interactions found.

Head Dips

Head dips over the side of the apparatus are a measurement of exploratory behavior, and furthermore, animals exhibiting anxiety-like behavior are also significantly less likely to scan over the side of the apparatus and thus demonstrate fewer head dips than control animals (Weiss et al., 1998; Morgan et al., 2018). We therefore also measured head dips in the open arms. In the R2 congenic and WT analyses, a main effect of treatment was evident at all the withdrawal time points tested, with ethanol withdrawn R2 and WT animals exhibiting a robust reduction in head dips compared to air-controls at 24 h, [F(1, 41) = 12.5, p = 0.001; Figure 5A] and 48 h post-ethanol [F(1, 43) = 9.9, p = 0.003; Figure 5C]. No main effect of genotype was detected (all p > 0.27). No GXT interaction was detected at 24 h post-ethanol [F(1, 41) = 0.73, p = 0.40; Figure 6A] or 48 h [F(1, 43) = 1.0, p = 0.33; Figure 5C].
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FIGURE 5. Head dips measured in the EZM using ethanol withdrawn (24 and 48 h post-ethanol) and control animals: R2 congenic vs. WT and R3 congenic vs. WT comparisons. Panels show the number of head dips over the side of the open arms of the EZM apparatus during a 10 min test. (A) R2 and WT (24 h): ethanol withdrawn mice made fewer head dips than air-controls (p = 0.001). No main effect of genotype (p = 0.27) nor GXT interaction (p = 0.4) were detected. (B) R3 and WT (24 h): no main effects due to genotype (p = 0.27) were detected. Both a main effect of treatment (p = 0.001) and a GXT interaction (p = 0.02) are evident, with ethanol-withdrawn WT littermates making significantly fewer head dips than their air-controls (**p = 0.002). (C) R2 and WT (48 h): no main effect of genotype (p = 0.35) or GXT interaction (p = 0.33) were detected. However, a main effect of treatment is apparent (p = 0.003). (D) R3 and WT (48 h): no main effects of genotype (p = 0.24) or treatment (p = 0.17) were detected. A significant GXT interaction is apparent (p = 0.033), with withdrawn WT showing a trend for fewer head dips compared to WT air-control animals (p = 0.055, one-tailed). #p < 0.05; ###p < 0.001, main effect of treatment. **p < 0.01, GXT post hoc analysis, withdrawn significantly different from air-controls.
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FIGURE 6. Distance traveled on EZM is reduced in alcohol withdrawn R2, R3 and WT mice compared to air-control animals. Panels show the total distance traveled (mean ± SEM) on the EZM during a 10 min test. (A) R2 vs. WT (24 h): a main effect of treatment (p = 0.03, one-tailed) is apparent, with alcohol withdrawn mice traveling less distance than air-controls. Although there is no main effect of genotype (p = 0.4), a trend for a GXT interaction is detected (p = 0.06, one-tailed). (B) R3 vs. WT (24 h): a main effect of treatment is evident, with ethanol withdrawn animals traveling significantly less distance than the air-controls (p < 4x10−6). There is no main effect of genotype (p = 0.4) or GXT interaction (p = 0.8). (C) R2 vs. WT (48 h): no main effects of treatment, genotype, or interaction are detected (all p > 0.1). (D) R3 vs. WT (48 h): a main effect of treatment (p = 0.02), with ethanol withdrawn animals traveling significantly less distance than air-controls. There is also a significant GXT interaction (p = 0.03), with ethanol withdrawn WT (but not R3) animals moving significantly less than their air-control group (*p = 0.02). #p < 0.05, ### p < 0.001, main effect of treatment; *p < 0.05, GXT post hoc analysis, withdrawn significantly different from air-control group.



In the R3 and WT analyses, a robust main effect of treatment was evident 24 h [F(1, 50) = 11.4, p = 0.001; Figure 5B] but not 48 h [F(1, 50) = 1.6, p = 0.17; Figure 5D] post-ethanol. Although no main effect of genotype was detected (all p > 0.24), significant GXT interactions were apparent both 24 h [F(1, 50) = 5.8, p = 0.02; Figure 5B] and 48 h [F(1, 51) = 4.8, p = 0.033; Figure 5D] post-ethanol. At 24 h ethanol withdrawn WT animals made significantly fewer head dips than their air controls (p = 0.002) while at 48 h there was a trend for fewer head dips in the ethanol withdrawn WT compared to air controls (p = 0.11). These results indicate that a gene(s) within the R3 introgressed interval significantly affects alcohol withdrawal-induced exploratory/anxiety-like behavior. Here, R3 and WT air control animals show a trend for a difference in the number of head dips at 24 h (p = 0.12) and 48 h (p = 0.15), so it is possible that these non-significant differences may contribute to the significant GXT interaction identified. However, R2 and WT air-controls exhibit comparable numbers of head dips and demonstrate a significant GXT interaction, suggesting that a difference between the congenic and WT air-control groups is not required to observe a significant GXT interaction.

Distance Traveled

To appropriately interpret EZM results, important primary and control behaviors were assessed, including total distance traveled. Furthermore, alcohol withdrawal has been shown to be associated with reduced activity in the EZM (Kliethermes et al., 2004), and may represent an additional measure of alcohol withdrawal. However, it should be kept in mind that the extent to which this phenotype may (or not) be centrally mediated is not known. As shown in Figures 6A,C, a main effect of treatment was evident: ethanol-withdrawn R2 and WT animals show less distance traveled compared to control (air) animals at 24 h [F(1, 42) = 3.7, p = 0.03, one-tailed] post-ethanol, though not at 48 h [F(1, 43) = 0.34, p = 0.5, NS]. No main effect of genotype was detected (all p > 0.4), but trends for a GXT interaction were detected at 24 h [F(1, 42) = 2.7, p = 0.11] and 48 h [F(1, 43) = 2.3, p = 0.14].

As shown in Figures 6B,D, a main effect of treatment was also evident using R3 and WT animals, with ethanol-withdrawn animals exhibiting a significant reduction in distance traveled both 24 and 48 h post-ethanol [F(1, 51) = 20.4, p < 5 × 10−5, and F(1, 51) = 4.7, p = 0.002, respectively]. No main effect of genotype (all p > 0.3), nor GXT interaction at 24 h (p > 0.75) was detected. However, a small but significant GXT interaction was apparent between R3 and WT [F(1, 51) = 4.8, p = 0.03, Figure 6D], with a slight withdrawal-induced reduction in distance traveled still evident in WT littermates 48 h post-ethanol (p = 0.02), but no longer detected in R3 animals (p = 0.99). Importantly, this GXT interaction between R3 and WT littermates indicates that WT animals are affected by this alcohol withdrawal symptom to a greater extent than Alcw12 congenic animals, consistent with the direction of effect for alcohol withdrawal enhanced HICs).



Kcnj9−/− (D2 Genetic Background) Animals Demonstrate Significantly Less Severe Acute Alcohol Withdrawal Than WT Littermates

Our previous work identified a QTL for pentobarbital withdrawal (Pbw1, Buck et al., 1999), with our subsequent work precisely localizing Pbw1 (Kozell et al., 2009) to a region within chromosomal region Alcw11 (Figure 2) and identify Kcnj9 as a high quality candidate gene (QTG) to underlie its phenotypic effects. Here, we report our results using two Kcnj9−/− knockout models (with two different, inbred genetic backgrounds). Because no main effect of sex (p > 0.15) or sex × genotype interaction (SXG; p > 0.20; n = 17 to 22 sex/genotype) were detected, the data for both sexes were combined for the subsequent analyses. As shown in Figure 7, using D2.Kcnj9−/− model previous created by us (Kozell et al., 2009), a significant main effect of genotype is apparent [H(2, 153) = 28.7, p < 6 × 10−7, n = 119, 59 and 51, respectively], with alcohol withdrawal was less severe in Kcnj9−/− compared to both D2-Kcnj+/− and WT littermates (p = 7 × 10−7 and p = 3 × 10−5 respectively, Figure 7B).
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FIGURE 7. Kcnj9−/− null mutant homozygotes (D2 background) demonstrate less severe alcohol withdrawal convulsions (acute model) than Kcnj9+/− heterozygote and WT littermates. (A) HIC time course before and after ethanol administration (4 g/kg, i.p., indicated by the arrow) using Kcnj9−/−, Kcnj9+/− and WT littermates (n = 119, 59 and 51, respectively). HICs were scored at baseline (“B”, i.e., pre-ethanol) and then hourly from 2 to 12 h post-ethanol. Baseline HIC scores did not differ among genotypes [F(2, 144) = 1.2, p = 0.3]. As ethanol is metabolized, HIC scores increase above baseline, indicating a state of withdrawal hyperexcitability, which peaks approximately 6–7 h post-ethanol exposure. (B) Alcohol withdrawal severity, which was calculated as the AUC ± SEM from 2 to 12 h (corrected for baseline scores), and was significantly different among genotypes (p < 4 × 10−7). Post hoc analysis indicated that ethanol withdrawal severity was attenuated in Kcnj9−/− compared to Kcnj9+/− and WT littermates (###p = 8.1 × 10−6 and ***p = 1.5 × 10−5, respectively).





Kcnj9−/− (B6 Genetic Background) Mice Demonstrate Reduced Withdrawal Severity Compared to WT Littermates Using a Repeated Alcohol Withdrawal Paradigm

We initially employed the acute alcohol withdrawal model, but were unable reliably detect withdrawal enhanced HIC severity above baseline scores using B6 background Kcnj9−/– or WT genetic models (not shown), and thus did not replicate results of Herman et al. (2015) who reported a significant genotype effect at 8 h post-ethanol using male B6 background Kcnj9−/− mice. Therefore, the present studies use mice tested using a repeated alcohol withdrawal model which can yield more robust withdrawal (Chen et al., 2008). B6 background Kcnj9−/–, Kcnj9−/+ and WT received three doses of ethanol (4 g/kg), at 0, 8 and 20 h, as this has previously been shown to result in enhanced withdrawal HICs in B6 strain and B6-derived genetic models (Chen et al., 2008), followed by HIC scoring from 22 to 32 h (Figure 8A). Because no main effect of sex (p > 0.6,) or SXG interaction (p > 0.9; n = 16–26 sex/genotype) were detected, the data for both sexes were combined for the subsequent analyses. We observed a robust main effect of genotype on ethanol withdrawal severity [H(2, 128) = 9.6, p = 0.008; n = 43, 35 and 48, respectively], with Kcnj9−/− and Kcnj9+/− both demonstrating significantly less severe withdrawal than WT littermates (p = 0.009 and p = 0.006, respectively; Figure 8B).
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FIGURE 8. Kcnj9−/− null mutant homozygotes (B6 background) show less severe alcohol withdrawal (repeated ethanol model) than WT littermates. (A) HIC time course before and after ethanol administration (4 g/kg, i.p., alcohol administered at 0, 8, and 20 h). The last of three ethanol injections is indicated by arrow (at 20 h). Baseline HICs did not differ among genotypes [F(2, 124) = 0.8, p = 0.4]. HICs were scored at baseline (indicated by “B”) and hourly from 22 h until 32 h. As alcohol is metabolized, HIC scores increase above baseline, indicating a state of withdrawal hyperexcitability. (B) Repeated episodes of alcohol intoxication and withdrawal significantly enhanced alcohol withdrawal severity, which was indexed as the AUC ± SEM (corrected for baseline scores). There was a significant difference in ethanol withdrawal severity among genotypes (p = 0.008; n = 43, 35 and 48, respectively). Post hoc analyses indicated that Kcnj9−/− or Kcnj9+/− had significantly less severe alcohol withdrawal compared WT littermates (**p = 0.009 and **p = 0.006, respectively, compared to WT littermates).





Ethanol Drinking and Preference in Alcw12 Congenic (R8) and WT Animals

Using a two-bottle, free-choice protocol in which mice could choose either water or an ascending series of ethanol concentrations, ethanol consumption was measured in female B6 genetic background congenic (R8) and WT background strain animals. As shown in Figure 9, R8 and WT animals showed comparable consumption of 3, 10, and 20% ethanol solutions [all t(1, 26) < 0.3 and p > 0.7, NS], with a trend detected for R8 to potentially drink more of the 6% ethanol solution than WT littermates [t(1, 26) = 1.6, p = 0.13]. R8 and WT animals preferred 3, 6, and 10% ethanol (preference ratios >0.5), but not 20% ethanol (preference ratio < 0.5), compared to tap water (data not shown); with no difference between R8 and WT detected [all t(1, 26) < 1.3, p > 0.2, NS]. One week after the ethanol drinking study, the same mice were tested for saccharin intake (selected for its sweet taste), quinine (bitter taste), and potassium chloride (salty taste). These substances are non-caloric and are not known for confounding pharmacological effects. Consumption and preference did not differ between R8 and WT animals for any of the tastants (all p > 0.1, Supplementary Figure 2), though R8 animals showed a trend to drink more 0.066% saccharin than WT [t(1, 26) = 2.0, p = 0.054]. There were no differences in water consumption or in total volume of fluid consumed [all t(1, 26) < 1.6, p > 0.1, NS]. In summary, our results are consistent with the conclusion that Alcw12 does not affect alcohol consumption (or preference drinking), and thus does not contribute to the known genetic relationship between this phenotype and alcohol withdrawal in mice (Metten et al., 1998).
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FIGURE 9. Ethanol consumption does not differ between R8 congenic and WT background strain animals. Ethanol consumption (mean ± SEM) is plotted vs. ethanol concentration offered. There were no differences in the amount of 3, 10, and 20% ethanol consumed between R8 and B6 background strain mice (all p's > 0.7), but there was a trend for R8 mice to drink more 6% ethanol than B6 mice (p = 0.13).





Ethanol Drinking and Preference (Two Bottle Choice) in Kcnj9−/− and WT Littermates

Using the same two-bottle, free-choice protocol as described above, ethanol consumption was measured in B6 background Kcnj9−/− and WT littermates. A main effect of sex was apparent for each ethanol concentration (3%, p = 0.024; 6%, p < 2.4 × 10−11; 10%, p < 2.2 × 10−11; 20%, p < 2.51 × 10−11). However, no GXT interactions were detected (all p > 0.3; n = 17–22 sex/genotype), therefore the data for both sexes were collapsed to increase statistical power of the analyses. As shown in Figure 10, Kcnj9−/− and WT littermates animals showed comparable consumption of 3%, and 10% ethanol solutions [all t(1, 78) < 1.4 and p > 0.5, NS], with a trend for Kcnj9−/−animals to drink more 6% ethanol than littermates detected [t(1, 78) = 1.4, p = 0.16]. Kcnj9−/− animals drank significantly more 20% ethanol than WT littermates [t(1, 77) = 2.3, p = 0.024]. Kcnj9−/− and WT littermates preferred 3, 6, and 10% ethanol (all preference ratios >0.5), but not 20% ethanol (preference ratio not different from 0.5), compared to tap water (data not shown); with no difference between Kcnj9−/− and WT animals detected for alcohol preference [all t(1, 79) < 1.5 and p > 0.15, NS]. One week after completion of the ethanol preference drinking studies, the same mice were tested for saccharin, quinine and potassium chloride intake (Supplementary Figure 3). No differences between Kcnj9−/− and WT littermates were detected for saccharin consumption or preference at either concentration tested, for quinine consumption at either concentration tested, or for KCl consumption or preference at either concentration tested between genotypes (all p > 0.3, NS). Total water consumption and the total volume of fluid consumed also did not differ between Kcnj9−/− and WT littermates (both p > 0.18, NS).
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FIGURE 10. Kcnj9−/− mice voluntarily drink more than their Kcnj9+/+ littermates. Ethanol consumption (mean ±SEM) is plotted vs. ethanol concentration offered. There were no genotype differences between Kcnj9−/− and Kcnj9+/+ mice in 3 or 10% ethanol consumption (p = 0.71 and 0.39, respectively) and a trend at 6% (p = 0.13). However at 20% ethanol, Kcnj9−/− mice drank significantly more ethanol (p = 0.014) than WT littermates. *p < 0.05 compared to WT littermates.





Ethanol CPP

Our recent studies implicate Kcnj9 as importantly involved in ethanol CPP (Tipps et al., 2016). Therefore, in the present studies, we also assessed this translational phenotype using Alcw12 (R3 and R8) congenic and WT animals. Ethanol (2 g/kg, i.p.) induced CPP was robust in R3 congenic and WT littermates [t(1, 30) = 4.0, p < 5 × 10−5, after 8 total conditioning trials, Figure 11A]. This is consistent with work demonstrating significant induction of CPP by 2 g/kg ethanol in D2 strain and D2 genetic background animals (Cunningham et al., 1992; Cunningham, 1995, 2014). Notably, our results show that females exhibited more robust ethanol CPP than males [F(1, 27) = 6.3, p = 0.018; Figure 11B; n = 7–8 sex/genotype]. However, no difference between R3 congenic and WT littermates in ethanol CPP was detected [F(1, 27) = 0.0, p = 0.94, NS].
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FIGURE 11. Ethanol CPP in Alcw12 congenic and WT littermates. (A,B) R3 and WT littermates: on the test day, R3 and WT littermates spent more time on the CS+ side than on the CS− side of the testing apparatus with robust ethanol CPP detected in both genotypes (p = 0.03 and p = 0.005, respectively). Preference is indicated by mice spending > 50% time on the CS+ side of the test apparatus. No main effect of genotype (p = 0.94) or GXT interaction (p = 0.82) were detected. However, a significant difference between males and females is apparent, with females showing robust CPP compared to males (p = 0.018; B). (C) R8 and WT littermates: ethanol CPP was not evident in R8 and WT littermates. The mean time spent on the CS+ vs. CS− side of the apparatus did not differ during pretest or during preference tests after 4, 8, 12, or 16 trials (all p > 0.27). No main effect of genotype in the time spent on the CS+ side (all p > 0.23, NS) was detected.



B6 genetic background R8 congenic and background strain animals were tested in a separate study. Here, even after 16 conditioning trials and 4 test days, we were unable to detect ethanol CPP (all tests p > 0.28, NS, Figure 11C), with comparable results in males and females (all tests p > 0.1, NS; n = 7–9 sex/genotype). Although a small difference between R8 and WT animals was detected on the pretest day [F(1, 28) = 5, p = 0.034, with R8 spending less time on the drug-paired floor prior to the conditioning trials], repeated measures ANOVA across the pretest and test days indicated no difference between R8 and WT animals [F(1, 108) = 0.34, p = 0.55, NS]. Taken together, our results using R3 and R8 Alcw11 congenic models are consistent with the conclusion that Alcw11 is not involved in ethanol CPP, at least at under the experimental conditions in the present studies.

Table 3 summarizes the alcohol withdrawal and reward phenotypes that have been tested in our genetic models and evidence for a significant role for Alcw11 and/or Alcw12 is indicated.



Table 3. Summary of alcohol phenotypes tested in Kcnj9/Alcw11and Alcw12 genetic models.
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DISCUSSION

Our data show that two distinct alcohol withdrawal QTLs (Alcw11and Alcw12) exist on chromosome 1, which account for 13 and 3–6%, respectively, of the genetic variance in acute alcohol withdrawal severity measured using the HIC. Our data also implicate Alcw11and Alcw12 in withdrawal-induced anxiety-like behavior in alcohol dependent animals, representing the first evidence for their broader roles beyond withdrawal convulsions. Further, we show that this effect is not due to general differences in BEC values. Our data also implicate Alcw11 in ethanol consumption and ethanol CPP, but detect no evidence for Alcw12 involvement in these reward phenotypes. Our data also point to Kcnj9 as a high-quality QTG candidate for Alcw11. Here, for the first time, we demonstrate using two Kcnj9-/- (D2 and B6 background) genetic models, that Kcnj9-/- exhibit a robust reduction in alcohol withdrawal severity compared to WT littermates. Additionally, using a B6 background Kcnj9-/- genetic model, we demonstrate a modest increase in voluntary alcohol (20%) consumption compared to WT littermates. Thus, our results support a broad role for Alcw11/Kcnj9 in ethanol withdrawal (convulsions and anxiety-like behavior) as well as reward phenotypes. Additionally, our results localize Alcw12 to a small 405–923 Kb interval and point to genes involved in mitochondrial respiration as compelling QTG candidates. Thus, our results demonstrate the existence of Alcw11and Alcw12 as two significant QTLs for alcohol withdrawal convulsions, implicate both in withdrawal-induced anxiety-like behavior, and demonstrate their distinct roles in ethanol-induced CPP and alcohol consumption.


Withdrawal-Induced Anxiety-Like Behavior

Anxiety and anxiety-like behaviors are well-established symptoms of alcohol withdrawal in humans (Driessen et al., 2001) and animal models (Metten et al., 2018), and are thought to affect risk for relapse to alcohol abuse and dependence. Ethanol vapor inhalation has long been used as a tool to induce physical dependence in rodents. In dependent animals, withdrawal-induced anxiety-like behavior can be assessed using a variety of behavioral tests including the open field activity, EZM, elevated plus maze, light-dark box (for review see Kliethermes, 2005) and nesting building (Greenberg et al., 2016). In the present studies animals were tested in the EZM, allowing data collection on multiple measures that interrogate primary and anxiety-like behaviors.

Overall, and particularly for the phenotype percent time in the open arms, our data are consistent with the conclusion that alcohol dependent R2 congenic animals exhibit significantly less severe (and, plausibly, for that reason, shorter duration) withdrawal-induced anxiety-like behavior compared to WT animals. This demonstrates that a gene(s) within the R2 introgressed interval significantly affects withdrawal-induced anxiety-like behavior. Furthermore, the direction of effect is the same direction as for withdrawal convulsions (Walter et al., 2017), supporting the conclusion that the gene(s) affecting withdrawal-induced anxiety-like behavior is, plausibly, the same as that underlying Alcw11 or/and Alcw12 phenotypic effects on withdrawal convulsions. These data are in agreement and build upon previous work indicating a significant genetic correlation between alcohol withdrawal convulsions and alcohol withdrawal-induced anxiety-like behavior (Metten et al., 2018).

Not surprisingly, given the smaller effect size for withdrawal convulsions apparent in R3 congenic animals, our data using this genetic model are less robust than in the R2 model for withdrawal-induced anxiety-like behavior. Nonetheless, overall, and particularly for phenotypes of numbers of open arm entries and head-dips, our results are consistent with the conclusion that a gene(s) in the smaller R3 introgressed interval is significantly involved in withdrawal-induced anxiety-like behavior. Here again, the direction of effect is the same direction as for withdrawal convulsions, supporting the conclusion that the gene(s) affecting withdrawal-induced anxiety-like behavior is, plausibly, the same as that underlying Alcw12 phenotypic effects on withdrawal convulsions. Given that anxiety-like behavioral tests do not necessarily address the same underlying construct (see Milner and Crabbe, 2008), future studies using other anxiety measures to rigorously assess the roles of Alcw11 and Alcw12in withdrawal-induced anxiety-like behaviors will be important.



Ethanol CPP

The neural mechanisms that underlie the rewarding effects of ethanol are highly complex. CPP is a widely used measure of drug reward (Sanchis-Segura and Spanagel, 2006). The present studies tested CPP in order to assess the potential role of Alcw12in ethanol's rewarding and motivational properties in Alcw12congenic and WT animals. Our data show that Alcw12congenic and WT animals do not differ in ethanol CPP, and thus do not support a role for Alcw12in ethanol CPP. In contrast, our recent data using Alcw11 QTG candidate targeted models (Kcnj9−/− and WT littermates) show significantly enhanced ethanol CPP compared to WT littermates (Tipps et al., 2016). Further, enhanced ethanol CPP in Kcnj9−/− compared to WT littermates is not due to general differences in BECs, the development of ethanol tolerance/sensitization, or the ability of ethanol to alter learning and memory (Tipps et al., 2016). Thus, our data are in agreement and build upon work demonstrating a significant genetic correlation between ethanol CPP and withdrawal (Cunningham, 2014), and also support the involvement of Alcw11/Kcnj9, but not Alcw12, in this genetic relationship.



Ethanol Consumption

The fact that alcohol consumption is a prerequisite for the development of alcoholism is self-evident. In a meta-analysis, Metten et al. (1998) found that low voluntary ethanol consumption using a two bottle choice paradigm is significantly genetically correlated with severe ethanol withdrawal convulsions (using both chronic and acute ethanol exposure models), and vice versa, when tested independently in separate animals, suggesting that ethanol consumption and withdrawal may share specific (but anonymous) genetic contributions. Here, we tested the potential role of Alcw11and Alcw12in ethanol consumption using the two-bottle choice paradigm using female Alcw12congenic (R8) and WT animals as well as using male and female Alcw11 QTG candidate genetic models (B6 background Kcnj9−/− and WT littermates). Our data for ethanol consumption and preference in the WT mice were consistent with levels normally seen in the B6 inbred strain (Belknap et al., 1993; Melo et al., 1996). Overall, our data do not show a role for Alcw12 in ethanol consumption using this drinking paradigm. However, our data do indicate that Kcnj9−/− mice show a modest increase in ethanol consumption (20%) compared to WT littermates. Our results build upon, but are not entirely consistent with, those of Herman et al. (2015) who reported a significant difference in ethanol consumption using a limited access paradigm, with Kcnj9−/− mice consuming more ethanol than WT littermates, but detected no difference using a 15% ethanol two-bottle choice paradigm. However, there are several methodological differences between the two-bottle choice drinking studies. First, Herman et al. (2015) used a single ethanol concentration (15%) and assessed drinking for 6 days, whereas our study used ascending concentrations of ethanol (3, 6, 10, and 20%) for 4 days each. Our study assessed consumption in males and females, whereas Herman et al. (2015) tested only males. We switched sides for presentation of ethanol and water tubes every other day, and use consumption data from days two and four to assess ethanol consumption (Phillips et al., 1994), whereas Herman et al. (2015) switched sides for presentation of ethanol and water daily and did not specify which data was used to assess ethanol consumption. Overall, our data and that of other laboratories indicates a modest but significant difference in ethanol consumption between Kcnj9−/− and WT animals.



Neuronal Circuitry Activation Affected in an Alcw1 Dependent Manner

Our data using c-Fos induction as a high-resolution marker of neuronal activation show that mice congenic for a region spanning Alcw11 and Alcw12 demonstrate significantly (p < 0.05) less alcohol withdrawal associated activation than background strain mice in the prelimbic cortex, basolateral amygdala, nucleus accumbens shell, dorsolateral striatum, and caudal substantia nigra pars reticulata (Buck et al., 2017). These data elucidate circuitry by which Alcw11 and/or Alcw12 influence alcohol withdrawal behaviors. The relative effect sizes for Alcw11 and Alcw12 suggest a greater influence of Alcw11 compared to Alcw12 on the brain regions implicated. The prelimbic cortex plays an important role in the inhibition of hypothalamo-pituitary-adrenal (HPA) responses to emotional stress via influences on neuroendocrine effector mechanisms (Figueiredo et al., 2003; Radley et al., 2006) and is thought to be involved in ethanol withdrawal behaviors including anxiety-like behavior. Ongoing studies implicate Kcnj9/GIRK3 actions in the basolateral amygdala as crucial to alcohol withdrawal-enhanced fear conditioned behavior (Buck and Tipps, unpublished results). Lesions of caudolateral substantia nigra pars reticulata attenuate ethanol withdrawal convulsions and support a role of this brain region in withdrawal convulsions (Chen et al., 2008), with RNA interference (RNAi) analyses demonstrating a role for expression of a different proven alcohol withdrawal QTG (Mpdz) on alcohol withdrawal convulsions (Kruse et al., 2014).



Alcw12Points to a Mechanism Involving Oxidative Homeostasis

Taken together, our analyses using reciprocal R3 and R8 congenic models localize Alcw12 to a minimal 405 Kb (maximal 923 Kb) interval on mouse chromosome 1. This region (and the syntenic region in humans) is known for an exceptional gene density, containing 4-5 times more than estimated averages genome wide (Waterston et al., 2002). Moreover, regulation of the expression of genes within this region, as well as mediated by a gene(s) in this region, is complex, involving cis and trans-regulation (Mozhui et al., 2008; Walter et al., 2017). The present studies finely map Alcw12, within which we now delineate eleven genes (Fcgr3, Tomm40l, Apoa2, Adamts4, B4galt3, Usp21, Nit1, Sdhc, Ndufs2, Ppox, and Ufc1) in the minimal interval that demonstrate cis-regulation based on published data (Denmark and Buck, 2008; Walter et al., 2017). Strikingly, three of these genes (Sdhc, Ndufs2 and Ppox) encode proteins involved in mitochondrial oxidative phosphorylation (OXPHOS) pathways (Denmark and Buck, 2008). Furthermore, recent weighted gene coexpression network analyses (WGCNA) using complementary R8 and R2 ISC models implicate an OXPHOS-enriched network module affected by Alcw1 genotype, and identify Sdhc and Ndufs2 as candidate quantitative trait genes in the OXPHOS co-expression network (Walter et al., 2017). R8 and WT animals differ significantly in ethanol withdrawal severity, but not pentobarbital withdrawal (Kozell et al., 2009), so it is noteworthy that alcohol significantly impacts brain oxidative homeostasis via alcohol metabolic by-products which drive OXPHOS and impair the actions of antioxidants (Sun and Sun, 2001; Bailey, 2003), whereas barbiturate exposure has neutral or anti-oxidative actions (Smith et al., 1980; Ueda et al., 2007). Alcohol-induced oxidative damage is well-established, but oxidative status during alcohol withdrawal have been less studied. Nonetheless, rodent studies show increased brain reactive oxygen species for several hours after ethanol exposure (Dahchour et al., 2005) and this correlates well with withdrawal seizure severity (Vallett et al., 1997). Our recent data also demonstrate that N-acetylcysteine, an FDA-approved antioxidant, significantly reduces severity of alcohol withdrawal seizures in mice (Walter et al., 2017). Finally, expression changes for a number of oxidative stress and mitochondrial genes are hallmarks of the human alcoholic brain (Flatscher-Bader et al., 2006; Liu et al., 2006). Thus, although additional genes remain in the Alcw12 interval, in our opinion the mounting evidence elevates the status of Ndufs2, Sdhc, and Ppox as compelling QTG candidate genes.

Ndufs2 encodes a core Complex I protein (NADH dehydrogenase [ubiquinone] Fe-S protein 2) which is crucial for mitochondrial respiration. Ndufs2 is significantly DE in reciprocal congenic vs. respective background strains (Walter et al., 2017). Its mRNA content is regulated by ethanol in the amygdala (Most et al., 2015), which is a region implicated in Alcw1 actions (Buck et al., 2017). In our genetic models, Ndufs2 also contains a single coding region nonsynonymous SNP that is predicted to be functionally relevant (Denmark and Buck, 2008). Mutation in the Caenorhabditis elegans ortholog (gas-1) causes oxidative stress (Kayser et al., 2003) and ethanol hypersensitivity (Morgan and Sedensky, 1995), whereas mutations in human NDUFS2 leads to increased seizure susceptibility (Ugalde et al., 2004). Interestingly, recent data implicates genetic differences in respiratory supercomplex organization, and specifically supercomplexes containing Complex I, in risk for alcohol withdrawal (Buck et al., 2014), suggesting an intriguing mechanism for Ndufs2 involvement in alcohol withdrawal.

Ppox encodes protoporphyrin oxidase (PPOX), which catalyzes the final step of heme biosynthesis, the prosthetic group required for the cytochrome function central to electron transport chain (ETC) activity. Interestingly, there is a mutation in human PPOX (González-Arriaza and Bostwick, 2003) with seizures as a primary symptom. This would be consistent with Ppox as a plausible QTG candidate for withdrawal convulsions.

Sdhc encodes succinate dehydrogenase complex subunit C (SDHC), a membrane-anchoring subunit that is required for the proper assembly of Complex II in the ETC. Sdhc contains multiple functionally critical SNPs between B6/D2 strains (Denmark and Buck, 2008). It shows significant DE between Alcw12 congenic and WT animals (Walter et al., 2017), and as noted above for Ndufs2, its expression is also regulated by ethanol in the amygdala (Most et al., 2015). Sdhc is contained in a significant OXPHOS module in mouse lines selected for the dual traits of alcohol consumption and withdrawal (Metten et al., 2014). In work implicating genetic differences in respiratory supercomplex organization as contributing to differences in alcohol withdrawal risk, Complex II involvement was not apparent (Buck et al., 2014). However, given that Complex II is a convergence point where substrate metabolism is coupled to ATP-generating OXPHOS, Sdhc should be considered a high-quality QTG candidate.



Plausible Mechanism Involving Kcnj9/GIRK3

Our analyses identify Kcnj9 (GIRK3) as a promising high-quality QTG candidate to underlie Alcw11phenotypic effects on alcohol withdrawal symptoms and more. GIRK3 is widely expressed in brain where it contributes to heteromeric GIRK2/3 and GIRK1/3 channels (Torrecilla et al., 2002; Koyrakh et al., 2005; Labouèbe et al., 2007; Ciruela et al., 2010). It is not understood whether GIRK3-containing channels show altered sensitivity to ethanol compared to other GIRK channel subtypes, but GIRK2/3 channels do in fact show reduced sensitivity to Gβγ activation (Jelacic et al., 2000). If GIRK2/3 channels are also less sensitive to activation by ethanol, then the effect of reduced GIRK3 expression could be an enhancement of ethanol's ability to modulate GIRK signaling. Thus, GIRK signaling in Kcnj9−/− mice may be more sensitive to modulation by ethanol. Alternatively, reduced GIRK3 expression could affect channel trafficking and thus the adaptation of cells to ethanol exposure. GIRK3 subunits associate with sorting nexin 27 (SNX27), which regulates GIRK channel expression by targeting GIRK3-containing channels to early endosomes. This reduces both cell surface expression of GIRK3-containing channels and GIRK currents (Lunn et al., 2007; Balana et al., 2013). SNX27 itself has also been implicated in the rewarding effects of drugs of abuse (Munoz and Slesinger, 2014), suggesting that the regulation of GIRK signaling via this mechanism is an important adaptation to drug exposure. While the effects of ethanol on channel trafficking via SNX27 are unknown, it is possible that this mechanism could play a role in adapting to ethanol exposure and might contribute to the altered dopamine signaling observed following repeated ethanol exposure (Perra et al., 2011; Herman et al., 2015). Future investigations into these possibilities may help address the question of how reduced Kcnj9 expression and the loss of GIRK3 can alter ethanol responses. Nevertheless, our data and findings from other laboratories support the hypothesis that GIRK channels play an important role in ethanol actions, and suggest that GIRK-based therapeutics, particularly those targeted to specific GIRK subunits, could be effective treatments for alcohol addiction and relapse (Sugaya et al., 2012; Bodhinathan and Slesinger, 2014; Herman et al., 2015; Munoz et al., 2016; Glaaser and Slesinger, 2017).



Human Relevance of QTLs/QTGs Identified in Mice

Our studies precisely localize Alcw11 and Alcw12 to a region syntenic with human 1q23.1-23.3. Several studies have identified markers on human 1q associated with alcoholism (reviewed by Ehlers et al., 2010) that, while localized to large regions, are potentially syntenic. However, homology to human remains to be proven. It is worth noting that human studies have generally sought markers associated with the diagnosis and endophenotypes (maximum drinks, metabolism, brain oscillations) rather than withdrawal risk or other phenotypes studied in our animal studies. Two human studies have identified alcohol dependence QTLs (LODs > 3) on the q-arm of human chromosome 1 (Dick et al., 2002; Hill et al., 2004). A third human QTL for tobacco usage has been identified in this same region (Ehlers and Wilhelmsen, 2006) and a fourth on 1q for heavy drinking (Guerrini et al., 2005). Finally, there is evidence from a family-based association study (Hill et al., 2013) for an alcohol dependence QTL on 1q. A recent genome-wide association study (GWAS) by Zuo et al. (2012) also detected variants associated with alcohol dependence on 1q, and depending on what correction method they used, alcohol dependence was associated with variants in or very near the Alcw11/Alcw12 syntenic interval, just missing the cutoff threshold. This group identified KIAA0040 as a plausible candidate. However, the majority of the subjects were co-dependent on nicotine, and nearly half were co-dependent on cocaine and marijuana. Further, the same group finds that this same locus is significantly associated with nicotine-alcohol co-dependence (Zuo et al., 2012), suggesting that its influence may not be specific (or even related) to alcohol dependence. Furthermore, the authors state that nearly half of the subjects were co-dependent on cocaine and marijuana. Interestingly, a recent publication (Han et al., 2013) that examined the protein interaction networks associated with alcohol dependence [using the same SAGE and COGA datasets used by Zuo et al. (2012)] also finds hits on 1q are just shy of the cutoff threshold used, and may be syntenic to Alcw11/Alcw12. Thus, while it is true that the relevance of Alcw11 and Alcw12 to alcohol dependence in humans is not certain, the currently available data do not imply evidence against it either.



Summary

We have now confirmed five significant ethanol withdrawal QTLs, i.e., two on chromosome 1 (Alcw11 and Alcw12), one on chromosome 4 (Alcw2, for which we have identified Mpdz as a causal QTG; Milner et al., 2015; Kruse et al., 2014), one on chromosome 11 (Alcw3; Buck et al., 1997; Hood et al., 2006), and one on chromosome 19 (Buck et al., 2002). At least three of these (Alcw11, Alcw12, and Alcw2/Mpdz) are now implicated as having distinct broader roles in alcohol actions, including reward phenotypes [Milner et al., 2015, and unpublished results]. Interestingly, our data may also point to synergistic mechanisms involving oxidative homeostasis and GABA receptor function. Ongoing work using Mpdz genetic models points to its actions affecting GABAB receptor function (Kruse and Buck, unpublished results) and OXPHOS (Walter and Buck, unpublished results) and thus might act synergistically with Alcw11/Kcnj9 and/or Alcw12. The possibility that the genes underlying Alcw11 and Alcw12 may play an important role in distinct translational responses makes them important targets.
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The high genetic complexity found in heterogeneous stock (HS-CC) mice, together with selective breeding, can be used to detect new pathways and mechanisms associated with ethanol preference and excessive ethanol consumption. We predicted that these pathways would provide new targets for therapeutic manipulation. Previously (Colville et al., 2017), we observed that preference selection strongly affected the accumbens shell (SH) genes associated with synaptic function and in particular genes associated with synaptic tethering. Here we expand our analyses to include substantially larger sample sizes and samples from two additional components of the “addiction circuit,” the central nucleus of the amygdala (CeA) and the prelimbic cortex (PL). At the level of differential expression (DE), the majority of affected genes are region-specific; only in the CeA did the DE genes show a significant enrichment in GO annotation categories, e.g., neuron part. In all three brain regions the differentially variable genes were significantly enriched in a single network module characterized by genes associated with cell-to-cell signaling. The data point to glutamate plasticity as being a key feature of selection for ethanol preference. In this context the expression of Dlg2 which encodes for PSD-93 appears to have a key role. It was also observed that the expression of the clustered protocadherins was strongly associated with preference selection.

Keywords: RNA-Seq, collaborative cross, nucleus accumbens shell, central nucleus of amygdala (CeA), prelimbic cortex, network analysis


INTRODUCTION

Beginning with Lewohl et al. (2000) there are now more than 200 studies using some form of genome-wide profiling to examine the relationships among alcohol effects, excessive alcohol consumption and the brain transcriptome. Contet (2012) reviewed the existing literature and noted that the genes associated with the risk of excessive consumption and/or the effects of excessive consumption had regionally specific effects on gene expression. Subsequent studies have confirmed and extended the “region" effect (e.g., Melendez et al., 2012; Osterndorff-Kahanek et al., 2015; Smith et al., 2016; Mulligan et al., 2017). It is important to note that these studies also by and large confirmed earlier observations (e.g., Kimpel et al., 2007) that regional differences in gene expression are generally far greater than the effects of treatment, strain or line (e.g., Mulligan et al., 2017). From a somewhat different perspective we have also observed that the regional transcriptional network signature is largely independent of genetic diversity (Iancu et al., 2010).

In the current study we explore at the regional level how selection for ethanol preference affects the transcriptome. The regions compared (nucleus accumbens shell [SH], central nucleus of the amygdala [CeA], and prelimbic cortex [PL]) are components of the addiction circuit (Koob and Volkow, 2010, 2016). A previous study (Dhaher et al., 2008) suggested that the CeA but not the SH has a more significant role in preference (2-bottle choice) consumption. The short-term selection of the High and Low ethanol preference lines from heterogeneous stock-collaborative cross (HS-CC) founders has been described elsewhere (Colville et al., 2017). After three generations of bidirectional selection, the difference in the ethanol preference ratio was 0.49 vs. 0.15 in the High and Low lines, respectively. Sixty-five percent of the High females and 37% of the High males had a preference ratio of >0.5 compared with 6.5% of the Low females and 2.3% of the Low males. The HS-CC founders (formed from five laboratory and three wild-derived strains) provide substantially more genetic diversity than would be available in F2 intercrosses or HS animals formed solely from inbred laboratory mouse strains (Roberts et al., 2007). It is estimated that the HS-CC founder strains encompass >90% of Mus musculus genetic diversity (Churchill et al., 2004).

Colville et al. (2017) used RNA-Seq to examine how High/Low line selection affected the SH transcriptome. The data analysis emphasized the effects of selection on gene networks. Networks were constructed using the weighted gene coexpression network analysis (WGCNA) (Zhang and Horvath, 2005). Selection targeted one of the network coexpression modules that were significantly enriched in genes associated with receptor signaling activity, including Chrna7, Grin2a, Htr2a, and Oprd1. Connectivity in the module as measured by changes in the hub nodes was significantly reduced in the low preference line. The current study expands on these observations by asking what features are regionally specific or non-specific. For this purpose, sample sizes have been substantially increased from Colville et al. (2017) to insure the high quality of network structures across brain regions (see Langfelder et al., 2011).



MATERIALS AND METHODS

Husbandry

The short term selection lines (Colville et al., 2017) were obtained from the colony at the Portland VA Medical Center, an AAALAC approved facility. All procedures were in accordance with the VA Institutional Animal Care and Use Committee and were performed according to NIH Guidelines for the Care and Use of Laboratory Animals. Mice were maintained at 21 ± 1°C in plastic cages (19 cm × 31 cm × 13 cm) on Eco-Fresh bedding (Absorption Corp.) with tap water and Purina 5001 chow (PMI Nutrition International, Brentwood, MO, United States) given ad libitum. Pups were weaned and housed with same-sex litter mates at postnatal day 21.

Selection

Selection details are found in Colville et al. (2017). Briefly, HS-CC founders (Iancu et al., 2010) were selected for breeding based on their preference for 10% ethanol vs. water. Beginning with 200 founders, the 20 males and 20 females with the highest preference values were paired, with brother-sister matings avoided, to create a “High” preference line; similarly, the 40 mice with the lowest preference scores were paired to create a “Low” line. ∼200 pups from each generation were weaned and tested at adulthood as above for three subsequent generations; active selection concluded at S3. S4 alcohol-naive pups were used for genetic analyses.

Dissection of Tissue and Extraction of RNA

At 8 weeks of age, naive S4 mice, balanced for sex and line, were euthanized, the brains removed and immediately frozen on dry ice. Frozen brains were sliced in 55 micron coronal sections on a freezing microtome at −13°C and slices containing the nucleus accumbens, the amygdala, and the medial prefrontal cortex were mounted on PEN slides. Mounted slices were lightly thionin-stained under RNAse-free conditions and dehydrated in increasing concentrations of ethanol diluted in RNAse free water (50, 70, 95, and 100%) for 30 s each and then air-dried. The shell of the accumbens (SH), the CeA and the PL were dissected bilaterally on a Leica LMD-6000 using known anatomical landmarks (Franklin and Paxinos, 2008). Dissected tissue was processed with the ARCTURUS PicoPure kit. RNA quality was assessed using the Caliper LabChip GX and RNA Quality Scores (RQS). Only samples with RQS scores of >7 and >100 ng of total RNA were used for library formation. Sample numbers were as follows: SH-71; CeA-67; and PL-54. For reasons that were not clear, the percentage of extractions from the PL for high quality RNA was significantly lower.

RNA-Seq

Library formation (polyA+, stranded) and sequencing were all performed according to Illumina’s specifications at the OHSU Massively Parallel Sequencing Shared Resource. Libraries were multiplexed six per lane, yielding approximately 25–30 million totals read per sample. FastQC was used for quality checks on the raw sequence data. Sequence data were then aligned using STAR [Spliced Transcripts Alignment to a Reference (Dobin et al., 2013)] allowing for a maximum of three mismatches per 100 bp read. For all samples >85% of the reads uniquely aligned. Using the featureCounts suite (Liao et al., 2014), reads were aligned to known genomic features to generate counts at the gene level. Gene expression data were imported into the R application environment; upper-quartile normalization was performed using the edgeR Bioconductor package (Robinson et al., 2010). The gene read density threshold for inclusion in the network analyses was an average of >1 count per million (CPM). Network connectivity for coexpression was calculated as described elsewhere (Colville et al., 2017). The expression data have been deposited to NCBI’s Gene Expression Omnibus1.

Differential Expression (DE), Differential Variability (DV), and Differential Wiring (DW) Analyses

Differential expression was determined using edgeR, with the option of “tagwise” dispersion. Adjustment for multiple comparisons was performed using the SGOF procedure (de Uña-Alvarez, 2012). The threshold for significance was set at adjusted p-value < 0.05, although for module enrichment we utilized unadjusted p-values < 0.01. For gene differentially variable (DV), we utilized the “var.test” procedure in the R “stats” package; the threshold for significance was also set at adjusted p-value < 0.05. To mitigate the computational load for detecting differential wiring (DW), we restricted the search to Pearson correlations between individual genes that differed by >0.5. This general procedure has been used to quantify network rewiring in both genomic (Gill et al., 2010) and neural imaging studies (Hosseini et al., 2012). Using this procedure, we identified for each gene, the number of changed edges and then inquired as to whether some genes had a disproportionately high number of changing edges. For the latter, the binomial test was used with the following parameters. The average incidence of changing edges (the rate of the binomial test) was computed by dividing the number of changing edges (p < 0.01) by the total number of network edges. The number of trials (for each gene) was equal to the number of edges. The number of “successes” was equal to the number of changing edges.

Coexpression Network Construction

The coexpression network was constructed by means of the WGCNA (Langfelder and Horvath, 2008; Iancu et al., 2012). We started by constructing adjacency network matrices independently for each region by computing the Pearson correlation between all gene pairs. These values were raised to a power β = 6 for all regions, which was chosen such that the network approaches a scale-free structure (exponential distribution of node connectivity).

Given that biological mechanisms of network components are best captured by the most connected genes, we restricted the size of the network to genes that were in the top 80% with regards to connectivity. This also reduces the overall network size and decreases the computational load while preserving scale-free topology. The resulting networks contained ∼6,500 genes in the three networks (see Supplementary Tables).

We clustered the adjacency matrices utilizing average linkage and the WGCNA cuttreeHybrid function with the following parameters: cutHeight = 0.9995, minClusterSize = 100, and deepSplit = 4. The resulting clusters (denoted as modules) are uniquely identified by arbitrarily chosen colors which are independently generated for each brain region.

To determine the extent to which modules are preserved across brain regions we employed two complementary procedures. First we utilized the WGCNA modulePreservation function to check whether modules detected in one region show increased coexpression/connectivity in the other regions, recognizing that they might be distributed across different modules even if preserved. A second measure of module preservation was computed based on the gene overlap between all module pairs in all three regions, which is denoted as tabulation-based module preservation in the modulePreservation WGCNA function (Langfelder et al., 2011).

Coexpression Module Characterization

Module enrichment in DE, DV, and DW genes was used to assess the effects of selection on network structure. We considered a module “enriched” based on overlap between module genes and DE/DV/DW genes, using Fisher’s exact test with Bonferroni correction for number of modules. The Gorilla algorithm (Eden et al., 2009) was used to provide a visual representation of GO annotation enrichment. To implement a ranking procedure we integrated differential network results at the module and gene summarization level into a comprehensive gene screening procedure. Modules enriched in gene or edge changes were the primary focus of further annotations. At the individual gene level, we focused on module hubs with normalized intramodular connectivity above 0.8 (see Colville et al., 2017; Iancu et al., 2018).



RESULTS

Summary of Gene Expression Data in the SH, CeA, and PL

The average gene expression levels across the three brain regions are presented in Supplementary Table S1; data are provided for the Ensembl annotated “genes” (N = 42,282). In all regions approximately 15,000 “genes” met the threshold of one CPM reads. Genes showing at least a 10-fold difference in expression between two regions are also found in Supplementary Table S1. Some expected examples include the high expression of Adora2, Penk, and Drd2 in the CeA and SH and the high expression of Bdnf and Cck in the PL.

Gene Coexpression Networks

Gene networks were constructed using the WGCNA as described elsewhere (Colville et al., 2017). Initially all genes meeting the expression criteria of one CPM were entered into the analysis using a consensus module approach (Iancu et al., 2010). The number of genes in each network was then culled to include only those genes that contribute >80% of the total network connectivity. It was these reduced sets of genes (∼6,500/region) that were entered into subsequent analyses. Modules were color coded arbitrarily within or across regions. Supplementary Table S2 also provides annotation for which network modules were significantly enriched in genes associated with neurons, astrocytes, and oligodendrocytes (Cahoy et al., 2008). We investigated the interaction subnetwork of Dlg2, a gene affected by selection and well-connected in the network. Utilizing the GeneMANIA (Warde-Farley et al., 2010) software as implemented in the associated Cytoscape (Shannon et al., 2003) plugin, we found a number of non-transcriptional mechanisms by which Dlg2 interacts with other members of the glutamate family (Figure 1).
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FIGURE 1. Interaction partners for Dlg2 extracted using Gene Mania (Warde-Farley et al., 2010) which was accessed as a Cytoscape plugin with default settings. Depicted are top 20 genes related to Dlg2 through physical interactions, colocalizations, or sharing protein domains. Dlg2 which encodes for PSD93, interacts with a number of genes and gene products associated with glutamate receptor activity including Dlg4, Syngap1, Neto, Grin1, Grin2b, Dlgap1, and Dlg3.



Module Preservation and Affected Gene Module Distribution Across Regions

Utilizing the tabulation-based module preservation procedure, we quantified the extent to which modules overlap across regions. The vast majority of modules were preserved across regions (Z summary > 2), as described in Langfelder et al. (2011). There were a few exceptions: the CeA modules cyan, greenyellow, midnightblue, and yellow were either not preserved or only mildly preserved (2 < Z summary < 3) in both SH and PL. The SH modules grey60 and lightgreen were not preserved in either CeA or PL; additionally SH lightcyan was not preserved in CeA. The PL module midnightblue was not preserved in the CeA. The rest of the modules were either preserved (2 < Z summary < 10) or in most cases highly preserved (Z summary > 10). These results illustrate that transcriptional network organization is overall preserved across brain regions, although the strength of interaction varies.

We also utilized a complementary module preservation measure which is tabulation-based and uses the Fisher exact test. This measure evaluates whether the intersection of two modules originating from different brain regions is greater than what can be expected by chance. We found that in most cases each module has one or at most 2–3 counterparts in different brain regions (Figure 2). When overlaying the DE/DV/DW information on the module overlap, a complex picture emerges. We have examples of counterpart modules being affected across region, for example the DW CeA blue module having a very strong counterpart in the DE SH lightgreen module (Figure 2A). Another example of concordance across regions includes the DE, DV, and DW SH magenta module having a strong counterpart in the DV, DW PL brown module (Figure 2C). The clearest example of lack of concordance is the DE, DV, DW SH magenta module with no counterpart in the CeA (Figure 2A).
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FIGURE 2. Module overlap across brain regions together with enrichment of modules in DE/DV/DW genes. Color from blue to red is proportional to –log10(p) of overlap between module membership (Fisher exact test). A majority of modules have strong counterparts across regions. The affected modules also have an affected counterpart in a majority of cases, although we also find region specific affected modules. (A) CeA – SH; (B) CeA – PL; (C) SH – PL.



Differential Expression (DE) Across Regions

There were 398, 302, and 183 genes showing significant (adjusted p-value < 0.05) DE between the High and Low selected lines in the CeA, SH, and PL, respectively (Supplementary Table S3). The overlap in DE is illustrated in Figure 3. Only five genes (5730455P16Rik, Gdi2, Skiv2, Tsr1, and Glod4), all with increased expression in the High line, showed common DE. The overlap for DE was highest between the SH and CeA (N = 31). Genes in all the overlapping categories are listed in Supplementary Table S3. Only one gene showed a difference in the direction of DE between regions; Doc2b showed increased/decreased expression in the High line (PL vs. SH). GO annotation of the CeA DE genes revealed a significant enrichment in genes associated with the neurononal component (FDR < 3 × 10−5), structural constituent of myelin sheath (FDR < 4 × 10−3) and axon ensheathment (FDR < 7 × 10−3) (Supplementary Table S4). Genes in the neuron part category included Adora1, Chrna4, Crhr1, Drd1a, Gabbr2, Gabrd, Gal, Htr1a, Htr2a, Htr7, Pde1b, Reln, Syt2, and Tac1. The CeA DE genes were significantly (corrected p < 8 × 10−7) enriched in the yellow network module (Supplementary Table S2). The yellow module was enriched in annotations associated with plasma membrane (FDR < 5 × 10−4), regulation of nervous system development (FDR < 4 × 10−4) and structural constituent of myelin sheath (FDR < 9 × 10−3; Supplementary Table S4). The average relative intramodular connectivity (full scale – 0.0 to 1.0) for the yellow module DE genes in the Low and High lines was 0.30 and 0.31, respectively (see Supplementary Table S3). Five of the 109 DE yellow module genes were hub nodes (relative connectivity >0.80 in either the High or Lines or both lines). These genes were Rbm24, Dock10, Prkcd, Rap1gap, and Spg2.
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FIGURE 3. Overlap of selection associated DE, DV, and DW genes across three brain regions: CeA, SH, and PL. (A) As indicated in the Venn diagram (B) there was only 5 DE genes common to all three brain regions: 5730455P16Rik,Gdi2, Skiv2, Tsr1, and Glod4. The region and module distribution of these genes is illustrated. The greatest overlap was between the CeA and SH (N = 31). Only annotation of the CeA DE genes revealed a significant enrichment in GO categories that included neuron part, structural constituent of myelin sheath and axon ensheathment. Genes in the neuron part category included Adora1, Chrna4, Crhr1, Drd1a,Gabbr2, Gabrd, Gal, Htr1a, Htr2a, Htr7, Pde1b, Reln, Syt2, and Tac1. (C) Overlap of selection associated DV genes across three brain regions: CeA, SH, and PL. There were 30 significant DV genes common to all three brain regions and this grouping was significantly enriched (FDR < 3 × 10–3) in genes associated with the GO annotation of cell to cell signaling. Genes with this GO annotation included Dlg2, Egr3, Gabbr2, Lnpep, Pcdhgb2, Pcdhac2, Sstr4, and Syt10. The significant DV genes unique to each brain region also showed an enrichment in genes associated with cell to cell signaling. (D) Overlap of selection associated DW genes across three brain regions: CeA, SH, and PL. There were 72 significant DW genes common to all three brain regions and this grouping was significantly enriched (FDR < 5 × 10–3) in genes associated with the GO annotation of post-synapse. Genes with this GO annotation included Chrna7, Als2, Pppir9a, Strn, Kcna4, Kif1a, and Slc1a2. Genes showing unique DW to each of the three brain regions were enriched in genes associated with the GO annotation synapse or synapse part.



There was no significant enrichment in any GO annotation for the DE genes in the SH. Similarly, this group of genes was not enriched in any of the SH network modules. The average relative intramodular connectivity for these DE genes in the Low and High lines was 0.41 and 0.39, respectively.

There was no significant enrichment in any GO annotation for the DE genes in the PL. This group of genes was however, significantly enriched (p < 4 × 10−5) in the PL turquoise network module. This module was enriched in genes with the Rho GTPase binding annotation (FDR < 6 × 10−3). The average relative intramodular connectivity for these DE genes in the Low and High lines was 0.43 and 0.32, respectively (p < 0.003). Five of the 83 DE turquoise module genes were hub nodes. These genes were Mapk7, Pcgf2, Leng2, Col5a3, and Pabpn1.

Differential Variability (DV) Across Regions

There were 424, 479, and 236 genes showing significant (adjusted p-value < 0.05) DV between the High and Low selected lines in the CeA, SH, and PL, respectively (Supplementary Table S5). The overlap in DV is illustrated in Figure 3C. Thirty genes were common to all three regions and this grouping was significantly (FDR < 3 × 10−3) enriched in genes associated with cell-to-cell signaling. Genes with this GO annotation included Dlg2, Egr3, Gabbr2, Lnpep, Pcdhgb2, Pcdhac2, Sstr4, and Syt10. The overlap in genes (N = 44) between the PL and SH showed a significant enrichment in genes with the GO annotation of neuron projection (FDR < 6 × 10−3). Genes with this GO annotation included Bace1, Cpeb3, Fzd3, Igf1r, Igsf9, Kcna3, Kcnb1, Kcnma1, Slc8a1, Sv2c, Tenm1, and Tenm3. In all three regions the direction of the DV was High line > > Low line.

GO annotation of the CeA DV genes revealed a significant enrichment in genes associated with cell-to-cell signaling (FDR < 3 × 10−4; Supplementary Table S7). Genes in this category and not already noted above included Chat, Gabrg3, Glra3, Gpr88, Ntrk2, Pten, Sdcbp, and five additional protocadherins. The CeA DV genes were significantly (1 × 10−8) enriched in a single network module, blue. Annotations for the blue module included synaptic membrane (FDR < 5 × 10−2) and cell-to-cell signaling (FDR < 2 × 10−7; Supplementary Table S6). The blue module contained most of the cell-to-cell signaling genes noted above and included Chrm5, Chrna7, Chrnb2, Grid1, Grik3, Grin2a, Grin2b, Htr5a, and Sv2c; the module was also associated with 16 protocadherin genes. For the blue module DV genes, intramodular connectivity was significantly different between the Low and High lines (0.32 vs. 0.48, p < 1 × 10−16). The most prominent change in connectivity for non-hub to hub status was seen for Ntrk2 (0.197 vs. 0.821; Low vs. High line). Nrtk2 encodes TrkB, a receptor for Bdnf.

GO annotation of the SH DV genes revealed a significant enrichment in genes associated with cell-to-cell signaling (FDR < 2 × 10−4; Supplementary Table S6) and neuron projection (FDR < 7 × 10−3). The signaling genes (N = 33) in addition to the common DV genes noted above included Chat, Chrna7, Grik2, Grin2b Htr1b, Htr2a, Oprd1, Sv2c, and 10 protocadherins. The SH DV genes were enriched (p < 2 × 10−21) in a single network module, magenta; 187 or the 231 members of the magenta module were significantly DV between the High and Low selected lines. The magenta module was enriched in genes associated with cell-to-cell signaling (p < 3 × 10−11) and neuron part (p < 4 × 10−5; Supplementary Table S6). The magenta module signaling genes overlapped with those noted above, e.g., Chrna7 and Grin2b, and included 12 protocadherins. Focusing on the DV genes within the magenta module, average intramodular connectivity increased from 0.34 to 0.73 (Low vs. High; p < 1 × 10−63). Genes showing large changes (non-hub to hub status; Low vs. High) included Pde4d, Adra1a, Pcdhga8&6, and Ncam2.

GO annotation of the PL DV genes revealed a significant enrichment in genes associated with signal transduction (FDR < 1 × 10−6), cell to cell signaling (FDR < 1 × 10−4) and neuron part (FDR < 8 × 10−9) (Supplementary Table S6). The signaling genes overlap with those noted above but also include Nos1 and Gm3. The PL DV genes were enriched (p < 3 × 10−10) in a single network module, brown. GO annotations for the brown module included neuron part (FDR < 5 × 10−11), PDZ domain signaling (FDR < 1 × 10−2) and cell to cell signaling (FDR < 7 × 10−11). The signaling genes (N = 49) largely overlap the signaling genes in the blue and magenta modules noted above and include a large number (N = 18) of protocadherins, also seen prominently in the SH results. Focusing on the brown module DV genes, average intramodular connectivity differed between the High vs. Low lines (0.72 vs. 0.40; p < 5 × 10−20). Genes showing large differences in hub status (High > > Low) included Syt10, Dgkh, Grin2a, and Adra1a.

Differential Wiring (DW) Across Regions

There were 1,392, 1,445, and 879 genes showing significant (adjusted p-value < 0.05) DW between the High and Low selected lines in the CeA, SH, and PL, respectively (Supplementary Table S7). The overlap in DW is illustrated in Figure 3D. Seventy-two genes were common to all three regions and this grouping was significantly (FDR < 5 × 10−3) enriched in genes associated with the post-synaptic component. Genes with this GO annotation included Chrna7, Als2, Pppir9a, Strn, Kcna4, Kif1a, and Slc1a2 (Supplementary Table S8). The overlap in genes between the PL and SH (N = 123) showed a significant (FDR < 2 × 10−2) enrichment in genes with the synaptic membrane annotation; these genes included Arrb1, Itgb1, Cpd, Akap5, Rim1, Shank3, Ptprz1, Gm3, Ank2, Gm1, and Cntmap2. There was no annotation enrichment in the overlapping genes between the PL and CeA. The overlapping genes between the CeA and the SH (N = 309) showed a significant (FDR < 2 × 10−3) enrichment in genes associated with the neuronal component (Supplementary Table S8); genes in this category (N = 60) included Calm1, Gad2, Nlg1, Oprd1, Pten, Rab10, and Sv2a.

GO annotation of the CeA DW genes revealed a significant enrichment (FDR < 4 × 10−7) in genes (N = 118) associated with the synaptic component (Supplementary Table S8); genes in this category included Cnr1, Dlg1, Gabra4, Gabrb3, Gabrg3, Gphn, Gria2, Grid2, Grik3, Grin2b, Grm5, Slc1a2&3, Stx1b,2&3, and Syap1. The CeA DW genes were enriched in three modules: blue, magenta, and turquoise (Supplementary Table S8). The blue CeA module is described above. The magenta module did not have a significant enrichment in any GO category. The turquoise module was enriched in the categories macromolecule metabolic process (FDR < 1 × 10−8), ubiquitin–protein transferase activity (FDR < 2 × 10−4) and membrane-bound organelle (FDR < 1 × 10−9). It also should be noted that for six modules, the number of DW genes was significantly less than expected; these modules were significantly conserved in response to selection. For the DW genes in the blue, magenta, and turquoise modules, intramodular connectivity (Low vs. High; 0.26 vs. 0.55) was significantly different (p < 1 × 10−95). Large changes (>0.5 in relative connectivity) were noted for the genes Cab39, Nrtk2, Ankrd10, and Mov10; all of these genes increased relative connectivity from the Low to the High line. Additional details for Nrtk2 are noted above.

GO annotation of the SH DW genes revealed a significant enrichment (FDR < 4 × 10−12) in genes (N = 137) associated with the synaptic component (Supplementary Table S8); genes in this category and not noted previously included Adam10, Arrb1, Epha4, Grm4&7, Homer1, P2ry1, Snap25&29, Synpo, and Synpr. The SH DW genes were enriched in five network modules, most prominently in the green module (p < 4 × 10−9). The green module was significantly enriched in genes associated with the synaptic component (p < 2 × 10−8), nervous system development (p < 1 × 10−4) and enzyme binding (p < 2 × 10−2). For nine modules, the number of DW genes was significantly less than expected. For the green module DW genes, intramodular connectivity on average showed no change between the Low and High lines (0.61 vs. 0.62, respectively).

GO annotation of the PL DW genes revealed a significant enrichment in genes (N = 75) associated with the synaptic component (FDR < 2 × 10−8) and in genes (N = 282) associated with development (FDR < 2 × 10−4; Supplementary Table S8). Genes in the synapse category and not noted previously included Cadm1&2, Dmd, Kcna2&4, Phactr1, Snph, Sntb1, and Tln1. The PL DW genes were significantly enriched in two network modules, brown and green. The brown module is described above. The green module was enriched in genes associated with regulation of cellular localization (FDR < 2 × 10−2) and in genes associated with the neuronal component (FDR < 6 × 10−4). Different from the CeA and SH, only one PL module (yellow) showed significant conservation (corrected p < 0.05). For the brown module DW genes, relative intramodular connectivity increased in the High vs. Low line (0.59 vs. 0.24; p < 6 × 10−56). Genes moving from non-hub status (Low line) to hub status (High line) included Sox6, Egr3, Soga3, Pcdhgb5, Pcdhga8, Senp5, and Prkg1. For the green module DW genes, relative intramodular connectivity increased in the High vs. Low line (0.52 vs. 0.21; p < 2 × 10−37). Genes moving from non-hub status (Low line) to hub status (High line) included Ncoa4, Edem3, Xpr1, and Necab1.



DISCUSSION

We recognize that there are many strategies available for analyzing complex datasets, such as those presented here, and each will emphasize somewhat different aspects of the data. The approach taken here is one that we have used previously (Colville et al., 2017; Iancu et al., 2018). The key metrics; DE, DV, and DW, are computationally straightforward and can be easily replicated. The WGCNA has greatly matured since its introduction (Zhang and Horvath, 2005) and has been used in more than 300 publications. In the current study we have focused our investigations on those genes that contribute to at least 80% of network connectivity. This thresholding reduced the number of genes considered for further analyses from ∼15,000 to ∼6,500 in each of the three brain regions. The genes culled are “leaf” nodes with low connectivity. While selection will have significant effects on some of these culled genes, none will be hub nodes. We also note that the sample sizes used in the current study were sufficient to produce networks of high quality (Langfelder and Horvath, 2008). The selection of the High and Low ethanol preference lines from HS-CC founders has been described elsewhere (Colville et al., 2017). The HS-CC was derived from eight mouse strains, including three wild-derived strains; the genetic diversity captured is ∼90% of that available in M. musculus (Roberts et al., 2007). The preference lines were bred using a short-term selective breeding protocol (Belknap et al., 1997; Metten et al., 2014) that minimizes the stochastic fixation of alleles unrelated to the phenotype of interest, here 2-bottle choice ethanol preference. From the perspective of ethanol preference and consumption, the HS-CC are of interest in that ∼25% of the animals show a preference for ethanol; this differs from a <5% preference found in our HS/NPT mice (unpublished observation) that were derived from eight laboratory mouse strains (Hitzemann et al., 2014).

Contet (2012) surveyed the existing literature and noted that multiple functional categories were associated with a “predisposition” to excessive ethanol consumption and in most cases each of the categories have been supported by multiple publications (see Table 2 in Contet, 2012). Some regional specificity for each of the functional categories was also noted; however, the regional differences in gene expression were generally larger than those associated with selection for preference or binge drinking (Kimpel et al., 2007; Mulligan et al., 2011). Subsequent studies have confirmed and extended the “region” effect (e.g., Melendez et al., 2012; Osterndorff-Kahanek et al., 2015; Smith et al., 2016; Mulligan et al., 2017). The data in Supplementary Table S1 again confirm marked differences in regional gene expression. Fifty or more genes in each of the three regions show a 10-fold higher expression when compared with at least one other region. In no region was selection associated with a change in expression of >2-fold and in most cases, selection was associated with small changes in expression (<30%) among the genes included in the DE analyses (see above). The number of significantly DE genes, common to all three regions was small (N = 5) and the genes appear to have no common function(s). Only in the CeA, did the analyses reveal that the DE genes were associated with significant GO annotations (neuron part, structural constituent of myelin sheath and axon ensheathment). Among the genes in the neuron part category were several that have been implicated in excessive ethanol consumption, including Adora1, Crhr1, Gal, and Syt2 (Belfer et al., 2006; Enoch et al., 2013; Barbier et al., 2015; Clark et al., 2017). However, in the CeA as well as the SH and PL, the DE genes had on average a low intramodular connectivity, i.e., these genes were “leaf” nodes. This observation is consistent with the observation that the degree of DE was generally quite small and to detect such small changes requires that the variance for these genes must be relatively low. Connectivity requires sufficient variance to accurately detect gene–gene correlations (see below). Overall, we conclude that DE is not a key selection feature for preference lines derived from genetically diverse HS-CC founders and when viewed in a network context. A similar conclusion was reached on a smaller SH sample (Colville et al., 2017).

The relationship(s) between network connectivity and gene variability are not entirely clear. However, if the variance is “biological” and not technical or simply stochastic, it follows that variance and connectivity will increase in tandem; for the moderate sample sizes of most gene expression studies, gene–gene correlations and hence connectivity will be more easily detected. Colville et al. (2017) observed that selection for the High and Low preference lines was associated with a cluster of DV genes that were highly enriched in a single network module (greenyellow). The module was highly enriched in genes associated with receptor signaling (e.g., Chrna7, Grin2a, Htr2a, and Oprd1) but also included a large number of genes associated with cell adhesion. Cadherins and protocadherins were particularly enriched in the greenyellow module. Expanding the SH sample size from Colville et al. (2017) by ∼50% did not perceptually change the results. In the SH, the DV genes were highly enriched in a single module (magenta) that was similar to the greenyellow module (again remembering that module color has no meaning and is randomly assigned). The magenta and greenyellow modules are of a similar size (231 vs. 227 genes, respectively); 98 genes overlap between the modules (Supplementary Table S9). The modules share 37 hub nodes; including Oprd1, Dlg2, Gabrb2, Pcdhgb2, Pcdhga6, and Pcdhga7, i.e., a measure of core connectivity is unchanged. The differences between the modules are largely found in the less connected nodes.

The CeA and PL DV genes also were enriched in single network modules, blue and brown, respectively. Annotation of these modules was similar to that for the SH magenta module, e.g., a significant enrichment in genes associated with cell to cell signaling. The SH magenta, the CeA blue and the PL brown modules were significantly different in size (231, 773, and 593 genes, respectively). However, 183 (79%) the genes in the SH module are also found in the CeA and PL modules. This grouping of module core genes is found in Supplementary Table S9. This core grouping contains several receptors including Adra1a, Chrna7, Grin2b, Htr2a, Oprd1, and Sstr4; this core group also contains 17 protocadherins including 14 of the 22 known γ protocadherins. Thirty significant DV genes were identified as common to all three regions (see Figure 2); 25 genes of this group are found in the core module grouping. Within the core module grouping, we identified the 18 genes that were hub nodes across all three regions; we next aligned these genes with the 25 common DV genes found in the core module. Our rationale for this step was to identify high priority hub nodes, that could be targeted in future studies. Six genes were identified: Dlg2, Gatad2b, Pcdhac2, Tnks, Usp29, and Usp9x. Dlg2 encodes for post-synaptic density protein 93 (PSD-93), Gatad2b encodes for transcriptional repressor p66-beta, Pcdhac2 encodes for protocadherin αc2, Tnks encodes for Tankyrase-1, Usp29 encodes for ubiquitin specific protease 29 and Usp9x encodes for ubiquitin specific protease 9, X-linked. That two ubiquitin-related genes are in this group cannot be unexpected, given the long standing observations that ubiquitination is associated with chronic ethanol exposure in both animals and humans (see Sokolov et al., 2003; Liu et al., 2006; Contet, 2012; Melendez et al., 2012; Widagdo et al., 2017). Our data link ubiquitination to risk for excessive consumption. The precise mechanisms are unknown but we note here that ubiquitination has a key role in glutamate receptor trafficking (Widagdo et al., 2017). The functions of Tankyrase-1 (Tank-1) in the brain have not been investigated. However, Tank-1 is a member of a large family of poly (ADP-ribose) polymerases (PARPs). PARP-1 is thought to have key role(s) in the neuroinflammatory cascade associated with binge ethanol consumption (Tajuddin et al., 2018). To our knowledge, Pcdhαc2 has no function remarkably different from the other members of the αPcdh family; however relatively little is known about functions of the individual gene products. What the data presented previously (Colville et al., 2017) and again confirmed here clearly illustrates that selection for ethanol preference engages a large number of the clustered protocadherins. Again with a focus on glutamate neurotransmission, Suo et al. (2012) have shown that both the α and γ protocadherin clusters are involved in the inhibition of Pyk2 (protein tyrosine kinase 2), which results in the disinhibition of Rac1 (Ras-related C3 botulinum toxin substrate 1) that in turn can facilitate the proper assembly of dendritic spines (see Figure 8 in Suo et al., 2012). Mutations and deletions in Gatad2b have been associated with intellectual disabilities (e.g., Tim-Aroon et al., 2017). Perhaps more pertinent for the current study, the ENIGMA consortium has found that SNPs associated with both Gatad2b and Dlg2 are associated with differences in putamen size (Chen et al., 2017). The coexpression and physical interaction partners for Dlg2 are shown in Figure 1. Key partners include a number of genes encoding glutamate receptor subunits (e.g., Grin2b and Grid1) and genes encoding glutamate associated membrane proteins (e.g., Dlg1, Dlg4, and Dlgap1). Bell et al. (2016) have reviewed the literature associated with ethanol risk, ethanol effects and glutamate reward circuitry; importantly, these authors noted when comparing the P and NP rats, there were a number of differences in glutamate signaling genes that predate ethanol exposure. Clinical studies have shown that in family history positive (FHP) individuals there is an altered response to both alcohol and the NMDA antagonist ketamine, suggesting a genetic link between alcoholism and NMDA receptor function (Petrakis et al., 2004; Joslyn et al., 2010).

Differential wiring which is necessarily related to DV, provided a measure of how selection affects the interaction (connectivity) of each gene with the entire coexpression network. Similar to our previous results (Colville et al., 2017; Iancu et al., 2018), we observed that selection has marked effects on DW and this was true across all regions, with the effects somewhat more prominent in the CeA and SH than the PL. The large DW effect associated with selection is largely silent in most analyses of coexpression data, even though the data illustrate here that the rewiring of the coexpression system is perhaps the most profound change in the transcriptome. There were 71 common DW genes across the three brain regions and this core group was significantly enriched in genes associated with the post-synaptic membrane. The genes in this category included Chrna7, Als2, Ppp1r9a, Strn, Kcna4, Kif1a, and Slc1a2. Slc1a2, which encodes for the excitatory amino acid transporter 2 (EAAT2) and is the principal transporter within the brain for glutamate, is of interest given the focus on excitatory neurotransmission above and evidence that inhibition of EAAT2 reduces ethanol consumption (Sari et al., 2016). Other members of this group appear to have some role(s) in regulating glutamatergic receptor function. For example, the deletion of Chrna7 leads to the loss of NMDA receptors (Lin et al., 2014). Interestingly, the deletion of Chrna7 is also associated with increased sensitivity to several ethanol-induced behaviors (Bowers et al., 2005). Als2 encodes for alsin which has been shown to protect neurons from glutamate-associated neurotoxicity (Lai et al., 2006; Kwak and Weiss, 2006; Cai et al., 2008). Strn which encodes for striatin, is highly enriched in dendritic spines; this localization is reduced by NMDA receptor stimulation which appears to have a key role in synaptic plasticity (see Chen et al., 2012 and references therein). Kcna4 which encodes potassium voltage-gated channel subfamily A member four, is recruited to the synapse by PSD95, where it is phosphorylated (Wong and Schlichter, 2004). Kif1a encodes a kinsin family three member which is also known as axonal transporter of synaptic vesicles. Mutations in the Drosophila homolog unc-104, have revealed the importance of the protein product in glutamate spontaneous release and in post-synaptic density organization (Zhang et al., 2017).

In each of the three brain regions, the DW genes unique to that region were highly enriched in synapse-associated genes. This effect was particularly dramatic in the CeA where a large number of both GABA and glutamate receptor subunits were affected. DW genes were distributed across several network modules, making the distribution of the DW genes more diffuse than that for the DV genes. It was also observed in both the CeA and SH that a number of network modules were largely preserved from the effects of selection on wiring. Many of these preserved modules had annotations associated with ATP metabolic processes, DNA replication, rRNA cellular respiration and so on. One purpose of using a short-term selective breeding protocol is to minimize genetic drift and focus the analysis on only those alleles associated with the phenotype of interest, here ethanol preference. Clearly, the DW data illustrates that even three rounds of selection had marked and extensive effects on the brain transcriptome.

Our discussion has largely focused on those changes in gene expression that are similar across the three brain regions. Our argument for taking this perspective is that these changes are the “broad” targets for manipulation. Included in these broad targets are core genes, including hub nodes, associated with glutamate receptor signaling and synaptic plasticity. We have also confirmed (see Colville et al., 2017) that selection for ethanol preference in HS-CC mice involves a large cohort of clustered protocadherins. This differs from selection for binge ethanol consumption where we have observed that selection for “drinking in the dark” involves numerous extra-cellular matrix genes such as collagens and matrix metalloproteases (Iancu et al., 2018). “Narrow” sense targets for manipulations will include those selection based changes that are regionally unique. For example, we observed that in the CeA, the expression of Nrtk2 which encodes TrkB, a receptor for Bdnf, moves from non-hub status in the Low selected line to hub status in the High line. Numerous studies have linked the regulation of ethanol consumption to the regulation of Bdnf function; Darcq et al. (2016) have found in the rat dorsolateral striatum the Bdnf-TrkB system is essential to maintaining moderate ethanol intake. Our data suggest that manipulating this system in the CeA will likely have marked effects on ethanol preference.
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Alcohol use disorder (AUD) is a chronic mental illness in which patients often achieve protracted periods of abstinence prior to relapse. Epigenetic mechanisms may provide an explanation for the persisting gene expression changes that can be observed even after long periods of abstinence and may contribute to relapse. In this study, we examined two histone modifications, histone 3 lysine 4 tri-methylation (H3K4me3) and histone 3 lysine 27 tri-methylation (H3K27me3), in the prefrontal cortex of Withdrawal Seizure Resistant (WSR) mice 21 days after 72 h of ethanol vapor exposure. These histone modifications were selected because they are associated with active promoters (H3K4me3) and repressed gene expression in a euchromatic environment (H3K27me3). We performed a genome-wide analysis to identify differences in H3K4me3 and H3K27me3 levels in post-ethanol exposure vs. control mice by ChIP-seq. We detected a global reduction in H3K4me3 peaks and increase in H3K27me3 peaks in post-ethanol exposure mice compared to controls, these changes are consistent with persistent reductions in gene expression. Pathway analysis of genes displaying changes in H3K4me3 and H3K27me3 revealed enrichment for genes involved in proteoglycan and calcium signaling pathways, respectively. Microarray analysis of 7,683 genes and qPCR analysis identified eight genes displaying concordant regulation of gene expression and H3K4me3/H3K27me3. We also compared changes in H3K4me3 and/or H3K27me3 from our study with changes in gene expression in response to ethanol from published literature and we found that the expression of 52% of the genes with altered H3K4me3 binding and 40% of genes with H3K27me3 differences are altered by ethanol exposure. The chromatin changes associated with the 21-day post-exposure period suggest that this period is a unique state in the addiction cycle that differs from ethanol intoxication and acute withdrawal. These results provide insights into the enduring effects of ethanol on proteoglycan and calcium signaling genes in the brain.
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INTRODUCTION

Alcohol use disorder (AUD) is a chronic condition where sufferers may relapse even after periods of protracted abstinence (Olive, 2010). Gene expression and epigenetic changes following acute and chronic ethanol use and acute withdrawal have begun to be characterized (Gavin et al., 2016; Pandey et al., 2017). However, the mediators of persisting changes to gene expression caused by 72-h ethanol exposure have not been fully explored. The stable nature of some epigenetic marks could provide mechanisms to account for lasting changes in gene expression that mediate relapse to ethanol use following protracted abstinence (Wiren et al., 2006).

In this study, we examine changes in two durable histone modifications, histone 3 lysine 4 and lysine 27 trimethylation (H3K4me3 and H3K27me3). Histones have a half-life of months, and there is evidence that H3K4 and H3K27 methylation are mitotically inherited (Commerford et al., 1982; Chen and Dent, 2014). These two marks serve countervailing roles with H3K4me3 being present at active promoters and H3K27me3 being associated with repression of transcript elongation (Strahl et al., 1999; Schubeler et al., 2004; Guenther et al., 2007). We decided to focus on these histone modifications because they have the stability to encode changes in gene expression over a prolonged period (Robison and Nestler, 2011).

There is a growing literature regarding the association between histone modifications and ethanol. Studies of patients with alcohol dependence have identified ethanol-induced changes to histone modifications in the brain (Zhou et al., 2011; Ponomarev et al., 2012). In the rat amygdala, acute ethanol increases global and prodynorphin and pronociceptin promoter histone acetylation levels (Pandey et al., 2008; D’Addario et al., 2013), and reduces prodynophin and pronociceptin H3K27me3 binding (D’Addario et al., 2013). Moreover, in the hippocampus, ethanol-induced histone H3 acetylation and H3K4me3 have been found to regulate expression of brain derived neurotrophic factor (BDNF) exons (Stragier et al., 2015). Finally, acute ethanol withdrawal leads to decreased histone acetylation in the rat amygdala (Pandey et al., 2008; Sakharkar et al., 2012; Moonat et al., 2013).

A state of alcohol dependence must be inferred in rodents by the emergence of withdrawal signs when alcohol is discontinued. Most laboratory rodents will not voluntarily drink sufficient alcohol to become physically dependent (Crabbe, 2014). Even when exposure to drinking solutions is extended for months, blood alcohol values rarely reach intoxicating levels (Wahlstrom, 1987). A very common procedure used to produce chronic dependence is to expose animals continuously to vaporized alcohol (Goldstein and Pal, 1971; Rogers et al., 1979; Becker, 2014). Following vapor inhalation exposure to intoxicating blood levels, the subsequent withdrawal signs in rodents parallel those in human alcoholics very closely (Friedman, 1980). For example, depending on the vapor concentration, withdrawal from 72 h exposure to ethanol vapor can be lethal in mice (Goldstein, 1972). We have selectively bred Withdrawal Seizure-Prone (WSP) and -Resistant (WSR) mouse lines to display severe or mild withdrawal handling-induced convulsions, respectively, following 72 h continuous vapor exposure (Kosobud and Crabbe, 1986), and have characterized their withdrawal extensively (Metten and Crabbe, 1996). WSP and WSR mice both show many withdrawal signs, but differ on some due to their genetic constitutions. WSP mice show tremors, seizures, enhanced sensitivity to chemical convulsants, anxiety-like behavior and reduced activity, while WSR mice display enhanced backward walking, Straub tail (Kosobud and Crabbe, 1986) and a tendency to engage in relapse drinking (Hashimoto et al., 2011). In the current study, we exposed WSR to 72 h of ethanol vapor and measured the genome-wide distribution of H3K4me3 and H3K27me3 marks in the prefrontal cortex using chromatin immunoprecipitation followed by sequencing (ChIP-seq) 21 days after ethanol exposure. The prefrontal cortex is a critical site of ethanol’s rewarding effects, wherein it mediates approach/avoidant behavior through its communications with multiple brain regions, such as the nucleus accumbens, ventral tegmental area, and amygdala (Chandler et al., 1993; Harper and Matsumoto, 2005).

This study identifies, for the first time, the locations of differential H3K4me3 and H3K27me3 peaks in mice 21 days after ethanol exposure compared to control mice. We find that genes related to proteoglycans are enriched in H3K4me3 peaks and that genes related to calcium signaling are enriched in H3K27me3 binding, suggesting that these gene networks are differentially epigenetically regulated during protracted withdrawal and may have a role in relapse.



MATERIALS AND METHODS

Animal Subjects and Ethanol Intoxication

The Withdrawal Seizure Resistant (WSR-1, -2) mice, derived from heterogeneous HS/Ibg mice by phenotypic selection for resistance to chronic ethanol withdrawal seizures (Crabbe and Kosobud, 1986), were used for this study. We have previously shown altered signaling of genes related to epigenetic regulation following chronic ethanol exposure and increased relapse drinking in these mice (Hashimoto et al., 2011, 2017). WSR-1 was used for the chromatin-immunoprecipitation followed by massively parallel DNA sequencing (ChIP-seq) experiments, and WSR-1 and -2 were used for microarray expression analysis. Mice were maintained with a lights-on and lights-off cycle at 6 a.m. and 6 p.m., respectively, and a room temperature of 22 ± 1°C. Purina Lab Diet chow and water were available ad libitum throughout routine husbandry and during experimentation. All animal procedures were in accordance with the US NIH guide for the care and use of laboratory animals and were approved by the Portland Oregon VAMC IACUC.

Four adult WSR-1 male mice per group (control and ethanol) were used for ChIP-seq analyses (H3K4me3 and H3K27me3 ChIP-seq analyses were carried out on the same animals). Four additional adult WSR-1 male mice per group were used in validation ChIP-qPCR experiments; the animals used in ChIP-seq and the animals used in ChIP-qPCR studies were from the same ethanol exposure studies.

Eight adult WSR-1 and -2 male mice per group (control and ethanol) were used for microarray experiments. For each array hybridization, the RNA from two animals from the same selected line and treatment group was pooled; the number of replicates (n) per treatment group is therefore 4. Four additional adult WSR-1 and -2 male mice per group were used in qPCR validation experiments; the animals used in microarray studies and the animals used in qPCR studies were from the same ethanol exposure studies.

Exposure to ethanol vapor was carried out as previously described (Wilhelm et al., 2014). Briefly, mice were injected i.p. with 1.5 g/kg ethanol and 68.1 mg/kg pyrazole HCl (to maintain elevated blood ethanol concentrations, BECs, by inhibiting alcohol dehydrogenase) immediately before being placed in the ethanol chambers. Control animals were injected with 68.1 mg/kg pyrazole HCl and placed in chambers identical to the ethanol chambers but with ambient air circulated instead of vaporized ethanol. Each day, mice were briefly removed from the chambers to record weights, administer 68.1 mg/kg pyrazole HCl, and to obtain a blood sample. BECs were monitored daily by sampling 20 μL of blood from the tail vein with ethanol concentrations determined by gas chromatography (Beadles-Bohling and Wiren, 2006). The WSR line and alcohol exposure paradigm used here has been found to induce dependence as documented in several prior publications (Kosobud and Crabbe, 1986; Hashimoto et al., 2011). After 72 h of ethanol exposure, all animals were returned to normal mouse cages for 21 days with daily monitoring of overall health but no further experimental manipulations.

ChIP-seq Library Generation, Sequencing, and Analysis

Twenty-one days after cessation of ethanol vapor or control exposure, mice were euthanized and the prefrontal cortex was rapidly isolated, snap-frozen in liquid nitrogen, and stored at -80°C as previously described (Hashimoto et al., 2017) until processing. Each prefrontal cortex was homogenized in a 10 mL Dounce homogenizer in RPMI buffer, cross-linked with a final concentration of 1.6% formaldehyde, and fragmented by sonication using a Bioruptor-Pico (Diagenode, Denville, NJ, United States) to achieve fragment sizes ranging from ∼100 to 500 bp. Protein A/G PLUS-Agarose Beads were used to pre-clear the fragmented chromatin samples for 2 h at 4°C with slow end-over-end rotation. Primary antibody [Millipore Anti-Trimethyl-Histone H3 (Lys4), Cat# 07-473; or Millipore Anti-Trimethyl-Histone H3 (Lys27), Cat# 07-449] was added to supernatant after clearing along with fresh agarose beads and incubated overnight at 4°C with gentle end-over-end rotation. The following day, beads were washed with low salt buffer, high salt buffer, lithium chloride buffer, and TE buffer followed by elution from the beads and DNA isolation using the ChIP DNA Clean and Concentrator Kit (Zymo Research, Irvine, CA, United States). DNA was quantitated using the Quant-iT PicoGreen dsDNA Assay Kit (Thermo Fisher Scientific, Waltham, MA, United States) according to the manufacturers protocol. Sequencing libraries were prepared using the NEBNext ChIP-seq Library Prep Master Mix Set and Multiplex Oligos for Illumina Index Primer Set 1 according to the manufacturer’s protocol using 10 ng of ChIP DNA and size selection for 150 bp inserts (New England Biolabs, Ipswich, MA, United States). Short read sequencing assays were performed by the OHSU Massively Parallel Sequencing Shared Resource.

Sequencing results consisting of 75 bp single-ended reads from the prefrontal cortex of 8 WSR-1 mice (four control and four ethanol-treated) and the pooled reads from the input material from all eight samples were obtained. Adapter sequences were removed using trimmomatic (v0.35) (Bolger et al., 2014), exact read copies were removed using fastx collapser (v0.0.13) (Hannon Lab, 2010), and reads were mapped to the GRCm38/mm10 mouse genome assembly with BWA-mem (v0.7.9.a) (Li and Durbin, 2009). After removing reads with mapping scores below 30 we used the R SPP package (Kharchenko et al., 2008) to calculate strand cross-correlation measures and all samples were exceeding or near recommended thresholds set by ENCODE. Two H3K4me3 samples (one control and one ethanol) were removed from further analysis because they contain a large fraction of duplicated reads compared to the other samples.

For the H3K4me3 and H3K27me3 ChIP-seq analysis, we counted the number of mapped reads, the number of unique mapping positions and estimated the library complexity using the non-redundant fraction (Landt et al., 2012). For genomic tracks of read coverage, we extended reads to the fragment length (150 bp) and computed the Pearson correlation coefficient between the mapping profiles of each pair of samples after removing ‘blacklisted’ regions obtained from the ENCODE consortium (Consortium, 2012). To identify peaks above background we used the irreproducibility discovery rate (IDR) analysis detailed by Li et al. (2011) with an IDR cutoff of 0.01. We then performed a differential binding analysis on the H3K4me3 data using the DiffBind package (v3.2) to run EdgeR (Robinson et al., 2010) with an FDR cutoff of 0.1. Finally, we associated all peaks with RefSeq (Pruitt et al., 2005) genes noting the distance to the nearest gene.

Because H3K27me3 ChIP-seq produces broad peaks that cover larger areas of the genome instead of the narrow peaks seen with H3K4me3 marks, we sequenced an additional Illumina lane of 75 base-pair single-ended reads and combined these reads for each sample. Peaks were called using MACS2 (Zhang et al., 2008; Feng et al., 2012) and the IDR analysis was not performed as this method is not applicable to broad peaks. Instead we used stringent overlap criteria requiring that peaks were found to overlap in all four samples of one condition and zero samples of the other condition.

RNA Isolation and Microarray Processing

Twenty-one days after cessation of ethanol vapor or control exposure, mice were euthanized and the prefrontal cortex was rapidly isolated, snap-frozen in liquid nitrogen, and stored at -80°C as previously described (Hashimoto et al., 2017) until processing. Total RNA was isolated using RNA STAT-60 (Tel Test Inc., Friendswood, TX, United States) with genomic DNA removal using the DNA-Free RNA Kit (Zymo Research) as described previously (Hashimoto et al., 2017) and RNA integrity was determined using a 1% agarose gel stained with SYBR Gold (Thermo Fisher Scientific, Waltham, MA, United States) and quantitated by UV spectroscopy.

Microarrays were purchased from the National Institute on Aging microarray facility which includes 16,897 features corresponding to 7,683 unique GenBank Gene IDs (Nadon et al., 2005). Complex probe was generated by linear synthesis with 33P-dCTP using SuperScript II Reverse Transcriptase (Thermo Fisher, Waltham, MA, United States) as previously described (Nadon et al., 2005). Complex probes were purified using Biospin P-30 columns (Bio-Rad, Hercules, CA, United States) and labeling efficiency determined using a Bioscan QC-4000 XER (Bioscan, Inc., Washington, DC, United States) and hybridized to arrays overnight with gentle mixing. Probe hybridization was measured using a Cyclone Phosphorimager and OptiQuant version 4.0 (Packard Instrument Company, Downers Grove, IL, United States). Spot identification and intensity measurements were carried out on exported data from OptiQuant using Array-Pro Analyzer 4.5 (MediaCybernetics, Rockville, MD, United States).

Spot hybridization intensities were analyzed using R. The microarray data presented here are part of a larger gene expression study to be published at a later date, which includes 62 total array hybridizations including samples derived from the two sexes of multiple mouse lines at 0 h, 8 h, and 21 days after ethanol exposure. In this study, we present the results from eight arrays that corresponded to the ChIP-seq experiments (i.e., WSR male mice prefrontal cortices 21 days after ethanol exposure). Clones with hybridization intensities below background on more than 10% of the arrays were excluded and batch effects were removed using the ‘sva’ package (Leek et al., 2012). Ethanol regulated genes were determined using the empirical Bayes function of the ‘LIMMA’ package (McCarthy and Smyth, 2009; Ritchie et al., 2015).

Bioinformatic Analysis of ChIP-seq and Gene Expression

Genes showing differential peaks of H3K4me3 or H3K27me3 in ChIP-seq analysis or identified as differentially regulated by post-ethanol were analyzed separately for Gene Ontology (GO) and pathway enrichment using The Database for Annotation, Visualization and Integrated Discovery (DAVID) v6.8 (Huang et al., 2009). The KEGG pathway schematic with ChIP-seq data integrated into a simplified pathway was created in Cytoscape (3.5.1) using the CytoKegg (1.0.1) application (Shannon et al., 2003). Sequencing data was visualized using the Integrated Genomics Viewer (IGV, 2.4.5).

Confirmation of ChIP-seq and Microarray Results

Peak regions identified in the ChIP-seq analyses were used in the design of primers using the NCBI Primer-BLAST on-line tools (Ye et al., 2012). Quantitative PCR (qPCR) was run on ChIP DNA using the SsoAdvanced Universal SYBR Green Supermix and CFX96 Real-Time System (Bio-Rad, Hercules, CA, United States) and data is presented as percent of input. Gene expression changes were measured by qRT-PCR using the iTaq Universal SYBR Green One-Step Kit (Bio-Rad, Hercules, CA, United States) using RNA from independent animals from the same studies as those used for the microarray experiment described here. Primers were designed using Primer-BLAST (Ye et al., 2012) for Alk and were down-loaded from PrimerBank (Wang et al., 2012) for Wnt5a, Camk2a, Dgkb, and Ezr. For each set of qPCR and qRT-PCR primers, primer efficiency was between 90 and 110% and resulted in a discreet single peak during melt analysis.



RESULTS

ChIP-seq Analysis

Our analysis of the H3K4me3 ChIP-seq data identified 445 differentially bound peaks between the post-ethanol and control mice of which 271 (61%) were located within regulatory regions or gene bodies of 294 unique genes (Supplementary Table 1). Seven genes had multiple peaks associated (1700011I03Rik, Gm10921, Gm13152, Gm14345, Gm14346, Gm38437, Soga1). Furthermore, 29 peaks had two genes associated, and 4 peaks had three genes associated. We found that 92 (30%) of the gene-associated peaks were located within 100 bp of the transcription start site (TSS; 33 peaks) or proximal promoter region (59 peaks) defined here as 2,000 bp upstream of the TSS and 200 bp into the gene. Figure 1 shows representative examples of differential Integrative Genomics Viewer (IGV) tracks of H3K4me3 peaks associated with the TSS of two genes in control and post-ethanol mice. Of the genes showing differential H3K4me3 distribution, 52% (159 genes) have been previously shown to be differentially regulated by ethanol (Ponomarev et al., 2012; Wilhelm et al., 2014; Farris et al., 2015; Smith et al., 2016; van der Vaart et al., 2017). The majority of these gene-associated peaks (196, 64%) reported here showed decreased H3K4me3 in the post-ethanol samples compared to control, consistent with prevalent downregulation of gene expression (Table 1).
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FIGURE 1. Representative Integrative Genomics Viewer (IGV) browser tracks of H3K4me3 peaks near the TSS following ethanol exposure. For each panel, blue tracks are from control animals, red tracks are from ethanol-treated animals, and black track is the input signal. All IGV tracks in a given comparison have the same scaling factor for the y-axis as indicated in the upper left hand region of each track. The region of the genome identified as differentially bound is indicated near the top of each panel in red and with black lines through the tracks. The RefSeq gene map is presented in blue at the bottom of each panel showing the overall gene structure. (A) Psme3 shows increased H3K4me3 in ethanol treated samples. (B) Klf13 shows decreased H3K4me3 in ethanol treated samples at one of the primary peaks at the gene TSS.



TABLE 1. Matrix of the changes in H3K4me3, H3K27me3, and microarray gene expression and their overlap during ethanol withdrawal in comparison to control.
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To further our understanding of ethanol dysregulation of histone marks during this 21-day post-ethanol exposure period we also performed ChIP-seq for H3K27me3. H3K27me3 generally produces broad peaks often encompassing several kilobases of DNA, which makes analysis with traditional statistical approaches challenging, requiring a different strategy than the one described above for H3K4me3. We first looked at peaks present in all four samples of each group and found 35,710 peaks in the ethanol treatment group and 29,883 peaks in the control group. A large portion of the peaks identified completely or partially overlapped in the control and ethanol-treatment samples (Figure 2). To avoid false-positive results, we used a very stringent method for calling differential H3K27me3 peaks between control and post-ethanol samples. Only when peaks are present in all four replicates of one treatment group with no corresponding peaks present in any of the four replicate samples of the other treatment group do we identify them as differential H3K27me3 peaks. We identified 771 peaks that were present in one condition but not in the other. 640 peaks were present in all four post-ethanol samples but in none of the control samples; 131 peaks were present in all the control samples but in none of the post-ethanol samples (Figure 2). Two hundred forty of these differential peaks were associated with 231 unique genes. Five peaks were associated with two genes. Ten genes had two peaks present (Drd3, Gm5134, Gpr39, Rora, Sorcs2, Svep1, Syt9, Tspan18, Wwox, 2310007B03Rik), two genes (Alk, Sncaip) had three peaks. Supplementary Table 2 shows the list of the 245 genes associated with H3K27me3 differential peaks (genes with two or three peaks are listed duplicated in the table) and the gene region where the differential peak is located. Eight peaks are associated with the promoter region, eight are in the TSS region, and 229 are associated with the gene body. Of the 245 genes with differentially bound peak regions 85% (209) had H3K27me3 peaks only in the post-ethanol samples compared to control. These results, similarly to the results found for post-ethanol changes on H3K4me3 and described in the previous paragraph, are consistent with prevalent down-regulation of gene expression during the 21-day post-ethanol period (Table 1). Figure 3 shows representative examples of differential IGV tracks of H3K27me3 peaks associated with the TSS of two genes in control and post-ethanol mice. Comparison of our H3K27me3 ChIP-seq data with previously published ethanol data showed 40% (98 genes) of genes identified in this study have been previously identified as regulated by ethanol (Ponomarev et al., 2012; Wilhelm et al., 2014; Farris et al., 2015; Smith et al., 2016; van der Vaart et al., 2017).
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FIGURE 2. H3K27me3 peaks called in control and ethanol samples. (A) Out of a total of 29,883 peaks called in all four Control samples, 23,072 were also present in all four ethanol treated samples (77.21%), 3,972 were present in three of the ethanol treated samples (13.29%), 1,769 were present in two of the ethanol treated samples (5.92%), 939 were present in one of the ethanol treated samples (3.14%), and 131 were present in 0 of the ethanol-treated samples (0.44%). (B) Out of a total of 35,710 peaks called in all four ethanol samples, 21,477 were also present in all four Control samples (60.14%), 5,755 were present in three of the control samples (16.12%), 4,570 were present in two of the control samples (12.80%), 3,268 were present in one of the Control samples (9.15%), and 640 were present in 0 of the Control samples (1.79%).
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FIGURE 3. Representative IGV browser tracks of H3K27me3 peaks near the TSS following ethanol exposure. For each panel, the blue tracks are from control animals, red tracks are from ethanol-treated animals, and black track is the input signal. All IGV tracks in a given comparison have the same scaling factor for the y-axis as indicated in the upper left hand region of each track. The region of the genome identified as differentially bound is indicated near the top of each panel in red and with black lines through the tracks. The RefSeq gene map is presented in blue at the bottom of each panel showing the overall gene structure. (A) Col7a1 shows increased H3K27me3 in ethanol treated samples. (B) Stard13 shows increased H3K27me3 in ethanol treated samples.



Three genes had differential H3K4me3 and H3K27me3 peaks, Trp63 (transformation related protein 63); Wnt5a (wingless-type MMTV integration site family, member 5A); and Lhfpl3 (lipoma HMGIC fusion partner-like 3). All three genes had reduced H3K4me3 in the ethanol samples and the presence of H3K27me3 peaks in the post-ethanol samples suggesting expression of these genes is repressed during protracted ethanol withdrawal (Table 1 and Supplementary Tables 1, 2).

Pathway and Gene Ontology Analyses

Next we performed pathway and GO analyses on the genes showing differential histone marks. For H3K4me3, the top KEGG pathways identified were “proteoglycans in cancer,” “viral carcinogenesis,” and “viral myocarditis” (Table 2). The top GO categories were “dendrite,” “synapse,” and “cell junction” (Table 3). Interestingly, four genes that are part of the top KEGG pathway for H3K4me3, “proteoglycans in cancer,” were identified in the H3K27me3 analysis suggesting dysregulation of this pathway through multiple epigenetic mechanisms (Table 2 and Figure 4). For H3K27me3, the top KEGG pathways identified were “calcium signaling pathway” and “nicotinate and nicotinamide metabolism” (Table 2). We observed an additional six genes in the “calcium signaling pathway” in our H3K4me3 analysis suggesting an important role of calcium signaling during this post-ethanol period (Table 2). The top GO categories for H3K27me3 were “calcium ion binding,” “receptor complex,” and “transcriptional activator activity, RNA polymerase II core promoter proximal region sequence-specific binding” (Table 3).

TABLE 2. Enriched KEGG pathways in genes with post-ethanol-induced changes in H3K4me3 and H3K27me3.
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TABLE 3. Enriched GO categories in genes with post-ethanol-induced changes in H3K4me3 and H3K27me3.
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FIGURE 4. Simplified KEGG pathway “Proteoglycans in Cancer” with H3K4me3 and H3K27me3 enriched genes. The KEGG pathway was down-loaded into Cytoscape (3.5.1) using the CytoKegg (1.0.1) application. ChIP-seq data was overlaid on the pathway with H3K4me3 results shown in blue rectangles and H3K27me3 results shown in red ovals. Blue filled nodes indicate a predicted down-regulation with ethanol based on the ChIP-seq results and pink filled nodes indicate a predicted up-regulation. Proteoglycans play several crucial roles in modulating neuronal migration, axonal regeneration, and synaptic plasticity.



Gene Expression Analysis

Additionally, we carried out gene expression array analysis of the PFC of control and post-ethanol exposure mice. We found that 21 d after ethanol exposure 86 of the 7,683 genes present in the microarray platform were differentially expressed, with an unadjusted p-value < 0.01, 40% of the differentially expressed genes were downregulated and 60% were upregulated (Table 3). Notably, DNA methyltransferase 3A (Dnmt3a) was down-regulated during protracted withdrawal from alcohol and has been previously identified as dysregulated following ethanol exposure (Smith et al., 2016; van der Vaart et al., 2017). We then subjected the differentially expressed genes to pathway and GO analyses. The top KEGG pathway identified was “cell adhesion molecules.” The top GO categories were “protein binding,” “nucleoplasm,” and “coronary vasculature development.” The microarray platform used for this experiment contained 49% of the genes that showed changes in H3K4me3 and 18% of the genes that showed changes in H3K27me3. Five genes displaying changes in H3K4me3 or H3K27me3 also showed differential expression; in all five cases, the expression profile of the genes matched the predicted expression based on histone methylation with increased H3K4me3 associated with increased expression and increased H3K27me3 associated with decreased expression. Specifically, we found that genes Pard3 and Plagl1 showed increased H3K27me3 in ethanol samples and decreased expression compared to controls; the gene Calu displayed reduced H3K4me3 binding and reduced gene expression; genes Ezr and Dgkb had increased H3K4me3 and increased gene expression (Tables 1, 4 and Supplementary Tables 1, 2).

TABLE 4. Post-ethanol-induced gene expression differences in the PFC of male WSR mice.
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Validation Experiments

We validated some of the changes observed in H3K4me3 and/or H3K27me3 analysis using ChIP followed by qPCR analysis of immunoprecipitated DNA in four additional samples per condition. Furthermore, we used qRT-PCR to validate differential expression detected by microarray and measure RNA expression of two genes (Alk and Camk2a) not present in the microarray platform but displaying H3K4me3 and/or H3K27me3 changes by ChIP-seq.

The five genes selected for validation were: Alk, Wnt5a, Camk2a, Ezr, and Dgkb. Alk was selected for validation as several previous studies have implicated this gene in modulating alcohol-drinking behavior (Heberlein et al., 2010; Lasek et al., 2011; Dutton et al., 2017); Wnt5a, Camk2a, and Ezr were selected for validation because components of the “Proteoglycans in Cancer” pathway identified as significantly altered by ethanol withdrawal by KEGG pathway analysis of our ChIP-seq results (Figure 4). In addition, Wnt5 displayed a concordant increase in H3K27me3 and decrease in H3K4me3 while Ezr and Dgkb displayed a concordant increase in H3K4me3 and in gene expression (Table 4).

We performed ChIP-qPCR for two regions of the Alk gene showing H3K27me3 differential peaks (region 1 at 538 kb downstream from the TSS and region 2 located 520 kb upstream of the TSS) but only found a significant difference for one of the regions (Figure 5A, left and middle). Consistent with the presence of the repressive mark, qRT-PCR revealed that Alk expression is reduced by ethanol withdrawal (Figure 5A, right). The ChIP-qPCR results of Wnt5a confirmed the ChIP-seq results, displaying increased H3K27me3 and decreased H3K4me3 (Figure 5B, left and middle) and its expression was decreased by ethanol, in agreement with its chromatin state (Figure 5B, right). In agreement with the ChIP-seq results, we observed a decrease in Camk2a H3K4me3, associated with a decrease in Camk2a gene expression measured by qRT-PCR (Figure 5C). Finally, we validated the increase in H3K4me3 in the Ezr and Dgkb genes associated with increased expression (Figures 5D,E), in agreement with ChIP-seq and miocroarray results.


[image: image]

FIGURE 5. Validation of selected ChIP-seq and microarray results in the prefrontal cortex of WSR male rats 21 days after ethanol exposure by ChIP and qPCR analyses. (A) Alk genomic region 1 was significantly enriched for H3K27me3 in ethanol samples but region 2 was not significantly enriched. Alk gene expression was down-regulated by ethanol exposure as predicted by the H3K27me3 ChIP-seq analysis (Alk was not present in the microarray platform used in this study). (B) Wnt5a H3K4me3 was significantly decreased and H3K27me3 was significantly increased by ChIP-qPCR, in agreement with the ChIP-seq findings. In addition, expression analysis showed decreased Wnt5a expression. (C) Camk2a H3K4me3 was reduced by alcohol confirming ChIP-seq results; in agreement with this modification, its expression was also reduced (Camk2a was not present in the microarray platform used in this study). (D) Dgkb H3K4me3 and gene expression were increased in alcohol withdrawal samples analyzed by ChIP-qPCR and qPCR respectively, confirming the ChIP-seq and microarray results. (E) Ezr H3K4me3 and gene expression were increased in alcohol withdrawal samples analyzed by ChIP-qPCR and qPCR respectively, confirming the ChIP-seq and microarray results. ∗p < 0.05 by Student’s t-test.





DISCUSSION

The current study examined stable changes in H3K4me3 and H3K27me3 following protracted withdrawal from ethanol. We performed ChIP-seq experiments in the prefrontal cortex of animals that 21 days previously had been exposed to ethanol. We found 445 H3K4me3 peaks and 771 H3K27me3 peaks that differed between control and ethanol treated mice, indicating persistent changes in chromatin state 21 days following high dose ethanol treatment. In particular, we observed that 64% of the H3K4me3 peaks that differed between the treatment group and the controls were reduced while 85% of the H3K27me3 peaks were increased, indicating a global repression of gene expression. Three genes showed simultaneous reduction of H3K4me3 and appearance of H3K27me3 in the ethanol-withdrawn samples: Trp63, Wnt5a, and Lhfpl3. We also found that five genes that were differentially expressed in our microarray analysis also displayed changes in H3K4me3 or H3K27me3 (Tables 1, 4). All changes in expression were in the direction that would be predicted based on the histone modifications.

We also compared changes in H3K4me3 and H3K27me3 to prior studies that examined gene expression and, interestingly, found that 52% (159 genes) of our differentially tri-methylated H3K4 and 40% (98 genes) of our differentially tri-methylated H3K27 genes have been previously identified as regulated by ethanol (Ponomarev et al., 2012; Wilhelm et al., 2014; Farris et al., 2015; Smith et al., 2016; van der Vaart et al., 2017). For example, we find H3K27me3 peaks following treatment in Glial cell line-derived neurotrophic factor (Gdnf) and Anaplastic lymphoma kinase (Alk) genes, and increased H3K4me3 peaks in the ethanol samples at the Glutamate Receptor, Ionotropic, AMPA 1 (Gria1) gene. These genes have been reported to be dysregulated by ethanol exposure (Carnicella et al., 2009; Heberlein et al., 2010; Lasek et al., 2011; Wolen et al., 2012; Reynolds et al., 2015; Dutton et al., 2017). With regard to H3K4me3 analysis, there is 0.004% chance of observing this level of overlap with the literature findings by chance using a hypergeometric test, suggesting a high level of correlation between H3K4me3 and gene expression. Notably, this overlap is despite myriad different models and ethanol exposure paradigms used in these prior studies. For example, the Ponomarev et al. (2012) and Farris et al. (2015) studies were conducted using human post-mortem samples, while Smith et al. (2016) used mice exposed to chronic intermittent ethanol exposure and measured gene expression 0 h, 8 h, 72 h, and 7 days post-treatment. On the other hand, we found that there is a high chance of randomly observing the level of overlap seen in the H3K27me3 analysis (58%).

We found that “proteoglycans in cancer” and “calcium signaling pathways” emerged as networks affected by ethanol during protracted withdrawal in the ChIP-seq analysis of H3K4me3 and H3K27me3, respectively. Ethanol and its metabolites, such as acetaldehyde have been shown to interfere with the synthesis, stability, and degradation of glycoconjugates, including proteoglycans in the brain and periphery (Waszkiewicz et al., 2012). Proteoglycans serve essential roles in the brain as part of the extracellular matrix (ECM). Most of the cells in the brain secrete ECM proteins, which provide structural support but can also activate or inhibit cell signaling involved in neuronal plasticity. The ECM can be divided into three main compartments: the basement membrane, the neural interstitial matrix, and perineuronal nets (PNs) (Lau et al., 2013; Lasek, 2016). The basement membrane is a component of the blood brain barrier, and the interstitial matrix and PNs help stabilize neural circuits and diffusion rates of membrane receptors, neurotransmitters, and ions (Celio et al., 1998; Yamaguchi, 2000; Pizzorusso et al., 2002; Gogolla et al., 2009; Dityatev et al., 2010; Gundelfinger et al., 2010; McRae and Porter, 2012). Several recent studies have indicated an important role for ECM factors in alcoholism (Zhang et al., 2014; Lasek, 2016).

Prior to the current study the status of ECM components and regulatory factors during protracted ethanol withdrawal were not well characterized. In the current study, we found Wnt5a, Wnt1, and Grb2, and integrin protein Itgb5 had histone modifications consistent with reduced gene expression. WNT signaling pathway is of particular interest considering the important role it plays in neuritogenesis (Ille and Sommer, 2005). In relation to the ECM, WNT1 has been shown to positively regulate a key component of PNs, aggrecan, in human adipose stem cell culture (Wang and Fawcett, 2012; Luo et al., 2013). In accord with an increase in H3K27me3 at Wnt5a reported here, ethanol treatment of neural stem cells reduced Wnt5a expression (Vangipuram and Lyman, 2012; Mandal et al., 2015a). WNT5A has been shown to induce the expression of the γ2 subunit of laminin, an important ECM protein in the brain parenchyma and in the epithelial basement membrane (Yamamoto et al., 2009). On the other hand, WNT1 and WNT5A promote the expression of enzymes that degrade the ECM, such as matrix metalloproteinases (MMPs) (Wu et al., 2007; Huang et al., 2017). The epidermal growth factor receptor adapter protein GRB2 also induces MMP expression (Crampton et al., 2009). In addition, we found an increase in H3K4me3 at the Mapk14 gene. MAPK14 promotes interstitial matrix component fibronectin mRNA expression in hepatic stem cells (Gu et al., 2016). Prior studies indicated that acute or chronic ethanol, for the most part, promote ECM degradation (Guizzetti et al., 2010; Giordano et al., 2011), in part perhaps due to increases in MMP-9 activity (Wright et al., 2003). A reduction of Wnt and Grb2 expression, together with increased Mapk14, as indicated by histone modifications found here, would be consistent with the notion that protracted ethanol withdrawal constitutes a period of ECM repair and growth.

Calcium signaling emerged as an overrepresented pathway in our pathway analyses of H3K4me3 and H3K27me3. Blocking certain types of calcium channel signaling has been shown to reduce rodent ethanol consumption (De Beun et al., 1996; Walter and Messing, 1999). In an ethanol exposure paradigm similar to the one used in this study in which rats were exposed to intermittent ethanol and their prefrontal cortex was analyzed 21 days after the last exposure, ion channels, including those that influence neurotransmitter release through effects on membrane potentials and calcium flux, emerged as one of the top GO categories in a miRNA and a DNA methylation study (Tapocik et al., 2013; Barbier et al., 2015). Calcium signaling also emerged as an important pathway following maternal binge-like ethanol doses in embryonic day 18 fetuses in a microarray study (Mandal et al., 2015b). Our results therefore further indicate an important role for calcium signaling in AUD, and suggest epigenetic mechanisms may encode persisting alterations in this pathway.

Some prior studies have examined H3K4me3 and H3K27me3 in relation to ethanol intake. Similar to our results, these studies have indicated that protracted withdrawal from ethanol produces global reductions in H3K4me3 levels (Govorko et al., 2012; Bekdash et al., 2013), although in these studies exposure was done in utero and measurements were done in the adult brain. In neonatal mice ethanol was found to increase H3K27me2 levels between 4 and 24 h following treatment (Subbanna et al., 2013). In contrast to our results, one study found that early post-natal ethanol exposure increased H3K4me3 and decreased H3K27me3 at adulthood (Chater-Diehl et al., 2016), and another reported a global increase in H3K4me3 6 h following a single ethanol exposure in adult mice (Finegersh and Homanics, 2014). Additionally, H3K4me3 levels were increased in postmortem human brain samples of subjects with alcoholism (Ponomarev et al., 2012). In light of these previous studies, our results suggest that protracted withdrawal is a unique state differing from controls, ethanol intoxication, and acute withdrawal, in which H3K4me3 remains low and H3K27me3 is high following high-dose ethanol exposure. Our results help clarify the dynamic changes in histone methylation in adulthood caused by ethanol as a function of time after exposure.

We found that differences in H3K4me3 and H3K27me3 in many cases did not lead to differences in gene expression. However, all changes in expression that did occur were in the direction that would be predicted based on the type(s) of chromatin modifications. For instance, we found two genes (Pard3 and Plagl1) with both an H3K27me3 peak in the ethanol-exposed mice and a decrease in expression based on microarray analysis. Moreover, one gene (Calu) showed a reduction in H3K4me3 and a decrease in mRNA expression, and two genes (Ezr and Dgkb) showed an increase in H3K4me3 and mRNA expression. In addition, we decided to validate H3K27me3 and H3K4me3 peaks identified by ChIP-seq in Alk and Camk2a genes, respectively, and because these two genes were not included in the microarray, we carried out qRT-PCR analysis and found a decreased expression of both genes, as expected by the increased H3K27me3 in Alk and the decreased H3K4me3 in Camk2a. One reason for the lack of overlap was a methodological limitation of our study as 51% of the genes in which there were H3K4me3 differences and 82% of the genes in which there were H3K27me3 differences were not present in the microarray platform used. A second reason may be inherent to the nature of the relationship between histone modifications and gene expression. In fact, a lack on concordance between H3K4me3 or H3K27me3 and gene expression has been reported by others (Zhou et al., 2011; Chater-Diehl et al., 2016). Specifically, Henikoff and Shilatifard (2011) argued that histone modifications reflect rather than drive transcriptional activity. This explanation is supported by observations that global loss of H3K4me3 does not cause an overall decline in gene expression. In addition, H3K4me3 is not required for transcription in in vitro models. Also, there are many instances in which H3K4me3 levels peak after gene expression has already begun (Pavri et al., 2006; Borde et al., 2009; Clouaire et al., 2012; Kuang et al., 2014). Based on these observations there is evidence that the function of some histone marks is to stabilize gene expression over the long term. Certain histone modifications may mark genes for faster or slower induction of gene expression upon re-exposure to a stimulus or at genes that require frequent or infrequent reactivation (Muramoto et al., 2010; Ding et al., 2012; Mosesson et al., 2014). Therefore, the lack of overlap between histone modifications and gene expression reported here is in fact an interesting observation in itself and its further investigation may contribute to the understanding of the role of histone modifications in gene expression.



CONCLUSION

Ours is the first study to examine enduring epigenetic changes following protracted withdrawal in adult mice. These results indicate that even in the fully mature brain prior heavy ethanol exposure can produce enduring changes in chromatin structure. Our results indicate an overall reduction in H3K4me3 and increase in H3K27me3. Several of the genes affected by these changes have been previously implicated in AUD. Finally, our results strongly point to alterations in proteoglycans and calcium channel signaling as persisting changes following ethanol exposure. Roles for ECM-related factors, such as proteoglycans, and calcium signaling in AUD have recently gained prominence due to several recent reports.
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We previously determined that repeated binge ethanol drinking produced sex differences in the regulation of signaling downstream of Group 1 metabotropic glutamate receptors in the nucleus accumbens (NAc) of adult C57BL/6J mice. The purpose of the present study was to characterize RNA expression differences in the NAc of adult male and female C57BL/6J mice following 7 binge ethanol drinking sessions, when compared with controls consuming water. This binge drinking procedure produced high intakes (average >2.2 g/kg/30 min) and blood ethanol concentrations (average >1.3 mg/ml). Mice were euthanized at 24 h after the 7th binge session, and focused qPCR array analysis was employed on NAc tissue to quantify expression levels of 384 genes in a customized Mouse Mood Disorder array, with a focus on glutamatergic signaling (3 arrays/group). We identified significant regulation of 50 genes in male mice and 70 genes in female mice after 7 ethanol binges. Notably, 14 genes were regulated in both males and females, representing common targets to binge ethanol drinking. However, expression of 10 of these 14 genes was strongly dimorphic (e.g., opposite regulation for genes such as Crhr2, Fos, Nos1, and Star), and only 4 of the 14 genes were regulated in the same direction (Drd5, Grm4, Ranbp9, and Reln). Interestingly, the top 30 regulated genes by binge ethanol drinking for each sex differed markedly in the male and female mice, and this divergent neuroadaptive response in the NAc could result in dysregulation of distinct biological pathways between the sexes. Characterization of the expression differences with Ingenuity Pathway Analysis was used to identify Canonical Pathways, Upstream Regulators, and significant Biological Functions. Expression differences suggested that hormone signaling and immune function were altered by binge drinking in female mice, whereas neurotransmitter metabolism was a central target of binge ethanol drinking in male mice. Thus, these results indicate that the transcriptional response to repeated binge ethanol drinking was strongly influenced by sex, and they emphasize the importance of considering sex in the development of potential pharmacotherapeutic targets for the treatment of alcohol use disorder.
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INTRODUCTION

Alcohol use disorder (AUD) is a clinical problem of great significance that cost the United States $249 billion in 2010, with [image: image] of the cost related to binge drinking or a pattern of drinking that brings blood alcohol concentration ≥ 80 mg/dL (or 0.8 mg/mL; NIAAA, 2004). Excessive alcohol use is the fourth leading preventable cause of death in the United States, but globally, it accounts for 5.9% of all deaths (∼3.3 million in 2012) and is the first leading risk factor for premature death and disability among people between the ages of 15 and 49 (NIAAA, 2017). Epidemiological evidence indicates that women develop alcohol-related heart disease, liver damage, and peripheral neuropathy after fewer years of heavy drinking, and that women may be more vulnerable to AUD-induced brain damage (Wiren, 2013 and references therein).

Behavioral, biochemical, and molecular pharmacological evidence indicates that N-methyl-D-aspartate (NMDA) receptors are one of the primary targets of ethanol. Other primary targets include γ-aminobutyric acidA (GABAA), glycine, serotonin-3, and neuronal nicotinic acetylcholine receptors, as well as L-type calcium channels and G protein-activated inwardly rectifying potassium channels (reviewed in Spanagel, 2009; Cui and Koob, 2017). Concentrations as low as 1 mM produce alterations in the function of these receptors and ion channels, which initiate a cascade of intracellular events and lead to the acute behavioral effects of ethanol that range from disinhibition to sedation and hypnosis (depending on the dose). Given that practically all neurons in the brain are estimated to possess glutamatergic inputs, glutamatergic neurotransmission is in a position to regulate or influence a diverse array of neuronal processes (see Chandler, 2003; Lau and Zukin, 2007; Bell et al., 2016). A large body of evidence also implicates activity-dependent changes in the efficacy of glutamatergic neurotransmission as a major underlying event in the addicted brain (e.g., reviewed in Chandler, 2003; Tzschentke and Schmidt, 2003; Kauer and Malenka, 2007; Szumlinski et al., 2008a; Kalivas, 2009; Bell et al., 2016). Importantly, we recently found that repeated binge drinking recruited sexually divergent signaling cascades downstream of phosphoinositide 3-kinase (PI3K) in the nucleus accumbens (NAc) in C57BL/6J mice, with significant changes in males and females relatively resistant to these changes (Cozzoli et al., 2016). The functional implication of the changes was confirmed by the demonstration that intra-NAc rapamycin, which inhibits mammalian target of rapamycin (mTOR) in the PI3K signaling cascade, significantly decreased binge ethanol drinking in male but not in female mice (Cozzoli et al., 2016). Taken in conjunction with evidence that rapamycin (see Neasta et al., 2014 and references therein) and newly developed mTOR complex 1 inhibitors (Morisot et al., 2018) significantly reduce high ethanol drinking in male rodents, the results by Cozzoli et al. (2016) highlight sex differences in the influence of binge drinking on signaling cascades downstream of PI3K and presumably, metabotropic Group 1 glutamate receptors (mGluR1).

Neuroadaptive responses to binge ethanol consumption are not limited to effects on neurotransmitter systems. Microarray expression analysis in whole brain or in brain regions such as the medial prefrontal cortex (mPFC), NAc, ventral tegmental area (VTA), and amygdala have found that various models of binge drinking produced changes in expression of genes in male rodents that were involved in some of the following networks: glutamate signaling, BDNF (brain derived neurotrophic factor), synaptic vesicle fusion, synaptic transmission, apoptosis, glucocorticoid receptor (GR) signaling, anti-apoptosis, regulation of G-protein receptor signaling, transcription factors, neurogenesis, and neuroimmune-related pathways (e.g., Rodd et al., 2008; Bell et al., 2009; McBride et al., 2010; Mulligan et al., 2011; Wolstenholme et al., 2011; Agrawal et al., 2014). Binge drinking in female rodents produced changes in VTA gene expression that were associated with neuroimmune and epigenetic functions, a pro-inflammatory response, and an enhanced response to glucocorticoids and steroid hormones (McBride et al., 2013; Marballi et al., 2016), and the two top networks identified were neurological/psychological disorders and lipid/nucleic acid metabolism (Marballi et al., 2016). Changes in NAc and amygdala protein expression in female rats following binge drinking were associated with functional categories such as the cytoskeleton, cellular stress response, membrane transport, and neurotransmission (Bell et al., 2006). Although male and female rodents were never directly compared in the same study, binge-like ethanol drinking changed the expression of genes and proteins that likely alter neuronal function in several ways and that can be either adaptive or deleterious.

Chronic ethanol intoxication that results in physical dependence via continuous or intermittent ethanol vapor exposure also produces gene expression changes, with a different transcriptional response in the cortex during acute withdrawal (8 h) than after a period of abstinence (3 weeks) in male and female rodents. Studies conducted in male mice during acute withdrawal found that transcriptionally responsive genes in the PFC were involved in the Ras/MAPK (mitogen-activated protein kinase) pathway, notch signaling, and ubiquitination (Melendez et al., 2012) and that dysregulation in the expression of several chromatin remodeling genes in PFC was primarily evident during acute withdrawal rather than during a period of abstinence (Hashimoto et al., 2017). Pathways identified in cingulate cortex of male rats after a period of abstinence were involved in neurotransmission (e.g., glutamatergic, endocannabinoid, monoaminergic), signal transduction (e.g., MAPK, ERK2 or extracellular signal-related kinase 2), and synaptic plasticity (Rimondini et al., 2002). Additionally, a study designed to discover master regulator genes (i.e., key genes that drive the expression of the specific transcriptional response associated with physical dependence) during abstinence in male rats identified Nr3c1, the gene encoding the GR, as one of the highest master regulators in the mPFC, NAc, VTA, and central nucleus of the amygdala (Repunte-Canonigo et al., 2015). Importantly, several studies were conducted in male and female mPFC with the goal of examining sex and ethanol withdrawal severity genotype differences in gene expression profiles in mice selectively bred for high and low withdrawal. During acute withdrawal, sex rather than withdrawal genotype, correlated best with the transcriptional response in dependent mice. Females showed regulation of genes associated with cell death/neurodegeneration, DNA/RNA binding, and inflammation/immune function whereas males showed regulation of genes associated with protein degradation, calcium ion binding pathways, inflammation/immune function, and nervous system disorders/development (Hashimoto and Wiren, 2008; Wilhelm et al., 2014). However, while NF-κB (nuclear factor kappa-light-chain-enhancer of activated B cells) signaling was identified as a significant signaling node in both males and females, the interacting proteins were completely distinct between the sexes, which was indicative of a sexually dimorphic immune response during acute withdrawal. Subsequent studies during acute withdrawal focused on glucocorticoid signaling, and bioinformatics of genes regulated in dependent mice identified activation of inflammatory signaling and cell death pathways in females, while males exhibited disease and disorder pathways that were associated with endocrine and neurological diseases (Wilhelm et al., 2015). In contrast, abstinence produced a transcriptional response that varied by withdrawal genotype rather than sex. In the low withdrawal genotype, genes associated with the biological processes thyroid hormone metabolism, glutathione metabolism, axonal guidance, and DNA damage response were identified. Classes of genes associated with acetylation and histone deacetylase were highly dimorphic between mice with a high versus (vs.) low withdrawal genotype. The top pathway identified was Death Receptor Signaling, with apoptosis as a central node, but both sexes of the withdrawal resistant genotype had increased apoptotic signaling and more up-regulated transcripts whereas the high withdrawal genotype mice had less apoptotic signaling (Hashimoto et al., 2011; Wilhelm et al., 2014). Collectively, the available data indicate that acute withdrawal following chronic intoxication or binge drinking produces sexually divergent transcriptional responses and activation of distinct networks.

Based on the above evidence for a strong dichotomy between male and female rodents in the response to ethanol during acute withdrawal, the purpose of the present study was to characterize RNA expression differences from male and female C57BL/6J mice following 7 binge ethanol sessions. Tissue was harvested from the NAc, as this brain region is a central mediator of addiction (e.g., Tzschentke and Schmidt, 2003; Kauer and Malenka, 2007; Kalivas, 2009; Koob and Volkow, 2010). Focused quantitative PCR (qPCR) array analysis was employed to quantify expression levels of 384 genes identified as important in “Mood Disorders.” The results indicated that there was a largely divergent regulation of genes by binge drinking in males and females, reflecting different neuroadaptive responses in the NAc that would result in dysregulation of distinct biological pathways between the sexes.



MATERIALS AND METHODS

Subjects

Adult male and female C57BL/6J mice were purchased from Jackson Laboratories West (Sacramento, CA, United States) at 7 weeks of age. Mice were group housed and separated by sex upon arrival, acclimated to a regular 12 h light/dark cycle (lights on at 0700) in a temperature (22 ± 2°C) and humidity controlled environment, with free access to food (Labdiet 5001 rodent chow; PMI International, Richmond, IN, United States) and water. Mice were 8 weeks old at the start of the drinking study, and they were individually housed throughout the experiment. Stage of the estrous cycle was not monitored during this study, based on evidence that binge ethanol consumption was not affected by estrous cycle phase in female C57BL/6J mice and that 6 weeks of binge ethanol drinking did not affect the length or pattern of the estrous cycle (Satta et al., 2018). Results in female rats also indicate that phases of the estrous cycle did not influence ethanol drinking under binge and non-binge drinking conditions (Priddy et al., 2017). The procedures were carried out in accordance with recommendations of the National Institute of Health Guidelines for the Care and Use of Laboratory Animals and were compliant with Institutional Animal Care and Use Committee approved protocols. The specific protocol for these studies was approved by the Institutional Animal Care and Use Committee at the VA Portland Health Care System, where all studies were conducted. All efforts were made to minimize distress and the number of animals used.

Binge Ethanol Consumption

The Scheduled High Alcohol Consumption procedure was used to model binge drinking, based on evidence that this procedure produces high ethanol intake in male and female mice (≥2g/kg in 30 min) and blood ethanol concentrations (BECs) ≥ 1.0 mg/mL (details in Finn et al., 2005; Strong et al., 2010; Tanchuck et al., 2011; Cozzoli et al., 2016). Briefly, mild fluid restriction was used to schedule periods of fluid access so that mice would drink their daily fluid requirement on a schedule. Mice had free access to food, and animals were weighed daily. Total fluid access per day increased across time from 4 to 10 h. Every 3rd day, mice in the binge ethanol groups (binge; 9/sex) had 30 min access to a 5% v/v ethanol solution in tap water, with water provided during the remainder of the period of fluid access. This 3-day cycle of fluid access was repeated so that mice in the binge group received a total of 7 binge ethanol sessions. Retro-orbital sinus blood (20 μL) was collected immediately following the 3rd and 7th binge sessions from the binge groups and analyzed for BEC via headspace gas chromatography (Finn et al., 2007). Mice in the control group (control; 9/sex) received the same schedule of total fluid access, but consumed only water. After the final binge ethanol session, all mice were given free access to water for 24 h.

Tissue Dissection

Mice were euthanized by decapitation at 24 h after the final binge ethanol session. The brain was extracted, chilled on ice, and sectioned freehand, as described in Cozzoli et al. (2016). Briefly, the entire NAc was micropunched from the 1–2 mm coronal section containing the anterior commissure with a 16 gauge hollow needle, based on established anatomical coordinates from the mouse brain atlas (Paxinos and Franklin, 2001). Micropunches were aimed to include the following coordinates: AP: +1.45 mm from bregma, ML: ± 0.6 mm from the midsagittal suture, DV: -4.3 mm from the skull surface. All samples were placed in microcentrifuge tubes (1.5 ml), frozen immediately in dry ice, and stored at -80°C until total RNA isolation.

RNA Isolation and Quantitative Polymerase Chain Reaction (qPCR) Array Analysis

Total RNA was isolated using RNA STAT-60 (Tel-Test, Inc.; Friendswood, TX, United States), and genomic DNA was removed with the DNA-Free RNA kit (Zymo Research; Irvine, CA, United States), using routine procedures (e.g., Hashimoto and Wiren, 2008; Hashimoto et al., 2011). First strand cDNA synthesis was carried out on the purified RNA samples (1 μg) with the RT2 First Strand Kit (Qiagen, Valencia, CA, United States). Quantitative PCR was performed using customized neuroscience mouse qPCR arrays (Custom 384 Mouse StellARray or Mouse Mood Disorder array) by Bar Harbor BioTechnology (Trenton, ME, United States). A total of 12 qPCR arrays, 384-well PCR plates with primers targeting genes related to Mood Disorders (2.6 ng/reaction), were run by Bar Harbor BioTechnology, with three biological replicates for each sex (male, female) and treatment (binge, control). PCR plates were run on an ABI 7900 HT Real-Time instrument, and data were analyzed with SDS 2.4 software (ABI), using automatic baseline settings with a manual threshold of 0.096 across all samples. For samples with undetectable expression of any gene, a Ct-value of 40 was assigned to that gene to allow statistical analysis. Quantitative PCR arrays have been documented to provide reliable data that do not require further confirmation, as validation studies in our laboratory have found 100% reproducibility of these data with traditional qPCR methods for testing the expression of individual genes (e.g., Wheeler et al., 2009; Wiren et al., 2010; Wilhelm et al., 2015).

Binge and control mice were chosen for the arrays, based on specific criteria. For binge mice, choices were based on the following: (1) Animals with seven binge sessions > 2 g/kg/30 min or with the greatest number of binges ≥ 2 g/kg were chosen; and (2) Mice with the most consistent BECs that exceeded binge BEC (0.80 mg/mL) were chosen. For the water control mice, choices were based on the following: (1) Consistent 30 min water intake across the 7 “binge” sessions and consistency across animals per group with group average. We also ensured that body weights were not significantly different in the control and binge animals that were chosen.

The qPCR arrays allow for the identification of changes in the expression of pre-selected gene networks associated with specific signaling cascades and pathways that are altered following repeated bouts of binge drinking. We had two rationales for using the Mouse Mood Disorder array. First, the Mouse Mood Disorder array was used by collaborators in our department to examine genes relevant to selection for high and low methamphetamine consumption, given that many of the 384 genes represented on the array are relevant to findings from other studies of addiction related processes (Wheeler et al., 2009). Second, we were able to customize the array to increase the representation of a few glutamatergic genes, including mGluR5, Homer 2, and the PI3K regulatory subunit, which are altered following various models of ethanol drinking in male rodents (e.g., Szumlinski et al., 2008b; Cozzoli et al., 2009, 2016; Obara et al., 2009). Therefore, we wanted to focus this initial examination on a subset of genes most likely to be relevant to addiction (also see Introduction for justification to increase representation of glutamate-related genes). Additionally, several advantages to the qPCR arrays exist, such as: (a) The use of qPCR arrays does not require the confirmation of gene expression differences as is required for more comprehensive arrays (e.g., Affymetrix), since qPCR is the usual confirmation procedure; and (b) We have considerable expertise in the use of qPCR arrays (e.g., Wheeler et al., 2009; Wiren et al., 2010; Wilhelm et al., 2015) and corresponding bioinformatics (Hashimoto and Wiren, 2008; Hashimoto et al., 2011, 2017; Wilhelm et al., 2014, 2015) to identify expression differences.

Quantitative Reverse-Transcriptase PCR (qRT-PCR)

Using NAc tissue from a separate group of binge and control mice, we performed real time qRT-PCR to examine the expression of additional genes not present on the array but that were implicated in downstream signaling cascades of pathways that were identified by Ingenuity Pathway Analysis (IPA) of the current qPCR array data as being affected by binge ethanol drinking (n = 4/sex/treatment). Real time qRT-PCR was performed with the iCycler IQ Real Time PCR detection system (Bio-Rad Laboratories, Inc., Hercules, CA, United States), using a one-step QuantiTect SYBR Green RT-PCR kit (Qiagen) on DNase-treated total RNA (Hashimoto et al., 2004). The qRT-PCR reactions were carried out in 25 μL with 20 ng of total RNA that was isolated from mice that were not used in the qPCR arrays. Primers were purchased pre-designed from Qiagen.

Real-time qRT-PCR efficiency was determined for each primer set by using a fivefold dilution series of total RNA, and it did not differ significantly from 100%. Specificity of the qPCR reaction was confirmed with melt curve analysis to ensure that only the expected PCR product was amplified. Relative expression of the qRT-PCR product was determined using the comparative ΔΔCt method, after normalizing expression to total RNA measured with RiboGreen (Molecular Probes, Eugene, OR, United States; Hashimoto et al., 2004).

Statistical Analyses

Data were analyzed using R or SYSTAT (version 11, SYSTAT Software, Inc., Richmond, CA, United States). The level of significance was set at p ≤ 0.05, and p ≤ 0.09 was considered a trend. Results are presented as mean ± SEM.

For the drinking data, the dependent variables were BEC, volume (in mLs) of water and ethanol consumed, ethanol dose consumed (in g/kg), and body weight. Analysis of variance (ANOVA) was used to assess day, sex (male, female) and treatment (binge, control) effects or binge day and sex effects when only the ethanol data were examined. Significant interactions were followed up with post hoc tests. Because we were predicting sex differences, planned comparisons were conducted with or without the presence of a significant interaction.

For the qPCR array data, Bar Harbor BioTechnology identified significantly changed genes in the data set using their Global Pattern Recognition (GPR) algorithm (Akilesh et al., 2003). GPR goes through several iterations to compare the expression of each gene to every other gene in the array, establishing a global pattern where significant changes are identified and ranked. The procedure looks for the most stably expressed genes from the array across all the samples, and uses these genes to normalize the gene expression. Akilesh et al. (2003) validated that GPR provided a novel alternative to the use of relative normalization in qPCR experiments and emphasized that GPR takes advantage of biological replicates to obtain significant changes in gene expression. For comparative purposes, p-values from the GPR analysis were then used to calculate q-values to control for multiple comparisons using the “qvalue” package in R (version 2.12.01). However, we used an uncorrected p-value to decrease the chance of excluding regulated transcripts (i.e., false negatives) as we (Hashimoto and Wiren, 2008; Hashimoto et al., 2011; Wilhelm et al., 2014) and others (e.g., see Rodd et al., 2007) have employed. All significantly regulated transcripts (p ≤ 0.05) from either comparison (i.e., male binge vs. control, female binge vs. control) were then used to create heat maps and hierarchical clustering using the R package “gplots” (version 3.0.1) with complete linkage clustering. Bioinformatic analyses were conducted by uploading the significantly regulated genes to the IPA website2. Proprietary IPA software was used for the analyses, and significance was based on the relative enrichment of the regulated genes to biological function, pathway, or network using the 384 genes present in the qPCR array as the background gene-set and the Fisher’s exact test. Thus, for all the pathway analyses (IPA), using the 384 genes present on the qPCR array as the background gene set controlled for the enrichment of specific gene classes (i.e., related to Mood Disorders) in our set of regulated genes.

For the qRT-PCR data, all data were calculated as fold change relative to the female controls after normalizing expression to total RNA measured with RiboGreen. Initial analyses were conducted with ANOVA to assess sex and treatment effects. When there was a significant interaction, post hoc t-tests were conducted to examine treatment effects in each sex.



RESULTS

Binge Drinking

Male and female mice had seven intermittent binge ethanol sessions (binge, 9/sex) or consumed water (control, 9/sex). Overall binge ethanol intake (g/kg/30 min) did not differ between the sexes, when collapsed across the seven binge sessions. Mean ± SEM intake was 2.34 ± 0.06 g/kg for females and 2.35 ± 0.10 g/kg for males. However, analysis of the seven binge ethanol sessions revealed that the pattern of ethanol intake across time differed in the male vs. female mice [time: F(6,84) = 7.02, p < 0.001; sex × time: F(6,84) = 2.61, p < 0.05]. Ethanol intake was significantly lower in female vs. male mice on day 12 (4th binge, p < 0.05, Figure 1A) and was significantly higher in female vs. male mice on day 21 (7th binge, p < 0.05, Figures 1A,B). The slight decrease in ethanol intake across binge sessions in the male mice likely reflects the increase in fluid access time across sessions, which is a finding that we have observed in some of our prior studies using this binge drinking procedure. BECs were measured after the 3rd (day 9) and 7th (day 21) binge ethanol sessions (Figure 1C), and they mirrored the ethanol intake data [time: F(1,16) = 28.28, p < 0.001; sex × time: F(1,16) = 4.18, p = 0.058], with post hoc tests confirming that BEC was significantly higher in female vs. male mice on day 21 (p < 0.01). A similar pattern of results was found for the subgroup of mice that were chosen for the array analysis (Figures 1B,C). Ethanol intake and BECs did not differ in male vs. female mice on day 9, whereas ethanol intake was significantly higher in female vs. male mice on day 21. BEC on day 21 also was higher in females vs. males, but this difference did not reach statistical significance. Importantly, the results confirm that both male and female mice in the binge groups consumed high doses of ethanol in the 30 min binge sessions and achieved BECs that exceeded the NIAAA criteria for binge drinking (0.80 mg/mL; shown as dashed line on Figure 1C; NIAAA, 2004).
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FIGURE 1. Binge ethanol intake (A,B) and blood ethanol concentration (BEC, C) in male and female mice. Mice in the binge groups had a total of seven binge drinking sessions, with a binge session every 3rd day (A). BEC was measured at the end of the 3rd (day 9) and 7th (day 21) binge sessions. Although overall binge ethanol intake, averaged across the seven sessions, did not differ in the female (2.34 g/kg) and male (2.35 g/kg) mice, ethanol intake and corresponding BECs were lower in the male vs. female mice on the final binge session (day 21, B,C). However, BECs greatly exceed the criteria for binge drinking on all days (0.80 mg/mL; depicted by dashed line in C). Shown are mean ± SEM for all mice in the binge groups (n = 9/sex), which included the mice in the subgroup that were used for the qRT-PCR analysis (n = 4/sex), and for the mice in the subgroup that were used for the qPCR arrays (n = 3/sex). +p = 0.06, ∗p < 0.05, ∗∗p < 0.01 vs. respective female all or female array group.



Body weights, averaged over the 21 days of the study, were lower in female vs. male mice [F(1,32) = 364.20, p < 0.001]. Averaged body weights also were lower in the control vs. binge groups [F(1,32) = 5.59, p < 0.05], and this effect was primarily due to the significant difference in the male mice (Table 1). Body weights on day 1 of the study were slightly lower in the control mice when compared to the mice in the binge groups, which likely contributed to the significant difference in average body weight. However, weight gain across the 21 days of the study was similar in the control and binge groups for the male (10.1% for binge, 12.0% for control) and female (11.7% for binge, 10.1% for control) mice. Overall total fluid intake did not differ in the control vs. binge groups for the male and female mice (Table 1). Thus, treatment (binge vs. control) did not significantly alter body weight gain or total fluid intake in either sex.

TABLE 1. Body weight and total fluid intake during the Scheduled High Alcohol Consumption procedure.
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Binge Drinking Produces Sexually Divergent Changes in Gene Expression Patterns Associated With Discrete Biological Pathways

Focused qPCR array analysis was employed to quantify expression levels of 384 genes identified as important in “Mood Disorders” (see Supplementary Table S3 for genes in array). We found that of the 384 genes on the array, only 14 genes were regulated by binge drinking in both males and females (Table 2), representing common targets to binge ethanol consumption. However, only 4 genes were regulated in the same direction (Drd5, Grm4, Ranbp9, and Reln), while the expression of 10 genes was strongly dimorphic (Crhr2, Dgka, Fos, Lta, Mc5r, Nos1ap, Nos1, Slc6a2, Star, and Smc4) such that the direction of change differed between male and female mice. Additionally, we identified significant regulation by binge drinking of 70 genes in females (Supplementary Table S1), and the 30 most highly regulated transcripts in females are shown in Table 3. In male mice, a total of 50 genes were regulated significantly by binge ethanol drinking (Supplementary Table S2), and the 30 most highly regulated transcripts are shown in Table 4.

TABLE 2. Nucleus accumbens genes significantly regulated by binge ethanol drinking in both female and male mice.
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TABLE 3. Top 30 genes significantly regulated by binge drinking in female nucleus accumbens.
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TABLE 4. Top 30 genes significantly regulated by binge drinking in male nucleus accumbens.
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To examine further the patterns of expression differences, false color heat maps were generated for the transcripts that were regulated significantly by binge drinking, and unsupervised hierarchical cluster analysis was performed to determine the similarity of global expression patterns in the significantly regulated genes by binge ethanol drinking in male and female mice (Figure 2). Each column represents the combined data from 6 arrays for each sex (3 binge, 3 control) to visualize the transcriptional response at 24 h withdrawal after the 7th binge ethanol (or water) drinking session. All of the 106 significantly regulated genes were included in this analysis (14 common genes, 56 genes only in females, 36 genes only in males); these genes are depicted based on the GPR fold change for binge ethanol vs. control, with shades of color to indicate up-regulation (red) or down-regulation (blue) for a particular gene following binge ethanol drinking. Clustering analysis was used to identify groups of genes that demonstrated similar expression profiles. Genes (represented by rows in Figure 2) were clustered according to the similarity of their expression profile as a result of repeated binge drinking. The gene tree at the left of the image in Figure 2 corresponds to the degree of similarity in the expression pattern for the specific genes. In general, gene clustering showed the sexually dimorphic response to repeated binge drinking experience.
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FIGURE 2. Heat map and hierarchical cluster analysis of genes significantly regulated by repeated binge drinking in male and female mice. All significantly regulated genes (106 total) were used to generate the heat map and to perform the cluster analysis to visualize the transcriptional response at 24 h after the 7th binge ethanol drinking session. Each column represents the combined data from six arrays (three binge, three control), with the binge ethanol-induced change in expression shown for males and females in separate columns. Shades of color indicate up-regulation (red) or down-regulation (blue) for a particular gene following binge drinking. Hierarchical cluster analysis was performed on the ethanol regulated genes. Genes (represented by rows, names at the right of the image) were clustered according to the similarity of expression profile as the result of repeated binge drinking. Clustering of genes emphasizes the sexually dimorphic response to repeated binge drinking experience. ∗p < 0.05 for significantly regulated genes (binge vs. control).



To better characterize the expression differences observed following repeated binge drinking, IPA was used to identify Canonical Pathways, Upstream Regulators, and significant Biological Functions of regulated genes compared to the background 384 genes present on the qPCR array platform. In female mice, expression differences suggested that hormone signaling and immune function might be altered. Canonical Pathways that were significantly regulated included “Crosstalk between dendritic cells and natural killer cells,” “MIF (macrophage migration inhibitory factor) regulation of innate immunity,” “TNFR1 (tumor necrosis factor receptor 1) signaling,” “TNFR2 signaling,” and “MIF-mediated glucocorticoid regulation” (all p < 0.05). Upstream Regulator analysis identified several regulators of expression, such as: POMC (pro-opiomelanocortin), Tac1 (encodes the protein substance P), Notch1, and Vegf (all p < 0.005). The two top networks included “Neurological Disease, Psychological Disorders, Behavior,” and “Carbohydrate Metabolism, Lipid Metabolism, Small Molecule Biochemistry.” Relationships between regulated genes in these combined networks identified ERK1/2 and Akt (a serine/threonine kinase typically activated by PI3K) as central nodes. Biological Function analysis identified “Infectious Disease” (p < 0.005) and “Neurological Disease” (p < 0.05) as top targets.

A different pattern of results was found for males, where expression differences suggested that neurotransmitter metabolism was altered by repeated binge drinking. The top Canonical Pathways that were significantly regulated included “nNOS (neuronal nitric oxide synthase) signaling”, “cAMP-mediated signaling,” and “Folate transformations I” (all p < 0.05), with a trend for regulation of “Corticotropin releasing hormone (CRH) signaling” (p = 0.09). Several upstream regulators of gene expression were identified: indomethacin, apomorphine, Histone h3, and corticosterone (all p < 0.0007). The two top networks included “Behavior, Nucleic Acid Metabolism, Small Molecule Biochemistry” and “Psychological Disorders, Neurological Disease, Cell-To-Cell Signaling and Interaction.” Relationships between regulated genes in these combined networks identified PKC (protein kinase C), BDNF, and NMDA as central nodes. Biological Function analysis identified “Neurological Disease” as a top target category (p < 0.05).

As suggested by the above pathway analysis, several neurotransmitter systems were influenced by repeated binge drinking sessions. Binge drinking produced an overall suppression in the expression of dopamine receptor genes (Figure 4D, bottom 4 genes; see Supplementary Tables S1, S2 for significant binge vs. control gene expression changes in females and males, respectively), with similar fold decreases in expression of Drd5 (Table 2, p < 0.05 for both sexes) and Drd3 in males (p < 0.07) and females (p < 0.05). Binge drinking also produced a non-significant decrease in expression of Drd2 in males and females (not shown). However, expression of Drd1 was only decreased by binge drinking in males (p = 0.01), whereas Drd4 expression was only decreased in females (p < 0.01). Binge ethanol drinking also significantly decreased expression of the gene encoding the dopamine transporter (Slc6a3) in males (p < 0.05) and the gene encoding the vesicular monoamine transporter 2 (Slc18a2) in females (p < 0.05). However, the gene encoding the norepinephrine transporter (Slc6a2) was differentially altered by binge drinking (Table 2), where expression was decreased in females (p < 0.05) and increased in males (p < 0.001). Overall, the functional implication of these binge ethanol-induced changes would likely be a decrease in dopamine signaling in the NAc.

Binge drinking also produced an overall increase in expression of the 4 GABAA receptor subunit genes that were on the arrays in both sexes, with significant changes for 2 of the subunit genes. Expression of Gabra3 was increased similarly by binge drinking in females (p < 0.05) and males (p = 0.051), and the similar fold increase in Gabra1 expression in both sexes only was significant in males (p < 0.05). The ethanol-induced increase in Gabra5 expression only approached the level of a statistical trend for females (p = 0.10), whereas Gabrg2 expression was not significantly altered in either females or males (not shown). Taken in conjunction with the understanding that there are many additional GABAA receptor subunits that can influence GABAA receptor-mediated inhibition, the results are suggestive of a binge ethanol-induced increase in GABAA receptor signaling.

The expression of some glutamatergic genes encoding specific metabotropic and ionotropic receptors also was influenced by binge drinking. With the exception of a similar significant decrease in expression of Grm4 (Table 2), there were differential effects of binge drinking in males and females on the expression of the glutamatergic genes examined (Figure 4D, discussed in more detail in section “Pathways Identified by Analysis of Genes That Were Regulated by Binge Drinking in Both Males and Females”).

Pathways Identified by Analysis of Genes That Were Regulated by Binge Drinking in Both Males and Females

We ran an IPA of genes that were regulated by binge drinking in both males and females and identified three canonical pathways of interest. For each pathway, we identified genes that had the potential to be significantly altered by ethanol and then used Real-Time qRT-PCR to examine the expression of those transcripts. The first pathway identified was “CRH signaling” (Figure 3A highlights changes in expression in males). Interestingly and as shown in Figure 3D (top 4 genes on table), females show inactivation of the pathway (↓ in Crhr1 and Crhr2), while males show activation of the pathway (↑ in Crh and Crhr2). We conducted qRT-PCR on Gnaq (which encodes Gαq), Mapk1 (mitogen-activated protein kinase, which encodes Erk2) and Mapk3 (which encodes Erk1). Expression of Gnaq tended to be lower in females vs. males (main effect of sex, p < 0.07), with a significant interaction between sex and treatment (p < 0.05). Post hoc tests showed that mRNA levels tended to be decreased by binge drinking in males (p = 0.06; Figure 3B). The result in males is consistent with the identification of PKC as a central node, suggesting that signaling downstream following binding to CRH receptors does occur via Gαq in males. In females, it is likely that signaling downstream of CRH receptors favors Gαs. For both sexes, qPCR array results indicate that binge drinking up-regulated Gnas (encodes Gαs, guanine nucleotide binding protein, alpha stimulating) by 1.70-fold in females (p < 0.14) and 1.34-fold in males (p = 0.11), but these differences vs. control were not statistically significant. Expression of Mapk1 (Figure 3C), but not Mapk3 (not shown), was significantly lower in females vs. males (main effect of sex, p < 0.05) and was significantly decreased by binge drinking in both sexes (main effect of treatment, p < 0.01). ERK1/2 had been identified as a central node in females, so the binge drinking-induced decrease in Mapk1 expression in females would be consistent with the decreased expression of Fos following binge drinking in this sex, as it is a downstream target of ERK1/2 (Figures 3A,D).


[image: image]

FIGURE 3. Simplified corticotropin releasing hormone (CRH) signaling pathway highlights genes influenced by repeated binge drinking in male and female mice. This canonical pathway was identified by IPA as regulated by binge drinking in both males and females. (A) Depicts the CRH signaling pathway and highlights genes regulated by binge drinking in males (pink for up-regulation, green for down-regulation). (B,C) Depict qRT-PCR results and show that expression of Gnaq (B which encodes Gαq) tended to be higher in males vs. females and to be decreased by binge ethanol drinking in males. Expression of Mapk1 (C which encodes Erk2) was significantly higher in males vs. females and was significantly decreased by binge drinking in both sexes. Values are the mean ± SEM for 4/sex/treatment. +p < 0.07 vs. respective control in males or sex difference (over horizontal line); ∗p < 0.05 for main effect of sex (over horizontal line), ∗∗p < 0.01 for main effect of treatment. (D) Shows significant regulation by binge drinking of select genes from the qPCR array analysis that are pertinent to the CRH signaling cascade depicted in (A) for male and female mice (↑ for up-regulation, ↓ for down regulation; p < 0.05 at a minimum). For statistical trends, the p-values are provided. Gnaq (guanine nucleotide binding protein, alpha q polypeptide) encodes the protein Gαq. Mapk1 (mitogen-activated protein kinase 1) encodes the protein ERK2 (extracellular signal-regulated kinase).



The second pathway identified was “Neuropathic pain signaling” (Figure 4A highlights changes in expression seen in males). As shown in Figure 4D (top 10 genes on table), binge drinking produced a more complex change in the expression of genes in the neuropathic pain pathway, which was focused on glutamatergic and BDNF signaling. In males, binge drinking produced a significant increase in the expression of BDNF and a significant decrease in expression of AMPA receptors and mGluR4. Expression of mGluR5 tended to be decreased by binge drinking in males, while expression of Homer2 was significantly increased. In females, binge drinking produced a similar significant decrease in Grm4 (Table 2 and Figure 4D) but opposite effects on the remaining glutamatergic genes and BDNF. For the qRT-PCR analysis, we chose Ntrk2 (which encodes TrkB, tropomyosin receptor kinase B), Elk1 (which encodes the transcription factor Elk1), Mapk1 and Mapk3 as follow-up candidates. We also were interested in Creb1, but qPCR array analysis showed that the expression of this gene was not significantly altered by binge drinking in either sex (not shown). Expression of Ntrk2 was significantly lower in females vs. males (main effect of sex, p = 0.01), but there was no effect of binge drinking (Figure 4B). However, Elk1 expression was significantly decreased by binge drinking in both males and females (main effect of treatment, p < 0.05). As mentioned above, expression of Mapk1 (Figure 3C) also was significantly decreased by binge drinking in males and females. At least in females, the binge drinking-induced decrease in expression of Mapk1 (encoding for Erk2) corresponds with the decreased expression of the transcription factors Elk1 (Figure 4C) and Fos (Figure 4D), which likely influence downstream gene expression mediated by these transcription factors.
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FIGURE 4. Simplified neuropathic pain signaling pathway highlights genes influenced by repeated binge drinking in male and female mice. This canonical pathway was identified by IPA as regulated by binge drinking in both males and females. (A) Depicts the neuropathic pain signaling pathway and highlights genes regulated by binge drinking in males (pink for up-regulation, green for down-regulation). (B,C) Depict qRT-PCR results and show that expression of Ntrk2 (B which encodes TrkB) was significantly higher in males than in females. Expression of Elk1 (C which encodes transcription factor Elk1) was significantly decreased by binge drinking in both sexes. Values are the mean ± SEM for 4/sex/treatment. ∗p < 0.05 for main effect of treatment, ∗∗p = 0.01 for main effect of sex (over horizontal line). (D) Shows significant regulation by binge drinking of select genes from the qPCR array analysis in male and female mice that are pertinent to the neuropathic signaling cascade depicted in (A) (top 10 genes) or that are pertinent to effects on other receptor systems (↑ for up-regulation, ↓ for down regulation; p ≤ 0.05 at a minimum). For statistical trends, the p-values are provided. Ntrk2 (neurotrophic tyrosine kinase, receptor, type 2) encodes the protein TrkB (tropomyosin receptor kinase B). Elk1 (ELK1, member of ETS oncogene family) encodes the transcription factor Elk1.



The third pathway identified was “TNFR2 signaling” (Figure 5A highlights changes in expression seen in females). Interestingly and as shown in Figure 5G, the females show inactivation of the pathway (↓ in Nfkb1, Nfkbib, Fos, Lta, Il6, and Rela), while males show activation of the pathway (↑ in Fos, Fasl, and Lta, with a trend for ↑ in Nfkb2 and Nfkbib). We conducted qRT-PCR on several genes in this signaling cascade: Tnfrsf1a (encodes TNFR1, which forms a heterocomplex with TNFR2; both receptors bind TNFα), Mapk8 (encodes JNK1), Traf2 (encodes TRAF2), Map3k14 (encodes NIK), and 3 genes encoding subunits in the IκB kinase enzyme complex [Chuk (encodes IKK-α or IKK1), Ikbkb (encodes IKK-β or IKK2), and Ikbkg (encodes IKK-γ or NEMO)]. We also examined Ikbkap, which encodes a protein (IKAP) that was initially thought to be a scaffolding protein for the IκB kinase complex. Expression of Tnfrsf1a was significantly lower in females vs. males (main effect of sex, p < 0.01), but there was no effect of binge drinking (Figure 5B). Expression of Chuk and Ikbkb also was not altered by binge drinking in either sex (not shown). However, Map3k14 (Figure 5D) and Ikbkap (Figure 5F) expression was significantly decreased by binge drinking in both males and females (main effect of treatment, p < 0.05 and p < 0.001, respectively). Expression of Traf2 (Figure 5C) and Ikbkg (Figure 5E) tended to be decreased by binge drinking in both sexes (main effect of treatment, p < 0.09 and p = 0.06, respectively). Additionally, the gene Lta, which encodes the protein lymphotoxin-alpha or TNF-β, was differentially altered by binge drinking (Table 2 and Figure 5G), where expression was decreased in females (p = 0.001) and increased in males (p < 0.05). In general, the results in females demonstrate that binge drinking produces a fairly consistent downregulation of signaling through the tumor necrosis factor (TNF) superfamily, which likely influences activation of the transcription factor NF-κB.


[image: image]

FIGURE 5. Simplified tumor necrosis factor receptor 2 (TNFR2) signaling pathway highlights genes influenced by repeated binge drinking in male and female mice. This canonical pathway was identified by IPA as regulated by binge drinking in both males and females. (A) Depicts the TNFR2 signaling pathway and highlights genes regulated by binge drinking in females (pink for up-regulation, green for down-regulation). (B–F) Depict qRT-PCR results. Expression of Tnfrsf1a (B which encodes TNFR1 and forms a heterocomplex with TNFR2) was significantly higher in males vs. females. However, Map3k14 (D encodes NIK) and Ikbkap (F encodes IKAP) expression was significantly decreased by binge drinking in both males and females, whereas expression of Traf2 (C encodes TRAF2) and Ikbkg (E encodes IKK-γ) trended toward a decrease by binge drinking in both sexes. Values are the mean ± SEM for 4/sex/treatment. +p < 0.09, ∗p < 0.05, ∗∗∗p < 0.001 for main effect of treatment, ∗∗p < 0.01 for main effect of sex (over horizontal line). (G) Shows significant regulation by binge drinking of select genes from the qPCR array analysis in male and female mice that are pertinent to the TNFR2 signaling cascade depicted in (A) (↑ for up-regulation, ↓ for down regulation; p < 0.05 at a minimum). For statistical trends, the p-values are provided. Tnfrsf1a (tumor necrosis factor receptor superfamily, member 1a) encodes TNFR1, which is a member of the TNF receptor superfamily of proteins. Traf2 (TNF receptor-associated factor 2) encodes TRAF2. Map3k14 (mitogen-activated protein kinase kinase kinase 14) encodes NIK. Ikbkg (inhibitor of kappaB kinase gamma) encodes IKK-γ or NEMO, which is one of three subunits that forms the IκB kinase (IKK) enzyme complex. Ikbkap (inhibitor of kappa light polypeptide gene enhancer in B-cells, kinase complex-associated protein) encodes IKAP.





DISCUSSION

The present results add to a body of evidence indicating that binge drinking and chronic ethanol intoxication leading to the development of physical dependence both produce neuroadaptive changes in neurotransmitter systems as well as numerous other cellular pathways that can alter neuronal function in a manner that can be either adaptive or deleterious (see section “Introduction”). Importantly, because we directly tested males and females following repeated binge drinking, the present results show for the first time that repeated binge drinking experience produces sexually divergent transcriptional responses and activation of distinct networks, similar to what has been reported for males and females tested during acute withdrawal following chronic intoxication (Hashimoto and Wiren, 2008; Wilhelm et al., 2014, 2015). Of the 106 genes significantly affected by binge drinking in the present study, only 4 were regulated similarly in males and females, demonstrating a profound sex difference in neuroadaptive responses in the NAc that would result in dysregulation of distinct biological pathways between the sexes. For instance, IPA identified Psychological Disorders and Neurological Disease as one of the top two networks, based on the expression differences following repeated binge drinking in male and female mice. However, the relationships between genes identified distinct molecules as significant signaling nodes, suggestive of a sexually dimorphic response that also may be related to mood disorders.

It was not surprising that neurotransmission was significantly affected by binge drinking. The current results are consistent with prior microarray studies that identified networks or biological processes related to glutamate signaling, BDNF and synaptic transmission in the NAc and central nucleus of the amygdala (Rodd et al., 2008; McBride et al., 2010) or in the PFC (Wolstenholme et al., 2011) from male rodents following binge drinking and networks related to neurotransmission in the NAc and amygdala from female rats following binge drinking (Bell et al., 2006). Neurotransmission also was one pathway identified in the cingulate cortex of dependent male rats after a period of abstinence, which included the glutamatergic and monoaminergic systems (Rimondini et al., 2002). Based on the results in dependent male rats during abstinence, in conjunction with the binge drinking-related changes in expression of glutamatergic and dopaminergic genes in male mice in the present study, it is possible that repeated binge drinking experience produces neuroadaptive changes in glutamatergic and dopaminergic signaling that continue through the development of dependence and a period of abstinence, at least in male rodents. Consistent with this idea, 3 months of chronic ethanol intake produced a significant increase in NAc Homer2 protein levels that persisted at 2 months of abstinence in male C57BL/6J mice, and Homer2 overexpression in the NAc facilitated the effect of single or repeated ethanol injections on extracellular glutamate and dopamine levels in the NAc (Szumlinski et al., 2008b). Likewise, NAc Homer2 and mGluR5 protein levels were significantly elevated at 1 month of abstinence after 6 months of chronic ethanol drinking (Obara et al., 2009). Collectively, a large body of evidence indicates that changes in glutamate receptors, transporters, enzymes, and scaffolding proteins are critical for the development of dependence and addiction (see reviews by Szumlinski et al., 2008a; Kalivas, 2009; Bell et al., 2016).

Earlier work with the Scheduled High Alcohol Consumption model of binge drinking found that repeated bouts of binge drinking increased NAc protein levels of Homer2, NMDA receptor 2A and 2B subunits, and PI3K activation in male C57BL/6J mice, without altering protein levels of mGluR1 and mGluR5 at 24 h after the final binge session (Cozzoli et al., 2009). Recently, we replicated the lack of effect of binge drinking on NAc protein levels of mGluR1 and mGluR5, but we also observed an ethanol-induced decrease in RNA expression of Grm1 and Grm5 in male C57BL/6J mice, and comparable changes were not found in female C57BL/6J mice (Cozzoli et al., 2016). In the present study, binge drinking significantly increased Homer2 expression and tended to decrease Grm5 expression only in male mice (Grm1 was not on the arrays), and there was a non-significant increase in Pik3r1 expression in female (↑ 1.48-fold, p = 0.12) and male (↑ 1.17-fold, p < 0.20) mice. As we discuss in Cozzoli et al. (2016), it is possible that some of the differences between studies were due to whether the experiments were conducted in the circadian dark vs. light phase. The majority of studies that observed a binge drinking-induced activation of PI3K at 24 h of abstinence were conducted during the circadian dark phase (Cozzoli et al., 2009, 2012; Neasta et al., 2010 – but see Neasta et al., 2011), whereas binge ethanol drinking occurred during the circadian light phase in the current and our recent studies (Cozzoli et al., 2016). In the studies by Cozzoli et al. (2016), 24 h of abstinence following repeated binge drinking significantly decreased activation of PI3K and mammalian target of rapamycin (mTOR) protein levels in NAc tissue from male but not female mice. It is interesting that intra-NAc administration of rapamycin to inhibit mTOR signaling significantly decreased binge drinking in male but not female mice (Cozzoli et al., 2016). This result suggested that rapamycin blocked a binge ethanol-induced activation of mTOR in males, because it was administered prior to the binge ethanol session, and that the ethanol-induced activation of mTOR (and presumably PI3K) in males was more transient in our studies that were conducted during the circadian light phase than what was reported in other studies that were conducted during the circadian dark phase. Regulation of circadian clock genes has been shown to influence ethanol and drug sensitivity, and ethanol also can disrupt circadian gene expression (reviewed in Parekh et al., 2015). In the present study, we did observe changes in expression of some circadian genes following binge drinking, with a significant decrease in Per2 in females (p < 0.05, Supplementary Table S1) and trends for an opposite effect on Clock in females and males (females: ↑ 1.5-fold, p < 0.10; males: ↓ 1.5-fold, p < 0.09). Regardless, the results add to evidence for sex differences in the effects of binge drinking on glutamatergic signaling.

It is interesting that Akt (many times associated with PI3K) was identified as a central node in female mice following binge drinking. However, as mentioned above, we recently found that females were insensitive to the ability of intra-NAc rapamycin (inhibits mTOR, in signaling cascade downstream of PI3K and Akt) to decrease binge drinking, whereas intra-NAc rapamycin significantly decreased binge drinking in males (Cozzoli et al., 2016). The reduction in binge drinking in males is consistent with prior work (Neasta et al., 2010, 2011, 2014), so the insensitivity of females suggests that an alternate signaling pathway that is independent of PI3K and that links Group 1 mGluRs to transcriptional changes in the nucleus (i.e., protein kinase A, calcium calmodulin dependent protein kinase, or MAPK; see Wang and Zhuo, 2012) is influenced by binge drinking in females. One possible mechanism would be via the ability of membrane estrogen receptors (mER) to stimulate mGluRs, as coupling of mERα to mGluRs can initiate independent signal transduction pathways (see review by Meitzen and Mermelstein, 2011). Related to this point, the present study found that binge drinking produced a fivefold upregulation in Esr1 (which encodes ERα) only in female mice (p < 0.05, Table 3), and evidence indicates that ERα also can localize to the plasma membrane and initiate signal transduction through PI3K (reviewed in Levin, 2009). So, it is not known whether the identification of Akt (and presumably the Akt-PI3K pathway) as a central node in females following binge drinking is related to signaling downstream of mERα or downstream from the coupling of mERα to mGluRs.

Characterization of the expression differences following binge drinking also identified hormone signaling in female mice, with a trend for regulation of CRH signaling in male mice. In fact, “CRH signaling” was identified as a canonical pathway of interest from the analysis of genes that were regulated by binge drinking in both males and females (Figure 3). Importantly, the effects of binge drinking on CRH signaling were divergent for all the genes listed in Figure 3D. An examination of the genes responsible for the initiation of CRH signaling indicate that binge drinking reduces activity of the pathway in females (↓ Crhr1 and Crhr2), while it increased activity of the pathway in males (↑ Crh and Crhr2). The decreased activity of the CRH pathway in females is interesting, given evidence for sex differences in the coupling of CRHR1 with the Gs and β-arrestin 2 proteins that render females more responsive to acute stress and less able to adapt to chronic stress as a result of compromised CRHR1 internalization (Valentino et al., 2013a,b). Consistent with this, we found that 1 month of continuous ethanol drinking with intermittent traumatic stress exposure upregulated protein levels of CRHR1 in the hippocampus and protein levels of GR in the hippocampus and PFC of female but not male C57BL/6J mice (Finn et al., 2018). Taken in conjunction with the present results, it is possible that binge drinking alone produces an opposite effect on CRH signaling than the combination of stress and ethanol consumption.

The transcriptional response to repeated binge drinking identified “MIF-mediated glucocorticoid regulation” in the NAc of females in the present study, despite the divergent and non-significant binge drinking-related changes in expression of the gene encoding GR (Nr3c1; females: ↓ 1.1-fold, p = 0.19; males: ↑ 1.2-fold, p < 0.19) and the gene encoding the chaperone heat shock protein 90 (Hsp90b1; females: ↑ 2-fold, p < 0.08; males: ↓ 1.3-fold, p = 0.18). Similarly, the identification of GR signaling in the NAc and central nucleus of the amygdala of male rats (McBride et al., 2010) and an enhanced response to glucocorticoids in the VTA of female rats (McBride et al., 2013) following chronic binge drinking experience (8 weeks for male rats; 10 weeks for female rats) was based on significant binge ethanol-induced regulation of the expression of genes that did not include GR. It is well documented that glucocorticoids can act via a nuclear GR to regulate many transcriptional pathways, including homeostasis, metabolism, and inflammation (reviewed in Biddie et al., 2012). But, while glucocorticoids can have anti-inflammatory and immunosuppressive properties, long term and/or high dose glucocorticoid administration can lead to symptoms of depression and decreased immunological function. Relevant to the pathway identified in females in the present study, MIF is able to directly regulate the immunosuppressive action of glucocorticoids (reviewed in Flaster et al., 2007). MIF can be produced at all levels of the hypothalamic-pituitary-adrenal axis, and plasma MIF levels fluctuate in a circadian rhythm relative to cortisol. Early studies found that MIF counteracted the glucocorticoid-induced suppression of inflammatory cytokine secretion in activated macrophages (e.g., TNF, IL-1, IL-6, IL-8) and completely blocked the protective effect of the synthetic glucocorticoid dexamethasone in a model of lethal, endotoxic shock induced by lipopolysaccharide (Calandra et al., 1995), providing evidence that the regulatory effect of MIF on glucocorticoid immunosuppression occurs in vivo. Additionally, cross-talk between GR and NF-κB occurs via a physical interaction that produces a dose-dependent and mutual antagonism effect mediated by the p65 (RelA, encoded by Rela) subunit of NF-κB (McKay and Cidlowski, 1998). Glucocorticoids also inhibit NF-κB activation, in part by increasing the expression of the IκB complex that maintains NF-κB in an inactive state until IκB dissociates from NF-κB following its phosphorylation (Flaster et al., 2007; Lang et al., 2015; simplified NF-κB and IκB interaction depicted in Figure 5A). And, one effect of MIF is to prevent glucocorticoids from increasing the expression of IκB, which would offset the glucocorticoid-mediated inhibition of NF-κB (Flaster et al., 2007; Lang et al., 2015). Since the immunosuppressive and anti-inflammatory effects of glucocorticoids are thought to depend on the inhibition of NF-κB, which is a transcription factor that plays a role in immune signaling and cell survival (Li and Verma, 2002), counteracting this effect with MIF could result in sustained inflammatory signaling in females with binge drinking experience.

Acute withdrawal following chronic intoxication affected pathways related to inflammatory activation and apoptotic/cell death signaling in PFC from females vs. males (Hashimoto and Wiren, 2008; Wilhelm et al., 2014, 2015). Acute withdrawal from repeated binge drinking also affected several pathways related to immune function only in female NAc in the present study (“MIF regulation of innate immunity,” “TNFR1 signaling,” and “TNFR2 signaling”). And, “TNFR2 signaling” was identified as a canonical pathway of interest from the analysis of genes that were regulated by binge drinking in the NAc from both males and females (Figure 5). Notably, binge drinking produced a significant and opposite change in the expression of Lta (encodes TNF-β or lymphotoxin-α), with a decrease in females and increase in males (Table 2 and Figure 5G), and this protein also is involved in cell survival, proliferation, differentiation, apoptosis, and immune regulation. So, the sex difference in significant expression change in Lta by binge drinking (↓ in females, ↑ in males, Table 2 and Figure 5G) would be predicted to have opposite effects on cell survival and immune responses. In addition, binge drinking significantly decreased expression of Il6 only in females; an ethanol-induced reduction in levels of these two cytokines in females would be consistent with a decrease in the initiation of signaling at TNFR1 (see Figure 2 in Mayfield et al., 2013) and TNFR2 (Figure 5A). Overall, the results in females demonstrate that binge drinking produced a fairly consistent decrease in expression of genes in the signaling cascade through the TNF superfamily, with the exception of a trend for an increase in expression of Tnf (encodes TNF-α). These binge ethanol-induced changes in females, including the downregulation of the RelA subunit of NF-κB, likely produce a decrease in the activation of NF-κB. A more complex pattern of changes was identified in males following binge drinking, so the influence on NF-κB activation in males is unclear. Regardless, the results in females in the present study would be consistent with a decrease in cell survival, and an increase in apoptosis and inflammation via a decrease in the activation of the NF-κB. It is interesting that acute withdrawal from chronic intoxication also identified NF-κB as a central node in both male and female networks, but the interacting gene sets were completely distinct between the sexes (Wilhelm et al., 2014). An examination of the genes regulated by chronic intoxication in these pathways revealed that several of the genes in females were indicative of a proinflammatory response, while the genes in males were suggestive of overall immunosuppression (Wilhelm et al., 2014). Collectively, binge drinking experience and chronic intoxication leading to the development of physical dependence both produced sexually divergent changes in inflammatory signaling in the NAc and PFC from mice.



CONCLUSION

The repeated binge drinking sessions produced sexually divergent transcriptional responses and activation of distinct networks. These results add to a body of evidence indicating that binge drinking and chronic ethanol intoxication both produce neuroadaptive changes in neurotransmitter systems and in many cellular pathways that likely alter neuronal function in a manner that can be either adaptive or deleterious. The opposite effects of binge drinking on immune function in the present study, with changes in females consistent with a decrease in cell survival and an increase in inflammation and apoptosis, have important implications, given the evidence for a role of neuroimmune signaling in the acute and chronic effects of ethanol, including neurodegeneration (reviewed in Mayfield et al., 2013; Crews et al., 2015). Related to this point, chronic intoxication activated inflammatory signaling and cell death pathways in female but not male mice, and confirmation studies showed that ethanol dependent females exhibited significant neuronal degeneration in cortical regions, whereas cell death in males was significantly reduced (Hashimoto and Wiren, 2008; Wilhelm et al., 2015). Finally, a broader implication of the current findings is pertinent to sex differences in the immune system and the relationship to mood disorders (reviewed in Rainville and Hodes, 2018). Taken in conjunction with sex differences in mood and anxiety disorders (e.g., Altemus et al., 2014), future studies examining potential immune or stress-related mechanisms that may contribute to stress and ethanol susceptibility and associated mood disorders will be important.

One limitation of the present investigation is that we did not conduct confirmation studies to identify protein changes, neuronal degeneration, or behavioral changes that could possibly account for the sex-specific gene expression profiles that we observed. However, we did examine the expression of additional select genes that were not present on the arrays but that were implicated in the downstream signaling cascades of the IPA-identified pathways to strengthen conclusions about the select pathways that were altered by binge drinking. Future studies will determine whether the current gene expression changes correspond to behavioral and/or physiological differences.

Importantly, an increased understanding of sexually dimorphic molecular pathways influenced by binge drinking and chronic intoxication leading to dependence may identify novel treatment options for males and females. The current study is contributing data sets that can be used to generate sex-specific bioinformatics tools, which have the potential to enormously accelerate the discovery of sex-specific changes associated with AUD. Finally, we recently reported that binge drinking produced sex differences in the regulation of PI3K signaling in the NAc and in the ability of intra-NAc rapamycin to decrease binge drinking, with females resistant to these molecular changes (Cozzoli et al., 2016). The functional implication of the report by Cozzoli et al. (2016) emphasizes that targeting a pathway that is unaffected by binge drinking in females will not be an effective pharmacotherapeutic strategy. Collectively, the fundamental sex differences identified in the present and prior work provide evidence for distinct pathways that could be targeted therapeutically for the treatment of AUD in males and females.
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Alcoholism is a complex behavioral disorder characterized by loss of control in limiting intake, and progressive compulsion to seek and consume ethanol. Prior studies have suggested that the characteristic behaviors associated with escalation of drug use are caused, at least in part, by ethanol-evoked changes in gene expression affecting synaptic plasticity. Implicit in this hypothesis is a dependence on new protein synthesis and remodeling at the synapse. It is well established that mRNA can be transported to distal dendritic processes, where it can undergo localized translation. It is unknown whether such modulation of the synaptic transcriptome might contribute to ethanol-induced synaptic plasticity. Using ethanol-induced behavioral sensitization as a model of neuroplasticity, we investigated whether repeated exposure to ethanol altered the synaptic transcriptome, contributing to mechanisms underlying subsequent increases in ethanol-evoked locomotor activity. RNAseq profiling of DBA/2J mice subjected to acute ethanol or ethanol-induced behavioral sensitization was performed on frontal pole synaptoneurosomes to enrich for synaptic mRNA. Genomic profiling showed distinct functional classes of mRNA enriched in the synaptic vs. cytosolic fractions, consistent with their role in synaptic function. Ethanol sensitization regulated more than twice the number of synaptic localized genes compared to acute ethanol exposure. Synaptic biological processes selectively perturbed by ethanol sensitization included protein folding and modification as well as and mitochondrial respiratory function, suggesting repeated ethanol exposure alters synaptic energy production and the processing of newly translated proteins. Additionally, marked differential exon usage followed ethanol sensitization in both synaptic and non-synaptic cellular fractions, with little to no perturbation following acute ethanol exposure. Altered synaptic exon usage following ethanol sensitization strongly affected genes related to RNA processing and stability, translational regulation, and synaptic function. These genes were also enriched for targets of the FMRP RNA-binding protein and contained consensus sequence motifs related to other known RNA binding proteins, suggesting that ethanol sensitization altered selective mRNA trafficking mechanisms. This study provides a foundation for investigating the role of ethanol in modifying the synaptic transcriptome and inducing changes in synaptic plasticity.
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INTRODUCTION

Alcoholism is a chronic disease characterized by compulsive drug-seeking undeterred by negative consequences, as well as cravings and potential for relapse that persist despite years of abstinence. The endurance of these pernicious behaviors supports the theory that addiction arises from progressive and lasting cellular and molecular adaptations in response to repeated ethanol exposure (Nestler et al., 1993; Nestler, 2001). A more complete comprehension of neuronal plasticity that underlies the transition to compulsive drug use could lead to novel therapeutic strategies for alcohol use disorders.

The morphological specialization of neurons, where synapses appear to be regulated in an individual manner, advocates the need for local mechanisms controlling synaptic function. Local synaptic protein synthesis is supported by the finding of synthesis machinery at post-synaptic sites, including ribosomes, tRNA, translation factors, endoplasmic reticulum, and Golgi apparatus (Steward and Levy, 1982; Steward and Reeves, 1988). Furthermore, through in situ hybridization (Lyford et al., 1995; Poon et al., 2006) and studies characterizing synapse-enriched subcellular fractions (Chicurel et al., 1993; Rao and Steward, 1993; Poon et al., 2006; Matsumoto et al., 2007) and microdissected neuropil (Cajigas et al., 2012), a number of mRNA species have been identified at synapses. mRNA transport has been shown to occur in an activity dependent manner. For instance, mRNA of the immediate early gene, Arc, as well as GluR1 and GluR2 transcripts have been shown to be localized to dendrites following NMDA and metabotropic glutamate receptor activation, respectively (Steward and Worley, 2001; Grooms et al., 2006). Also, depolarization extends transport of mRNA for BDNF and its receptor, TrkB, to the distal processes in neuronal cell culture (Tongiorgi et al., 1997). Studies using protein synthesis inhibitors have shown that protein synthesis is required for behavioral and synaptic plasticity, assumedly for establishing enduring modifications (Kang and Schuman, 1996; Steward and Schuman, 2001). Thus, targeting of specific RNAs to dendrites may be an efficient way of rapidly localizing proteins involved in synaptic function. Alterations in dendritic mRNA transport, stability, or translation could thus modulate synaptic plasticity (Steward and Banker, 1992; Chicurel et al., 1993).

Previous research from our laboratory that examined ethanol regulation of gene expression across a variety of mouse strains has found significant enrichment of genes involved with synaptic functioning and plasticity, reproducibly among several brain regions (Kerns et al., 2005; Wolen et al., 2012). There is also evidence to support that adaptive responses underlying ethanol tolerance and dependence are synaptic in nature, in part involving changes in glutamate neurotransmission (Tsai and Coyle, 1998). Ethanol administration has been shown to induce structural synaptic plasticity as well. Alcohol-preferring rats exposed to 14 weeks of continuous access or subjected to repeated deprivations of ethanol exhibited decreased density and increased size of spines in a subpopulation of neurons in the nucleus accumbens (Zhou et al., 2007). Cortical neurons exposed to chronic intermittent ethanol administration had significant increases in NMDA receptor surface expression (Qiang et al., 2007) and hippocampal cultures receiving prolonged ethanol exposures exhibited increased co-localization of PSD95 and f-actin (Carpenter-Hyland and Chandler, 2006) leading to enlargement of spine heads. Together these data suggest that dendritic spines may be an important target for the adaptive actions of ethanol. Therefore, we investigated whether ethanol evoked changes to the synaptic transcriptome in a well-characterized model of behavioral plasticity, ethanol locomotor sensitization.

It has been proposed that behavioral sensitization is a process that occurs following repeated drug exposure as the result of neuroadaptations in brain reward systems that contribute to such phenomenon as drug craving and relapse in alcoholics (Piazza et al., 1990; Robinson and Berridge, 1993). Intermittent administration of many drugs of abuse, including ethanol, propagates the development of long-lasting sensitized responses to their stimulant effects, often measured as augmented locomotor activation in rodent models (Shuster et al., 1975; Hirabayashi and Alam, 1981; Masur et al., 1986). Behavioral sensitization has been associated with neurochemical and molecular adaptions that effect neurotransmission (Kalivas and Stewart, 1991; White and Kalivas, 1998; Vanderschuren and Kalivas, 2000). There is also evidence that brain regions mediating reinforcement and reward undergo neuroadaptations with cocaine or amphetamine sensitization causing increased incentive salience and self-administration of the drug (Horger et al., 1990; Piazza et al., 1990). Increased voluntary consumption of ethanol has also been observed following intermittent repeated exposure (Lessov et al., 2001; Camarini and Hodge, 2004).

We therefore hypothesize that ethanol-induced sensitization may result, at least in part, from alterations in the synaptic transcriptome, contributing to synaptic remodeling and plasticity. Here we utilize synaptoneurosomes (Williams et al., 2009) prepared from ethanol sensitized DBA2/J mice to enrich for synaptic mRNAs for the purpose of RNAseq analysis. Our expression profiling reveals that repeated ethanol exposure elicits distinctive changes to the complement of mRNA present at the synapse. Furthermore, our detailed analysis identifies, for the first time, that ethanol behavioral sensitization produces a striking alteration in exon utilization in the synaptic compartment. This analysis of the synaptic transcriptome in response to ethanol sensitization increases our understanding of mechanisms underlying ethanol-induced synaptic plasticity and highlights the complexity of genomic regulation at the subcellular level.



MATERIALS AND METHODS

Ethics Statement

All procedures were approved by Virginia Commonwealth University Institutional Animal Care and Use Committee under protocol AM10332 and followed the NIH Guide for the Care and Use of Laboratory Animals (NIH Publications No. 80-23, 1996).

Animals

Male DBA/2J (D2) mice were purchased from Jackson Laboratories (Bar Harbor, ME) at 8–9 weeks of age. Animals were housed four per cage and had ad libitum access to standard rodent chow (#7912, Harlan Teklad, Madison, WI, United States) and water in a 12-h light/dark cycle (6 am on, 6 pm off). Mice were housed with Teklad corn cob bedding (#7092, Harlan Teklad, Madison, WI, United States) and cages were changed weekly. Subjects were allowed to habituate to the animal facility for 1 week prior to starting behavioral experiments. Behavioral assays were performed during the light cycle between the hours of 8 am and 2 pm.

Ethanol-Induced Behavioral Sensitization and Tissue Collection

Ethanol (EtOH) behavioral sensitization was induced as previously described (Costin et al., 2013a,b). Briefly, mice were divided into three treatment groups (n = 16 each): saline–saline (SS), saline–EtOH (SE), and EtOH–EtOH (EE). Mice were acclimated to the behavioral room for 1 hour prior to the start of the experiment on testing days. All locomotor activity was measured immediately following i.p. injection with either saline or ethanol during 10-min sessions in sound-attenuating locomotor chambers (Med Associates, model ENV-515, St. Albans, VT, United States). The system is interfaced with Med Associates software that assesses activity using a set of 16 infrared beam sensors along the X–Y plane. Animals received 2 days of saline injections and placement in the testing apparatus for habituation to the experimental procedure. On test day 3, acute locomotor responses to i.p. saline (SS, SE) or 2.0 g/kg ethanol (EE) were measured. On conditioning days 4–13, animals received daily i.p. injections in their home cages of either saline (SS, SE) or 2.5 g/kg ethanol (EE). On the final testing day 14, the SS group received saline and the SE and EE groups received 2.0 g/kg ethanol and all groups were subsequently monitored in activity chambers for 10 min. On day 14 of the behavioral sensitization paradigm, mice were sacrificed by cervical dislocation 4 h following i.p. injection. Immediately afterward, brains were removed and chilled for one minute in ice-cold 1x phosphate buffered saline. The frontal pole was dissected by making a cut rostral of the optic chiasm and then removing the olfactory bulbs. Excised tissue was stored in a tube on ice for less than 8 min before processing for synaptoneurosome isolation.

Synaptoneurosome Preparation

The protocol for preparation of synaptoneurosomes was adapted from Williams et al. (2009). Fresh tissue from four animals was pooled (approximately 0.45 g) and manually homogenized utilizing a 15 mL Potter-Elvehjem Safe-Grind® tissue grinder (#358009, Wheaton, Millville, NJ, United States) and diluted 1:10 in synaptoneurosome homogenization buffer. The buffer consisted of 0.35 M nuclease free sucrose (CAS #57-50-1, Acros Organics, NJ), 10 mM HEPES (#15630-056, Life Technologies, Carlsbad, CA, United States), and 1 mM EDTA (#AM9260G, Ambion, Carlsbad, CA, United States), which was brought to a pH of 7.4 and filter sterilized. Immediately before use, 0.25 mM DTT (CAS #3483-12-3, Fisher Scientific, Waltham, MA, United States), 30 U/mL RNase Out (#10777-019, Invitrogen, Carlsbad, CA, United States), and protease inhibitor cocktail containing AEBSF, aprotinin, bestatin, E64, leupeptin, and pepstatin A (#1862209, Halt, Thermo Scientific, Rockford, IL, United States) were added to buffer. Centrifugation of whole homogenate (WH) at 500 ×g for 10 min at 4°C removed nuclei and cellular debris, yielding pellet, P1 and supernatant, S1. The S1 fraction was passed through a series of nylon filters with successively decreasing pore sizes of 70, 35, and 10 μm (#03-70, #03-35, #03-10, SEFAR, Buffalo, NY). The filtrate was then diluted with 3 volumes of homogenization buffer and centrifuged at 2000 ×g for 15 min at 4°C to yield the synaptoneurosome enriched pellet, P2, and a cellular supernatant fraction, S2. Fractions were frozen on dry ice and then stored at -80°C until further processing. Aliquots from each fraction of a synaptoneurosomal preparation were examined for the presence of contaminating nuclei using 4′,6-diamidino-2-phenylindole (DAPI) staining. Representative fields at 20x magnification were assessed for nuclear content.

Transmission Electron Microscopy (TEM)

Morphological integrity of synaptoneurosomes was confirmed by transmission electron microscopy (TEM). The P2 fraction was washed in PBS and centrifuged at 2000 ×g for 8 min. The supernatant was decanted and pellet was fixed with 2% glutaraldehyde in 0.1 M sodium cacodylate buffer at room temperature. After initial fixation, the sample was rinsed in 0.1 M cacodylate buffer for 5–10 min and then post-fixed in 1% osmium tetroxide in 0.1 M cacodylate buffer for 1 h, followed by another 5–10 min rinse in 0.1 M cacodylate buffer. Preparation continued with a serial dehydration with ethanol: 50, 70, 80, and 95% – for 5–10 min each, followed by 100% ethanol for 10–15 min (3x), and incubation in propylene oxide for 10–15 min (3x). The sample was then infiltrated with a 50/50 mix of propylene oxide and PolyBed 812 resin (Polysciences, Inc., Warrington, PA, United States) overnight, which was then replaced with pure resin once again overnight. The sample was embedded in a mold, placed in a 60°C oven overnight, and then sectioned with a Leica EM UC6i Ultramicrome (Leica Microsystems, Wetzlar, Germany), stained with 5% Uranyl acetate and Reynold’s Lead Citrate, and examined on JEOL JEM-1230 transmission electron microscope (JEOL USA, Inc., Peabody, MA, United States). Images of various magnifications (2000x–10,000x) were captured with the Gatan Ultrascan 4000 digital camera (Gatan, Inc., Pleasanton, CA, United States).

Immunoblotting

Pellets (P1 and P2) and liquid aliquots (WH, S1, and S2) from synaptoneurosomal preparations were used to perform semi-quantitative immunoblotting. Pellets were triturated with NuPAGE LDS (#NP0008, Life Technologies, Carlsbad, CA, United States) diluted to 1x and containing protease inhibitor cocktail (#1862209, Halt, Thermo Scientific, Rockford, IL, United States), while liquid aliquots were lysed directly with 4x LDS with added proteinase inhibitor. Samples were sonicated on ice water until no longer viscous. Protein concentrations were determined using the bicinchoninic acid assay (#23227, Thermo Scientific, Rockford, IL, United States) and absorbance at 562 nm. Sample concentrations were balanced using 1x LDS, 10x NuPAGE reducing agent (#NP0004, Life Technologies, Carlsbad, CA, United States) and boiled for 10 min. For each synaptoneurosome fraction, 10 μg of protein was loaded per lane on a 10% or a 4–12% NuPAGE bis-tris gel (#NP0303BOX, #NP0322BOX, Life Technologies, Carlsbad, CA, United States). Electrophoresis was performed at 150 V followed by transfer to 0.45 μm nitrocellulose membrane for 1.5 h at 30 V on ice. Membranes were incubated with Ponceau S for 10 min, and densitometric analysis of staining was performed using ImageJ processing and analysis software (National Institutes of Health). Prior to primary antibody incubation, the membranes were blocked with 5% non-fat dried milk in 1x TBST for 45 min. Primary and secondary antibody catalog numbers, dilutions, and incubation times are provided in Supplementary Table S1. Immunoblots were visualized on GeneMate Blue Autoradiography film (BioExpress, Kaysville, UT, United States) using the Amersham ECL Western Blotting Detection Reagent (#RPN2106, GE Healthcare Life Sciences, Pittsburgh, PA, United States) and quantified using ImageJ. All detected proteins were normalized to the total protein loaded per well as measured by Ponceau S staining. Statistical analysis of immunoblot data was performed by one-way ANOVA across synaptoneurosome fractions followed by Tukey’s post hoc analysis.

Quantitative Reverse Transcriptase PCR (qRT-PCR)

Synaptoneurosomal fractions, S2 and P2, prepared from mice subjected to the sensitization protocol were assessed for enrichment of known dendritically-trafficked and somatically-restricted transcripts using qRT-PCR. Total RNA was isolated the using guanidine/phenol/chloroform method (#Cs-502, Stat-60, Tel-Test Inc., Friendswood, TX, United States) and a Tekmar homogenizer as per the STAT-60 protocol. RNA concentration was determined by measuring absorbance at 260 nm and RNA quality was assessed by electrophoresis on an Experion Analyzer (Bio-Rad, Hercules, CA, United States) and 260/280 absorbance ratios. All RNA samples had RNA quality indices (RQI) ≥ 7.6 and 260/280 ratios were between 1.97 and 2.06. cDNA was generated from 995 ng of total DNase-treated RNA and 5 ng of luciferase mRNA (#L4561, Promega, Madison, WI, United States) using Deoxyribonuclease I (#18068-015, Invitrogen, Carlsbad, CA, United States) and the iScript cDNA kit (#170-8891, Bio-Rad, Hercules, CA, United States) according to manufacturer’s instructions. qRT-PCR was performed using the iCycler iQ system (Bio-Rad, Hercules, CA, United States) according to manufacturer’s instructions for iQ SYBR Green Supermix (#170-8880, Bio-Rad, Hercules, CA, United States). Primer sequences, annealing temperatures, amplicon sizes, and cDNA dilutions used for each gene are listed in Supplementary Table S1. Relative expression was calculated by comparing Ct values to a standard curve produced from S2 fraction cDNA (diluted 1:5, 1:25, 1:125, 1:625). Expression values were normalized to the exogenous internal reference mRNA, luciferase, to control for losses and inefficacies of downstream processing (Johnson et al., 2005). Statistical analysis of qRT-PCR data was performed using a Student’s t-test between the two fractions.

RNAseq Library Preparation and Sequencing

RNAseq data have been deposited with the Gene Expression Omnibus resource (GSE73018). Total RNA isolated for qRT-PCR was also used for gene expression profiling using RNAseq performed by the VCU Genomics Core Laboratory. To avoid non-biological experimental variation that arises from sample batch structure, supervised randomization of samples prior to each processing stage (RNA extraction, library amplification, and lane assignment) was performed. A total of four biological replicates, each representing a pool from four animals, were obtained for each treatment group/fraction (Figure 1; SSS, SES, EES, SSP, SEP, EEP). Preparation of cDNA libraries was conducted following standard protocols using TruSeq RNA Sample Preparation Kit (#RS-122-2001, Illumina, San Diego, CA, United States). Briefly, mRNA was isolated from total RNA using poly-T oligo-attached magnetic beads and then fragmented in the presence of divalent cations at 94°C. Fragmented RNA was converted into double stranded cDNA followed by ligation of Illumina specific adaptors. Adaptor ligated DNA was amplified with 15 cycles of PCR and purified using QIAquick PCR Purification Kit (#28104, Qiagen, Venlo, Netherlands). Library insert size was determined using an Agilent Bioanalyzer. Library quantification was performed by qRT-PCR assay using KAPA Library Quant Kit (#KK4835, KAPA, Wilmington, MA, United States). RNAseq libraries were analyzed using Illumina TruSeq Cluster V3 flow cells and TruSeq SBS Kit V3 (#FC-401-3001, Illumina, San Diego, CA, United States), with six libraries of different indices pooled together in equal amounts loaded on to a single lane at a concentration of 13 pM and sequenced (2 × 100 paired end reads) on an Illumina HiSeq 2000. Sample EE6_P2 was removed from subsequent analyses due to over-amplification artifacts. A summary of RNAseq metrics can be found in Supplementary Table S2.
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FIGURE 1. Ethanol behavioral sensitization in male DBA2/J mice. (A) Experimental protocol and timeline for induction of behavioral sensitization. (B) Repeated ethanol exposure induced behavioral sensitization as measured by locomotor activity on day 14 (EE) as compared to acute ethanol administered on day 3 (EE) and day 14 (SE). (C) Experimental groupings used for RNA sequencing and bioinformatic analysis were derived from ethanol treatment type and specific cellular fraction. (#p < 0.001 compared to SS within same day, $p < 0.001 compared to SE within same day, ∗p < 0.001 compared to same treatment on day 3, repeated measures two-way ANOVA with Tukey’s post hoc analysis).



RNAseq Alignment

FASTQ formatted sequence files were aligned using TopHat2 v2.0.8 (Kim et al., 2013) with GRCm38/mm10 reference genome and annotations obtained from the UCSC genome table browser1 (Karolchik, 2004). The C57BL/6 (B6) reference genome (mm10) was edited to include DBA2/J (D2) single nucleotide polymorphisms (Wang et al., 2016). Aligned BAM files produced by TopHat2 were validated for mapping quality with Samtools v0.1.9 (Li et al., 2009) and for completeness using BamUtil v1.0.132. BAM files were converted to sorted SAM files for downstream feature count-based analysis with Samtools.

Differential Gene Expression Analysis

Raw read counts were produced from each SAM file using the python package HTSeq v0.6.1 (Anders et al., 2012) script htseq-count with the read overlap handler set to union. Resulting raw count files were analyzed for differential gene expression (DGE) between ethanol sensitized (EE) or acutely exposed (SE) animals and ethanol naïve (SS) animals within either the synaptic P2 fractions or the cellular supernatant S2 fractions using the R3 package edgeR v3.10.2 (Robinson et al., 2010) with a negative binomial generalized log-linear model approach (Mccarthy et al., 2012). Lowly expressed genes were filtered out if not present in at least three libraries with counts per million of 3.4 or greater, corresponding with approximately five total counts in the smallest library. Genes meeting a false discovery rate (FDR) cutoff of 0.10 were considered significantly altered and used in downstream bioinformatic analysis.

Differential Exon Usage Analysis

A GFF annotation file containing collapsed exon counting bins was prepared from the UCSC GRCm38/mm10 GTF file using the DEXSeq v1.16.10 (Anders et al., 2012) Python script dexseq_prepare_annotation.py with gene aggregation disabled. The number of reads overlapping each exon bin was then counted using the DEXSeq Python script dexseq_count.py, the GFF file, and each sample’s SAM file. Differential exon usage (DEU) analysis was then carried out for the same contrasts studied in our DGE analysis using the DEXSeq R package standard analysis workflow. Ensembl transcript IDs produced in the DEXSeq results files were translated to gene symbols using the R package BiomaRt v2.32.0 (Durinck et al., 2009). Genes with transcripts possessing at least one differentially utilized exon bin with an adjusted p-value (padj) less than 0.01 were considered to be significantly altered and were used in downstream bioinformatic analysis.

Bioinformatic Analysis

Functional enrichment analyses for DGE and DEU results were performed using ToppFun, available as part of the ToppGene suite of web-based applications4 (Chen et al., 2009). Mouse gene symbols were submitted and analyzed for over-representation of genes that belong to Gene Ontology categories (molecular function, biological processes, and cellular component), mouse phenotypes, and biological pathway databases including KEGG and Reactome. Only categories with p-values less than 0.01 and possessing between 3 and 1000 total genes were considered. The webtool REVIGO (Supek et al., 2011) was used for data reduction by semantic similarity, and visualization of GO terms lists resulting from this analysis.

RNA Binding Protein Enrichment Analysis

Genes possessing DEU between EEP and SSP groups (padj < 0.01) were intersected with the genes possessing basal DEU between SSP and SSS groups (padj < 0.01) in order to produce a list of genes with synapse-specific DEU that was also regulated by ethanol sensitization. The same was done to produce a synaptic sensitization-induced DGE gene list using FDR cutoffs of 0.1. These two lists of genes were then intersected with gene list obtained from two public databases of known and predicted RNA binding proteins (RBPs): RBPDB (Cook et al., 2011) and ATtRACT (Giudice et al., 2016). The synaptic ethanol-sensitive DEU gene list was also intersected with a list of mRNA targets of the RBP fragile X mental retardation protein (FMRP), which was obtained from Supplementary Table S2a of Darnell et al. (2011). For RNABP and FMRP enrichment analyses, the R package GeneOverlap (version 1.16.05) was used to calculate odds ratios for relative enrichment of synaptic ethanol sensitive DEU genes and Fisher’s exact tests to calculate enrichment p-values.

Sequence Motif Analysis

Chromosomal coordinates for the differentially utilized exon bins from the synaptic sensitization-induced DEU gene lists used in the RNABP analysis were provided to BEDTools v2.26.0 (Quinlan and Hall, 2010) in order to obtain their respective nucleotide sequences. Sequences for the 475 exon bins (Supplementary Table S12) containing a minimum of eight base pairs were then supplied to the web-based motif discovery tool MEME (Bailey et al., 2009) to search for known or novel motifs common between them. Any motifs identified that met an E-value cutoff of 0.05 were aligned to the CISBP-RNA database of RNABP motifs and specificities using the MEME Suite tool Tomtom (Gupta et al., 2007). Database motif alignments were considered significant if the alignment score had an E-value ≤ 0.05.



RESULTS

Synaptoneurosome Fractions Are Enriched in mRNA Coding Synaptic Components

DBA/2J (D2) mice were chosen for these studies due to their characteristic sensitivity to ethanol psychomotor stimulation and development of sensitization (Phillips et al., 1994). Distance traveled on test days 3 and 14 was compared and a significant increase in activity on day 14 was interpreted as an induction of ethanol sensitization (Figures 1A,B). Daily i.p. injections of 2.5 g/kg ethanol elicited an augmented locomotor response to 2.0 g/kg ethanol on day 14 as compared to day 3 (two-way repeated measures ANOVA, FTreatment[2,45] = 96.76, p < 0.001, FDay[1.45] = 77.47, p < 0.001, FInteraction[2,45] = 16.89, p < 0.001, n = 16). Frontal pole brain tissue obtained from mice in this experiment was utilized in preparation of synaptoneurosome enriched samples.

The synaptoneurosomal fractionation protocol (Supplementary Figure S1A) was validated in preliminary studies by TEM (Figure 2A). As suggested previously (Williams et al., 2009), the intact pre- and post-synaptic terminals, identified by TEM, provide for selective extraction of synaptic mRNAs. Absence of intact nuclei throughout synaptoneurosomal fractions was verified by DAPI staining (Supplementary Figure S1B), while immunoblotting for subcellular protein markers was used to ascertain purity of the preparation (Supplementary Figure S1C). Together these data indicate that P2 fractions contain synaptic elements enriched for the synaptic protein markers, synaptotagmin and PSD-95 (one-way ANOVA, FSY T[4,10] = 9.83, p = 0.0017, FPSD95[4,10] = 11.09, p = 0.0011, n = 3), and are devoid of appreciable nuclear contamination (one-way ANOVA, FH4[4,10] = 125.3, p < 0.0001, n = 3),
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FIGURE 2. Synaptoneurosome preparation produces distinct RNA populations between P2 and S2 fractions. (A) Representative electron micrograph from P2 fraction observed at 10,000x magnification. Post-synaptic density is labeled by red arrow and presynaptic elements with synaptic vesicles can be observed immediately adjacent. (B) RNA isolated from S2 and P2 fractions of behaviorally sensitized mice was assayed for transcripts of known subcellular localization to ensure enrichment of synaptic RNAs. Camk2a and Arc are transcripts known to be synaptically targeted, while Gapdh and Snrpn are somatically restricted. Paired Student’s t-test between fraction for each gene, Camk2a (t[7] = 6.941, ∗∗∗p = 0.0002), Arc (t[7] = 2.646, ∗p = 0.0331), Gapdh (t[7] = 4.181, ∗∗p = 0.0041), Snrpn (t[7] = 8.439, ∗∗∗∗p < 0.0001), n = 8. (C) Top 10 Gene Ontology Cellular Compartment categories according to p-value as derived from functional enrichment analysis of the untreated P2 enriched gene list (SSP vs. SSS), sorted by log2 of the categories’ odds ratio.



To ensure enrichment in experimental tissues, total RNA isolated from S2 and P2 fractions of mice subjected to the ethanol behavioral sensitization paradigm was evaluated by qRT-PCR (Figure 2B). P2 fractions had higher relative expression levels of known synaptically targeted transcripts, CamK2a and Arc (Burgin et al., 1990; Link et al., 1995; Lyford et al., 1995), while transcripts known to be somatically restricted, Gapdh and Snrpn (Litman et al., 1994; Poon et al., 2006), were more abundant in the S2 fraction (Student’s paired t-test, tCamK2a[7] = 6.941, p = 0.0002, tArc[7] = 2.646, p = 0.0331, tGapdh[7] = 4.181, p = 0.0041, tSnrpn[7] = 8.439, p < 0.0001, n = 8).

RNAseq was used to evaluate global gene expression in the S2 and P2 fractions (Supplementary Table S3). DGE analysis (Supplementary Tables S4, S5) demonstrated widespread and highly significant differences in P2 vs. S2 samples at the gene level in saline control samples (SSP_SSS), with 1829 genes differentially expressed at an FDR ≤ 0.1 and log2 fold-change ≥ 1 or ≤-1. Of these, 1408 were found to be enriched (>twofold increased expression) in the P2 fraction (Supplementary Table S5) and 421 enriched in the S2 fraction (Supplementary Table S5). Of note, our RNAseq data faithfully replicated the qRT-PCR results of Figure 2B, even though derived from a totally separate experiment and synaptoneurosome preparation (Supplementary Table S6). This supports the rigor of our RNAseq studies. Functional enrichment analysis of the P2 enriched gene list revealed significant over-representation of cellular categories related to the structure of the synapse (Figure 2C) and molecular or biological categories relating to calcium ion binding, cell adhesion, and growth factor binding among others relevant to the synapse (Supplementary Table S5). In contrast, the S2 fraction showed cellular category enrichment relating to protein synthesis and mitochondria (Supplementary Table S5). These results establish that, in contrast to the cellular supernatant S2 fraction, the P2 synaptoneurosome fraction was enriched for mRNA relevant to synaptic function.

Sensitizing Ethanol Treatment Alters the Synaptic Transcriptome

To focus our attention on functional reorganization of the synapse occurring with acute ethanol or ethanol sensitization, we identified treatment-responsive DGE within cellular fractions through gene-level analyses in edgR. For these analyses, we used only an FDR cutoff (≤0.1) without further filtering for fold-change. Figure 3A and Supplementary Table S7 show that more than twice as many genes responded to ethanol sensitization (EEP vs. SSP; n = 776) as to acute ethanol (SEP vs. SSP; n = 375) in the P2 fraction. The S2 fraction (Figure 3B and Supplementary Table S8) showed an even larger divergence between acute and repeated ethanol exposures with 686 genes regulated by sensitization (EES vs. SSS) and 126 responding to acute ethanol (SES vs. SSS).
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FIGURE 3. DGE in P2 and S2 fractions following acute ethanol exposure or sensitization. The number of genes found to be significantly altered (FDR < 0.1) by sensitization and acute exposure to ethanol treatments in the (A) P2 fraction and (B) S2 fractions. Scatterplots of representative Gene Ontology Biological Process categories derived from functional enrichment analysis of genes regulated by acute ethanol (C,E) or ethanol sensitization (D,F) in the P2 fraction (C,D) and S2 fraction (E,F). Scatterplots depict semantic similarity on axes, dispensability by size, and log10 p-value as color.



Functional over-representation analysis of these DGE groups showed striking divergence between responses to acute vs. sensitizing ethanol treatments within both the P2 and S2 compartments. REVIGO semantic similarity analysis was used to group similar Gene Ontology Biological Process categories and thus reduce the complexity of the functional group analysis. Figure 3D demonstrates functional clusters relating to post-synaptic membrane potential, post-translational protein modification, protein folding, and molecular chaperones and mitochondrial respiratory function in the EEP vs. SSP comparison. In contrast, none of these clusters are present in the SEP vs. SSP analysis of acute ethanol responses (Figure 3D), which did show categories related to actin filament function and small GTPase signal transduction (Figure 3C). Similarly, the EES vs. SSS and SES vs. SSS comparisons showed functional dissimilarity with each other and the P2 comparisons for the most part (Figures 3E,F) except for the occurrence of clusters relating to molecular chaperone function in the EES vs. SSS comparison, similar to that seen in the P2 sensitization response (Figure 3D). Complete details of all functional over-representation studies for these group comparisons are contained in Supplementary Tables S6, S7. Overall, this gene level functional analysis suggests that ethanol sensitization produces a striking synaptic transcriptome response with changes in expression groups affecting energy production, protein trafficking/folding, and post-synaptic membrane currents.

Ethanol Sensitization Is Accompanied by Differential Splicing Events

Since differential splicing and transcript utilization are prominent in the nervous system, we performed an exon-level analysis of treatment effects within the P2 and S2 compartments using DEXSeq. We used a more stringent statistical threshold (adjusted p-value ≤ 0.01) to defined DEU due to the nearly 30-fold greater number of exons detected (n = 356,131; Supplementary Table S9) compared to the number of genes detected with edgR (n = 11,764; Supplementary Table S3). DEXSeq analysis revealed widespread alternative splicing events in the frontal pole S2 and P2 of ethanol sensitized mice. 1067 exons were differentially utilized in the P2 fraction following ethanol sensitization (EEP vs. SSP), representing 746 unique genes (Figure 4A and Supplementary Table S10). In contrast, only 42 exons representing 36 genes were differentially utilized in the acute ethanol exposure group (SEP vs. SSP; Figure 4A and Supplementary Table S10). In the somatic fractions of sensitized mice, 6179 exons representing 2627 genes were differentially utilized (EES vs. SSS), whereas no exons passed our statistical threshold in the acute ethanol exposure group (Figure 4B and Supplementary Table S11).
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FIGURE 4. DEU in P2 and S2 fractions following acute ethanol exposure or sensitization. The number of differentially utilized exons (padj < 0.01) and unique genes possessing a minimum of one differentially utilized exon observed in the P2 (A) and S2 (B) fractions following acute ethanol exposure or sensitization. Gene Ontology reduction plots depicting clustering of top biological processes associated with ethanol sensitization and acute exposure induced DEU are displayed for the P2 (C) and S2 (D) fractions.



Functional enrichment analysis of P2 genes affected by ethanol sensitization-induced DEU revealed perturbed Gene Ontology Biological Processes (p < 0.01) relevant to translation regulation, mRNA processing, protein stability, and synaptic function (Figure 4C and Supplementary Table S10). In contrast, Gene Ontology Biological Processes affected by sensitization (p < 0.01) in the S2 fraction were primarily involved in catabolism, autophagy, and regulation of cellular morphology (Figure 4D and Supplementary Table S11). Over-representation analysis was not performed for the acute ethanol exposure groups due to the low level of affected exons.

RNA Binding Protein Targets Are Enriched in P2 Exons Regulated by Ethanol Sensitization

To further evaluate the RNA processing and translation-related functional categories present in the ethanol sensitization-dependent P2 DEU functional enrichment analysis, the significant P2 DEU and DGE gene lists were analyzed for enrichment in RBPs using two publicly available databases, RBPDB and ATtRACT. To focus more conservatively on synaptic mRNA regulated by ethanol sensitization, we used the intersection of EEP vs. SSP and SSP vs. SSS gene or exon datasets for these analyses. The DGE (Supplementary Table S4) and DEU (Supplementary Table S12) gene lists showed a modest but significant overlap with each other (OR = 2.3, p = 1 × 10-5) as did the databases of RBPDB and ATtRACT (OR = 8.8, p = 9.6 × 10-63; Figure 5A). However, the DGE list was not enriched for RNABPs from RBPDB (OR = 0.3, p = 1) or ATtRACT (OR = 1, p = 0.59) nor was the DEU list enriched for RNABPs from RBPDB (OR = 0.3, p = 1) or ATtRACT (OR = 1.3, p = 0.22; Figure 5A).
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FIGURE 5. Synapse-Specific DEU is enriched in RNABP targets. Ethanol sensitization altered synaptic exon usage for targets of RNA binding proteins. Ethanol sensitization did not enrich gene expression or differential exon usage (A) of RNA binding proteins at synapses. Synaptic DEU but not DGE were enriched for targets of FMRP following ethanol sensitization (B) (∗p < 0.05, Fisher’s exact test).



The same sensitization-induced synaptic DGE and DEU gene lists were then evaluated for enrichment of RNA targets of a synaptically ubiquitous RNABP, FMRP. FMRP has previously been identified as being involved in ethanol regulation of GABAB receptor membrane abundance (Wolfe et al., 2016). The DGE gene list was not found to be enriched in FMRP targets (OR = 1.4, p = 0.07) whereas the DEU gene list showed marked over-representation for FMRP targets (OR = 7.2, p = 1.1 × 10-56; Figure 5B).

Due to the lack of enrichment of RNABPs but over-representation of RNABP targets in the sensitization-induced synaptic DEU gene list, the possibility for novel or known sequence motifs governing RNABP target preference was investigated within the differentially utilized exon bins. Exon bin sequences were supplied to the web-based motif discovery tool MEME and five novel sequence motifs were detected within the exon list having E-values ≤ 0.05 (Table 1 and Supplementary Table S13). Of these, four were also found to have high sequence alignment with known RNABP sequence preferences (E ≤ 0.05) from the CISRNA-BP database. These findings suggest that a discreet set of RNABPs may regulate synaptic trafficking of ethanol sensitization-responsive transcripts.

TABLE 1. Sequence motif discovery in P2 ethanol sensitization-regulated exons.
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DISCUSSION

The studies contained here provided the first genomic analysis of acute ethanol and ethanol sensitization regulation of the synaptic transcriptome. Using a well-characterized synaptoneurosomal preparation, we validated enrichment of synapse-related mRNA. RNAseq analysis showed that both acute ethanol and ethanol sensitization, a model of behavioral plasticity, produced unique changes in the synaptic transcriptome. In particular, ethanol sensitization produced increased synaptic expression of genes that function in protein synthesis and folding and dendritic structure, among others. We also demonstrated, using an exon-level analysis, a striking preponderance of differential exon utilization occurring following ethanol sensitization. The genes showing DEU with ethanol sensitization were over-represented for targets of specific RBPs, including FMRP. Thus, ethanol sensitization has a major impact on the synaptic transcriptome in both regulation of gene expression and transcript composition. The genes identified here as regulated by ethanol sensitization in the synaptic transcriptome may provide unique understanding of the mechanisms underlying synaptic plasticity contributing to behavioral changes occurring with chronic ethanol exposure.

Neurons are highly specialized polarized cells, whose dendritic and axonal arborizations contain thousands of synapses that function and change individually in response to stimulation (Steward and Levy, 1982; Steward et al., 1998; Wallace et al., 1998). It has been proposed that activity-dependent synaptic plasticity requires the transport and translation of specific mRNA species, creating a unique complement of proteins that are able to function in response to a specific stimulus (Bramham and Wells, 2007). Comparing the somatic and synaptic transcriptomes in response to acute or sensitizing treatments of ethanol, we were able to detect compartmentalized differences in ethanol regulation of gene expression. Through our initial characterization studies, we are confident in our assessment that the differences observed when analyzing the P2 and S2 fractions are a survey of ethanol’s effect on gene expression in distinct subcellular locations. The exact means by which ethanol is exerting its regulation of the synaptic transcriptome has yet to be determined. Conceivably, ethanol could be affecting synaptic transcript abundances through overall modulation of gene expression that could have a global effect on mRNA levels within the cell, and ultimately, through the mere altered availability of transcript, results in changes at the synapse. Our data indicate that this is not an adequate explanation, as we were able to detect distinct gene sets representing different biological function categories in the P2 and S2 fractions. Furthermore, there was a striking lack of overlap between functional categories regulated by acute vs. sensitizing ethanol treatments, despite both assays being done at the same time frame post-ethanol exposure. This is clear evidence of reorganization of the synaptic transcriptome with chronic ethanol exposure.

The trafficking and localization of transcripts to the synapse offers another possible means of regulatory control. Synaptic tagging is a process whereby synaptic activation induces a transient synapse-specific change that allows the synapse to capture mRNA or proteins required for long-term plasticity, which has explicitly been studied for its role in long-term potentiation (Frey and Morris, 1997). The exact physical nature of the synaptic tag has not been absolutely defined, but candidate molecular tags that have been proposed include post-translation modifications to existing synaptic proteins, alterations to protein conformational states, initiation of localized translation or proteolysis, and reorganization of the local cytoskeleton (Martin and Kosik, 2002; Kelleher et al., 2004; Doyle and Kiebler, 2011). All of these mechanisms have the potential of being initiated by signaling events that result from membrane receptor activation. For instance, one pharmacological effect of ethanol is the release of dopamine in the nucleus accumbens, which when acting at D1-like receptors increases activity of adenylyl cyclase, thereby increasing cAMP levels and PKA activity. It has been shown that PKA activation is required for the formation of the synaptic tag (Casadio et al., 1999; Barco et al., 2002). The premise that signaling cascades downstream of ethanol could alter the ability of activated synapses to capture dendritically targeted mRNA requires examination.

Regardless of the exact mechanisms for synaptic localization of mRNA, our data here clearly suggest that differential activation or expression of RBPs by ethanol sensitization may be a major mechanism for restructuring the synaptic transcriptome to produce enhanced locomotor activation following repeated ethanol exposure. Our motif binding overrepresentation analysis of DEU results adds supportive evidence for ethanol sensitization utilizing specific mRNA binding proteins for modulating the synaptic transcriptome by identifying five novel consensus sequences with high similarity to known or predicted RNABP targets. Furthermore, this mechanism is strongly supported by our finding that genes with ethanol sensitization-induced DEU in the synaptic fraction are strongly over-represented for targets of the mRNA binding protein FMRP. FMRP is a known RNA-binding protein involved in mRNA transport and regulation of synaptic protein translation, as well as dendritic spine development (Darnell et al., 2011; Cruz-Martin et al., 2012; Michaelsen-Preusse et al., 2018). Prior studies on ethanol and FMRP have shown that the protein can regulate an acute ethanol-induced alteration in GABA type B receptor (GABABR) dendritic expression (Wolfe et al., 2016). Spencer et al. (2016) also showed that chronic ethanol exposure altered expression of NMDA, Kv4.2, and KChIP3 in hippocampus in an FMRP-dependent fashion, possibly by altering phosphorylation of FMRP and its translational inhibitory properties. Our studies here greatly extend this connection between ethanol, FMRP, and synaptic plasticity. Figure 5 demonstrates that 20% (129/660; p = 1.1 × 10-56) of the genes showing ethanol sensitization-induced DEU and enriched in the P2 fraction also overlapped with presumed FMRP target mRNA. This utilization of FMRP targeting by ethanol sensitization clearly implicates this subset of genes in mechanisms of ethanol-induced synaptic plasticity and may have implications for overlap of AUD with other neurological disorders.

Another major finding in these studies is that repeated dosing of ethanol to produce sensitization in D2 males induces substantially more DGE than acute ethanol in both the P2 and S2 fractions. Strikingly, DEU was almost exclusively seen in the ethanol sensitized mice. The bioinformatics analysis of our P2 candidate gene list indicated that transcripts altered in response to repeated ethanol are significantly enriched for biological functions associated with post-synaptic membrane potential, posttranslational protein modifications, protein folding and molecular chaperones, and mitochondrial function. Previously, our laboratory has shown that ethanol regulates transcription and mRNA abundance of molecular chaperones in vitro and in vivo (Miles et al., 1991, 1994; Kerns et al., 2005). The present study extends these findings by providing evidence that this regulation may be localized or at least occurring at the synapse. Acute ethanol induced significantly fewer expression changes that represented distinct biological categories including actin filament and small GTPase signal transduction. The robust expression response to ethanol sensitization is striking in that some of our prior studies have documented actual habituation of some expression responses (Sgk1) to acute ethanol following ethanol sensitization induction (Costin et al., 2013a).

The large expression responses to both acute ethanol and ethanol sensitization with gene-level analysis of our RNAseq data was in striking contrast to our finding that ethanol sensitization alone led to robust alterations of exon usage in both the synaptoneurosome and somatic fractions. Very few exons were differentially utilized following acute ethanol. However, the categories of genes altered by ethanol sensitization either at the gene level or exon utilization show functional overlap with biological processes of RNA translation, RNA processing, and cellular energetics. This functional over-representation is consistent with altered demands on synaptic activity and synaptic protein synthesis with sensitization. However, the striking predominance of exon utilization regulation by sensitization suggests that a form of transcriptional plasticity accompanying the synaptic and behavioral plasticity seen with repeated ethanol exposure. The mechanism(s) for such differential exon utilization may be linked to the need for trafficking mRNA to the synapse. Such a response is suggested by our finding that sensitization-responsive DEU genes were over-represented for FMRP target mRNA, but that at the gene level, sensitization did not evoke an over-representation of FMRP targets in the synaptic transcriptome (data not shown). The mechanism whereby sensitization might alter promoter utilization, splicing or mRNA stability in producing such a robust DEU response at the synapse remains to be determined.

In a prior study, Most et al. (2015) reported microarray analysis of expression changes in a synaptoneurosome preparation from amygdala in C57BL/6J mice following prolonged ethanol oral consumption. That study also identified changes relating to protein synthesis in the ethanol-regulated synaptic mRNA. However, there was no clear connection to a form of plasticity in their studies, although progressive ethanol consumption is thought to involve synaptic plasticity. Furthermore, those studies did not involve an exon-level analysis so direct comparison to our results here is not possible. Regardless, Most et al. (2015) did find a much more vigorous ethanol-responsive gene expression regulation in the synaptoneurosome as compared to a total cellular lysate. Their studies thus complement our findings on the dramatic response to ethanol at the level of the synaptic transcriptome. Together, our studies emphasize the importance of analyzing ethanol transcriptional responses at a more precise cellular and subcellular level so as to more clearly identify biological mechanisms and consequences. A minor drawback to both our current studies and those of Most et al. (2015) is the lack of validation of RNAseq results by additional techniques such as RT-PCR or western blot analysis, or preferably, by cellular resolution techniques such as in situ hybridization or immunohistochemistry. Such studies were not a major goal of the current report, where we have focused on network- or pathway-level finding rather that single genes. We did provide at least a partial cross validation of our molecular findings in our studies on select candidate genes shown in Figure 2B and Supplementary Table S6. However, future detailed cellular validation studies are clearly needed.

Using expression analysis, our study is the first to characterize regulation of the synaptic transcriptome by ethanol (or any exogenous drug) in an in vivo model of synaptic plasticity. With repeated intermittent exposure to ethanol that resulted in a sensitized response, we observed changes to the complement of mRNA present at the synapse and alterations in the exonic composition of synaptic mRNA that we hypothesize contribute to the development of the behavioral phenotype in D2 mice. The individual genes and functional groups (e.g., molecular chaperones) identified in these studies provide important new information regarding the mechanisms of ethanol-induced synaptic plasticity. Perhaps most importantly, however, our studies have identified that ethanol sensitization uniquely regulates exon utilization at the synapse in a manner that implicates specific RBP targeting, such as by FMRP. Functional analyses will be required to further validate these results with the ultimate goal of disrupting synaptic targeting of specific transcripts or groups of transcripts in order to causally relate this mechanism to synaptic plasticity and modulation of ethanol behaviors.
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FIGURE S1 | Characterization of the synaptoneurosome preparation. (A) Schematic depicting synaptoneurosome preparation. Whole homogenate (WH) processed from pooled frontal pole tissue of four mice was used in the centrifugation/filtration scheme depicted here. The initial pellet (P1) contained cellular debris and nuclei. The supernatant from the initial centrifugation (S1) was filtered and subjected to a second centrifugation. The pellet, P2, was enriched for synaptic elements and dendritically targeted RNA as compared to the supernatant, S2, which contained the remainder of the somatodendritic RNA. (B) DAPI staining of synaptoneurosome fractions at 20x magnification indicting that most, if not all the nuclei were removed during the initial centrifugation step to produce the P1 pellet. (C) Quantification of immunoblots probing subcellular protein markers across synaptoneurosome fractions (H4 = nuclear; LDH = cytosolic; PSD95 = post-synaptic; SYT = presynaptic).

TABLE S1 | (a) Antibody specifications. (b) qRT-PCR primer specifications.

TABLE S2 | RNA-Seq metrics.

TABLE S3 | EdgeR CPM data (gene level).

TABLE S4 | EdgeR differential expression results (unfiltered data).

TABLE S5 | P2 enriched and S2 enriched genes and ToppGene analysis.

TABLE S6 | RNAseq results for control genes.

TABLE S7 | EEP_SSP or SEP_SSP regulated genes (RNA-Seq, edgeR, FDR = 0.1), ToppFun functional enrichment analysis summary.

TABLE S8 | EES_SSS or SES_SSS regulated genes (RNA-Seq, edgeR, FDR = 0.1), ToppFun functional enrichment analysis summary.

TABLE S9 | DEXSeq differential exon usage results (unfiltered data).

TABLE S10 | EEP_SSP or SEP_SSP regulated exon genes (RNA-Seq, DEXSeq, padj < 0.01), ToppFun functional enrichment analysis summary.

TABLE S11 | EES_SSS or SES_SSS regulated exon genes (RNA-Seq, DEXSeq, padj < 0.01), ToppFun functional enrichment analysis summary.

TABLE S12 | Synapse-specific differential exon usage.

TABLE S13 | MEME motif count matrices.
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We profiled individual differences in alcohol consumption upon initial exposure and during 5 weeks of voluntary alcohol intake in female mice from 39 BXD recombinant inbred strains and parents using the drinking in the dark (DID) method. In this paradigm, a single bottle of 20% (v/v) alcohol was presented as the sole liquid source for 2 or 4 h starting 3 h into the dark cycle. For 3 consecutive days mice had access to alcohol for 2 h followed by a 4th day of 4 h access and 3 intervening days where alcohol was not offered. We followed this regime for 5 weeks. For most strains, 2 or 4 h alcohol intake increased over the 5-week period, with some strains demonstrating greatly increased intake. There was considerable and heritable genetic variation in alcohol consumption upon initial early and sustained weekly exposure. Two different mapping algorithms were used to identify QTLs associated with alcohol intake and only QTLs detected by both methods were considered further. Multiple suggestive QTLs for alcohol intake on chromosomes (Chrs) 2, 6, and 12 were identified for the first 4 h exposure. Suggestive QTLs for sustained intake during later weeks were identified on Chrs 4 and 8. Thirty high priority candidate genes, including Entpd2, Per3, and Fto were nominated for early and sustained alcohol intake QTLs. In addition, a suggestive QTL on Chr 15 was detected for change in 2 h alcohol intake over the duration of the study and Adcy8 was identified as a strong candidate gene. Bioinformatic analyses revealed that early and sustained alcohol intake is likely driven by genes and pathways involved in signaling, and/or immune and metabolic function, while a combination of epigenetic factors related to alcohol experience and genetic factors likely drives progressive alcohol intake.

Keywords: BXD, DID, QTL, alcoholism, alcohol intake, genetic variation, B6, D2


INTRODUCTION

According to Cloninger (1987) and Babor et al. (1992) there are multiple types of alcohol use disorders and likely different genetic contributions to each type. For each, though there is an initiating event, usually voluntary consumption and subsequent developments from avoidance to steady-state or ever increasing consumption and associated problems.

Genetic populations of animals have been used to model individual differences in the propensity to consume alcohol. One murine population that has contributed greatly to alcohol and addiction research is the BXD recombinant inbred family derived from C57BL/6J (B6) and DBA/2J (D2) inbred strains. Mice from these parental strains were crossbred to produce an F1 generation and then this generation was interbred for several generations to produce genetically segregating stocks. Next, families were selected for inbreeding to fix the alleles. The approach is described in more detail by Peirce et al. (2004). The result is a large number of inbred strains in which the alleles from B6 and D2 were recombined and redistributed. The BXD strains are segregating over five million variants that distinguish the parental B6 and D2 strains and all of the strains have been densely genotyped. Over 10 brain regions have been subjected to microarray analysis of gene expression and there is a freely available database1 consisting of more than 5,000 phenotypes contributed by many laboratories. This includes over 15 alcohol-related data sets in which the BXD family has been used to measure alcohol acceptance, consumption and preference (Phillips et al., 1994; Rodriguez et al., 1994; Gill et al., 1996; Fernandez et al., 1999); metabolism (Browman and Crabbe, 2000; Grisel et al., 2002; Philip et al., 2010); hypothermia, withdrawal, tolerance, and sensitivity (Belknap et al., 1993; Roberts et al., 1995; Crabbe et al., 1996; Phillips et al., 1996; Buck et al., 1997; Crabbe, 1998; Browman and Crabbe, 2000; Philip et al., 2010); locomotor response (Phillips et al., 1995; Browman and Crabbe, 2000; Philip et al., 2010); ethanol induced conditioned taste aversion (Risinger and Cunningham, 1998); and ethanol conditioned place preference (Cunningham, 1995). This family also contributed to the most detailed meta-analysis of genes that contribute to the predisposition for high alcohol consumption (Mulligan et al., 2006).

The research that we present here is a continuation of these studies in which we report on initial early intake and sustained alcohol consumption over a 5-week period in 39 BXD strains using the “drinking in the dark” (DID) protocol described by Rhodes et al. (2005). This protocol is used to elicit high alcohol consumption over a short time span and has been used to model binge-like alcohol consumption. There was considerable genetic variation among inbred strains of mice in alcohol intake using the DID paradigm (Rhodes et al., 2007; Crabbe et al., 2014). However, the DID procedure has typically been used to measure intake during a single week and has never been used to measure alcohol intake over multiple weeks in a recombinant inbred population. Here, we leverage the BXD family and accompanying legacy molecular, alcohol-trait, and other existing phenotypes to provide a systems genetics analysis of the factors driving alcohol consumption in the BXD family.



MATERIALS AND METHODS

Animals

The subjects were female mice from 39 BXD recombinant inbred mouse strains and the two parental strains for the BXDs, B6 and D2 (within strain replicates ranged from 1 to 16, Supplementary Table S1). The animals were 60–80 days old at the start of the study. The mice were individually housed and fed a standard laboratory diet (Harlan Teklad 7912) with food and water available ad libitum except during exposure to alcohol (see below). The light cycle was 23:00 h lights on and 11:00 h lights off. This light cycle facilitated alcohol administration and measurement of alcohol intake. Mice were weighed weekly, and all procedures included here were approved by the UTHSC Institutional Animal Care and Use Committee.

Drinking in the Dark

Alcohol consumption was evaluated using the DID method (Rhodes et al., 2005). The protocol calls for 4 consecutive days of testing. Each day, starting on a Tuesday 3 h after lights were turned off, the water bottles were removed from the cages and replaced with 15 ml centrifuge tubes filled with 20% (v/v) ethanol from 95% USP ethanol. On days 1–3 (Tuesday through Thursday) the length of exposure was 2 h and on the 4th day (Friday) the exposure was 4 h. No alcohol was offered in the intervening period (Saturday through Monday). This protocol was repeated weekly for 5 weeks. Tubes were weighed immediately before and after the exposure period. Volume consumed was converted to g/kg body weight of ethanol. Subsequent weekly 2 or 4 h measurements were averaged by strain and used as the dependent variable for data analysis and QTL mapping. The data were deposited in Gene Network (GN)1 and are available as traits 20010 through 20014 and 20077 through 20082 in the BXD Published Phenotypes database.

Data Analysis

Statistical evaluation of daily alcohol intake was performed by ANOVA testing in R using the lm function for a 1 between-subjects variable (strain). Heritability at each time point was estimated from the ANOVA results by ssstrain/sstotal (where ss = sum of squares, Belknap, 1998). Average weekly 2 h or 4 h intake was used to compute slopes and intercepts for each strain over the 5-week observation period.

Genetic correlational analyses among the DID phenotypes, between the DID phenotypes and BXD legacy phenotype data, and traditional quantitative trait loci (QTL) analysis were performed using a combination of R and GN software (Sloan et al., 2016)1. Traditional interval mapping in GN was performed using a simple regression method (Haley–Knott or HK) to compute QTL probability given strain genotypes and alcohol intake averaged by strain (Chesler et al., 2005; Mulligan et al., 2017). For traditional interval mapping, genome-wide suggestive (adjusted p < 0.63) and significant (adjusted p < 0.05) thresholds were determined based on 1,000 permutations of the trait data for each phenotype (GN default). The suggestive threshold is very permissive (see GN glossary of terms and features at www.genenetwork.org/glossary.html for more details) but strikes a balance between detection of false positives and highlighting loci that might be worth further investigation.

QTL analysis using genome-wide efficient mixed model association (GEMMA; Zhou and Stephens, 2012) was performed as a secondary method to traditional HK mapping in GN version 2 to assess the effect of population structure (kinship) between individuals. Full GEMMA Linear Mixed Model (LMM) support with the optional leave one chromosome out (LOCO) method was recently added to GN. GEMMA software is a computationally efficient LMM method for QTL mapping while explicitly accounting for genetic non-independence within each sample (Zhou and Stephens, 2012). Even for small sample sizes, after running Haley-Knott QTL mapping, GEMMA potentially allows for explorative fine-tuning of results at the SNP level. At each time point, and for each of 7,320 SNPs and phenotypes, we fitted the LMM using a kinship matrix K computed over the SNP genotypes. We also estimated significance thresholds with GEMMA using a permutation approach computing results 1,000 times while shuffling the phenotypes but keeping the genotypes and K the same (Churchill and Doerge, 1994). From every permutation we stored the highest Wald-test p-value in an ordered set and set the significance threshold at the 95th percentile and the suggestive threshold at the 67th percentile. For our data set, the average GEMMA significance threshold was LOD 4.1 and the average suggestive threshold was at LOD 3.3.

GEMMA was included as a mapping method for two main reasons. The first reason is that additional power can be gained when using mixed-model association methods. The increase in power results both from accounting for phenotypic covariance due to genetic similarity and by conditioning on associated markers as opposed to a single candidate locus (Yang et al., 2014). The second reason is that the impact of background structure on QTL detection has not been rigorously evaluated in BXD data sets. Thus, GEMMA can be applied in addition to traditional HK mapping to minimize detection of false positive QTLs resulting from kinship. QTLs identified by both approaches are unlikely to result from genetic similarity. Using both approaches has advantages over using a single mapping model because genetic relatedness is not addressed by the HK model and our data set is small (e.g., underpowered) for GEMMA.

For both HK and GEMMA QTL mapping methods, a 1.5 LOD drop from the top marker was used to define QTL confidence interval regions. Loci detected using traditional HK mapping (suggestive threshold or above) that were also detected using the secondary GEMMA method (LOD > 3) were considered for further analysis.

Enrichment analysis was performed using tools available at Enrichr (Kuleshov et al., 2016). Default settings were used for Enrichr.

B6 and D2 polymorphic genes with SNPs and/or small insertions/deletions (InDels) were identified using tools available at the Sanger Institute Mouse Genomes Project2 (Keane et al., 2011). The Sanger website provides annotations for variants and, for our analysis, a SNP or InDel was considered to be of potentially high impact if it was annotated as a “coding sequence variant,” “feature elongation,” “feature truncation,” “incomplete terminal codon variant,” “initiator codon variant,” “mature miRNA variant,” “missense variant,” “NMD transcript variant,” “regulatory region ablation,” “regulatory region amplification,” “regulatory region variant,” “splice acceptor variant,” “splice donor variant,” “splice region variant,” “stop gained,” “stop lost,” “TF binding site variant,” “TFBS ablation,” “TFBS amplification,” “transcript ablation,” or “transcript amplification.”

A large BXD database of hippocampal gene expression profiles generated from 67 naïve BXD strains [Hippocampus Consortium M430v2 (Jun 06); GN110; (Overall et al., 2009)] was used to prioritize candidate genes based on correlation with DID week 1 and 4 h phenotype data and cis expression QTL (eQTL) mapping.

For all candidate genes, literature associations between the term “alcohol” and each candidate gene were mined using the Chilibot3 website (Chen and Sharp, 2004).



RESULTS

Initial Alcohol Consumption Is Variable and Heritable in the BXD Panel and Increases Over Time

Intake of 20% alcohol for 2 or 4 h during the first and 5th week was variable in female B6, D2, and 39 BXD strains (Figure 1). Alcohol intake during the first 2 h exposure ranged from 1 to 3.55 g/kg compared to the last 2 h (week 5 day 3 or W5D3) exposure, which ranged from 1.67 to 5.01 g/kg. On the first 4 h exposure, alcohol intake ranged from 2.42 to 6.33 g/kg compared to intake on the last exposure, which ranged from 2.77 to 7.41 g/kg. ANOVA revealed a significant strain effect (all p < 0.0001) on intake for each time point with associated heritability estimates of 0.3 or greater, except for the first exposure on week 1 day 1 (W1D1) and W4D4 (Table 1). As expected, heritability on the first exposure to alcohol is lower than on subsequent exposure. Also as expected, heritability of 2 h weekly intake averaged for each strain over 3 days is much higher than strain-averaged 4 h intake resulting from a single measurement.
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FIGURE 1. Strain distribution of 2 or 4 h alcohol intake over 5 weeks. (A) Alcohol intake of 20% (v/v) over a 2 h access period is shown in g/kg on the Y-axis by week and the X-axis lists the BXD strain numbers with B6 and D2 parental strains shown to the far right (bar graph, each color represents an inbred strain). Population mean and standard deviation are shown for each week by the solid and dashed horizontal line, respectively. Weekly 2 h intake was variable among BXD strains and increased over time. (B) Distribution (histogram) reflects week-averaged intake from individual B6, D2, and 39 BXD strains recorded over three consecutive days of 2 h exposure. The distribution of alcohol intake changed between weeks 1 and 5 indicating increased alcohol intake. (C) Alcohol intake of 20% (v/v) over a 4 h access period is shown in g/kg on the Y-axis by week and the X-axis lists the BXD strain numbers with B6 and D2 parental strains shown to the far right (bar graph). Alcohol intake of 20% alcohol during the 4 h access period (bar graph) was variable among BXD strains and increased over time. (D) Distribution (histogram) reflects intake from B6, D2, and 39 BXD strains recorded over a single 4 h exposure. The distribution of alcohol intake changed between weeks 1 and 5 indicating increased alcohol intake. For the 2 and 4 h exposure, alcohol intake varied by strain both within and across weeks. For both exposures, mean intake increased between weeks 1 and 5.



TABLE 1. Anova results table.
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Average 2 or 4 h intake across all strains and the overall distribution of intake changed between week 1 and later weeks reflecting changes in drinking patterns that resulted from increased consumption over time (Figure 1). For 2 h intake, week was significantly associated (p < 0.0001; R2 = 0.039) with a 0.14 g/kg increase in alcohol intake per week (∼0.6 g/kg average increase in intake between weeks 1 and 5). For 4 h intake, week was significantly associated (p < 0.0001; R2 = 0.025) with a 0.2 g/kg increase in alcohol intake per week (∼0.8 g/kg average increase in intake between weeks 1 and 5). Pairwise correlations between initial daily, 2 h weekly average, and 4 h weekly alcohol intake tended to be higher between adjacent weeks and degrade as the interval between each week increases (Supplementary Figure S1).

Genetic Differences in Alcohol Intake Over Time

Most strains demonstrated a gradual increase in alcohol intake over time (Table 2) during 2 or 4 h exposure. Strains with significantly increased 2 h intake over the 5-week period included BXD 40, 24, 49, 34, 50, 77, and 83. Of these strains, BXD 34, 50, 77, and 83 also demonstrated significantly elevated 4 h intake. Of note, some strains with high genetic similarity (∼80%, denoted by letters following strain name), such as BXD48 and BXD48a, showed highly divergent intake patterns over time with BXD48 showing significantly increased intake and BXD48a displaying stable or slightly decreased intake over time. The parental B6 strain demonstrated increased 2 h intake over the 5-week period and slightly decreased 4 h intake in contrast to the D2 strain, which showed relatively stable or slightly decreased intake for both the 2 and 4 h intake period. However, these changes in the parental strains were not statistically significant. Although modestly correlated (r = 0.41), change in 2 and 4 h intake over 5 weeks was not identical within strain. We observed a strong, negative correlation (-0.62) between slope (alcohol intake over time) and the y-intercept (baseline intake) for 4 h intake. As demonstrated in Table 2, strains with high initial intake tended to evince more stable or slightly decreased drinking over time. This negative relationship was present, albeit much weaker, for the 2 h time point (r = -0.25).

TABLE 2. Change in 2 and 4 h alcohol intake over 5-week.
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Identification of QTLs for Alcohol Intake

We first assessed whether there were QTLs associated with the heritable variation in initial (week 1) or sustained weekly alcohol intake using two different mapping methods (traditional HK and GEMMA to correct for kinship). As expected, based on the inclusion of 39 strains, no significant QTLs were detected following multiple test correction (Supplementary Table S2). Using a suggestive threshold, seven QTLs were identified for HK and GEMMA (Table 3). QTLs detected by both methods are expected to be more robust than QTLs detected by HK alone, because these QTLs do not arise as a result of genetic relatedness. We prioritized the overlapping QTLs detected by both methods for further analysis. In all seven cases, inheritance of the B6 parental allele was associated with higher 2 or 4 h alcohol intake. QTLs on Chrs 2, 6, and 12 were only identified for 4 h intake on week 1. In contrast, overlapping QTLs on Chr 4 were only identified for 2 h intake on weeks 2 and 3, and the QTL on Chr 8 was identified for 4 h intake on week 3 and 2 h intake on week 5.

TABLE 3. Suggestive QTL detected by multiple mapping methods.
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Next, we identified QTLs for progressive alcohol intake using slope analysis of 2 or 4 h intake over 5-weeks. No significant or suggestive QTLs were identified for progressive 4 h intake. However, a suggestive QTL on Chr 15 was identified for progressive 2 h alcohol intake using both HK and GEMMA mapping methods (Table 3). In contrast to the other seven QTLs, the 2 h progressive intake QTL was associated with higher intake and inheritance of the D2 parental allele.

Identification of Candidate Genes Driving Initial Alcohol Intake

The majority of suggestive overlap QTLs detected were associated with variation in initial 4 h alcohol intake on week 1 (W1.4 h, Table 3). Thus we prioritized these QTLs on Chrs 2 (9–30.4 Mb), 6 (89–93.6 Mb), and 12 (9.8–15.8 Mb) for identification of candidate genes driving variation in initial early alcohol intake. Hereafter, all QTLs are referred to by their QTL (Q) Chr number. The number of candidate genes located within each confidence interval varies [Q2 = 325, Q6 = 54, Q12 = 25; based on mouse assembly GRCm38/mm10 and UCSC RefSeq (refGene) Table Browser annotations, Supplementary Table S3]. Using genome sequence data generated for the parental strains we identified all genes (excluding gene models, predicted genes, non-coding and pseudo-genes) within each interval that were polymorphic and overlapped by higher impact sequence variants (see Methods). This reduced the number of candidate genes within each interval to Q2 = 60, Q6 = 13, and Q12 = 4 (Supplemental Table S4). These genes were further prioritized using naïve hippocampal expression data generated for the BXD family (Table 4 and Supplemental Table S5). For Q2, Arhgap21, Gpr158, Mrpl41, Myo3a, Entpd4, Lhx3, Rapgef1, and Nup188 were all significantly correlated with alcohol intake during the first 4 h exposure in week 1, and the expression of each candidate was also regulated by local sequence variants (cis eQTL). Top candidates for Q6 included Adamts9 and Fgd5. For Q12, Nt5c1b was the only candidate that contained putative high impact variants and whose expression covaried with 4 h alcohol intake on week 1. Products of all candidate genes in Q2, Q6, and Q12 played a role in signal transduction, metabolism, development, or endothelial cell response.

TABLE 4. Prioritized QTL candidate genes.
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Identification of Candidate Genes Driving Variation in Sustained Weekly Alcohol Intake

The same strategy used to identify candidates driving variation in initial consumption was used to identify candidates on Q4 (151–155 Mb) and Q8 (86.4–95.7 Mb) associated with variation in 2 h intake on weeks 2 and 3, and variation in 4 h intake on week 3 and 2 h intake on week 5, respectively. The number of candidates within each interval was 51 for Q4 and 93 for Q8 (Supplementary Table S3). The number of candidate genes overlapping higher impact variants within each locus was 36 for Q8 and 16 for Q4 (Supplementary Table S4). For the Q4 interval, the highest priority candidates based on genetic cis-regulation and co-variation analysis using hippocampal expression data were Per3 and Prdm16 (Table 4 and Supplementary Table S5). Top candidates for the Q8 interval included Cyld, Aktip, Fto, Crnde, Mmp2, and Kifc3. All of these high priority candidate genes were involved in circadian signaling, metabolism, or immune response.

Identification of Candidate Genes and Pathways Driving Variation in Progressive Alcohol Intake

Variation in progressive 2 h alcohol intake was associated with a suggestive QTL on Q15 (58–68 Mb) that contained 54 candidate genes (Supplementary Table S3). Only four of these genes (Adcy8, Tg, Ndrg1, and Wisp) were overlapped by variants of predicted higher impact (Supplementary Table S4). None of these candidates were modulated by cis eQTLS in naïve BXD hippocampus or correlated with the slope for 2 h alcohol intake over 5 weeks (Supplemental Table S5).

Trait Covariation With Initial Alcohol Intake

Trait data have been collected for the BXDs since the generation of the first BXD cohort in the late 1970’s and much of this data is available in the BXD Published Phenotypes database available on GN. We queried this database to retrieve traits that were significantly correlated with W1.4 h, a heritable and QTL modulated trait associated with alcohol intake at early exposure. Forty-one traits were significantly correlated (p < 0.005) with the first 4 h alcohol intake trait. Representative scatterplots are shown in Figure 2. Correlated traits were subdivided into six categories: behavior; blood and brain chemistry, and hematology; drug response (morphine and alcohol); immune function; metabolism, and microbiome (Supplementary Table S6).


[image: image]

FIGURE 2. Representative scatterplots representing correlations between BXD legacy trait data and alcohol intake during the first 4 h exposure on week 1. (A) A measure of depression (immobility in the tail suspension test) is negatively correlated with alcohol intake. (B) Fasting sphingomyelin levels are also negatively correlated with intake. (C) A measure of immune function, infection survival time is positively correlated with intake. (D) Measures of one member of the gut microbime are negatively correlated with intake. (E) A metabolic/immune trait, liver injury following insult, is negatively correlated with intake.





DISCUSSION

Here, we report large variability in 2 and 4 h alcohol consumption in B6, D2, and 39 BXD strains using a DID protocol over a 5-week time period. BXD strains demonstrated high, low, or intermediate alcohol intake relative to parental strains (Figure 1). Regression analysis revealed that, in general, alcohol intake increased from weeks 1 to 5 regardless of session duration. Although it is important to note that some strains demonstrated greatly increased intake while others remained relatively stable or decreased slightly over the 5-week period. Our study both replicated previous findings on DID alcohol intake and generated novel insight into progressive drinking. In contrast to our study, most of the previous DID studies in male and female inbred strains focused primarily on the first few weeks of DID. These studies reported higher intake in B6 compared to D2, and that alcohol consumption “stabilized” by the second day of access (Rhodes et al., 2005). When these studies were extended for 12 consecutive days in male B6 mice, intake levels were reported to be constant (Rhodes et al., 2005). We also reported stabilization of alcohol intake early in week 1 in that heritability was reduced at first exposure compared to subsequent exposures. This was a result of greater within strain variation upon first experience with alcohol. Accordingly, we also observed much higher intake of 20% alcohol at 2 and 4 h in the B6 parental strain relative to D2. By lengthening the DID protocol to 5 weeks, our work extends the findings of previous studies and we reported increased consumption and, at least for 2 h intake, higher heritability (less within strain variation) during later weeks (3, 4, and 5). Similar increases in intake have been reported for B6 males over a 14-day DID access period (Linsenbardt and Boehm, 2014). Taken together, these results provide evidence that extended access DID protocols of 2 weeks or longer result in increased alcohol intake in B6J. For the first time, we report that this trend of enhanced consumption during extended DID is also apparent in the BXD family of strains. Patterns of initial weekly and progressive intake during 2 or 4 h sessions over 5 weeks varied between B6, D2, and the BXD strains. This variability was heritable and we were able to identify several suggestive loci for variation in initial intake during week 1, and variation in sustained and progressive intake.

The DID paradigm typically employs both a 2 h and a longer 4 h access period. In our study, some strains displayed marked differences in alcohol intake between access periods and identified QTLs were not always consistently detected for both periods. There are several explanations for the lack of complete congruency between the 2 and 4 h measures. First, the 2 h time point is a repeated measure and is thus a much more stable measure of weekly progressive intake. In addition, the extended 4 h access time period probably reflects a larger behavioral repertoire related to differences in learning and consummatory behavior. For example, male B6 mice allowed to drink alcohol in a modified DID paradigm in which they were given a 2 h access period over 14 consecutive days not only increased their intake over sessions, but also learned to “front load” their intake, and consumed the majority of their alcohol on the last session within the first few minutes of the 2 h access period (Linsenbardt and Boehm, 2014). In our study using female mice, we observed increased intake over the 5-week period in B6 females for the 2 h time point (Table 2), but the same trend was not observed for the 4 h time point. However, several strains, such as BXD 40, 29, and 34, showed increased intake over 5 weeks for both the 2 and 4 h sessions. It is unknown whether B6 females display front loading, but differences in this behavior, or a ceiling effect on intake in the 4 h access period, may be an additional source of variation that contributes to differences between the 2 and 4 h access period between and within strain in our study. For genetic mapping, the 2 h trait has higher heritability and is more amenable to mapping. However, it is also possible that different genetic factors control each trait. Temporal dissection of intake over the 2 and 4 h access period for strains with similar and dissimilar 2 and 4 h intake would be needed to reconcile some of these differences.

Our study included 39 BXDs strains with a variable number of replicates within strain (1–16). Traditional QTL mapping incorporates the mean of the dependent measure for each BXD strain. Power to detect QTLs is derived largely from the number of strains (Belknap, 1998; Andreux et al., 2012). However, the traditional mapping method used for BXD data does not account for population structure and may result in false positives. To account for this, we mapped QTLs using both a simple regression method (HK) in GN that does not account for kinship, and another mapping algorithm (GEMMA) available in GN, version 2, that does. Even though GEMMA is not typically used for smaller data sets, several QTLs were replicated using both methods, albeit at a suggestive level. Both methods used the same marker panel and dependent variables for alcohol intake. QTLs detected by both methods are expected to be more robust against identification of false positives due to genetic relatedness compared to using either model alone (see methods). With 39 strains and a variable number of replicates within strain, our study was only powered to detect QTLs of large effect. As expected, we did not identify any significant loci. However, using both mapping methods we identified: suggestive QTLs associated with variation in alcohol intake during early exposure (W1.4 h) on Chr 2, 6, and 12, and suggestive QTLs associated with variation in sustained intake during later weeks on Chrs 4 and 8. We were also able to identify a QTL on Chr 15 associated with progressive alcohol intake. To assess whether these QTLs are likely to reach significance if more strains are added we winsorized (transformation of the data by limiting extreme values) the existing 39 strain data to better fit assumptions of normality assumed when using HK and GEMMA mapping methods. Winsorizing the data resulted in higher LOD scores for all QTLs for both mapping methods. This suggests that, assuming a normal trait distribution in the BXD population, testing a larger number of BXD strains will result in significant LOD scores. Thus, the provisional QTLs identified in our study are worth investigating further and may contain genes that drive higher or lower initial or sustained alcohol consumption. As such, we used multiple lines of evidence based on overlapping gene variants and gene expression to nominate candidate genes for suggestive QTLs identified in this study. An important caveat of this approach is that mutations that impact protein function without modulating gene expression will be missed. However, this is a powerful and integrative approach that nominates the best candidates based on all available data. Candidates associated with genetic predisposition for high or low intake during the 1st week of exposure to alcohol included Arhgap21, Gpr158, Mrpl41, Myo3a, Entpd2, Lhx3, Rapgef1, and Nup188 (Q2); Adamts9 and Fgd5 (Q6); and Nt5c1b (Q12). All candidates were overlapped by variants that may impact gene regulation or function, and their expression in hippocampus was cis-modulated and correlated with 4 h intake during week 1. Therefore, pre-existing patterns of expression in these genes due to the presence of functional gene variants could alter initial alcohol intake behavior. Only one of these genes, Entpd2, had been directly implicated in alcohol-related responses in animal model systems (Rico et al., 2008). Rico and colleagues found that acute alcohol exposure led to alterations in brain nucleotide (specifically, ATP hydrolysis) metabolism in vivo and a reduction in the mRNA level of the zebrafish homolog of ENTPD2 (NTPDase2). Although not directly associated with alcohol related traits in human or animal model systems, Nt5c1b was also involved in nucleotide metabolism (specifically, adenosine formation following ATP hydrolysis; Sala-Newby and Newby, 2001). Other candidates were involved in intracellular signaling pathways (Arhgap21, Gpr158, Rapgef1, Adamts9, Fgd5, Mrpl41, Nt5c1b) that mediated diverse biological processes related to metabolism, G-protein coupled receptor signaling, and endothelial response (Table 4). Taken together, these results suggest that alterations in ATP metabolism and other signaling pathways could drive variation in initial alcohol intake in the DID paradigm.

Using a similar approach we also identified Per3 and Prdm16 (Q4) and Cyld, Aktip, Fto, Crnde, Mmp2, and Kifc3 (Q8) as high priority candidate genes for variation (higher or lower) in sustained intake during later weeks. Variation in 2 h intake on weeks 2 and 3 was associated with Q4, and variation in 4 h intake on week 3 and 2 h intake on week 5 was associated with Q8. Importantly, the Q4 and Q8 intervals were detected at multiple time points over the course of the 5-week DID study. These concordant and reproducible QTLs are less likely to represent false positives. Candidates for the Q4 and Q8 interval play key roles in circadian signaling (Per3), metabolic (Prdm16, Fto, Crnde), and immune response (Mmp2, Cyld). Alterations in metabolism (e.g., mitochondrial dysfunction, insulin/glucose dysregulation), circadian cycle, sleep disruptions, and inflammation have long been associated with chronic alcohol use, abuse, and alcoholism. In particular, several of these genes, Per3 (Q4) and Fto, and Mmp2(Q8) have all been previously associated with ethanol response. In human populations, PER3 variants were associated with insomnia severity in alcohol-dependent patients (Brower et al., 2012). In the BXD panel, a promoter mutation in Per3 was associated with expression variation in naïve animals (cis-modulation) as well as variation in alcohol-related traits and expression changes following stress and alcohol exposure (Wang et al., 2012). Altered circadian expression of Per3 was also associated with administration of a liquid alcohol diet in rats (Chen et al., 2004). Another strong candidate for sustained intake was Fto, a gene regulating fat mass, located on Chr 8 and associated with variation in intake during week 5. Fto variants were associated with frequency of alcohol consumption (Sobczyk-Kopciol et al., 2011; Young et al., 2016) and alcohol dependence (Wang et al., 2013) in human populations. Mmp2, also located on Chr 8, is known to be regulated by alcohol exposure in numerous human and animal systems and in many different cell and tissue types (Partridge et al., 1999; Burnham et al., 2007; Fiotti et al., 2008; Peng et al., 2013), however, a role for this gene in regulating alcohol intake is unclear. Here we report Per3 and Fto as a strong candidate genes located on Chr 4 and Chr 8, respectively, that may underly variation in sustained alcohol intake during DID in the BXD family. Both were associated with alcohol-related traits in human and rodent model systems, and their expression was correlated with 2 h intake during week 3 (negative correlation, Per3) or week 5 (positive correlation, Fto) of DID. In addition, Per3 contains functional polymorphic regulatory variants known to impact expression in the BXD panel and Fto is a cis-modulated gene containing multiple missense variants between B6 and D2.

By extending the DID paradigm to a longer 5-week period we were also able to identify a suggestive QTL on Chr 15 for variation (higher or lower) in progressive alcohol intake. None of the genes located within the QTL confidence interval was cis-modulated in BXD hippocampus. This was an expected negative result based on the use of an expression data set generated from naïve animals. However, there were only a handful of genes (Adcy8, Tg, Ndgr1, and Wisp) within this interval that contained variants likely to impact gene regulation or function. Of these, only Adcy8 was previously associated with alcohol-related traits (Procopio et al., 2013). Procopio and colleagues reported that a haplotype within the coding region of ADCY8 was associated with alcohol dependence co-occurring with depression in females. Given that progressive alcohol intake likely reflects changing alcohol consumption over time, it is reasonable to expect that the underlying gene variants may interact with alcohol exposure to produce variation in intake over time. Of interest, genes located within the Q15 interval were significantly enriched (adjusted p < 0.05) for HDAC2 and PPARD binding based on consensus genome-wide ChIP-X data from ENCODE and integrated ChIP Enrichment Analysis (ChEA). None of the other QTL intervals (Q2, Q4, Q6, Q8, or Q12) were enriched for transcription factor binding or histone modifications based on Enrichr analysis, suggesting that gene variants in the Q15 region may exert their effect through alcohol experience dependent epigenetic modulation.

This is the first work of its kind to elucidate genetic influence on ethanol consumption at first opportunity and repeated opportunities over several weeks in a large genetic reference population of mice. As in other studies, the DID paradigm has been applied successfully to reveal genetic influences on alcohol consumption and the impact of alcohol intake on brain gene transcription (Rhodes et al., 2005, 2007; Mulligan et al., 2011; Thiele and Navarro, 2014; Thiele et al., 2014). The DID paradigm allows the animal to achieve significant blood ethanol concentrations, i.e., binge drinking. Indeed, we found that some strains consume large amounts of alcohol and that most of the strains studied increased their consumption by more than 0.5 g/kg. However, a caveat of our study is that we did not measure blood alcohol concentrations (BACs) weekly. We did not attempt to obtain BACs because of the added stressor of blood collection. However, this precludes an analysis of metabolic effects that may have contributed to changes in alcohol intake among strains.

One of the great advantages of a systems approach in the BXD panel is the ability to find associations between a trait of interest and other phenotypes generated in-house, and by others, in the extensive BXD trait database available at GN. Not only were we able to nominate candidate genes for suggestive QTL related to initial, sustained, and progressive alcohol intake, but we were also able to leverage 1000s of legacy trait records available for the BXD strains to associate variation in initial alcohol consumption with variation in metabolic, metagenomic, immune, and behavioral traits in the BXDs (Supplementary Table S4). Some of these associations were expected (e.g., correlations with depression- and anxiety-related traits and alcohol intake; and covariation with morphine and other alcohol response traits), while others were novel and may uncover new areas of interest. For example, and perhaps most surprising, a negative correlation between components of the gut microbiome and initial 4 h alcohol intake (Figure 2D). Of interest, Prevotellaceae was found to be enriched in fecal samples from alcohol cirrhosis patients relative to control samples (Chen et al., 2011). Oral levels of Lactobacillales and Prevotellaceae were also altered following alcohol intake in humans (Fan et al., 2018). Taken together these novel findings could indicate the presence of latent relationships between alcohol-related diseases and members of the microbial community. This opens the research area to what these associations mean in the general physiology and behavior of mice and other species, by hypothesis generation. In conclusion, we have shown here that there is a large genetic component to both initial, sustained, and progressive consumption of alcohol in the DID paradigm among the BXD family of mice. Moreover, through forward genetic mapping and systems biology, we have identified candidate genes and pathways likely to mediate high alcohol intake.
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FIGURE S1 | Bivariate correlations of alcohol intake at initial exposure and across 2 or 4 h weekly intake. Correlations based on weekly (W) and daily (D) intake (g/kg) for individuals from B6, D2, and 39 BXD strains. Data averaged by strain for the first day of 2 h alcohol exposure (2 h:W1D1) and for each 4 h exposure. Data averaged by strain and week for subsequent 2 h exposures. All correlations were positive. Intake at first exposure for 2 h on W1D1 is highly correlated with subsequent average 2 and 4 h weekly intake. Correlations are higher between adjacent weeks and generally decay slightly over time. Compared to correlations between 4 h intake on the first and last exposure, correlations between intake at first (W1D1 or W1avg) and last exposure are higher for 2 h intake.

TABLE S1 | Strain and replicate summary.

TABLE S2 | QTL comparison table.

TABLE S3 | Candidate genes located within QTL confidence intervals.

TABLE S4 | Candidate genes within QTL confidence intervals overlapped by higher impact sequence variants.

TABLE S5 | Full list of high priority candidate genes and evidence for selection.

TABLE S6 | BXD trait correlations.
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Posttraumatic Stress Disorder (PTSD) is a complex illness, frequently co-morbid with depression, caused by both genetics, and the environment. Alcohol Use Disorder (AUD), which also co-occurs with depression, is often co-morbid with PTSD. To date, very few genes have been identified for PTSD and even less for PTSD comorbidity with AUD, likely because of the phenotypic heterogeneity seen in humans, combined with each gene playing a relatively small role in disease predisposition. In the current study, we investigated whether a genetic model of depression-like behavior, further developed from the depression model Wistar Kyoto (WKY) rat, is a suitable vehicle to uncover the genetics of co-morbidity between PTSD and AUD. The by-now inbred WKY More Immobile (WMI) and the WKY Less Immobile (WLI) rats were generated from the WKY via bidirectional selective breeding using the forced swim test, a measure of despair-like behavior, as the functional selector. The colonies of the WMIs that show despair-like behavior and the control strain showing less or no despair-like behavior, the WLI, are maintained with strict inbreeding over 40 generations to date. WMIs of both sexes intrinsically self-administer more alcohol than WLIs. Alcohol self-administration is increased in the WMIs without sucrose fading, water deprivation or any prior stress, mimicking the increased voluntary alcohol-consumption of subjects with AUD. Prior Stress-Enhanced Fear Learning (SEFL) is a model of PTSD. WMI males, but not females, show increased SEFL after acute restraint stress in the context-dependent fear conditioning paradigm, a sexually dimorphic pattern similar to human data. Plasma corticosterone differences between stressed and not-stressed WLI and WMI male and female animals immediately prior to fear conditioning predict SEFL results. These data demonstrate that the WMI male and its genetically close, but behaviorally divergent control the WLI male, would be suitable for investigating the underlying genetic basis of comorbidity between SEFL and alcohol self-administration.

Keywords: alcohol self-administration, genetic model of depression, contextual fear conditioning, corticosterone, glucocorticoid receptor, alcohol use disorder, post traumatic stress disorder, inbred rat strains


INTRODUCTION

Comorbid posttraumatic stress disorder (PTSD) and alcohol use disorder (AUD) is a prevalent and devastating disorder. While exposure to a traumatic event is required for diagnosis, not all subjects who experience a traumatic event develop PTSD. PTSD has an overall lifetime prevalence rate of 7–8% and is the fifth most common major psychiatric disorder in the United States (Keane et al., 2006). PTSD has a high comorbidity with major depression (50–84%; Spinhoven et al., 2014; Flory and Yehuda, 2015) and other anxiety disorders (49%; Smith et al., 2016). AUD occurs in 30% of PTSD subjects and up to 54% in veterans (Smith et al., 2016). The cause of these high comorbidities might be that the preexistence of these disorders increases susceptibility to traumatic events (Breslau, 2009) or that all these disorders are the consequences of the traumatic exposure (Pietrzak et al., 2011). However, the odds of having PTSD are 30% greater for those with a lifetime AUD (Grant et al., 2015, 2016). Individual differences in heritable factors affect the risk to develop PTSD. Twin studies show that the heritability of PTSD alone is between 30–46% (Stein et al., 2002; Wolf et al., 2014). Nevertheless, genome-wide association studies have had limited success identifying these factors (Duncan et al., 2018; Polimanti et al., 2018), which is not surprising given the heterogeneity of the symptoms and comorbidities. Individual variations in comorbidity, namely that some PTSD patients do, while others do not have AUD, supports the hypothesis of overlapping genetic vulnerability to PTSD and AUD in some patients (McLeod et al., 2001; Frías and Palma, 2015). Critically, there is a paucity of data on the genetic vulnerabilities that cause the PTSD-AUD comorbidity. Novel animal models may lead to the identification of genetic vulnerabilities to this comorbidity and potentially to effective treatments for this refractory condition. Comorbidity with a disorder or illness is commonly defined as a condition existing simultaneously with and usually independently of another medical condition. The ideal animal model of comorbidity thus would show intrinsic characteristics modeling both conditions. One of the goals of this study is to establish a rat model of comorbidity between PTSD and AUD.

Valid animal models could help identify the genetic components of PTSD vulnerability. Among the many proposed rodent models, consensus as to what constitutes a PTSD-like model is just starting to emerge. PTSD has been related to exaggerated implicit fear memory, resulting from associative fear conditioning and non-associative sensitization processes (e.g., Foa et al., 1992; Charney et al., 1993). Most models have in common the study of emotional memories according to a Pavlovian learning paradigm. This associative learning process consists of the pairing of a neutral conditioned stimulus, such as a place or context, with an aversive unconditioned stimulus (e.g., shock) eliciting a conditioned fear response. Prior stress enhances fear conditioning in male rodents with long-term consequences (Blouin et al., 2016). This model represents an environmental enhancement (by prior stress) of fear memory, which closely reproduces many core symptoms of PTSD, including enhanced fear learning, generalized anxiety and impaired extinction (Rau et al., 2005).

Pavlovian fear conditioning also mimics the traumatic event-induced symptoms of intense and recurrent fear, characteristic of patients with PTSD (Zovkic and Sweatt, 2013). The advantages of fear conditioning as a model of PTSD include: (1) stress-induced exaggeration of fear conditioning, induced by exposing rodents to trauma prior to fear conditioning, models the environment-induced predisposition to PTSD; (2) rodent strains that vary in stress-induced exaggeration of fear memory can be used to dissect genetic predisposition to PTSD; (3) brain regions involved in the regulation of fear conditioning have also been implicated in the psychopathology of PTSD (Bremner, 2007; Hall et al., 2012; Zoladz and Diamond, 2013), and (4) the measurement of fear memory is automated and highly reproducible.

Stress-enhanced fear learning (SEFL) is an animal model of PTSD that encompasses both stress-sensitizing effects and conditioned fear memory components of the PTSD pathology (Rau et al., 2005; Blouin et al., 2016). Stress-induced release of peripheral corticosterone (CORT) has been suggested to be necessary for SEFL induction, and these changes are mediated by glucocorticoid (Nr3c1) and mineralcorticoid (Nr3c2) receptors (Donley et al., 2005; Rodrigues et al., 2009; Perusini et al., 2016). If prior stress exaggerates fear memory in one strain of animals, but not in another, it may present a model of PTSD that mirrors the variability in susceptibility to PTSD in humans (Skelton et al., 2012). Through a genetic animal model of depression, we aim to investigate the comorbid relationship between increased alcohol intake, acute stress-induced changes in fear memory and possible sex differences in these measures.

The genetic rat model of depression was developed from the near-inbred Wistar Kyoto (WKY) rat strain, an established model of major depression with co-morbid anxiety (Pare and Redei, 1993a,b; Pare, 1994; Solberg et al., 2001, 2004; Baum et al., 2006) and hormonal and sleep characteristics similar to those of depressed humans. Two inbred strains were generated from the WKYs by selective breeding based on immobility behavior in the forced swim test, resulting in two nearly isogenic inbred strains of their 38–41th generation at the time of this study. These are the WKY More Immobile (depressed WMI) showing despair-like behavior and its genetically similar, but behaviorally different control strain, the Wistar Kyoto Less Immobile (WLI). The WMI rats consistently display depression-like behavior in the forced swim test compared to their genetically very close less immobile (WLI) control strain (Will et al., 2003; Andrus et al., 2012; Mehta et al., 2013).

We hypothesized that WMIs would likely display increased fear memory sensitized by a prior acute stress, as 50–84% of PTSD patients have been diagnosed with major depression as well. We further hypothesized that WMI would likely consume more alcohol than the WLI controls based on clinical reports that the odds of having PTSD are 30% greater for those with AUD and major depression is also co-morbid with AUD. To test these hypotheses and the possibility that WMIs could serve as genetic model for the comorbidity of PTSD and AUD, we exposed adult male and female WMIs and WLIs to SEFL and another set of animals to an operant alcohol drinking paradigm.



MATERIALS AND METHODS

Experimental Design and Statistical Analysis

Different cohorts of animals were used in the three different sets of experiments. In the first set of experiments, 6 to 7-month-old WLI and WMI males and females were either exposed to acute restraint stress (ARS) or received no stress (NRS). Forty-eight hours later they were exposed to contextual fear conditioning (CFC). In the second set of experiments, age matched male and female rats were exposed to ARS or NRS and then sacrificed 48 h later without CFC test to measure brain gene expression and plasma corticosterone levels. The third set of WLI and WMI male and female animals received alcohol via a self-administration protocol. Sample numbers are indicated in the figure legends.

Activity and fear memory in the CFC, and plasma corticosterone levels were analyzed first by three-way ANOVA (strain, sex, and stress), followed by separate two-way ANOVAs for males and females to identify strain and stress effects, specifically. Bonferroni corrections for post-hoc comparisons were used to identify differences between groups. ANOVA results are described in the results section, while post-hoc comparisons are indicated on the figures and in the figure legends. Significance was considered p < 0.05. Effect size (Cohen’s d; Cohen, 1988) was calculated using the ‘effsize’ package of the R language. Statistical analyses were carried out by GraphPad Prism 7 (La Jolla, CA, United States) and Systat softwares.

Animals and Behavioral Tests

The animal colonies are maintained at Northwestern University, Feinberg School of Medicine and at the University of Tennessee Health Science Center. The Institutional Animal Care and Use Committee of Northwestern University and the University of Tennessee Health Science Center approved all animal procedures. The guidelines described in the Public Health Service Policy on Humane Care and Use of Laboratory Animals are followed. Animals were housed in a temperature and humidity-controlled environment. Male and female WMIs and WLIs were employed at 6 to 7-months-of-age.

Acute Restraint Stress

The rats were placed into flexible plastic bags with an opening for their mouth and nose. The animals could not turn around in this apparatus nor move the plastic bags. The restraint was conducted between 1200–1600 h. After 2 h, the rats were placed back into their home-cages and 48 h later, one cohort was sacrificed by fast decapitation to obtain blood and brain tissue and another cohort was tested in contextual fear conditioning.

Contextual Fear Conditioning

Rats were placed into an automated fear conditioning apparatus of Technical & Scientific Equipment (TSE, Bad Homburg, Germany) for 3 min of habituation, followed by three mild shocks (0.8 mA, 1 s per min) over 3 min. Between animals, the chamber was cleaned using 75% ethanol to eliminate behavioral changes caused by odor. Twenty-four hours later, the rats were placed in the same chamber for 3 min without any shocks and examined for contextual fear memory as measured by freezing duration and total locomotion (distance traveled) through the use of an infrared beam system (detection rate 10 Hz). Any rats that did not respond to the initial shock were excluded from the study.

Operant Alcohol Self-Administration

Oral alcohol self-administration using licking as the operant response was carried out in an open source device we described previously (Longley et al., 2017). Figure 1 shows the device employed for alcohol self-administration. It is constructed from a 3D printed frame and contained a single-board computer that monitors two licking spouts. When the number of licks on the active spout met variable ratio 10 reinforcement criteria, the computer advanced a syringe pump and pushes one drop (60 μl) of 6.5% alcohol to the tip of the spout. A visual cue (an LED) was turned on for 1 s with each reward. Licking events were recorded on the inactive spout, or on the active spout within the 20 s timeout period after the reward was delivered but no consequence are programmed for these events. Rats were tested individually during the light off phase of the diurnal cycle without prior operant training, water deprivation or sucrose training. A total of 10 daily 1 h sessions were conducted.
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FIGURE 1. Operant licking device for oral alcohol self-administration. The device has a lick sensor that records licking events from both the active and inactive spouts. Licking on the active spout meeting a variable ratio schedule triggers the syringe pump to push one drop (60 μl) of alcohol to the tip of the spout. A visual cue (an LED) is turned on for 1 s with each reward. Licking on the inactive spout has no programed consequence.



Plasma Corticosterone (CORT) ELISA

Trunk blood samples were collected into EDTA-coated tubes on ice. The samples were centrifuged at 3500 rpm for 10 min. Plasma was stored at -80°C for later analysis. Plasma corticosterone levels were measured by immunoassay using a commercially available competitive ELISA kit (Corticosterone Competitive ELISA kit, ThermoFisher, United States).

Measurement of Hippocampal Glucocorticoid and Mineralocorticoid Receptor mRNA Levels

Rat brains were rapidly dissected on ice using Paxinos coordinates (Paxinos and Watson, 2013) for the whole hippocampus (AP-2.12 to -6.0, ML 0 to 5.0, DV 5.4 to 7.6). Tissues were collected into RNAlater reagent (Ambion, Austin, TX, United States) and stored at -80°C.

RNA extraction using the Direct-zol RNA Miniprep kit (Zymo Research, Irvine, CA, United States) and quantitative PCR (qPCR) using the QuantStudio 7 Flex Real-Time PCR System (Thermo Fisher Scientific, Waltham, MA, United States) were performed as described previously (Tunc-Ozcan et al., 2017). Target gene expression (Nr3c1 and Nr3c2) was normalized to Gapdh as the housekeeping gene and a general calibrator using the 2-ΔΔCt method. Primer sequences are listed in Supplementary Table 1.



RESULTS

Stress Enhanced Fear Learning

Habituation to Test Environment

During the fear learning phase of CFC (Day 1), the activity of the rats and the responsiveness to the foot-shocks were measured by the distance traveled prior to the shock. In general, males were more active than females [sex, F(1,117) = 11.15, p < 0.001] (Figures 2A,B). Although there were no strain differences in distance traveled during habituation, WLI males and WMI females were in general more active than the sex-matched opposite strain [strain × sex, F(1,117) = 5.16, p < 0.05]. Exposure to acute restraint stress 48 h prior to the CFC test significantly increased travel distance during the habituation period [stress, F(1,117) = 6.24, p = 0.01], specifically in females but not in males [stress × sex, F(1,117) = 8.26, p < 0.01].
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FIGURE 2. Fear Memory in CFC. Pre-CFC activity, measured by distance traveled in females (A) and males (B). Distance traveled prior to the conditioning stimulus did not differ significantly between strains or acute stress (ARS) and no-stress (NRS) conditions except for WMI females, which showed increased activity after acute restraint stress. Distance traveled on the second day of the contextual fear conditioning did not differ between NRS WLI and WMI females (C) or NRS males (D). However, WLI females and WMI males showed significantly decreased distance traveled after ARS. Showing the inverse relationship, WLI females and WMI males showed significantly increased freeze duration after ARS, with no differences in fear duration between the strains in the NRS condition (E,F). Values are shown as mean ± SEM; ∗p < 0.05, ∗∗p < 0.01, post-hoc following ANOVA. WLI NRS male n = 26; NRS female n = 23; AS male n = 17, AS female n = 13; WMI NRS male n = 15, NRS female n = 18, AS male n = 15, AS female n = 10.



Fear Memory

When exposed to the CFC chamber a second time without the shock, both males and females showed a significant difference in activity after stress [stress: F(1,129) = 7.55, p < 0.01]. There was a significant strain-by-sex-by-stress interaction for activity [F(1,129) = 7.23, p < 0.01). Previously stressed ARS WLI females showed attenuated activity compared to non-stressed NRS WLI females (Figure 2C). The opposite pattern was observed in males where ARS WMI males demonstrated attenuated activity compared to NRS WMI males (Figure 2D). No attenuation in activity was observed for ARS WMI females or ARS WLI males relative to their respective NRS controls.

The inverse, but also significant, change was seen in freeze duration between the NRS and ARS males and females [stress: F(1,129) = 8.79, p < 0.01]. Freeze duration after stress were significantly and sex-dependently different between WLIs and WMIs. Increased freeze duration relative to NRS control rats was seen for ARS WLI females, but not in ARS WMI females (Figure 2E). Similarly, ARS WMI males showed increased freeze duration, an indication of enhanced fear memory, compared to NRS WMI males [Figure 2F, strain × sex, F(1,129) = 8.51, p < 0.01; strain × sex × stress, F(1,129) = 13.69, p < 0.001].

Plasma Corticosterone (CORT) and Hippocampal Glucocorticoid (Nr3c1) and Mineralocorticoid (Nr3c2) Receptor mRNA Levels 48 h Post-Acute Restraint Stress

Plasma CORT levels were measured in both the NRS and ARS groups at 48 h after the ARS group received restraint stress. CORT levels differed by strain and sex. Specifically in females, baseline (NRS) CORT levels were significantly higher in the WMIs compared to the WLIs, while the opposite was true in males [strain × sex, F(1,32) = 12.31; p < 0.01; Figures 3A,B]. Plasma CORT levels after stress were generally higher than in the NRS group [stress, F(1,32) = 11.30; p < 0.01], but they significantly and sex-dependently differed between WLIs and WMIs [strain × sex × stress, F(1,32) = 10.54, p < 0.01]. ARS significantly increased CORT levels in WLI females but did not result in a further increase in CORT levels in WMI females (Figure 3A). In direct contrast to the results in females, ARS significantly increased CORT levels of the WMI males only, with no further increase in CORT levels in WLI males (Figure 3B).
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FIGURE 3. Plasma corticosterone and hippocampal glucocorticoid and mineralcorticoid receptor expression. CORT levels were significantly higher in NRS WMI females (A) and NRS WLI males (B) compared to the other strain. Acute restraint stress resulted significantly higher CORT levels in the WLI females and WMI males compared to their NRS counterparts (A,B), respectively. Hippocampal Nr3c1 transcript levels showed the opposite pattern to that of plasma CORT. Nr3c1 expression is decreased in the NRS WMI female (C) and in the NRS WLI male (D) compared to the other strain in the NRS condition. Acute stress increased Nr3c1 expression in the WMI female but decreased it in the male hippocampus (C,D), respectively. Hippocampal Nr3c2 transcript levels showed no significant differences in females (E), but decreased expression in NRS WMI compared to NRS WLI (F). Plasma CORT levels, were measured by ELISA, in samples collected 48 h after the restrain stress or no stress applied. Transcript levels were measured in the hippocampus collected at the same time. The RT-PCR used GAPDH as the housekeeping gene and a general calibrator. Relative quantification (RQ) employed the 2-ΔΔCt method. Values are shown as mean ± SEM; ∗p < 0.05; ∗∗p < 0.01. NRS, no stress; ARS, acute restraint stress; CORT, corticosterone; Nr3c1, glucocorticoid receptor; Nr3c2, mineralcorticoid receptor. WLI NRS male n = 5(CORT), 4(Nr3c1), 6(Nr3c2); NRS female n = 6(CORT), 5(Nr3c1), 8(Nr3c2); ARS male n = 4(CORT), 5(Nr3c1), 5(Nr3c2); ARS female n = 6(CORT), 6(Nr3c1), 6(Nr3c2); WMI NRS male n = 5(CORT), 4(Nr3c1), 6(Nr3c2); NRS female n = 4(CORT), 4(Nr3c1), 8(Nr3c2); ARS male n = 4(CORT), 5(Nr3c1), 5(Nr3c2); ARS female n = 6(CORT), 6(Nr3c1), 6(Nr3c2).



Hippocampal Nr3c1 transcript levels, measured in the same animals as plasma CORT, did not show overall significant sex or strain differences although the trend (p < 0.1) was there for both variables [strain, F(1,31) = 3.46; p = 0.072; sex, F(1,31) = 3.94; p = 0.056; Figures 3C,D). However, there were significant strain-by-sex interactions [strain × sex, F(1,31) = 18.60; p < 0.001]. In females, Nr3c1 mRNA levels were significantly higher in the WLI hippocampus, while in males, expression was greater in the WMI hippocampus without prior restraint stress compared to the other strain. However, in contrast to the ARS-induced changes in plasma CORT, acute restraint stress increased hippocampal Nr3c1 expression in the WMI female, but decreased it in the WMI male hippocampus [stress, F(1,31) = 4.30; p < 0.05; strain × stress, F(1,11) = 4.85; p < 0.05; sex × stress, F(1,31) = 9.97, p < 0.01; strain × sex × stress, F(1,31) = 27.71, p < 0.001].

Hippocampal Nr3c2 expression was in general higher in females than in males [sex, F(1,42) = 7.29, p = 0.01; Figures 3E,F]. The prior stress-induced changes were small and strain dependent [strain × stress, F(1,42) = 6.76, p = 0.013].

The overall association between plasma CORT levels and hippocampal Nr3c1 expression is shown on Figure 4. In males, linear regression identified a significant negative association between plasma CORT and hippocampal Nr3c1 transcript levels [F(1,16) = 4.78, p < 0.05]. No association was detected for females.
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FIGURE 4. Significant inverse relationship between plasma CORT levels and hippocampal Nr3c1 expression in male WLI and WMI rats. There is no relationship in females. NRS and ARS data were combined. n = 18 (males) and n = 20 (females).



Operant Oral Alcohol Self-Administration

The number of licks on the active spout by the WMI rats were greater than those of the WLI rats throughout the 10 daily test sessions (Figure 5A). Repeated measures ANOVA found a significant strain effect [F(1,30) = 9.01, p = 0.005]. The differences in licks on the inactive spouts were not significantly different between the strains [F(1,30) = 0.007, p > 0.05]. WLIs licked 134.5 ± 29.1 times on the active spout and 76.9 ± 13.1 times on the inactive spout during the first session. WMIs licked 208.5 ± 49.9 times on the active spout and 63.9 ± 7.1 times on the inactive spouts during the first session. The number of licks on the active spout increased significantly across the test sessions [F(9,143) = 6.9, p = 2.68 × 10-8) in both strains. By session 10, WLI licked 446.0 ± 67.8 times on the active spout and 78.8 ± 16.8 times on the inactive spout. The number of licks on the active spouts were significantly greater than those on the inactive spouts [F(1,11) = 89.4, p = 1.29 × 10-6) in both strains. Increases in the number of active licks across the test sessions was statistically highly significant [F(1,19) = 133.5, p = 4.9 × 10-10). For the WMIs, the number of licks increased to 558.9 ± 71.4 on the active spout but declined to 50.8 ± 6.2 on the inactive spout in session 10 (Figure 5A).


[image: image]

FIGURE 5. Operant licking alcohol self-administration in WLI and WMI rats. (A) Both WMI and WLI rats licked more on the active spouts that delivered EtOH (6.5%) than on the inactive spouts. WMI licked significantly more than the WLI on the active spouts. The number of licks on the inactive spouts were not significantly different between strains. (B) Average alcohol intake per session was significantly greater in the WMI than in the WLI strain of animals. There was no sex difference in alcohol intake. Sample sizes are shown in the bar. ∗∗p < 0.01.



Alcohol intake (mg/kg bodyweight; Figure 5B) did not change significantly across the sessions in the WLI strain [F(9,123) = 1.35, p > 0.05] but increased significantly in the WMI strain [F(9,175) = 2.86, p < 0.01]. The amount of alcohol consumed was independent of sex for both strains [F(1,6) = 5.16, p > 0.05 for WLI and F(1,15) = 1.18, p > 0.05 for WMI]. When the two strains were compared, alcohol intake in the WMI was significantly greater than that of the WLI [F(1,21) = 7.6, p < 0.01].

Heritability

Heritability can be estimated from inbred strain trait data and used to determine the feasibility of genetic mapping. Heritabilities of 0.2 or higher demonstrate that genetic factors are a major contributor to phenotypic variation. Broad sense heritability or H2 (Hegmann and Possidente, 1981; Falconer and Mackay, 1996) was estimated from ANOVA for SEFL and alcohol intake by dividing the variance component among strains [AScom, calculated as the mean square between strain subtracted by the variance component within strains (WScom, mean square within strain)] by the total variance component (AScom + WScom). Heritability of the SEFL was estimated at 0.74 and 0.70 for females and males, respectively. The effect size (Cohen’s D) for SEFL is 1.53 and 1.13 for females and males, respectively. Both are large effects. Heritability for alcohol self-administration was 0.45 with no sex difference. The corresponding effect size is 0.76 (medium size). These heritability estimates indicate that a significant proportion of variation in these phenotypes is due to genetic factors.



DISCUSSION

To our knowledge, this is the first study showing both intrinsically higher alcohol consumption and SEFL in an animal model. The major findings of the study include moderately high heritability and sex and strain differences in SEFL and high heritability and sex-independent strain differences in alcohol consumption. We demonstrated increased alcohol consumption of the WMI strain, developed as a genetic model of depression-like behavior, compared to its genetically close control WLI strain. We also confirmed previously observed sex differences in SEFL behavior, namely that male WMI demonstrate SEFL behavior (decreased activity and increased fear memory), while female WMI do not. Even more intriguing is that the control WLI strain displayed an inverse effect, with the WLI females exhibiting SEFL, while male WLIs did not. These behavioral differences in stress response coincide with the sexually dimorphic hormonal response to stress between the WLIs and WMIs; differences in NRS and ARS plasma CORT levels paralleled the presence of SEFL in contextual fear conditioning with higher CORT levels associated with ARS in female WLI and male WMI only.

Alcohol self-administration was conducted without sucrose fading or water deprivation. Both of these strategies could affect the motivation to obtain alcohol that may or may not be relevant to increased alcohol intake. In the present study, the voluntary alcohol consumption of WMIs was significantly greater compared to those of WLIs, with strain having a medium effect size on alcohol drinking. This finding indicates a genetic predisposition, similarly to those occurring in many subjects with AUD (Foulds et al., 2015). Although the amount of alcohol consumed by these strains in the 1 h test period is only ∼0.5 g/kg body weight, it is similar to consuming two standard alcoholic drinks by a 70 kg human. Future experiments will seek to increase alcohol consumption by extending the length of the alcohol sessions and/or force withdrawal periods between sessions, which has been shown to better model human alcohol drinking (Smutek et al., 2014) The parental WKY strain of both the WMI and the WLI has been accepted as an animal model of depression (Pare and Redei, 1993a; Dugovic et al., 2000; Jeannotte et al., 2009; Tizabi et al., 2012). The WKY strain is also reported to consume more alcohol than the Sprague-Dawley strain (Pare et al., 1999) or the Wistar strain (Jiao et al., 2006; Yaroslavsky and Tejani-Butt, 2010). Others have reported that WKYs consume low levels of alcohol (Li and Lumeng, 1984; Khanna et al., 1990) compared to other strains, albeit in a sex-specific manner. These latter studies employ two different WKY strains, both of which are different from our parental WKY strain and from those used in the studies showing elevated alcohol consumption compared to other strains. This is a significant issue as we and others have reported genetic and phenotypic sub-strain differences according to suppliers of the WKY strain of animals (Kurtz and Morris, 1987; Kurtz et al., 1989; Matsumoto et al., 1991; Deschepper et al., 1997; Pare and Kluczynski, 1997; Okuda et al., 2002; Will et al., 2003; Zhang-James et al., 2013).

Strain and sex-dependent SEFL results presented in this study both confirmed and extended previous findings. This model was developed originally as an animal model of acute stress that parallels many symptoms of PTSD (Perusini et al., 2016). The SEFL paradigm developed by Fanselow and colleagues (Rau et al., 2005), employs a series of 15 shocks, which leads to subsequently exaggerated contextual fear. We have generated the same SEFL using a single 2 h acute restraint stress 48 h prior to the commencement of the contextual fear conditioning, similarly to previous studies (Cordero et al., 2003; Rodriguez Manzanares et al., 2005; Blouin et al., 2016). The similarity between the present and previous studies is the profound sex difference, namely that WMI males show SEFL, an indicator of enhanced fear memory, while WMI females do not. However, a surprising finding is the opposite effect in WLI females, where WLI females show SEFL, while WLI males do not.

We assessed the possibility that these differences are related to the basic anxiety-like behavior in these strains. The paternal WKY strain shows anxiety-like behavior in multiple behavioral paradigms (Pare and Redei, 1993a,b; Pare, 1994; Tizabi et al., 2010). Although the selective breeding of WKYs into the WLI and WMI strains was based on depression-like behavior in the forced swim test, the segregation of the depression- and anxiety-like behaviors of the male WMIs/WLIs occurred progressively throughout the generations (Mehta et al., 2013). Thus, male WMIs show lower levels of anxiety than WLIs, while both WLI and WMI females show equal level of anxiety-like behavior. If the higher trait anxiety is the cause of these paradoxical SEFL responses, then WLI males and both WLI and WMI females should show greater fear memory than that of WMI male. Because that is not the case, it is unlikely that the differences in SEFL are a result of differences in trait anxiety.

However, the stress-state of these animals differed significantly, as measured by plasma CORT levels at the time when contextual fear learning would be initiated. The mechanism of the unexpected findings; elevated CORT levels in the unstressed WMI females and WLI males and persistent plasma CORT elevations in the WLI females and WMI males 48 h after an acute restraint stress will need to be explored in the future. The high unstressed CORT levels of WMI females are not likely related to the depression-like behavior in these strains, as we have shown previously that the depression-like behavior of the parental WKY strain and CORT regulation are independent traits (Solberg et al., 2003), and the WLI male also show these high CORT levels. Sensitization of the hypothalamic-pituitary- by prior exposure to a single immobilization session has been shown to lasts for around 1 week (Belda et al., 2008, 2012, 2015). Whether the removal from the home cage and euthanasia is the cause, or whether the time between the removal from home cage and the collection of blood samples is sufficient time to show this presumed sensitization will need to be determined. The lack of change by ARS in plasma CORT levels of WLI males and WMI females might be related to their already high unstimulated levels of plasma CORT. Acute stress could possibly increase CORT levels in these animals as well in the usual stress response time frame such as 20–40 min after the onset of acute stress.

The surprising parallel between the plasma CORT level differences between non-stressed and stressed males and females and their SEFL measures suggest that a differential stress regulation drives the strain-, and sex-specificity of SEFL. In contextual fear conditioning, the presence of CORT is needed prior to conditioning to support the consolidation of a long-term representation of the context (Pugh et al., 1997). Administration of CORT is known to enhance fear conditioning in rats (Cordero et al., 2003; Thompson et al., 2004; Perusini et al., 2016). Inversely, blocking CORT synthesis prior to stress, but not any time after that, attenuates SEFL (Perusini et al., 2016). In that study it is concluded that CORT is necessary, but not sufficient to SEFL. In the present study, we observed large differences in the non-stressed CORT levels between the strains, but there were no differences in the stressed CORT levels 48 h post-stress. Thus, persistent elevation of plasma CORT levels without stress are not sufficient to elicit enhanced fear responses, but rather the elevation of levels from normally low basal CORT levels in response to stress are necessary. It is important to note, that patients with PTSD are often show lower cortisol levels compared with individuals without PTSD (Mason et al., 1986; Yehuda, 1997, 2001). Lower basal CORT levels in the WMI males and WLI females may be the necessary and sufficient criteria for showing SEFL. This is an intriguing possibility that needs to be explored further.

The inverse relationship between plasma CORT and hippocampal glucocorticoid receptor expression is further evidence of the sex-specific differential regulation of the stress response in these strains. The linear regression between plasma CORT levels and hippocampal Nr3c1 expression clearly shows that males have a significant association between these parameters, while females do not. While female rats are known to have higher basal CORT levels and enhanced CORT responses to stress compared to males, their glucocorticoid-regulated other functions are not enhanced (Hulshof et al., 2012). This implies a reduced efficacy of the CORT in females, including that of regulation of Nr3c1 expression. As glucocorticoid receptor expression is subject to ligand mediated negative autoregulation, the higher Nr3c1 expression in the WMI males without stress does suggest downregulation of the hypothalamic-pituitary adrenal axis activity in these animals. Since the WMI males are also the ones showing enhanced fear memory similar to those of subjects with PTSD, the lower basal (no-stress) CORT levels in these animals is in striking agreement with those reported for PTSD patients (Yehuda, 2001). Comparing our findings with that of human PTSD, albeit difficult, resulted in surprising parallels. High GR expression, although not in the hippocampus, but in peripheral blood, predicted high levels of PTSD symptoms in military personnel prior to deployment (van Zuiden et al., 2012; Girgenti and Duman, 2018; Daskalakis et al., 2018). Thus, the high GR expression of WMI males compared to WLI males without prior stress correctly predicts their SEFL, just as the opposite strain differences in GR expression predict it in females.

In the present study no plasma CORT levels were measured after the alcohol intake experiment. Although it has been suggested that individual variation in alcohol intake may not be related to endogenous CORT levels (Fahlke et al., 1994), whether that is true in the case of the WLI and WMI strains will need to be determined in the future. Measuring alcohol consumption after SEFL or conducting the SEFL after alcohol dependence could also answer important questions about this animal model in the future.

In conclusion, the male WMI is a unique, genetic model of comorbidity of PTSD- and AUD-like traits as it differs in these phenotypes from its nearly isogenic WLI control strain. This rodent model provides a unique opportunity to disentangle these comorbid phenotypes and dissect the influences of genetic and sex-specific factors, as the WMI strain likely harbor genetic variation(s) predisposing them to both higher alcohol intake and increased susceptibility to exaggerated fear learning following stress exposure.
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Binge drinking is a widespread problem linked to increased risk for alcohol-related complications, including development of alcohol use disorders. In the last decade, binge drinking has increased significantly, specifically in women. Clinically, sexually dimorphic effects of alcohol are well-characterized, however, the underlying mechanisms for these dimorphisms in the physiological and behavioral effects of alcohol are poorly understood. Among its many effects, alcohol consumption reduces anxiety via the inhibitory neurotransmitter GABA, most likely acting upon receptors containing the α-2 subunit (Gabra2). Previous research from our laboratory indicates that female mice lacking the endogenous opioid peptide β-endorphin (βE) have an overactive stress axis and enhanced anxiety-like phenotype, coupled with increased binge-like alcohol consumption. Because βE works via GABA signaling to reduce anxiety, we sought to determine whether sexually dimorphic binge drinking behavior in βE deficient mice is coupled with differences in CNS Gabra2 expression. To test this hypothesis, we used βE knock-out mice in a “drinking in the dark” model where adult male and female C57BL/6J controls (βE +/+) and βE deficient (βE -/-; B6.129S2-Pomctm1Low/J) mice were provided with one bottle of 20% ethanol (EtOH) and one of water (EtOH drinkers) or two bottles of water (water drinkers) 3 h into the dark cycle for four consecutive days. Following a binge test on day 4, limbic tissue was collected and frozen for subsequent qRT-PCR analysis of Gabra2 mRNA expression. Water-drinking βE +/+ females expressed more Gabra2 in central nucleus of the amygdala and the bed nucleus of the stria terminalis than males, but this sex difference was absent in the βE -/- mice. Genotype alone had no effect on alcohol consumption or drug-induced increase in Gabra2 expression. In contrast, βE expression had bi-directional effects in females: in wildtypes, Gabra2 mRNA was reduced by binge EtOH consumption, while EtOH increased expression in βE -/- females to levels commensurate with drug-naïve βE +/+ females. These results support the contention that βE plays a role in sexually dimorphic binge-like EtOH consumption, perhaps through differential expression of GABAA α2 subunits in limbic structures known to play key roles in the regulation of stress and anxiety.
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INTRODUCTION

At least 10 million Americans have an alcohol use disorder (AUD), making alcohol one of the most abused drugs in the United States (Substance Abuse and Mental Health Services, 2018). According to epidemiological data, more men than women have AUDs; however, the gap between the rates of AUD in men and women is rapidly closing (Keyes et al., 2011; Gowing et al., 2015; Grant et al., 2017; Substance Abuse and Mental Health Services, 2018). In fact, male and female teenagers, aged 12–17, have equivalent alcohol usage rates (Gowing et al., 2015; Becker et al., 2017; Grant et al., 2017; Substance Abuse and Mental Health Services, 2018), with females exhibiting a disconcertingly rapid increase in binge drinking behavior (Jennison, 2004; Dwyer-Lindgren et al., 2015; Gowing et al., 2015; Becker et al., 2017; Grant et al., 2017; Substance Abuse and Mental Health Services, 2018). AUDs have complex etiologies with a strong genetic component (Gelernter and Kranzler, 2009). The changing sociocultural landscape has undoubtedly contributed to the escalating incidence of AUD in females (for example: da Mata Ribeiro et al., 2014; Glantz et al., 2014), but females who begin drinking alcohol may have greater vulnerability to AUD due to a variety of biological factors, such as sexually dimorphic gene expression in the brain (for review see: Becker et al., 2017). While historically fewer females than males experiment with drugs and alcohol, when females do imbibe they progress to addiction more often and more quickly than males (Piazza et al., 1989; Keyes et al., 2010; Valentino and Bangasser, 2016; Becker et al., 2017). This sexually dimorphic “telescoping” phenomenon, frequently observed in women is likely to be at least partly rooted in biological factors (Marinelli et al., 2003; Svikis et al., 2006; Rajasingh et al., 2007; Satta et al., 2018). In accordance, greater voluntary alcohol intake in females has been reported in multiple species (Forger and Morin, 1982; Morin and Forger, 1982; Li and Lumeng, 1984; Tambour et al., 2008) supporting the notion that females may possess greater vulnerability to alcohol addiction (Lynch, 2006).

There are a wide variety of potential explanations for sex differences in AUD vulnerability. For example, sexual dimorphisms in stress reactivity and stress-related disorders (Breslau et al., 1998; Bangasser et al., 2010; Hartwell and Ray, 2013; Bangasser and Valentino, 2014; Bandelow and Michaelis, 2015) could be partly responsible (Lynch, 2006). A preponderance of evidence indicates that stress-related psychiatric disorders, such as anxiety and post-traumatic stress disorder, occur more frequently in women than men (Breslau et al., 1998; Bangasser et al., 2010; Hartwell and Ray, 2013; Bangasser and Valentino, 2014; Bandelow and Michaelis, 2015). Sexual dimorphisms in the incidence of stress-related disorders are partly related to gender differences in psychological affect, social role identification and other sociocultural factors, but a significant sex disparity remains even after the contribution of these variables has been removed (Kendler et al., 1995a,b; Breslau et al., 1998; Tolin and Foa, 2006). In addition, AUD is frequently comorbid with anxiety disorders (Cullen et al., 2013; Gilpin and Weiner, 2017), providing additional evidence of a connection between AUD and stress-related disorders. In humans and other species, stress increases vulnerability to addiction, and it is an intrinsic driver of alcohol use and relapse (McGonigle et al., 2016; Clay et al., 2018; Milivojevic and Sinha, 2018). In addition, the anxiolytic properties of alcohol make it viable as a potential stress-coping strategy (Watt et al., 2014; Bos et al., 2016; McGonigle et al., 2016; Gorka and Shankman, 2017). Interestingly, females are more likely to drink alcohol to alleviate a negative emotional state, like that induced by chronic stress (Adams et al., 1991; Erol and Karpyak, 2015; Karpyak et al., 2016), and females are more susceptible to stress-induced drinking behaviors (Gorka et al., 2012; McGonigle et al., 2016). Therefore, it is critical to understand the influence of stress-reactivity on the mechanisms underlying sex differences in addiction, especially as the incidence of stress-related disorders continues to increase (Grucza et al., 2008; Thorisdottir et al., 2017).

When functioning properly, behavioral and physiological stress responses are adaptive. An adaptive stress response is limited in duration and followed by the restoration of homeostasis. Acute stress activates the hypothalamic-pituitary-adrenal (HPA) axis, stimulating corticotropin-releasing hormone (CRH) secretion from the paraventricular nucleus (PVN) of the hypothalamus and a subsequent increase in the precursor protein, proopiomelanocortin (POMC). POMC is then proteolytically cleaved into several signaling peptides, including the endogenous opioid peptide, β-endorphin (βE), an opioid agonist with high affinity for μ- and δ-opioid receptors. βE provides negative feedback to limit the duration of HPA axis activation, and it acts within the amygdala (AMY) to regulate behavioral responses to stressful stimuli and restore homeostasis (Charmandari et al., 2005). Genetic conditions that result in a reduction or elimination of βE signaling lead to an overactive HPA axis and an inability to exhibit adaptive coping responses to stress (Grisel et al., 2008; Barfield et al., 2010; McGonigle et al., 2016; Nentwig et al., 2018). In general, there is an inverse relationship between βE and anxiety-like behavior in mice (Grisel et al., 2008; Barfield et al., 2010; Nentwig et al., 2018), and lack of βE induces hyperactivity of the HPA axis (McGonigle et al., 2016; Nentwig et al., 2018). Therefore, genetic variability in the βE system may underlie stress-related disease vulnerability, which would impact the risk of AUD.

Because alcohol is frequently used for anxiolytic purposes, innate hyper-reactivity to stress increases addiction vulnerability (Sinha, 2001; Stephens and Wand, 2012; Blaine and Sinha, 2017). The anxiolytic effects of alcohol are mediated by the inhibitory neurotransmitter, gamma-amino butyric acid (GABA) (Engin et al., 2012; Lindemeyer et al., 2017). Alcohol potentiates GABA signaling at the GABAA receptor (GABAAR) in limbic regions of the brain such as the ventral tegmental area (VTA), nucleus accumbens (NAc), central nucleus of the amygdala (CeA), and bed nucleus of the stria terminalis (BNST) (Suzdak et al., 1986; Hyytia and Koob, 1995; Xiao and Ye, 2008; Guan and Ye, 2010; Melon and Boehm, 2011). The GABAAR is a heterogeneous pentameric, transmembrane chloride ion channel, and the subunit composition of this receptor determines the pharmacological properties of the receptor (Barnard et al., 1998; Hevers and Luddens, 1998; Boehm et al., 2004; Olsen and Sieghart, 2009). The gene for the α2 (GABAAα2) subunit of the GABAAR is highly connected with vulnerability to addiction in humans (Haughey et al., 2008; Enoch et al., 2009; Bierut et al., 2010; Enoch et al., 2012). The GABAAα2 gene (Gabra2) is expressed in the AMY, NAc, VTA, BNST, cortex, thalamus, and hypothalamus (Herbison and Fenelon, 1995; Schwarzer et al., 2001; Boehm et al., 2004; Dixon et al., 2010), with 15–20% of all GABAAR in the brain containing the GABAAα2 subunit (Pirker et al., 2000; Engin et al., 2012). Mice with a mutation in the Gabra2 gene have heightened baseline levels of anxiety (Dixon et al., 2008; Vollenweider Smith et al., 2011; Engin et al., 2012). Moreover, single nucleotide polymorphisms (SNPs) in the Gabra2 gene are robustly related to increased risk for AUDs (Edenberg et al., 2004; Enoch et al., 2006, 2012; Haughey et al., 2008; Bierut et al., 2010; Engin et al., 2012; Ittiwut et al., 2012; Uhart et al., 2013; Kuperman et al., 2017). Therefore, α2-containing GABAARs represent a potential link between sexually dimorphic stress-related disorders and AUD vulnerability.

A variety of previous studies have used animal models to attempt to elucidate the mechanisms underlying sex differences in EtOH-related behavior to shed light on the increasing female incidence of AUD. Data from rodent studies support the notion that females exposed to alcohol will imbibe more than males and become dependent more quickly than males (Li and Lumeng, 1984; Adams et al., 1991). Previous data from our laboratory indicate that βE is integral in the sexually dimorphic connection between stress and EtOH consumption (Barfield et al., 2010; McGonigle et al., 2016; Nentwig et al., 2018). For example, βE deficient mice have enhanced stress reactivity and anxiety-like behaviors as well as a decreased ability to behaviorally manage stress (Grisel et al., 2008; Barfield et al., 2010; McGonigle et al., 2016; Nentwig et al., 2018). These phenotypic differences are accompanied by greater CRH expression in the hypothalamus, AMY and BNST, which is correlated with increased serum cortisol and hypertrophied adrenal glands (McGonigle et al., 2016). Previous studies have also shown that stressed female βE deficient animals exhibit greater alcohol consumption (McGonigle et al., 2016), possibly in an effort to normalize HPA axis hyperactivity. Using the drinking in the dark (DID) paradigm, our laboratory also has also shown that female mice deficient for βE can use binge drinking behavior to normalize cortisol levels and decrease CRH expression in the BNST and CeA (Nentwig et al., 2018). These data provide support for the interaction of sex, βE and the stress axis in the behavioral regulation of EtOH consumption. The underlying molecular substrates of this interaction are currently unknown. Given the connection between AUD, stress, and the Gabra2 gene outlined above, we tested the hypothesis that βE deficiency correlates with sexually dimorphic differences in Gabra2 gene expression in the limbic system.



MATERIALS AND METHODS

Animals

Adult male and female C57BL/6J (βE +/+) and B6.129S2-Pomctm1Low/J (βE -/-) mice were either bred in-house and weaned at 21 days from stock obtained from Jackson Laboratories (Bar Harbor, ME, United States) or purchased as adults from Jackson Laboratories in which case they were acclimated at least 10 days prior to the onset of any experimental procedures. The βE -/- mice were developed in the laboratory of Malcolm Low and are fully backcrossed onto a C57BL/6J background. Transgenic mice harbor a truncated Pomc transgene that prevents synthesis of βE, although other POMC protein products remain unchanged, such that homozygotes cannot synthesize βE and heterozygotes produce ∼50% of wildtype levels (Rubinstein et al., 1996). βE -/- males have been shown to exhibit an overweight phenotype that increases with age, although we observed no differences in weight across genotypes of either sex in the present study. Mice were group-housed by sex and genotype before the start of the experiment, and individually during the experiment, in Plexiglas® cages with corncob bedding and ad libitum access to chow and water. The animal colony and experimental room were maintained at ∼21°C with a 12-h/12-h reverse light/dark cycle (lights off at 0930). We assessed mRNA expression from brains harvested in animals used in a previous study (Nentwig et al., 2018) and evaluated a separate group of naïve subjects in the DID protocol. Procedures were in accordance with the National Institute of Health guidelines and approved by the Bucknell University Institutional Animal Care and Use Committee.

Drinking in the Dark (DID) Procedures

A 2-bottle, 4-day DID procedure was performed as described previously (Nentwig et al., 2018) with water continuously available in one bottle for all mice. Mice were acclimated to individual housing for at least 7 days prior to the 4-day DID testing. On days 1–3 of DID testing, for 2 h beginning 3 h into the dark cycle, mice had access to two 25 mL graduated cylinders containing either 20% EtOH in tap water (v/v) or tap water alone (EtOH drinkers), while control groups received tap water in both bottles (water drinkers). On day 4, access to EtOH or the additional water tube was extended to a 4 h binge test session. Fluid intake levels were measured by a trained observer blind to experimental condition by reading gradations on bottles with accuracy to the nearest 0.1 mL.

Brain Punch Protocol and qRT-PCR

Immediately following the 4 h binge test on day 4, subjects were individually transported to an adjacent room, anesthetized using isoflurane, and rapidly decapitated. Brains were removed, frozen on dry ice, and stored at -80°C for gene expression using qRT-PCR. Frozen tissue was sliced on a Thermo Fisher HM 550 cryostat (Thermo Fisher Scientific, Waltham, MA, United States) and bilateral 1.5 mm cylindrical punches were taken of the NAc (+1.94 to +0.86 mm, with respect to bregma), BNST (+0.62 to -0.22 mm), and CeA (-0.82 to -1.82 mm) and immediately submerged in QIAzol lysis buffer (Qiagen GmbH, Hilden, Germany). Each sample tube containing one brain region from one mouse was homogenized immediately after sectioning. Total RNA was extracted using the Qiagen RNeasy Lipid Tissue Minikit (Qiagen GmbH, Hilden, Germany) according to manufacturer’s instructions. Concentration and purity of eluted RNA was verified using the NanoDrop Lite UV spectrophotometer (Thermo Fisher Scientific, Waltham, MA, United States) and 500 ng of total RNA was reverse-transcribed using the iScriptTM cDNA Synthesis Kit (BioRad, Hercules, CA, United States) also according to manufacturer’s instructions. qRT-PCR was performed using FastStart Essential DNA Probes Master Mix (Roche Diagnostics, Indianapolis, IN, United States) according to manufacturer’s instructions. PrimeTime® XL qRT-PCR Assays designed by IDT (Integrated DNA Technologies, Coralville, IA, United States) were performed in duplicate on a LightCycler 96 (Roche Diagnostics, Indianapolis, IN, United States). All assays had similar optimum PCR efficiencies. For all qRT-PCR experiments, GAPDH gene expression was used as the reference gene and relative changes in gene expression were illustrated using the 2-ΔΔCT method (Schmittgen and Livak, 2008).

Statistical Analysis

EtOH consumption and preference were calculated daily. From these we determined the average intake per 2 h period, the average preference across the 4-day procedure and the intake during the 4 h binge test. Two-way ANOVAs with genotype and treatment (EtOH drinkers vs. water drinkers) as factors were used to analyze EtOH consumption and preference as well as Gabra2 mRNA expression in the NAc, BNST, VTA, and CeA. Statistical analyses for the mRNA expression were conducted on raw data before transformation using the 2-ΔΔCT method. Bonferroni post hoc tests were used to correct for multiple comparisons following significant main effects and interactions. Degrees of freedom may differ between groups/brain regions due to unquantifiable tissue. Drinking data were analyzed using SPSS 24.0 software while GraphPad Prism 7.0 was used to assess differences in gene expression between groups. Data are presented as mean ± SEM. Effects were considered statistically significant at p ≤ 0.05.



RESULTS

Female Mice Lacking βE Exhibit Enhanced Proclivity for Binge-Like Alcohol Consumption

Replicating previous results (Nentwig et al., 2018), we found that the absence of βE resulted in sex differences in drinking behavior. Figure 1A shows the average 2 h intake across all 4 days of the DID procedure in each group. There was a main effect of sex [F(1,28) = 6.73, p < 0.05] but not genotype [F(1,28) = 0.041, p > 0.05]. There was a significant interaction between sex and genotype reflecting the fact that female βE -/- mice consumed more than other groups [F(1,28) = 4.736, p < 0.05]. There were neither sex nor strain differences in preference for EtOH [F(1,28) = 0.001 and 1.087, respectively, both p > 0.05], however, there was a significant interaction between sex and genotype for EtOH preference [F(1,28) = 4.772, p < 0.05]. (Figure 1B). Finally, during the 4 h binge test (Figure 1C), there was a main effect of sex [F(1,28) = 7.426, p < 0.05], but not genotype [F(1,28) = 0.013, p > 0.05], and again a significant interaction between sex and genotype [F(1,28) = 8.983, p < 0.05]. To follow up on the significant interaction suggesting that for females absent βE increased alcohol preference and consumption while the opposite was true for males (deficiency decreased drinking) simple effects of genotype were evaluated within each sex. After Bonferroni correction (i.e., alpha set at 0.025) none of these comparisons reached significance, indicating that the interactive effects of genotype and sex support a moderate bi-directional influence of βE on behavior (p’s for females: 0.186, 0.053, and 0.082 for average g/kg, average preference, and binge consumption; and for males the analogous values were 0.078, 0.390, and 0.029).
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FIGURE 1. βE masks sex differences in binge-like EtOH consumption. (A) Average 2 h intake across 4 day drinking in the dark (DID). (B) Preference for EtOH solution during the 4 h binge test. (C) Consumption of EtOH during the 4 h binge test on day 4 of the DID procedure. A two-way ANOVA revealed a main effect of sex (female mice > male mice) and a sex by genotype interaction. Post hoc analyses indicated that the βE –/– female mice consumed more EtOH than βE –/– male and βE +/+ female mice. Data are presented as means ± SEM.



In Female Mice, the Effects of EtOH on Gabra2 Gene Expression Depend Upon βE

To determine if differential expression of the Gabra2 gene is involved in the mechanism underlying the sexually dimorphic effects of βE expression on binge-like EtOH consumption, we used qRT-PCR to analyze Gabra2 gene expression in the BNST, CeA, NAc, and VTA of male and female βE +/+ and βE -/- mice. Two-way ANOVAs on Gabra2 expression were performed for each brain region and they all yielded significant genotype by treatment interactions [BNST: [F(1,20) = 30.637, p < 0.001], CeA: [F(1,25) = 9.963, p = 0.004], NAc: [F(1,22) = 11.931, p = 0.002], VTA: [F(1,21) = 17.936, p < 0.001]], but no main effects of genotype [BNST: [F(1,20) = 0.429, p = 0.520], CeA: [F(1,25) = 1.539, p = 0.226], NAc: [F(1,22) = 3.079, p = 0.093], VTA: [F(1,21) = 0.015, p = 0.905]] or treatment [BNST: [F(1,20) = 2.700, p = 0.116], CeA: [F(1,25) = 0.891, p = 0.354], NAc: [F(1,22) = 0.017, p = 0.898], VTA: [F(1,21) = 0.196, p = 0.663]]. Post hoc analysis following the BNST genotype by treatment interaction indicated that, under basal conditions (water drinkers), βE -/- females have lower Gabra2 expression, relative to βE +/+ females (p < 0.05). Further, EtOH consumption reduced Gabra2 expression in βE +/+ females (p < 0.05), but increased expression in βE -/-females (p < 0.05), such that βE -/- females exhibited higher Gabra2 expression than βE +/+ females who engage in binge-like EtOH consumption (p < 0.05; Figure 2A). Post hoc analysis following the CeA genotype by treatment interaction indicated that, under basal conditions, βE -/- females have lower Gabra2 expression, relative to βE +/+ females (p < 0.05). Similar to the BNST, EtOH also reduced Gabra2 expression in the CeA of βE +/+ females (p < 0.05; Figure 2B). Post hoc analysis following the NAc genotype by treatment interaction indicated that, under basal conditions, βE -/- females have lower Gabra2 expression, relative to βE +/+ females (p < 0.05; Figure 2C). Post hoc analysis following the VTA genotype by treatment interaction indicated that, under basal conditions, βE -/- females have lower Gabra2 expression, relative to βE +/+ females (p < 0.05). Following EtOH consumption, βE +/+ females exhibited lower Gabra2 expression than EtOH-consuming βE -/- females (p < 0.05) due to an EtOH-induced reduction in Gabra2 in βE +/+ females (p < 0.05; Figure 2D).
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FIGURE 2. Effects of ethanol on Gabra2 gene expression in stress- and reward-related brain regions of βE +/+ and βE –/– female mice. Gabra2 mRNA expression following binge-like consumption of either EtOH and water or water only in the DID paradigm. Two-way ANOVAs were used to examine the main and interaction effects of genotype (βE +/+, βE –/–) and treatment (EtOH drinker, water drinkers) in each brain region, results of which are depicted within each graph. (A) In the BNST, post hoc analysis indicated that, under basal conditions (water drinkers), βE –/– females have less Gabra2 expression, relative to βE +/+ females. Further, EtOH consumption reduced Gabra2 expression in βE +/+ females, but increased expression in βE –/– females, such that βE –/– females exhibited higher Gabra2 expression than βE +/+ females who engaged in binge-like EtOH consumption. (B) In the CeA, post hoc analysis indicated that, under basal conditions, βE –/– females have lower Gabra2 expression, relative to βE +/+ females. Similar to the BNST, EtOH also reduced Gabra2 expression in the CeA of βE +/+ females. (C) In the NAc, post hoc analysis indicated that, under basal conditions, βE –/– females have lower Gabra2 expression, relative to βE +/+ females. (D) In the VTA, post hoc analysis indicated that, under basal conditions, βE –/– females have lower Gabra2 expression, relative to βE +/+ females. Following EtOH consumption, βE +/+ females exhibited lower Gabra2 expression than EtOH-drinking βE –/– females due to an EtOH-induced reduction in Gabra2 in βE +/+ females. ∗p < 0.05 compared with the water drinkers within the same genotype and #p < 0.05 compared with the βE +/+ genotype group that received the same treatment. Data are presented as means ± SEM; Bonferroni correction for multiple comparisons.



βE Expression Has No Effect on Gabra2 Gene Expression in Limbic Brain Areas of Male Mice

A two-way ANOVA on Gabra2 expression in the BNST of male mice revealed a significant genotype by treatment interaction [F(1,27) = 4.693, p = 0.039], but no significant main effects of genotype [F(1,27) = 0.093, p = 0.763] or treatment [F(1,27) = 1.753, p = 0.197]. Post hoc analysis following the genotype by treatment interaction did not indicate any significant group differences (p’s > 0.05; Figure 3A). A two-way ANOVA on Gabra2 expression in the CeA revealed a genotype by treatment interaction [F(1,26) = 5.464, p = 0.027] and a main effect of treatment [F(1,26) = 5.903, p = 0.022], but no main effect of genotype [F(1,26) = 0.009, p = 0.927]. Post hoc analysis following the genotype by treatment interaction indicated that βE -/- males exhibited increased Gabra2 expression following EtOH consumption, relative to basal conditions (p < 0.05; Figure 3B). A two-way ANOVA on Gabra2 expression in the NAc revealed no significant main effect of genotype [F(1,26) = 0.047, p = 0.830] or treatment [F(1,26) = 0.3.271, p = 0.082], and no significant genotype by treatment interaction [F(1,26) = 2.372, p = 0.136; Figure 3C]. A two-way ANOVA on Gabra2 expression in the VTA revealed a genotype by treatment interaction [F(1,26) = 4.798, p = 0.038], but no main effects of genotype [F(1,26) = 0.687, p = 0.415] or treatment [F(1,26) = 1.666, p = 0.208]. Post hoc analysis following the genotype by treatment interaction did not indicate any significant differences between groups (p’s > 0.05; Figure 3D).


[image: image]

FIGURE 3. Effects of ethanol on Gabra2 gene expression in stress- and reward-related brains regions of βE +/+ and βE –/– male mice. Gabra2 mRNA expression following binge-like consumption of either EtOH and water or water only in the DID paradigm. Two-way ANOVAs were used to examine the main and interaction effects of genotype (βE +/+, βE –/–) and treatment (EtOH drinker, water drinkers) in each brain region, results of which are depicted within each graph. (A) In the BNST, there was a significant interaction, but post hoc analysis did not reveal any significant differences between groups. (B) In the CeA, post hoc analysis indicated that binge-like EtOH consumption increased Gabra2 expression in βE –/– males. (C) In the NAc, there was a significant interaction, but post hoc analysis revealed no significant differences between groups. (D) Similar to the NAc, in the VTA there was a significant interaction, but post hoc analysis revealed no significant differences between groups. ∗p < 0.05 compared with the water group within the same genotype. Data are presented as means ± SEM; Bonferroni correction for multiple comparisons.





DISCUSSION

This study supports the finding that genetic differences in βE expression affect binge-like EtOH consumption in a sex dependent manner (Nentwig et al., 2018), and further suggests that these effects involve modifications to GABAergic signaling in the limbic system. In female wildtype C57BL/6J mice, EtOH intake reduced Gabra2 expression in multiple areas of the brain. In contrast, both wildtype and βE -/- males tended to increase expression of Gabra2 mRNA after EtOH drinking. This finding is congruent with other studies using only males, which show that acute EtOH treatment increases Gabra2 expression (Lindemeyer et al., 2017), while chronic alcohol exposure downregulates expression (Enoch et al., 2012; Jin et al., 2014; Forstera et al., 2016). Though we did not observe sex differences in EtOH intake in wildtypes animals as prior studies have reported (Tambour et al., 2008) this may be attributable to the number of drinking days used in various versions of the DID model. Sex differences in EtOH intake in the DID model are not always observed (Kaur et al., 2012; Nentwig et al., 2018) and appear more likely to emerge after several days to weeks of EtOH drinking, unlike the 4-day version used in the present study (Rhodes et al., 2005). Thus, the reductions in Gabra2 expression in wildtype females may represent an adaptation that contributes to sex differences in binge EtOH intake as drinking progresses. Unlike wildtype counterparts, female βE -/- mice increased limbic expression of Gabra2 mRNA following binge-like alcohol consumption. These mice also voluntarily consumed the most alcohol suggesting that the mechanisms responsible for sex differences in AUD development may involve βE interacting with GABAA receptors in a sex-dependent manner.

The CeA is well-known for its role in chronic stress responses. It is responsible for converting emotionally relevant stimuli into behavioral and physiological responses, and it is highly interconnected with the NAc, BNST, and VTA (Gilpin et al., 2015). Previous studies have shown that EtOH increases GABA input onto the CeA which can disinhibit the BNST and VTA to reduce anxiety and stimulate reward, respectively (Leriche et al., 2008; Harrison et al., 2017). Interestingly, many studies examining the effects of alcohol on the CeA have been done exclusively in males. For example, in males, EtOH affects the activity of the CeA but not the BNST and Gabra2 expression in the CeA is reduced in high anxiety or alcoholic subjects (Thiele et al., 1997; Jin et al., 2014; Skorzewska Lehner et al., 2015). Male rats innately have more GABAergic cells in the CeA compared to females (Ravenelle et al., 2014). More recently, studies have begun to include both males and females, and these seem to indicate that the effects of EtOH on the CeA in males is greater than in females (Logrip et al., 2017). The results of the present study further support the notion that the effects of alcohol on the CeA are different for males and females. More specifically, the greater effect of EtOH on CeA Gabra2 expression in males is unmasked by the deficiency of βE expression, with EtOH consumption causing significant increases in Gabra2 expression only in βE -/- males.

In females, EtOH affected Gabra2 mRNA expression most dramatically in the BNST, an effect that was entirely dependent upon βE: the drug decreased Gabra2 expression in wildtypes and while increasing it in βE -/- females. The BNST is an integral structure for the modulation of both the reward and stress neural circuitry. Most of the neurons in the BNST are GABAergic and activation of the BNST is generally anxiogenic (Ch’ng et al., 2018). Alcohol decreases the excitability of the BNST, which is crucial to the anxiolytic properties of EtOH (Leriche et al., 2008; Sharko et al., 2016). One of the ways that EtOH may be acting to reduce anxiety could be through increased expression of Gabra2. Stress and treatment with the stress neuropeptide, CRH, significantly increase the activity of the BNST neurons in females but not males (Sterrenburg et al., 2012; Babb et al., 2013; Salvatore et al., 2018). In addition, females innately have more CRH neurons in the BNST compared with males (Funabashi et al., 2004). The results of the present study provide additional support for the BNST as a critical mediator of the effects of EtOH in females, suggesting that the BNST is a critical node for the interaction of βE and sex in modulating the effects of EtOH on GABAergic signaling.

Data from a wide array of sources have suggested that females are inherently more vulnerable to stress-related disorders (Bale, 2009; Valentino and Bangasser, 2016). We previously showed that female βE -/- mice exhibit enhanced stress-sensitivity with hyperactivity of the HPA axis that can be ameliorated via binge-like EtOH consumption (Nentwig et al., 2018). While changes in mRNA expression do not necessarily translate to differences in functional receptor expression, in the present study stress-sensitive naive female βE -/- mice expressed significantly less Gabra2 mRNA than βE +/+ mice in all of the brain regions examined. Similarly, data from both rats and mice demonstrated an association between lower baseline Gabra2 expression and a high anxiety phenotype (Raud et al., 2009; Skorzewska Lehner et al., 2015). In addition, GABAAR agonist drugs like diazepam that reduce anxiety increase central Gabra2 mRNA expression (Skorzewska Lehner et al., 2015). We see a similar effect here where EtOH intake, which has previously been shown to reduce the activity of the stress axis (Nentwig et al., 2018), increases Gabra2 expression in female βE -/- mice. Therefore, our data and that of others supports a site-specific, sex-dependent inverse relationship between Gabra2 expression and chronic upregulation of the HPA axis.



CONCLUSION

Few preclinical studies have specifically examined the underlying mechanisms responsible for binge EtOH intake in females. The data presented here shed light on sexually dimorphic effects of voluntary drinking on GABAergic signaling that depend on βE expression. Along with previous studies, our results suggest an inverse correlation between Gabra2 expression and anxiety, with subjects that have a lower baseline of Gabra2 expression exhibiting an overly anxious phenotype and with Gabra2 expression increases associated with significant anxiolytic responses. These data and others illustrate sex differences in central circuits mediating stress and reward that are responsible for the effects of EtOH on the brain, and perhaps provide a potential explanation for the increased proclivity of females to consume excessive quantities of EtOH, especially in the absence of βE.
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Estrogen-Dependent Upregulation of Adcyap1r1 Expression in Nucleus Accumbens Is Associated With Genetic Predisposition of Sex-Specific QTL for Alcohol Consumption on Rat Chromosome 4
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Humans show sex differences related to alcohol use disorders (AUD). Animal model research has the potential to provide important insight into how sex differences affect alcohol consumption, particularly because female animals frequently drink more than males. In previous work, inbred strains of the selectively bred alcohol-preferring (P) and non-preferring (NP) rat lines revealed a highly significant quantitative trait locus (QTL) on rat chromosome 4, with a logarithm of the odds score of 9.2 for alcohol consumption. Recently, interval-specific congenic strains (ISCS) were developed by backcrossing the congenic P.NP line to inbred P (iP) rats to further refine the chromosome 4 QTL region. Two ISCS sub-strains, ISCS-A and ISCS-B, were obtained with a narrowed QTL, where the smallest region of overlap consisted of 8.9 Mb in ISCS-B. Interestingly, we found that females from both ISCS lines consumed significantly less alcohol than female iP controls (p < 0.05), while no differences in alcohol consumption were observed between male ISCS and iP controls. RNA-sequencing was performed on the nucleus accumbens of alcohol-naïve female ISCS-B and iP rats, which revealed differentially expressed genes (DEG) with greater than 2-fold change and that were functionally relevant to behavior. These DEGs included down-regulation of Oxt, Asb4, Gabre, Gabrq, Chat, Slc5a7, Slc18a8, Slc10a4, and Ngfr, and up-regulation of Ttr, Msln, Mpzl2, Wnt6, Slc17a7, Aldh1a2, and Gstm2. Pathway analysis identified significant alterations in gene networks controlling nervous system development and function, as well as cell signaling, GABA and serotonin receptor signaling and G-protein coupled receptor signaling. In addition, β-estradiol was identified as the most significant upstream regulator. The expression levels of estrogen-responsive genes that mapped to the QTL interval and have been previously associated with alcohol consumption were measured using RT-qPCR. We found that expression of the Adcyap1r1 gene, encoding the pituitary adenylate cyclase-activating polypeptide type 1 (PAC1) receptor, was upregulated in female ISCS-B compared to female iP controls, while no differences were exhibited in males. In addition, sequence variants in the Adcyap1r1 promoter region showed a differential response to estrogen stimulation in vitro. These findings demonstrate that rat chromosome 4 QTL contains genetic variants that respond to estrogen and are associated with female alcohol consumption.
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INTRODUCTION

The development of alcohol use disorders has a strong genetic component. Genetic factors account for more than 50% of the variance in developing alcoholism (Heath et al., 1997; Ducci and Goldman, 2008), and several specific genetic variants are associated with an increased risk for alcoholism (Koss and Goldman, 2000; Dick et al., 2006; Gatti et al., 2010). In addition to genetics, gender-based differences in drug and alcohol use, abuse, and dependence are supported by epidemiological and clinical research (Prescott, 2002; Nolen-Hoeksema, 2004; Ceylan-Isik et al., 2010). Likewise, animal models also display sex-differences in voluntary consumption of drugs and alcohol (Vetter-O’Hagen et al., 2009; Desrivières et al., 2011). However, the mechanisms responsible for sex-specific drinking differences remain largely unknown (Becker and Koob, 2016).

Most sexually dimorphic traits arise through differential gene expression that has different effects on males and females (Dimas et al., 2012; Gershoni and Pietrokovski, 2017). In addition to phenotypic variation that results from the action of sex hormones, gene-by-sex (GxS) interactions involve phenotypic differences that depend on the functional genetic variants (Rawlik et al., 2016). Evidence for sex-specific quantitative traits exist that impact a wide range of complex traits (Karp et al., 2017). Sex-specific quantitative trait loci (QTLs) have also been reported for alcohol preference, ethanol sensitivity, and ethanol locomotor activation in mice and ethanol drinking in rats; however, specific genes mediating these effects have yet to be identified (Melo et al., 1996; Gill et al., 1998; Peirce et al., 1998; Radcliffe et al., 2000; Bice et al., 2006; Vendruscolo et al., 2006; Chesler et al., 2012; DuBose et al., 2013; Vanderlinden et al., 2015)

We and others have used the selectively bred alcohol-preferring (P) and non-preferring (NP) rat model (Li et al., 1991) to investigate the genetic factors involved in alcohol drinking behaviors (Bice et al., 1998; Carr et al., 1998; Liang et al., 2003, 2004; Liang and Carr, 2006). In this model, P rats exhibit several features that are consistent with alcoholism in humans (Cicero, 1979). For example, P rats (1) orally self-administer ethanol in pharmacologically relevant amounts; (2) consume EtOH for its pharmacological effects rather than caloric value or taste; (3) show positive reinforcement; (4) develop tolerance; and (5) exhibit withdrawal symptoms (McBride and Li, 1998; Murphy et al., 2002). QTL analysis of inbred alcohol-preferring/non-preferring (iP/iNP) rats revealed several loci associated with alcohol preference, including a region of chromosome 4 (Chr4) with a LOD score >9.2 (Carr et al., 1998; Bice et al., 2006).

Congenic rat strains were subsequently derived that had transferred the ∼ 130 Mb Chr4 QTL region of the donor strain to the host strain, whereby P.NP designates an iP host rat with the donor iNP Chr4 QTL, and NP.P designates an iNP host rat with the donor iP Chr4 QTL. Alcohol consumption in these reciprocal congenic strains were consistent with the donor strain, such that P.NP rats drank less than P rats and NP.P rats drank more than NP rats (Carr et al., 2006). These and other results confirmed the association of the Chr4 QTL with alcohol consumption, and indicated that multiple loci within this strong QTL may be contributing to the alcohol drinking phenotype (Carr et al., 2006; Spence et al., 2009; Liang et al., 2010). To further refine this Chr4 QTL region, overlapping interval-specific congenic strains (ISCS) were generated by backcrossing the P.NP congenic line with iP rats. This approach resulted in two ISCS lines (Spence et al., 2013). The ISCS-A sub-strain contained ∼ 79 Mb of the NP genomic region between microsatellite markers D4Mgh16 and D4Rat173, while the ISCS-B sub-strain contained ∼ 9 Mb of the NP genomic region between a single nucleotide polymorphism (SNP) in Snca and the marker D4Rat35 (Liang and Carr, 2006; Spence et al., 2013).

Similar to other animal models, female P and iP rats consume more alcohol than the corresponding males (Li et al., 1991; Carr et al., 1998). We hypothesized that a sex-specific QTL existed on rat Chr4 that contributed to the disparate alcohol drinking behavior between males and females. To test this hypothesis, we measured alcohol preference and consumption in male and female P.NP-ISCS rats since they contain a narrowed Chr4 QTL region. To investigate the genetic factors that might be involved in sex-specific drinking phenotypes, we also analyzed transcriptome differences between P.NP-ISCS-B and iP rats in the nucleus accumbens (NAc), a brain region known to play an important role in the reinforcing and rewarding effects of ethanol.

In this study, we report that a sex-specific QTL exists on rat Chr4 that contributes to alcohol consumption. Specifically, we found that replacement of an approximately 9 Mb region of the NP Chr4 locus into the iP genetic background decreased alcohol consumption in female, but not in male ISCS rats when compared to their respective controls. We report that RNA-seq analysis of NAc from female alcohol-naïve P.NP-ISCS and iP rats identified differentially expressed genes (DEGs) related to neuron function, cell signaling, and behavior. In addition, we found that β-estradiol was predicted to be the top upstream regulator of DEGs. Moreover, promoter SNPs in the Chr4 QTL gene Acdyap1r1, which encodes the PAC1 receptor for the neuropeptide pituitary adenylate cyclase-activating polypeptide (PACAP), responded to estrogen stimulation. These findings indicate that Acdyap1r1, a gene previously associated with alcohol abuse in women (Dragan et al., 2017), is a likely candidate gene contributing to female-specific drinking behavior.



MATERIALS AND METHODS

Animals

Rats were bred and maintained at Indiana University School of Medicine. All animals were housed under 12-h light–dark conditions (7:00 am / 7:00 pm) with free access to laboratory rodent chow and water. The animals used for this study included inbred alcohol-preferring (iP) rats (Lumeng et al., 1977; Bice et al., 1998), congenic P.NP strains (Carr et al., 2006), and ISCS-A and -B (Spence et al., 2013). Heterozygous ISCSB-H F1 animals were generated by crossing ISCS-B with iP rats. The experimental protocol used in this study was reviewed and approved by the Indiana University Institutional Animal Care and Use Committee and was carried out in accordance with the NIH Guide for the Care and Use of Laboratory Animals. The animals were maintained in facilities fully accredited by the Association for the Assessment and Accreditation of Laboratory Animal Care (AAALAC).

Alcohol Consumption and Preference in ISCS Sub-Strains

Adult alcohol-naïve male and female rats from the two P.NP-ISCS (A and B strains), ISCSB-H, and iP controls were tested for voluntary alcohol drinking using a 2-bottle free-choice protocol, consisting of 10% ethanol or water for 3 weeks, as described previously (Lumeng et al., 1977; Li et al., 1993). Littermates were included from both ISCS-A and ISCS-B strains when possible. Two experiments were conducted by comparing: 1) ISCS-A (23 males, 22 females) vs. iP controls (10 males, 15 females); and 2) ISCS-B (22 males, 23 females), ISCSB-H (20 males, 18 females), and iP control (23 males, 35 females). Both alcohol consumption and alcohol preference were calculated as was described previously (Li et al., 1991). Body weight, but not food intake, was recorded once a week. To exclude the possibility of a sex difference in taste reactivity, ISCS-B rats (8 females, 7 males) were first tested for saccharin (1.03%) and then for quinine (0.5 μM) intake. Consumption data was analyzed by two-way ANOVA followed by Newman-Keuls multiple comparisons test. Results are provided as means and standard error (SE).

RNA Isolation From NAc

Whole brains were extracted from alcohol-naïve adult ISCS-B and iP control rats, and snap frozen in dry ice-bathed isopentane, before brain regions were dissected as previously published (Liang et al., 2004, 2010; Liang and Carr, 2006). The RNA-seq experiment used NAc from female ISCS-B and iP control rats (N = 3 for each group). Tissues were stored at -80°C until RNA isolation. RNA was isolated from the NAc using TRIzol, followed by RNeasy mini-column purification (Qiagen, Valencia, CA, United States). RNA purity was measured using a spectrophotometer (Nanodrop 1000) and the 260/280 absorbance ratios were between 1.8 and 2.0. RNA integrity was measured using an Agilent 2100 Bioanalyzer and all samples had RIN >7.

RNA-seq Analysis

Sequencing libraries were constructed using the Illumina TruSeq RNA sample preparation protocol. The resulting libraries were sequenced on an Illumina HiSeq 2000 instrument using a standard single-end 50 bp sequencing protocol. The reads were aligned to the reference Rattus norvegicus genome (UCSC Rn 6.0) with TopHat 2 (Trapnell et al., 2010; Kim et al., 2013). No more than 2 mismatches were allowed in the alignment. HTseq was used to count gene expression reads, and DEseq was used to find DEGs after performing median normalization (Anders and Huber, 2010; Anders et al., 2015). DEGs were identified with adjusted p < 0.05 for multiple tests by the Benjamini-Hochberg method for controlling false discovery rate (FDR; Benjamini and Hochberg, 1995) and using a cutoff of sequence read rpmk >1. The RNA-seq data is available at GEO1 with access ID: GSE112399.

IPA and Reactome Pathway Analysis

Two pathway analyses were used in data exploration. Ingenuity Pathway Analysis (IPA), which builds on manually curated content of the Ingenuity Knowledge database, was applied for predicting significant biological mechanisms and pathways (Qiagen2). The complete data set containing gene identifiers and corresponding expression values was uploaded into the application. Each identifier was mapped to its corresponding object in Ingenuity’s Knowledge Base. An FDR-adjusted p-value cutoff of 0.05 was set to identify molecules whose expression was significantly differentially regulated. These molecules, called Network Eligible molecules, were overlaid onto a global molecular network developed from information contained in Ingenuity’s Knowledge Base. Networks of Network Eligible Molecules were then algorithmically generated based on their connectivity. The Functional Analysis identified the biological functions and/or diseases that were most significant to the data set. Molecules from the dataset that met the FDR-adjusted p-values cutoff of <0.05 and were associated with biological functions and/or diseases in Ingenuity’s Knowledge Base were considered for the analysis. Right-tailed Fisher’s exact test was used to calculate a p-value determining the probability that each biological function and/or disease assigned to that data set is due to chance alone. Canonical pathways analysis identified the pathways from the Ingenuity Pathways Analysis library of canonical pathways that were most significant to the data set. Molecules from the data set that met the FDR-adjusted p-values cutoff of p <0.05 and were associated with a canonical pathway in Ingenuity’s Knowledge Base were considered for the analysis. The significance of the association between the data set and the canonical pathway was measured in two ways: (1) A ratio of the number of molecules from the data set that map to the pathway divided by the total number of molecules that map to the canonical pathway is displayed. (2) Fisher’s exact test was used to calculate a p-value determining the probability that the association between the genes in the dataset and the canonical pathway is explained by chance alone.

In addition, the Reactome Knowledgebase version 623 was applied to analyze the molecular interaction details of signal transduction, transport, and other cellular processes (Fabregat et al., 2016). Settings for Reactome analysis were DEGs with p-values <0.05 and FC > 2; a total of 212 genes were used for analysis. Pathway hierarchical organization provides Reactome pathways overview and highlights parent-child relationships of overrepresented connections in the pathway.

Validation of Candidate Gene Expression

Reverse transcription quantitative PCR (RT-qPCR) was performed using RNA from a separate set of experimental male and female ISCS-B and iP control (N = 6–8) animals than were utilized for RNA-seq. Each PCR assay was conducted using 6–8 biological replicates, and each cDNA sample was amplified in triplicate in qPCR for the same RT reaction. In brief, 1 μg RNA was reverse transcribed using Superscript III reverse-transcription reagent for first-strand cDNA synthesis (Invitrogen) using random primers. Each 50 μl PCR reaction contained cDNA corresponding to 35 ng of total RNA, SYBR Green Real-Time PCR Master mix (Life Sciences), and primers (5 μM). PCR was performed using the ABI PRISM 7300 Sequence Detection System (ThermoFisher), relative mRNA expression levels were normalized to Gapdh, and the standard curve method was used for data analysis. Vector NTI was used for primer design, and annealing temperatures ranged from 60 to 63°C. The primers used are listed in Supplementary Table S5. T-test was used to analyze the data and statistical significance was set at p < 0.05.

DNA Sequence Analysis

Genomic DNA was isolated from iP and iNP rats using Gentra Puregene Tissue kit (QIAGEN). PCR primers were designed to amplify the Adcyap1r1 promoter region up to 2 kb upstream of the transcription start site; primer sequences are listed in Supplementary Table S5. PCR products were purified using the GenElute PCR Cleanup Kit (Sigma, St. Louis, MO) and ligated upstream of the luciferase gene in the pGL3-basic vector (Invitrogen). Plasmid DNA was isolated using the QIAprep Spin Miniprep kit, and the cloned Adcyap1r1 promoter was sequenced using Indiana University sequencing core service. Genomic DNA sequences were aligned to the Rn.6 reference sequence.

Transient Transfection and Dual-Luciferase Activity Assays

The P and NP reporter plasmids utilized in this study were constructed as previously described (Liang et al., 2003). Human neuroblastoma SK-N-SH cells (ATCC HTB-11) were cultured in Minimal Essential Medium (Invitrogen) containing 7.5% NaHCO3, 2 mM Glut-max, 0.1 mM non-essential amino acids, 1 mM pyruvate, and 10% FBS (Invitrogen, Carlsbad, CA, United States) at 37°C in a humidified 5% CO2 incubator. Twenty-four hours before transfection, 5.0 × 104 cells were plated into individual wells of a 24-well plate. Using Tfx-50 reagent (Promega, Madison, WI, United States), each well was co-transfected with 0.5 μg of the pGL-3 luciferase plasmid plus 4 ng of the CMV Renilla luciferase vector (pRL-CMV, Invitrogen), which was utilized as an internal control for transfection efficiency. The human ER-α expression vector was a kind gift from Dr. Edwin R. Sánchez. The cells were subsequently incubated for 24 h at 37°C and washed with PBS before cell extracts were prepared in passive lysis buffer and assayed for firefly and Renilla luciferase activities using the Dual-Luciferase Reporter Assay System (Promega) in a TD-20/20 Luminometer (Turner BioSystems). The reporter assays were repeated five times in triplicate using plasmids that were independently purified at least twice.



RESULTS

Recessive Sex-Specific QTL Maps to Rat Chromosome 4

We examined whether the narrowed Chr4 QTL in the ISCS-A and ISCS-B sub-strains affected the drinking phenotype by testing alcohol consumption. In most alcohol drinking animal models, females have higher alcohol consumption than male rats, and this same phenotype was observed in control iP rats (Figure 1). However, we found that alcohol consumption was similar between males and females of both ISCS rat lines (∼3.5 to 4.5 g EtOH/kg BW/day). When ISCS alcohol consumption was compared to the iP background strain, both female ISCS-A and ISCS-B rats consumed 20–30% less alcohol (p < 0.05), while no differences were observed in the male rats (Figure 1). Our findings suggest a sex-specific QTL that maps to the overlapping Chr4 region in these two sub-strains between approximately 83.8 and 92.7 Mb (position reference to RGSC-v3.4).
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FIGURE 1. P.NP is the congenic strain with the Chr4 QTL region in P rats replaced by the NP Chr4. Backcrossing P.NP with iP rat resulted in interval-specific congenic strains (ISCS). ISCS-A and ISCS-B shared a narrowed Chr4 QTL between 83.8 and 92.7 Mb (region in dash-lined box). Relative to iP control rats, only females in either ISCS consumed less alcohol; alcohol consumption (gEtOH/Kg/day) was calculated and is shown as mean ± SEM. ∗indicates p < 0.05.



To determine whether female alcohol consumption was a dominant or recessive trait, we tested alcohol consumption in heterozygous offspring of the ISCS-B line since this sub-strain contained the smallest overlapping genomic region. We found female homozygous ISCS-B animals consumed less alcohol than female heterozygous ISCSB-H (p < 0.05); however, we found no difference between female homozygous iP control and ISCSB-H. The similarity in alcohol consumption between iP and ISCSB-H indicates that the reduction in female drinking is a recessive trait. Additionally, no difference was detected in alcohol consumption between males of any genotypes (Supplementary Figure S1). No sex differences were observed with either saccharin (adjusted p-value = 0.6) or quinine intake (adj p = 0.56), which indicates that differences in alcohol consumption were not associated with taste preferences (Supplementary Figure S2). Furthermore, alcohol consumption was not associated with body weight since we previously showed that there were no differences in body weight between ISCS-B and iP animals (Spence et al., 2013).

Identification of DEGs in the NAc Between ISCS-B and iP Rats

Since the only genetic differences between ISCS-B and iP rats existed within a minimum 1.79 Mb and maximum 8.9 Mb region of Chr4, we reasoned that genes in this narrowed Chr4 QTL might impact global gene expression in female rats related to alcohol consumption. To identify transcriptome changes, we performed RNA-seq on the NAc of alcohol-naïve female ISCS-B and iP (control) rats. High quality RNA-seq data were generated as documented by the correlation of biological replicates higher than 0.96. The average read count of each sample was more than 42 million with an average of more than 99.9% mapped reads (Supplementary Table S1).

We found 759 DEGs with the FDR set at p < 0.05; 212 of these DEGs showed FC > 2. The top 30 up- and down-regulated genes with adj p < 0.05 in ISCS-B females are listed in Table 1. Among the down-regulated genes, some are important for neuron functions: Oxt, and Gabre (Donhoffner et al., 2016). Four genes were involved in the cholinergic system: Chat, Slc5a7, Slc18a3, and Lhx8. Other significant down-regulated genes are known to influence neurotransmission, neuron growth, and addiction, including Ngfr, Ntrk1, and Ntsr1 (Gehle and Erwin, 1998; Pandey et al., 2017); and the estrogen receptor gene Esr1 is an important regulator of sex-differences. Among the up-regulated genes, Wnt6 and Cdh1 are associated with neuron development; other up-regulated DEGs are related to detoxification of drug and alcohol metabolism, such as Ptgds and Gstm2. Notably, many of the up-regulated DEGs are related to the development and function of the nervous system. The complete list of DEGs with FC > 2 and FDR adj p < 0.05 can be found in Supplementary Table S3.

TABLE 1. Top 30 up- and down-regulated genes.
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To determine the genomic distribution of the DEG identified in the present study, we plotted the negative log-adjusted p-values for each DEG by chromosome (Figure 2). Of the 212 DEGs with FC > 2 (Supplementary Table S3), we found that 13 genes mapped to Chr4, including Tacr1, Chrm2, Neurod6, Slc13a4, and Aqp1; notably, these genes were differentially expressed and associated with drinking differences. Among the Chr4 DEG, Tacr1, which encodes the receptor for tachykinin substance P (also known as neurokinin 1), has been found to be associated with alcohol consumption in both humans and animals (Thorsell et al., 2005; George et al., 2008; Schank et al., 2013).
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FIGURE 2. A total of 73 differentially expressed genes (DEG) between female iP and ISCS-B rats possess a fold change >2 with p < 0.05. The significance of these genes was plotted by corresponding chromosomes. Genes with the lowest p-values for each chromosome are labeled.



Networks Associated With DEGs in NAc and Pathway Analysis of Trans-Acting Factors That Affect Sex-Specific Gene Expression

We utilized IPA to predict relevant molecular networks, biological functions, and canonical pathways altered between ISCS-B and iP female rats. The input gene list included 790 DEGs with an FDR-adjusted p-value cutoff of 0.05 (Figure 3 and Supplementary Figure S3). The most significant networks identified were relevant to axonal guidance signaling, cAMP-mediated signaling, and GABA receptor signaling, which are also important for drinking behavior (Figure 3). Genes within these pathways that have been associated with alcohol consumption in previous research studies include Adcy7, Aldh1a2, Chrm2, Grin2d, Nfkb, Gsat4, Tacr1, and Oprm1. Interestingly, the majority of genes in GABA receptor signaling and glutamate degradation III pathways showed reduced expression, while more genes with increased expression were found in pathways involved in axonal guidance, G-protein coupled receptor signaling, and glutathione-redox reactions (Figure 3).


[image: image]

FIGURE 3. In depth analysis of DEG between ISCS-B and iP using IPA. The most significant IPA canonical pathways are listed on the left. The stacked bar chart reveals the percentage of up-regulated (red) and down-regulated (green) genes within each canonical pathway. The numerical value at the right of each bar represents the total number of genes in the canonical pathways. The secondary x-axis (bottom) represents the -log of p-value.



To understand what factors might be driving these DEGs, we used IPA upstream analysis to predict the top transcriptional regulators. The top three upstream regulators were β-estradiol, α-synuclein, and β-catenin. Other additional relevant upstream regulators are included in Table 2. Among these predicted upstream regulators, our findings suggest that the hormones β-estradiol, progesterone, as well as dihydrotestosterone, likely contribute to differences in sex-specific gene expression.

TABLE 2. Upstream regulators.
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Reactome Pathways and Overrepresented Connections in the Pathway

In addition to IPA analysis, DEGs with p-values <0.05, FC > 2 were used as input for Reactome data analysis, which is focused on molecular interactions within cells. The results of this analysis showed that the signal transduction pathways involving peptide ligand-binding receptors of class A/1 had the lowest p-values, indicating the significance of these interactions (Figure 4). We also found interesting regulator effect networks in our dataset. For example, Ngf and Raf1 play roles in dopamine and coordination, and ASCL1, estrogen receptor, and NGF are regulators of cell movement in neurons. More networks can be found in the (Supplementary Table S4).
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FIGURE 4. Reactome database was used to analyze DEG relationships organized into biological pathways and processes (https://reactome.org/dev/). It reveals significant alterations in signal transduction pathways between female iP and ISCS-B rats. Color-highlighted edges indicate over-represented interactions.



Significant DEGs in NAc Between Males and Females Comparing ISCS-B and iP Rats

To determine whether the DEG identified in female NAc were sex-specific or also were differentially expressed in males, mRNA expression levels of selected DEGs were measured using RT-qPCR in both male and female ISCS-B and iP NAc tissue. The genes selected for measurement either showed a high fold change between the ISCS-B and iP RNA-seq data (e.g., Lhx8, Ngfr, Slc5a7), or were located in the Chr4 QTL and had been shown to be associated with alcohol consumption (e.g., Adcyap1r1, Adcy7, Snca, and Tacr1) or were reported previously to be differentially expressed between P and NP rats (e.g., Ppm1K and Aqp1). RT-qPCR was performed using RNA isolated from a different set of ISCS-B and iP rats. Figure 5 displays the fold-change (ISCS-B/iP ratio) and Supplementary Table S2 includes relative gene expression levels and t-test p-values between ISCS-B and iP animals for both males and females. Among these genes, Chat, Lhx8, Ngfr, Slc18a3, and Tacr1 were found to be differentially expressed in both male and female ISCS-B compared to iP rats; however, differential expression of Adcy7 and Slc5a7 was observed between ISCS-B and iP males (p = 0.009 and 0.002, respectively), but no differences were found in females. Interestingly, Nap1l5, which is a maternally imprinted gene (Smith et al., 2003), was up-regulated in ISCS-B compared to iP females, but not males, which suggests that altered expression might be related to sex-specific differences in epigenetic regulation. Of particular relevance, Adcyap1r1, which has been associated with drinking in women (Dragan et al., 2017), was also up-regulated in ISCS-B compared to iP females, but was not significantly different in males (Figures 6A,B).
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FIGURE 5. RT-qPCR comparisons of gene expression between male and female iP and ISCS-B rats. Chat, Slc18a3, Lhx8, and Ngfr were confirmed to be differentially expressed in both male and female ISCS-B compared to iP rats. Adcyap1r1 and Nap1L5 were upregulated in female ISCS-B compared to iP animals, but no difference was found in males.
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FIGURE 6. (A) Adcyap1r1 expression is increased in female ISCS-B relative to iP rats. (B) Male ISCS-B rats demonstrate no significant difference from iP in Adcyap1r1 expression. (C) A schematic of the Adcyap1r1 promoter sequence demonstrating ER binding sites and polymorphisms between iP and iNP. (D) ERα transactivation of both variants of the Adcyap1r1 promoter enhanced luciferase activity, but the iNP promoter exhibited significantly more luciferase activity than iP.



Rat Adcyap1r1 Promoter Contains Predicted Estrogen-Response Elements

In addition to RNA-seq, we also performed GenBank and literature searches for genes that mapped to the Chr4 interval region and that had evidence of an association with alcohol consumption or response to estrogen. This approach identified several estrogen-responsive genes, including Adcyap1r1. Importantly, the Adcyap1r1 genotype was associated with alcohol abuse in women (Dragan et al., 2017), and it also has been shown to respond to alcohol treatment (Koh et al., 2006). In addition, the human ADCYAP1R1 gene contains a SNP in an estrogen response element (ERE) that was associated with PTSD only in females (Ressler et al., 2011). Therefore, we selected this gene for further mechanistic investigation to determine whether an ERE also existed in the rat Adcyap1r1 promoter, and if any genetic variants existed between iP and iNP strains that might affect estrogen receptor α (ERα) binding. Estrogen receptor binding site prediction was performed using Genomtix4, which revealed four potential EREs within 2 kb upstream of the Adcyap1r1 transcription start site (Figure 6C), which was designated as + 1. We cloned and sequenced a 2 kb region of the Adcyap1r1 promoter from genomic DNA of both iP and ISCS-B, which contained the Adcyap1r1 iNP Chr4 sequence. In addition to confirming the presence of ERE consensus sites, we identified five sequence variants, including two that mapped near predicted EREs at nt 485–494 (#1) and nt 1303–1310 (#4) (Table 3 and Figure 6).

TABLE 3. Promoter variance in Adcyap1r1 gene.
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Luciferase Expression of iNP Promoter of Adcyap1r1 Was Significantly Upregulated by ERα

To evaluate the potential of these genomic variants to act as cis-elements in ERα transactivation of Adcyap1r1 gene expression, we performed in vitro dual luciferase promoter assays. The iP and iNP promoter regions of Adcyap1r1 were cloned into the pGL3 vector separately, and tested with and without dual ERα expression from the pcDNA vector. When empty pcDNA vector was transfected, the NP promoter showed higher luciferase activity compared to the P promoter. This effect could result from an endogenous estrogen effect or from the action of other transcription factors. As shown in Figure 6, luciferase expression was significantly upregulated by ERα, when the Adcyap1r1 promoter was transcribed from the iNP compared to the iP genome. This result indicated that the iNP variant was more sensitive to ERα binding than the iP variant and suggested that these variants could contribute to the observed sex-differences in alcohol consumption between the iP and iNP strains.



DISCUSSION

Our results revealed a sex-specific QTL for alcohol consumption on rat Chr4 and point to a potential role for the gene Acdyap1r1 in female-specific alcohol drinking behavior in the P rat model of AUD. Specifically, we identified DEG’s in the NAc that were associated with the transferred QTL region in ISCS-B rats. These DEG’s were predicted to affect gene networks controlling nervous system development and function, as well as drug metabolism and behavior. Notably, the top predicted upstream regulator of DEG’s in female NAc was β-estradiol. Importantly, we found that sequence variants in the Acdyap1r1 promoter showed differential activation by the estrogen receptor.

Females drink more alcohol than males in most, if not all, selectively bred lines of rodent models for alcohol consumption, including the iP rats used in this study (Li and Lumeng, 1984; Lancaster and Spiegel, 1992; McBride and Li, 1998; Chester et al., 2006). In the present study, we found that when a relatively small region of the iNP genome was substituted in the iP Chr4 QTL region, homozygous female ISCS rats consumed less alcohol (g EtOH/kg BW/day) and they exhibited similar alcohol consumption compared to iP control animals (Figure 1); this effect was not detected in their male counterparts. The reduced alcohol consumption in ISCS females was not due to body weight since we previously demonstrated that ISCS-B animals do not differ in body weight from the iP line (Spence et al., 2013). Additionally, because heterozygous female ISCSB-H animals consumed similar amounts of alcohol as iP controls, the sex-specific QTL we identified is a recessive trait.

The sex-specific drinking phenotype identified in the current research suggests that genetic variation from the NP genome within the ISCS-B congenic region likely contributes to decreased alcohol consumption in females in the P and NP model. We previously created the ISCS lines that decreased the background heterogeneity found in the P.NP congenic strain and simultaneously narrowed the QTL region (Spence et al., 2009; Spence et al., 2013; Baud and Flint, 2017). The sole difference within the entire genomes of ISCS-B and iP is a 1.7–8.9 Mb genomic segment, or less than approximately 0.3% of the 2719 Mb rat genome (Jensen-Seaman et al., 2004). Clearly, this ISCS-B genomic region contains variants from the NP donor, which modify gene expression via cis-elements or interact with trans-acting factors (e.g., estrogen receptor), thereby altering gene networks that significantly affect female alcohol consumption (Figure 6). We hypothesized that many interactions exist between genes within this 1.7–8.9 Mb genomic region and genes outside this region, and replacement of this region would result in trans-regulation via cis-acting elements.

Adcy7 has been associated with female-specific ethanol consumption in mice (Pronko et al., 2010; Cruz et al., 2011; Desrivières et al., 2011). IPA showed that ADCY7, ADCY, and Creb are involved in drug metabolism and behavior. Our finding indicated that the adenylate cyclase (AC) signaling pathway was enriched with genes associated with female alcohol consumption or response to estrogen regulation (Figure 7). We emphasize that upregulation of Adcyap1r1 may affect AC, and downstream genes such as PAK, ERK and BDNF, which could also play important roles in neuron protection.
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FIGURE 7. DEGs were enriched in two pathways which affect neuron function and are also regulated by estrogen receptor (ER). Adenylate cyclase (AC) and downstream signaling affecting neuroprotection was upregulated, while NtrK, Ngfr, and Lhx8 signaling affecting apoptosis were downregulated.



Hormones affect gene expression at both cis- (e.g., in the narrowed Chr4 region) and trans- (elsewhere) locations. Through data mining and literature searching, we identified multiple genes in the Chr4 QTL (e.g., Aqp1, Abcg2, Adcyap1r1, Npy, and Snca) that are regulated by estrogen directly or indirectly. Bioinformatics analysis also predicted upstream regulators of the DEGs which indicated that sex hormones are likely to play an important role (Table 3). Hormones, such as β-estradiol, target multiple DEGs, including Tacr1 on Chr4, and Chat, Nts, Nupr1, Ogn, Ttr, and Oprm1 on other chromosomes. Importantly, all these genes have relatively high fold change between ISCS-B and iP rats. In addition, β-estradiol is also predicted to target Aldh1a2 and affect alcohol metabolism. Esr1 encoding the estrogen receptor α is significantly decreased in ISCS-B NAc. Interestingly, β-estradiol is a regulator of the Chat and Tacr1 genes.

We hypothesized that the sex-dependent differences in gene expression were related to promoter variants between the iP and ISCS-B lines, altering the binding affinity for trans-acting factors (e.g., estrogen receptor) involved in gene transcription (Figure 8). We show that genetic variants in the Adcyap1r1 promoter respond to estrogen stimulation, thereby providing one possible mechanism for sex-specific differences in alcohol consumption. In humans, ADCYAP1R1 has been associated with female alcohol consumption (Dragan et al., 2017). Pituitary adenylyl cyclase-activating polypeptide (ADCYAP)-ADCYAP1R1 pathway is regulated by estrogen and is involved in abnormal fear responses underlying PTSD (Ramikie and Ressler, 2016). Our finding that SNPs in the promoter region of the NP Adcyap1r1 allele are more sensitive to estrogen stimulation in vitro suggests that alcohol consumption is mediated, in part, by estrogen regulation of ADCYAP1R1 in the P and NP model, providing a potential explanation for why alcohol consumption was decreased in female ISCS lines. Moreover, ADCYAP was found to be co-localized with ChAT in nerve fibers (Drescher et al., 2006) and it is possible that Adcyap1r1 could also interact with ChAT, thereby providing a potential mechanism for how increased ADCYAP1R1 expression might promote neuroprotection (Figure 8). In addition, pathway analysis showed an increase of glutathione-redox reactions I, conveying a similar neuroprotection function.
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FIGURE 8. Schematic of genetic and estrogen receptor interaction affecting gene expression. The only difference between congenic P.NP and iP is on Chr4 region. Compared with P genomic sequence, the genetic difference in NP is proposed to lead to stronger binding of estrogen receptor in promoters of targeted genes resulting in increased gene expression.



In this research, we observed that genes related to cholinergic function were reduced more than 4-fold in ISCS-B relative to iP, including Chat, Slc18a3, Slc5a7, and LIM homeobox 8. Consistent with our findings, previous studies found higher expression of Chat, Slc18a3, and Slc5a7 in the NAc shell of adult P rats compared to NP rats (McBride et al., 2013). Further, cocaine treatment and withdrawal are also associated with increased ChAT, Slc5a7, and Slc18a3 expression in the NAc (Eipper-Mains et al., 2013). Others also have reported that alcohol consumption reduces ChAT in NAc, resulting in fewer basal forebrain cholinergic neurons (Jamal et al., 2007; Coleman et al., 2011; Pereira et al., 2014). Thus, the cholinergic neuron function in the NAc deserves further investigation with regard to its involvement in female drinking. Another significant finding is the down-regulation of Ngfr and Lhx8, resulting in alterations of Ntrk1, which might regulate downstream MAPK signaling and Wnt (Figure 8).

We speculate that a potential mechanism for sex-dependent differences in gene expression is that promoter variants between the iP and ISCS-B lines alter the binding affinity for trans-acting factors, such as estrogen receptor (Figure 6), resulting in different levels of mRNA expression between female ISCS-B and iP controls. Because two interrelated pathways were found to be enriched for genes associated with female alcohol consumption or response to estrogen regulation (Figure 7); therefore, we further speculate that upregulation of Adcyap1r1 may affect adenylyl cyclase signaling resulting in neuron protection and downregulation of Ntrk and Ngf signaling resulting in reduced apoptosis. These data suggest that AC and cholinergic function may play important roles in female alcohol consumption. Additionally, BDNF, C-jun and estradiol are all significant upstream regulators that affect DEG expression and are functionally important in these pathways. Together, these findings demonstrate a potential role for estrogen in the upregulation of Adcyap1r1 expression that is associated with a sex-specific QTL for alcohol consumption on rat chromosome 4.
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FIGURE S1 | Female ISCS-B rats demonstrated less consumption than iP and ISCSB-H. Males demonstrated no differences between strains. Female heterozygotes (ISCSB-H) showed a similar level of alcohol consumption when compared to iP controls.

FIGURE S2 | Female and male ISCS-B rats exhibited similar consumption of either saccharin or quinine indicating no taste difference between sexes.

FIGURE S3 | Differentially expressed genes were plotted by gene expression and fold change. The top five Ingenuity Pathway Analysis networks, diseases and bio functions are listed.

TABLE S1 | RNA-seq reads of each sample.

TABLE S2 | Gene expression in the nucleus accumbens of both male and female rats using RT-qPCR.

TABLE S3 | Differentially expressed gene list.

TABLE S4 | Significant top regulator effect networks.

TABLE S5 | List of primer sequences.



FOOTNOTES

1 https://www.ncbi.nlm.nih.gov/geo

2 https://www.qiagenbioinformatics.com/products/ingenuity-pathway-analysis/

3 www.reactome.org

4 http://www.genomatix.de/
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Coenzyme Q (CoQ) is a well-studied molecule, present in every cell membrane in the body, best known for its roles as a mitochondrial electron transporter and a potent membrane anti-oxidant. Much of the previous work was done in vitro in yeast and more recent work has suggested that CoQ may have additional roles prompting calls for a re-assessment of its role using in vivo systems in mammals. Here we investigated the putative role of Coenzyme Q in ethanol-induced effects in vivo using BXD RI mice. We examined hippocampal expression of Coq7 in saline controls and after an acute ethanol treatment, noting enriched biologic processes and pathways following ethanol administration. We also identified 45 ethanol-related phenotypes that were significantly correlated with Coq7 expression, including six phenotypes related to conditioned taste aversion and ethanol preference. This analysis highlights the need for further investigation of Coq7 and related genes in vivo as well as previously unrecognized roles that it may play in the hippocampus.
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INTRODUCTION

Coenzyme Q (CoQ or ubiquinol) is a lipophilic molecule present in every cell membrane in the body (Crane, 2001; Turunen et al., 2004). It is best known for its roles as a mitochondrial electron transporter and a potent membrane anti-oxidant (Ernster and Dallner, 1995; Bentinger et al., 2007). CoQ is made up of a benzoquinone ring with an isoprenoid side chain (containing 6–10 units) conserved across species from yeast (as CoQ6), to mice (as CoQ7), to humans (as CoQ10) (Lenaz, 1985). CoQ production in any species is the result of a complex biosynthesis process involving 10 to 15 or more genes (depending on the species) encoding a series of enzymes and non-enzymatic proteins, many of which belong to the Coq family of genes (Coq 1 – Coq 10A/B) (Acosta et al., 2016, see their Table 1 and Figure 1 for a complete list). Despite this molecule being characterized and isolated nearly 60 years ago (Festenstein et al., 1955; Wolf et al., 1958; Crane et al., 1989), it continues to remain relevant through ongoing investigations that are fine-tuning its roles in bioenergetics and anti-oxidant defense.

TABLE 1. The single nucleotide polymorphisms (SNPs) in the UTR and coding area of Coq7 gene.
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FIGURE 1. Differential expression of Coq7 across BXD RI strains rank ordered by expression level. The standard deviation and mean expression of Coq7 in each strain is shown across the parental DBA/2J and C57BL/6J strains, F1 hybrids, and 67 BXD strains. The x-axis represents the mouse strain, while the y-axis shows the mean gene expression using the log2 scale.



Much of the early genetic work regarding CoQ stemmed from submitochondrial fraction studies (Mellors and Tappel, 1966; Landi et al., 1984) and yeast Saccharomyces cerevisiae (González-Mariscal et al., 2014), which highlighted CoQ biosynthesis as necessary for mitochondrial antioxidant defense, with less CoQ production resulting in impaired defenses and increased presence of anti-oxidant molecules. But ongoing work has revealed CoQ’s role as an anti-oxidant to be more complex than previously thought. In vitro studies using CoQ deficient skin fibroblasts showed severe (<20% of normal) and mild (>60%) CoQ deficiency did not increase reactive oxygen species (ROS) production while moderate deficiency (30–50%) markedly increased ROS production (Quinzii et al., 2008, 2010). Recent in vivo studies in CoQ knockout mouse models have been more equivocal, finding that CoQ deficiency does not always directly correspond with ROS production or tissue dysfunction (Quinzii et al., 2013; Licitra and Puccio, 2014; Wang et al., 2015; Luna-Sánchez et al., 2015). This has led some researchers to emphasize the need for better characterization of CoQ’s roles in vivo using mammalian models vs. studies in vitro or using yeast (Wang and Hekimi, 2016).

In the current study, we use a systems genetics approach to examine the relationship between acute ethanol effects and hippocampal Coq7 expression in a well characterized genetic population of BXD Recombinant Inbred (RI) mice derived from the C57BL/6J (B6) and DBA/2J (D2) inbred strains, furthering our understanding of CoQ biosynthesis regulation in vivo. Currently, there is little evidence connecting Coq7 and regulation of ethanol responses. However, ethanol metabolism into acetaldehyde is a well understood source of oxidative stress in the brain, causing lipid peroxidation and other oxidative damage to brain tissue (Hipolito et al., 2007; Hernández et al., 2016). This metabolic damage is thought to be warded off by increased gene expression of endogenous anti-oxidants, such as superoxide dismutase (Reddy et al., 1999; Enache et al., 2008). Coq7 (also known as mclk-1) encodes a hydroxylase (coq7p) involved in one of the final steps of CoQ synthesis, conversion of demethoxyubiquinone (DMQ) to CoQ (Acosta et al., 2016). This step in biosynthesis is thought to be the regulated step in CoQ biosynthesis (Marbois and Clarke, 1996; Padilla et al., 2009; Martín-Montalvo et al., 2013; Lohman et al., 2014), making it a prime target to explore how endogenous CoQ production changes in response to acute oxidative stress. Additional evidence suggesting that Coq7 is important in alcohol responses comes from a study in HXB/BXH RI rats where Coq7 has been proposed as a candidate gene for alcohol dependency and consumption (Tabakoff et al., 2009).

Previous studies from our lab have shown that gene expression in the hippocampus is particularly sensitive to the effects of acute ethanol (1.8 g/kg) (Urquhart et al., 2016; Baker et al., 2017). Others have also shown that acute ethanol (2.0 g/kg) produces brain region-specific changes in gene expression, including in the hippocampus (Kerns et al., 2005). Here, we demonstrate a positive relationship between acute ethanol ingestion and Coq7 expression in hippocampus. We also map an expression quantitative trait locus (eQTL) for Coq7 in BXD RI mice as well as identify pathways associated with Coq7 and its correlated genes. Through this, we aim to better characterize Coq7 as a vital gene in the oxidative stress response caused by brain ethanol metabolism.



MATERIALS AND METHODS

BXD Strain and Database Description

The BXD RI mouse strains were derived by crossing the parental strains B6 and D2. The F1 progeny were subsequently intercrossed followed by inbreeding to fix parental genotypes at each locus. The BXD mice are a densely phenotyped and genotyped family and have been used as a genetic reference panel for identifying the genetic basis of phenotypes and diseases, including molecular expression phenotypes, as well as for identifying pathways regulating gene expression. For this study, the dataset of Hippocampus Consortium M430v2 (Jun06) RMA that we generated previously (Overall et al., 2009) was used for genetic mapping, transcript measurement of which was taken from the hippocampus of 67 BXD strains, the parental B6 and D2 strains, and reciprocal F1 hybrids (B6D2F1 and D2B6F1). Detailed information on the strain, sex, age of each animal can be accessed from http://genenetwork.org/webqtl/main.py?FormID=sharinginfo&GN_AccessionId=110. This data set has been uploaded into Gene Expression Omnibus (GEO) with accession number GSE84767 where the data can be downloaded.

Ethanol Treatment

The BXD parental strains B6 and D2 mice were used for acute ethanol treatment. Ten mice per strain (2∼3 mice per sex) including both males and females at 2–4 months old were divided into two groups: (1) saline group: given an isovolumetric IP injection of saline and (2) ethanol group: treated with an IP injection of 2.0 g/kg i.p., ethanol (12.5% v/v). The dose of 2.0 g/kg of ethanol was chosen to allow for comparisons with other studies in mice seeking to produce genetically based ethanol-sensitive behaviors (Cunningham and Noble, 1992; Cunningham and Prather, 1992; Cunningham, 1995; Risinger and Cunningham, 1995, 1998). Twenty-four hours after treatment, these mice were sacrificed for tissue harvest (Cook et al., 2015).

Tissue Harvest

The B6 and D2 mice treated with ethanol or saline were anesthetized with an overdose of avertin (1.25% 2,2,2- tribromoethanol and 0.8% tert-pentyl alcohol in water; 0.8–1.0 ml, i.p.) until they were immobile, a period of less than 2 min. After this time mice were sacrificed by cervical dislocation. The hippocampi were harvested according to previously described methods (Lu et al., 2001). The left and right hippocampi were pooled and stored in RNAlater overnight at 4°C, then kept at -80°C until RNA extraction.

RNA Extraction

RNA was extracted from the hippocampus using RNA STAT-60 (protocols can be found at Tel-Test1) as per the manufacturer’s instructions. A spectrophotometer (Nanodrop Technologies2) was used to measure RNA concentration and purity, and the Agilent 2100 Bioanalyzer was used to evaluate RNA integrity. To pass quality control, the RNA integrity values needed to be greater than 8. The majority of samples had values between 8 and 10.

Gene Expression

The Affymetrix GeneChipTM Mouse Transcriptome Array 1.0 (MTA 1.0) was used to generate gene expression data, from B6 and D2 mice treated with ethanol or saline, according to the manufacturers’ protocol. Affymetrix Expression Console Software was used to identify and remove outlier arrays, and normalize raw data in CEL files using the Robust Multichip Array (RMA) method (Pan et al., 2011). The expression data were then re-normalized using a modified Z score described in a previous publication (Bolstad et al., 2003). We calculated the log base 2 of the normalized values, computed Z scores for each array, multiplied the Z scores by 2, and added an offset of 8 units to each value. This transformation yields a set of Z-like scores for each array that have a mean of 8, a variance of 4, and standard deviation of 2. The advantage of this modified Z score is that a twofold difference in expression corresponds approximately to a 1 unit change.

Quantitative RT-PCR

Total RNA from 10 hippocampi per treatment group (both B6 and D2 mice) was used for a quantitative RT-PCR experiment. The gene-specific probe and primer sets for Coq7 (upstream 5′-tttggaccatagctgcattg-3′, downstream 5′-tgaggcctcttccatactctg-3′) were deduced using Universal Probe Library Assay Design software3. Coq7 mRNA levels were detected and analyzed on a LightCycler 480 System (Roche, Indianapolis, IN, Unites States3) under the following cycling conditions: 1 cycle at 95°C for 5 min and then 40 cycles at 95°C for 10 s, 60°C for 30 s, and 72°C for 10 s. The PCR mix contained 0.2 μl of 10 μM primers, 0.1 μl of 10 μM Universal library probe, 5 μl of LC 480 master mix (2×), 2 μl of template cDNA, and RNase-free water to 10 μl. TATA box-binding protein (TBP) was selected as the endogenous quantity control. The relative gene expression of Coq7 was analyzed with the ΔΔCT method with TBP used as the reference gene for normalization. Coq7 expression (fold change) in each ethanol treated mouse relative to average of the corresponding control mice was calculated as: Fold Change = 2ˆ-[ΔCT(Coq7 in each ethanol treated mouse) - (Mean of ΔCT of control mice)].

Statistical Analysis

The Coq7 gene expression data from saline or alcohol treatment in B6 and D2 mice were evaluated using the analysis of covariance (ANCOVA) with treatment, strain, and sex as factors, and adjusted for age and body weight.

Phenotype QTL and Expression QTL (eQTL) Mapping and SNP Analysis

We performed phenotype QTL and eQTL analyses using the WebQTL module on GeneNetwork4 according to our published methods (Chesler et al., 2005). The genome-wide efficient mixed model association algorithm (GEMMA) was used to identify potential eQTLs regulating Coq7 expression levels and phenotype QTLs near the Coq7 locus, and to estimate the significance at each location using known genotypic data for those sites. Each of these analyses produced a likelihood ratio statistic (LRS) score, providing us with a quantitative measure of confidence of linkage between the observed phenotypes or expression level of Coq7 and known genetic markers. The significance of the QTL and eQTLs were calculated using more than 2000 permutations tests. Loci were considered statistically significant if genome-wide p < 0.05. Sequence variability between B6 and D2 was then determined using the Sanger mouse SNP database5.

Gene Function Analysis

Prior to gene function analysis, co-expression and literature correlation were performed to filter a list of transcripts correlated with Coq7 gene expression in the ethanol and saline groups. Co-expression analysis was performed on GeneNetwork. Coq7 probe set expression was compared to all probe sets on the MTA 1.0 array. Criterion for significant co-expression included average log2 probe set expression greater than 7.0, as well as a significant correlation with Coq7, indicated by a Pearson product correlation value (p < 0.05). We further filtered Coq7 co-expressed probe sets in the ethanol and saline groups by performing literature correlations using the Semantic Gene Organizer to find the potential biological correlation between Coq7 and other genes (Homayouni et al., 2004). Genes with higher correlation values (r > 0.3) were selected for further analysis. The top 500 genes with significant co-expression (p < 0.05) and literature correlations (r > 0.45) for the ethanol and saline data sets were then selected and uploaded to Webgestalt6 for gene function analyses (Zhang et al., 2005). Enrichment of biological function in the top 500 Coq7 ethanol and saline co-expression data sets was determined using the hypergeometric test. The p-values from the hypergeometric test were automatically adjusted to account for multiple comparisons using the Benjamini and Hochberg correction (Benjamini and Hochberg, 1995). Categories with an adjusted p-value of less than 0.05 indicated that the set of submitted genes was significantly over-represented in those categories.

Phenotype Correlation

We used the BXD phenotype database in our GeneNetwork website4 to find alcohol phenotypes highly correlated (Pearson product correlation, p < 0.05) with expression of the Coq7 probe set in hippocampus from naïve BXD mice (Hippocampus Consortium M430v2 (Jun06) RMA data set).



RESULTS

Coq7 Expression Variance Across BXD Mice and Heritability

Only one probe set in the Affymetrix M430 dataset represents the Coq7 gene (1415556_at), which targets the last five coding exons. Coq7 expression (log2 scale) varied widely between BXD strains, with a fold-change of 2.57 (Figure 1). BXD65b had the lowest expression (9.38 ± 0.24), and BXD16 had the highest expression (10.70 ± 0.16). There is also a 1.26-fold difference in Coq7 transcript abundance between B6 (10.15 ± 0.23) and D2 (9.81 ± 0.66).

eQTL Mapping and Sequence Variants of Coq7

The Affymetrix M430 database was used for eQTL mapping. Coq7 is located on chromosome 7 at 118.53 Mb, and a significant eQTL modulating the expression of this gene with a likelihood ratio statistics (LRS) of 81 was mapped to the Coq7 gene locus (Figure 2). This indicates that Coq7 is cis-regulated, meaning one or more sequence variants affecting its expression is located within or near the gene itself. Using the open access sequence data resources at Sanger5, we identified 140 SNPs in Coq7 between the BXD parental strains B6 and D2. Eleven SNPs are located at 3′-UTR and coding area (Table 1) including one stop gain variance that could have strong downstream effect. The rest of them are located at non-coding area. All SNPs are listed in Supplementary Table 1. In addition, we identified 42 indels in Coq7 between the BXD parental strains (Supplementary Table 2), with two of them being frameshift variants that could also have a strong downstream effect.
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FIGURE 2. GEMMA eQTL mapping for Coq7 expression in hippocampus. The x-axis represents positions on the mouse genome in megabases (Mb), while the y-axis represents the likelihood ratio statistic scores (LRS), a measurement of the linkage between expression of Coq7 and inheritance of B6 and D2 alleles at different regions of the genome. Top panel shows interval mapping for the whole mouse genome, indicating a significant eQTL at chromosome 7. Bottom panel shows a close-up view of chromosome 7 in which the peak of eQTL was around 119 Mb of chromosome 7 where Coq7 is located (triangle).



Expression Differences of Coq7 Between Saline and Ethanol Groups

We used the Affymetrix MTA datasets to analyze the effect of alcohol on the expression of Coq7 in the hippocampal tissue of B6 and D2 mice using an ANOVA with treatment, strain and sex as the between subject factors. The average of Coq7 expression in the saline group was 7.46 ± 0.01 (log2 scale), while the average for the ethanol group was 7.52 ± 0.01 (log2 scale), indicating an increase in expression after ethanol treatment. ANCOVA analysis showed a significant effect of ethanol treatment on Coq7 transcript abundance (P = 0.029) and also interaction of ethanol treatment and sex significantly effects on Coq7 transcript abundance (P = 0.002) (Table 2). For B6 strain, the average of Coq7 expression in the ethanol group was 7.53 ± 0.04 (log2 scale), while the average for the saline group was 7.46 ± 0.03 (log2 scale). For D2 strain, the average of Coq7 expression in the ethanol group was 7.51 ± 0.05 (log2 scale), while the average for the saline group was 7.47 ± 0.03 (log2 scale). The T-test analysis showed a significant effect of ethanol treatment on Coq7 transcript abundance in the B6 strain (P = 0.0234), not in the D2 strain (P = 0.2454).

TABLE 2. ANOVA analysis of Coq7 expression in the hippocampus.
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qRT-PCR Validation

Coq7 expression was validated using RT-PCR. The RT-PCR results showed significantly increased expression of Coq7 (F = 11.77, P = 0.027) after ethanol treatment. This was consistent with the results from microarray analysis. In addition, we also found significant strain differences between B6 and D2 (F = 9.326, P = 0.038), and sex difference between males and females (F = 11.788, P = 0.027).

Gene Ontology Analysis

We used the top 500 transcripts co-expressed with Coq7 from both saline and ethanol group to perform gene ontology (GO) analysis. For the saline-treated group, significant biological processes included “ATP metabolic process,” “mitochondrion organization,” “electron transport chain,” and “ubiquinone biosynthetic process” (Supplementary Table 3). For the ethanol treated group, 54 enriched GO biological processes categories reached significance (Supplementary Table 4). Many of the categories in the ethanol group overlapped with those in the saline group, but all of the ATP metabolic and mitochondrial function related categories were no longer significant. Instead, several new enriched categories including serine metabolic process, behavior and cognition show up.

Gene pathway enrichment analysis for the saline-treated group revealed 21 related pathways (adj P < 0.05, Table 3), while the ethanol-treated group revealed six related pathways (adj P < 0.05, Table 4). The top enriched pathway in the saline group including “Electron Transport Chain” and “Oxidative phosphorylation” are not shared with the ethanol group. A pathway of interest unique to the ethanol group is “Oxidative stress.”

TABLE 3. Significant pathways for the Saline group.
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TABLE 4. Significant pathways for the Ethanol group.
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Phenotype Correlation Analysis

We performed correlational analyses with phenotypes archived in the GeneNetwork database to identify ethanol-related behaviors correlated with Coq7 (p < 0.05) expression in the hippocampus. We found 45 ethanol-related phenotypes significantly correlated with Coq7 expression (Supplementary Table 5), most of which are related to ethanol consumption, ethanol response, ethanol preference, and body temperature after ethanol treatment; some of which are mapped near Coq7 location. For example, one phenotype (record ID 10496, ethanol response) has a significant QTL with a LRS of 13.8 (P < 0.05) on chromosome 7 at 114∼119 Mb (Figure 3) where Coq7 is located.
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FIGURE 3. GEMMA QTL mapping for locomotion behavior after ethanol injection (2 g/kg). The x-axis represents a position on the mouse genome in megabases (Mb), while the y-axis gives the likelihood ratio statistic scores (LRS). The mapping result showed that the peak of QTL was around 114∼119 Mb of chromosome 7.





DISCUSSION

Currently, mechanisms through which ethanol affects Coq7 and ubiquinone are unknown and previous studies analyzing Coq7 and ethanol are lacking. To this end, we attempted to elucidate the relationship between ethanol and expression of Coq7 in the hippocampus of BXD mice by identifying genes and biological pathways that may link the two. Coq7 is variably expressed in naïve hippocampal tissue from BXD RI strains and is cis-regulated, making it an excellent candidate for study as a modifier of gene expression or biological phenotypes (Ciobanu et al., 2010). We found that there are multiple SNPs and Indels in Coq7, which may be responsible for its differential expression in the hippocampal tissues across BXD strains. This also suggests that one or more polymorphism may affect Coq7 expression and play a role in gene regulation (Kunugi et al., 2001; Jablonski et al., 2005). Furthermore, we found increased expression of Coq7 following acute ethanol injection and identified 45 ethanol-related phenotypes correlated with Coq7, supporting its likely involvement in ethanol responses (Supplementary Table 5). These findings included six phenotypes related to conditioned taste aversion and ethanol preference. It has been previously proposed that Coq7 may play a role in alcohol consumption (Tabakoff et al., 2009), aligning with the result of our phenotypic analysis. While this phenotypic alignment is interesting, it should be noted that our experiment did not directly test ethanol consumption behaviors before and after ethanol injection, limiting how generalizable this result may be. Future direct observation of changes in ethanol preferences following ethanol injection or a period of oral consumption would likely be worthwhile.

Comparison of functional enrichment analysis results between our treatment groups may hold insight into why Coq7 was upregulated following ethanol injection. In the saline treatment group, we found processes related to cellular metabolism and ATP generation (Supplementary Table 3). Presumably, when proteins needed to break down energy substrates are expressed, Coq7 is also expressed. This is unsurprising considering CoQ’s role in the electron transport chain as an electron shuttle, representing a lynchpin of the final step of ATP generation following metabolism. Conversely, these metabolic functions were largely insignificant in the ethanol treatment group’s analysis, suggesting a less prominent role. This may well be representative of ethanol’s effect on the mitochondria, which has been shown to decrease respiratory rates and the rate of ATP synthesis following chronic exposure (Thayer and Rubin, 1979; Manzo-Avalos and Saavedra-Molina, 2010). This notion was further corroborated by pathway enrichment analysis, which found pathways such “Electron Transport Chain,” “TCA cycle,” “Amino Acid Cycle,” “Oxidative phosphorylation,” and “Glycolysis and Gluconeogenesis” associated with the saline treated group (Table 3), but not the ethanol treatment group.

The ethanol group uniquely had “Oxidative Stress” as a significantly enriched gene pathway (Table 4). Notably, three of the four genes in this gene pathway encode proteins contributing to anti-oxidant enzymes: Sod2 (superoxide dismutase, Azadmanesh and Borgstahl, 2018), Gclc (glutamate-cysteine ligase, a catalyst for glutathione synthesis; Lu, 2009, 2013), and Txnrd1 (thioredoxin reductase 1; Turanov et al., 2010). While all three are well-established anti-oxidants, previous work on their interactions with ethanol vary greatly. Superoxide dismutase (SOD) is perhaps best studied but also the most controversial. SOD activity in the murine brain following ethanol exposure has been shown to increase (Somani et al., 1996; Enache et al., 2008; Reis et al., 2017), remain unchanged (Gönenç et al., 2005) and decrease (Ledig et al., 1981) under various conditions. The other two genes are less well characterized. Gclc mRNA expression shown to be induced by ethanol in rat liver and brain (Lu et al., 1999; Narasimhan et al., 2011) and Txnrd1 has not been as well studied in terms of ethanol-induced stress.

However, a recent paper by Casañas-Sánchez et al. (2016) found all three of these genes, as well as many other anti-oxidant genes, to have increased expression in hippocampal derived HT22 cells following acute, sub-toxic ethanol exposure. To explain its result, this paper emphasized the growing understanding of ROS as second messengers, capable of influencing gene expression (D’Autréaux and Toledano, 2007; Kaspar et al., 2009; Schieber and Chandel, 2014). These findings have been pioneered in the growing field of “redox biology,” which heavily emphasizes a more nuanced understanding of the impact of ROS. Current work suggests that varying levels of ROS production (so called “basal,” “low,” “intermediate,” and “high” oxidative stress) cause different cellular reactions (Lushchak, 2014; Sies, 2015). Casañas-Sánchez et al. (2016) reasoned that low levels of ethanol increased the level of oxidative stress, as ethanol is a well-documented potent producer of ROS by virtue of its metabolism (Lieber, 1976; Zakhari, 2006; Das and Vasudevan, 2007), resulting in beneficial mitohormetic anti-oxidant gene expression.

This phenomenon may similarly be occurring in our study, as evidenced by the induction of Coq7 and the phenotypic shift to oxidative stress protection in the ethanol treatment group. It may be that CoQ is unimportant as an anti-oxidant under basal or low-level oxidative stress, as seen in CoQ knockout mouse studies, but is induced under heightened oxidative stress levels alongside other well-known anti-oxidants. The variation of Coq7 expression in BXD RI mice could result in variation in this inducible response, accounting for differences in how individual strains of BXDs react to ethanol ingestion. Tabakoff et al. (2009) argue that several of their identified “alcohol consumption genes” could theoretically modulate GABA release from the hypothalamus to areas like the ventral tegmental area, ultimately affecting downstream reward behaviors through a variety of molecular mechanisms (see their Figure 3). Logically, the variation in genetic expression among individuals or under different conditions may end up modulating behavior. While Tabakoff mentions Coq7 as an identified “ethanol consumption gene,” they do not outline how it might affect GABA release in this way. With the idea of ROS as signaling molecules in mind, variation in Coq7 expression (or other anti-oxidant defenses) could limit or permit ROS signaling, potentially altering critical neurologic signaling pathways related to reward-seeking behavior, similar to those proposed by Tabakoff et al. (2009). How these alterations would occur is still a matter of investigation. Work has examined some of the intracellular mechanisms by which ROS can affect plasticity and signaling in the hippocampus, mainly through induction of long-term potentiation (LTP). This induction seems to be through ROS acting as a second messenger, inducing phosphorylation of established LTP effectors such as PKC, ERK, and CamKII (Malinow et al., 1989; Klann et al., 1998; Kishida et al., 2005). For recent reviews on the topic, please see Beckhauser et al. (2016) and Oswald et al. (2018). However, there has been little investigation into ROS’s effect on motivational circuitry. While further work is needed, ethanol-induced oxidative stress may represent a worthwhile line of inquiry to better understand hippopcampal cellular responses to heightened oxidative stress in vivo and their downstream effects on neurotransmission and behavior.

In sum, we analyzed the effect of ethanol on the expression of Coq7 using a systems genetic approach. We identified an eQTL showing variability in Coq7 expression in BXD RI mice and found its expression to be increased following ethanol treatment. We also uncovered several pathways and genes which may interact with Coq7 to regulate the ethanol response. Based on this and previous reports, Coq7 may act as an inducible anti-oxidant at heightened levels of oxidative stress, aligning both with previous work and current questions on this ubiquitous molecule. Further research into the specific interactions between Coq7 and identified genes may elucidate their relationships and shed light on how Coq7 affects mitochondria following acute ethanol consumption.
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Over the past decades, genome-wide association studies (GWAS) have identified thousands of phenotype-associated DNA sequence variants for potential explanations of inter-individual phenotypic differences and disease susceptibility. However, it remains a challenge for translating the associations into causative mechanisms for complex diseases, partially due to the involved variants in the noncoding regions and the inconvenience of functional studies in human population samples. So far, accumulating evidence has suggested a complex crosstalk among genetic variants, allele-specific binding of transcription factors (ABTF), and allele-specific DNA methylation patterns (ASM), as well as environmental factors for disease risk. This review aims to summarize the current studies regarding the interactions of the aforementioned factors with a focus on epigenetic insights. We present two scenarios of single nucleotide polymorphisms (SNPs) in coding regions and non-coding regions for disease risk, via potentially impacting epigenetic patterns. While a SNP in a coding region may confer disease risk via altering protein functions, a SNP in non-coding region may cause diseases, via SNP-altering ABTF, ASM, and allele-specific gene expression (ASE). The allelic increases or decreases of gene expression are key for disease risk during development. Such ASE can be achieved via either a “SNP-introduced ABTF to ASM” or a “SNP-introduced ASM to ABTF.” Together with our additional in-depth review on insulator CTCF, we are convinced to propose a working model that the small effect of a SNP acts through altered ABTF and/or ASM, for ASE and eventual disease outcome (named as a “SNP intensifier” model). In summary, the significance of complex crosstalk among genetic factors, epigenetic patterns, and environmental factors requires further investigations for disease susceptibility.

Keywords: allele-specific DNA methylation (ASM), single nucleotide polymorphisms (SNPs), allele-specific gene expression (ASE), genetic variants, regional “autosomal chromosome inactivation (ACI)”, quantitative trait locus (QTL), allele-specific binding of transcription factors (ABTFs), SNP intensifier model


INTRODUCTION

Genetic variants identified from genome-wide association studies (GWAS) promise to uncover the understanding of inter-individual differences in phenotypes and the risk of complex diseases. One hypothesis is that the susceptibility of an individual to a complex disease is due to the interaction of genetic variants with environmental factors acting through epigenetic mechanisms. Therefore, understanding the complex crosstalk among genetic variation, environmental exposure, and epigenetic patterns is essential for unraveling the etiology of common disease. This review aims to illustrate potential mechanisms for the crosstalk of genetic factors, epigenetic patterns, and allelic binding of transcriptional factors (ABTF), as well as the crosstalk with environmental exposure for disease susceptibility. We begin the review with a basic and brief, but hopefully necessary introduction on the fundamental insights of epigenetic mechanisms (DNA methylation and histone modifications) in the regulation of gene transcription, because both DNA methylation and histone modifications are linked with genetic variants and environmental exposure for disease or complex traits in many burgeoning reports (detailed below). We then describe the crosstalk among different factors (including genetic variation, epigenetic variation, gene expression, and environmental factors) for complex disease risk. We complement the aforementioned broad topics with an in-depth summary on the crosstalk among insulator CTCF, genetic variation, and epigenetic variation in disease or complex traits. This subtopic is currently of high interest in the biomedical arena because of CTCF's pleiotropic roles in biology. CTCF helps shape the high-order genome organization (e.g., “4D nucleosome” program), acts as a tumor suppressor (Kemp et al., 2014), and plays an important role in complex traits. To better envision the underlying mechanisms, we selectively discuss the most relevant investigations regardless of the disease investigated. That is, we did not focus on one type of complex diseases, because a relevant functional study may not be available if we restrain our references to one disease. Hence, with such selection, we may unintentionally overlook many important reports within a given disease. In cases where the expected or hypothesized mechanism may not have been thoroughly addressed, we try to provide a diagram to aid our illustration. We will start our review with brief information on epigenetic background.



EPIGENETIC MECHANISMS INVOLVED IN TRANSCRIPTIONAL REGULATION


DNA Methylation Patterns: Establishment, Maintenance, and Functional Roles

DNA methylation patterns are established and maintained by three DNA methyltransferases (Dnmts), namely Dnmt1, Dnmt3a, and Dnmt3b, in both the mouse and human genomes (Bestor, 2000). In a simplified “two-step” model, it is the role of Dnmt3a and Dnmt3b, which initiate methylation of globally hypomethylated genomic DNA (after implantation) to establish methylation patterns during early embryonic development (Okano et al., 1999). Afterwards, via coupling with DNA replication machinery, Dnmt1 faithfully copies methylation information from the parental strands to the daughter strands during DNA replication (Jones and Liang, 2009; Jurkowska et al., 2011). Because of this copying role, Dnmt1 is referred to as the “maintenance methyltransferase,” whereas Dnmt3a and Dnmt3b are called the “de novo methyltransferases.” In support of this model, Dnmt3a and Dnmt3b have high activity toward unmethylated DNA, while Dnmt1 shows low activity toward unmethylated DNA and prefers hemi-methylated DNA (Jeltsch, 2006; Jurkowska et al., 2011).

However, with the recent availability of base-resolution methylome data for Dnmt knockout cells, this “two-step” model seems oversimplified (Li et al., 2015). Our data demonstrate that in the absence of Dnmt1, Dnmt3a and Dnmt3b can still maintain symmetrical methylation of CpG dinucleotides (where a cytosine nucleotide is followed by a guanine nucleotide linearly along 5′ to 3′ direction) to some degree. In addition, the presence of Dnmt1 alone allows cells to maintain the methylation levels of retrotransposon long terminal repeats (LTRs) in Dnmt double knockout cells (Dnmt3a−/−/3b−/−), at levels comparable to wild type cells. In Dnmt1−/−, the presence of only two de novo methyltransferases (Dnmt3a and Dnmt3b) still enables embryonic stem cells to retain methylation at retrotransposon long interspersed nuclear elements (LINEs). Therefore, Dnmt1 is required for methylation of LTRs, whereas Dnmt3a and Dnmt3b are necessary for LINE methylation (Figure 1) (Li et al., 2015). Collectively, it is more accurate to state that the concerted actions of three Dnmt enzymes are required for the maintenance and establishment of DNA methylation patterns in the mouse genome. While at the last stage of publishing this review, a new report suggests that Dnmt1 does have de novo methyltransferase activity (Li et al., 2018).
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FIGURE 1. A revised model illustrating the complementary and concerted actions from Dnmt3a/3b de novo activity and Dnmt1 maintenance activity at three representative genomic regions. Via interacting with proteins such as UHRF1 at replication forks, Dnmt1 plays a dominant role in retaining methylation at retrotransposon LTRs (region 1), whereas Dnmt3a/3b are mainly responsible for methylation at retrotransposon LINEs (region 2) or genomic regions with CHH (H = A, T, or C) sites (region 3). The loss of Dnmt3a/3b or Dnmt1 results in hypomethylated retrotransposon LTRs or LINEs. The size of each symbol represents the degree of importance for protein factors in maintaining methylation patterns in particular genomic regions, with the bigger symbol being the more important in maintenance.



The unexpected division of labor between maintenance Dnmt1 and de novo Dnmt3a and Dnmt3b for retrotransposons is informative for deeper mechanistic insights in future investigations. In early epidemiological studies, the methylation levels of LINEs or Alu sequences in the human/mouse genome were assumed to represent global DNA methylation changes. Though the assumption was largely untested (Nelson et al., 2011), LINE or Alu methylation has been used as a biomarker for environmental exposure or a diseased state. For example, in a recent cohort study that examined the association between DNA methylation of pre-diagnostic leukocyte and gastric cancer risk, it was reported that the latter was inversely associated with Alu methylation. Intriguingly, LINE methylation was not associated with gastric cancer risk (Gao et al., 2012). The association of Alu but not LINE methylation with gastric cancer risk is in line with other distinct mechanisms in control of different classes of retrotransposons (Li et al., 2015). Presumably, the mechanism for Alu methylation was affected in gastric cancer, but the mechanism for LINE methylation was not. In an effort to assess Alu (LINE not investigated) methylation from peripheral blood DNA of healthy donors and patients with alcohol use disorders, Kim and colleagues found that Alu methylation levels are significantly higher in the latter than the former (Kim et al., 2016). The underlying mechanism for the aforementioned associations, however, remains to be determined. In the agouti viable yellow (Avy) mouse studies, methylation of CpG sites within a LTR retrotransposon is vulnerable (hypomethylated) to environmental insults, including Bisphenol A (BPA), folate, and alcohol (Dolinoy, 2008; Kaminen-Ahola et al., 2010). Because LTR's methylation depends on Dnmt1 (Li et al., 2015), it may imply that Dnmt1-dependent methylation activity is more sensitive to environmental exposure. It is also worth mentioning that Dnmt1 is highly expressed in most somatic tissues, whereas Dnmt3a and Dnmt3b are not. In summary, depending on exposure-alteration of Dnmt1 or Dnmt3a/3b, the LINE or LTR methylation level should be selected accordingly, in order to represent global DNA methylation changes in cells.

Methylation of CpG sites can occur in the transcribed regions of genes (either silenced or expressed) (Lister et al., 2009), suggesting that the alteration of DNA methylation patterns may not affect the expression of a large number of genes. Indeed, recent investigations demonstrate that global DNA hypomethylation did not alter the transcriptome as drastically as previously expected (Blattler et al., 2014; Li et al., 2015). In contrast to methylation changes in a global fashion in Dnmt-knockout cells, environmental exposure including BPA exposure seems to change methylation patterns only at specific genomic loci (Dolinoy et al., 2007; Kundakovic et al., 2015). Therefore, if the environmental exposure-altered methylation has an important impact on gene transcription, we expect that the CpG sites bearing the altered methylation must play critical roles in gene regulation, such as CpG sites within enhancers or binding motif of critical transcriptional factors (TF) or the imprinting control regions (ICRs).



Histone Modification for Permissive or Inhibitive Transcription

Another layer of epigenetic mechanisms for the regulation of gene expression is posttranslational modifications (PTMs) of histone tails. To date, there are a few hundred distinct histone tail modifications, including histone acetylation, methylation, and phosphorylation (Strahl and Allis, 2000; Tan et al., 2011). The former two have been known for decades to possess roles in gene transcription, and several representative histone acetylation and methylation marks have been actively pursuing by the community for many years (Allfrey et al., 1964; Barski et al., 2007; Wang et al., 2008). For example, the ENCODE project selects eight histone marks out of many potential histone acetylations and methylations: H3K4me1 (H3 lysine 4 monomethylation), H3K4me2, H3K4me3, H3K9ac (H3 lysine 9 acetylation), H3K27ac, H3K36me3, H3K9me3, and H3K27me3 (Yue et al., 2014). The former six are active histone marks in association with expressed genes, whereas the latter two are repressive marks in association with silent genes. Except H3K36me3 at gene bodies, the remaining seven histone marks can be enriched at promoters and enhancers (Dai and Wang, 2014).

Each histone mark demonstrates useful and maybe distinct information, but they can also share overlapping information (Wang et al., 2008). Seven marks can be present at promoters and/or enhancers, but each mark may better serve a particular application. H3K4me3, H3K9ac, and H3K27ac are enriched at promoters or transcription start sites of active genes (Wang et al., 2008). Similarly, H3K4me1, H3K9ac, and H3K27ac are enriched at enhancers, with H3K27ac particularly enriched at active enhancers (Creyghton et al., 2010). One active mark (out of the former five) and one inactive mark (either H3K9me3 or H3K27me3) can be used to predict bivalent promoters (Bernstein et al., 2006; Roh et al., 2006). Among potential combinations, H3K27me3 and H3K4me3 are popularly chosen for testing promoter bivalency. In addition to these popularly analyzed histone acetylations and methylations, many more new histone marks have been recently identified (Tan et al., 2011) and their roles in gene transcription and biological pathways are less clear (Goudarzi et al., 2016). Recently, even one of the well-characterized histone acetylation marks, H3K27ac, was shown to have an unexpected suppressing role. In contrast to the transcriptional activation of H3K27ac at enhancers and promoters, age-related up-regulated genes contain hyper H3K27ac in gene bodies, acting to suppress the overexpression of inflammaging genes (Cheng et al., 2018). In addition, the expression changes of these age-related genes can be predicted by gene body H3K27ac level. It seems that histone marks have the potential to reflect the aging stage or disease conditions.




INTERACTIONS OF GENETIC VARIANTS AND EPIGENETIC PATTERNS FOR COMPLEX DISEASE RISK

A common SNP is defined as a single base change in a DNA sequence that occurs among a significant proportion (≥1%) of a population (Lockwood et al., 2014). SNPs may reside in coding regions or non-coding regions. Contrary to the common belief, it is estimated that about 90% of GWAS-associated genetic variants reside in non-coding regions (Welter et al., 2014; Farh et al., 2015). While variants in coding regions may confer disease risk through altered protein sequences and, therefore, altered protein functions, variants in non-coding regions (usually enhancers) contribute to disease susceptibility through changing gene transcription and non-coding RNAs (Hrdlickova et al., 2014). These genetic variants might engage in crosstalk with sequence-specific transcription factors and epigenetic patterns (including DNA methylation) (McVicker et al., 2013), thereby impacting the transcription of genes locally or remotely.


Genetic Variants in Coding Regions for Disease Susceptibility via Altering Epigenetic Patterns

There are at least two scenarios, including SNPs within epigenetic enzymes and SNPs in TFs (Figure 2), that lead to the altered epigenetic patterns for increased disease risk. SNPs within epigenetic enzymes (including DNMTs and histone modifying enzymes) may potentially alter their functions, thereby subsequently changing epigenetic patterns in a genome-wide fashion. SNPs in TFs may impact the function of TFs' binding to DNA or its recruitment of epigenetic enzymes, thereby changing epigenetic patterns indirectly (Khandanpour et al., 2012).
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FIGURE 2. SNPs in critical domains of coding regions of epigenetic enzymes (Top) or transcription factors (Bottom) for disease risk are depicted. SNPs illustrated in the top panel may change the enzymatic activities if in enzymatic domain (Enz) or may change the interacting domain (Int) for interaction with other proteins, resulting in altered epigenetic marks. SNPs in the bottom panel will either abolish the DNA-binding domain (DBD) to target consensus sequences or impair activation domain (AD) for recruitment of epigenetic enzymes, thereby altering epigenetic patterns at target genes.



SNPs in DNA methyltransferases have been reported in association with complex diseases. For example, polymorphisms in three DNMTs with methylation activity (DNMT1, DNMT3A, and DNMT3B) and in one DNMT without methylation activity (DNMT3L) are associated with an increased risk of schizophrenia (Saradalekshmi et al., 2014). Though many SNPs reside inside non-coding regions, at least one of them (rs2228611, within DNMT1 exon) has been found to be significantly associated with schizophrenia at genotypic and allelic levels in a South Indian population. SNPs in DNMT1 (exonic rs16999593) and DNMT3A (intronic rs1550117) may contribute to the gastric cancer risk, according to a recent meta-analysis (Li et al., 2016). Polymorphism rs1550117 of DNMT3A has been shown in association with the late-onset Alzheimer's disease. Specifically, patients with an AA genotype showed a 2.08-fold risk when compared to patients with a GG genotype (Ling et al., 2016). When investigating the imprinting disorder Beckwith-Wiedemann syndrome, Dagar and colleagues screened variants within the DNMT1 coding region and identified three patients (out of 53 examined) who contained three rare missense variants: rs138841970: C>T, rs150331990: A>G, and rs757460628: G>A; encoding NP_001124295 p.Arg136Cys, p.His1118Arg, and p.Arg1223His, respectively (Dagar et al., 2018). Using the DNMT1 binding as a surrogate for DNMT1 enzymatic activity, GFP-tagged DNMT1 fusion proteins with site-directed mutation show a reduced binding affinity (40-70%) of variants compared to that of the wild-type DNMT1. While it would be more informative to validate the expected DNA demethylation with bisulfite sequencing in three patients, the report at least provides a reasonable support for an association between variants in DNMT1 and increased disease risk (Dagar et al., 2018).

SNPs in histone-modifying enzymes and/or cofactors are also associated with complex disease susceptibility. GWAS from the GABRIEL Consortium (a multidisciplinary study of genetic and environmental causes of asthma) identified significant SNPs within histone-modifying enzymes in asthmatic patients, including histone deacetylases (HDAC4, HDAC7, HDAC9) and H3 lysine 36 demethylases (KDM4C, KDM2A) (Moffatt et al., 2010; Kidd et al., 2016). A focused summary of SNPs and mutations within histone lysine methyltransferases (KMTs) and histone lysine demethylases (KDMs) (Van Rechem and Whetstine, 2014) listed a few SNPs in coding regions of KMTs and KDMs in association with diseases. In contrast, the less frequent mutations or the deletion of KMTs and KDMs seem to be associated with more diseases. Although the variations in coding regions are expected to affect protein stability, folding, ligand-binding, and/or post-translational modification, it remains unclear how these SNPs impact the function of DNMTs and histone-modifying enzymes.

SNPs within coding regions of DNA-binding TFs can also potentially impact epigenetic patterns (Figure 2). These variants have an indirect effect, compared to the direct effect of SNP-altering epigenetic enzymes. The human growth factor independence 1 (GFI1), a DNA-binding transcription repressor, is important for hematopoietic stem cell and B and T cell differentiation. About 3 to 7% of white subjects contain GFI136N, which impairs binding to target genes such as HOXA9, resulting in elevated histone H3K4me2 signals and thereby promoting gene transcription. Compared with the GFI136S genotype, people with GFI136N have an increased risk (60%) for acute myeloid leukemia (Khandanpour et al., 2012). In one early cited report, identified common SNPs that have a potential impact on DNA binding of zinc finger TFs are unlikely to alter gene transcription in trans (Lockwood et al., 2014). However, Lockwood et al.'s results also suggest that large-scale analyses might offer a different conclusion, as in the case of GFI1.



Genetic Variants in Non-coding Regions for Complex Disease Risk via Crosstalk With DNA Methylation Status and/or TF Binding for Shaping Chromatin Structure

As aforementioned, about 90% of GWAS-identified genetic variants reside within the non-coding regions (Farh et al., 2015). SNPs in non-coding regions may impact gene function via several mechanisms. Intronic SNPs may affect splicing and/or mRNA stability, and studies have shown that an intronic SNP (rs910083-C) within DNMT3B is associated with an increased risk of nicotine dependence and squamous cell lung carcinoma. Though the mechanism is yet unclear, this SNP is associated with hypermethylation of about 252 bp upstream of the DNMT3B gene (Hancock et al., 2017). SNPs affecting the TFs' binding sites can predispose disease susceptibility by impacting the associated TFs' regulatory pathways (Figure 3), partially because SNPs at conserved residues within the consensus sequences for TFs can decrease or even abolish the binding of these TFs or because SNPs generate a new binding site for TFs. For example, the SNP A>C within the Hcn2 locus for an allele-specific metal responsive element of metal regulatory transcription factor 1 (MTF1) (Martos et al., 2017). Hence, SNPs in this category could alter merely the DNA sequence, or, if they alter or generate CpG dinucleotides, they could simultaneously alter both the consensus sequence and its DNA methylation.
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FIGURE 3. Illustration of methyl-CpG-dependent recruitment of ZFP57 (A) and methyl-CpG-sensitive binding of CTCF (B) for control of gene transcription. (A) CpG methylation within the motif is required for ZFP57 binding and subsequent recruitment of SETDB1 for the establishment of H3K9me3 locally. An SNP change of C to A abolishes ZFP57 binding. Without ZFP57/SETDB1-mediated repressive H3K9me3, genes in this allele 2 will be expressed. (B) In allele 1, the methylated CTCF motif prevents CTCF binding, thereby allowing upstream enhancers (green star) to access the transcription start sites (TSSs) for activation of gene A from the same chromosome and of gene B from a different chromosome. In allele 2, CTCF binds to the unmethylated motif, preventing enhancers to access the TSS of gene A for gene activation. In allele 1′, the SNP A replacing C will affect the binding of CTCF; therefore, allele 1′ will have a similar consequence to allele 1. Note that the enhancer may act to a different gene, such as gene such as gene B (top and bottom panel).



Accumulating evidence suggests that GWAS-identified and disease risk-associated genetic variants may largely confer their impacts by changing the expression of neighboring genes (Kilpinen et al., 2013; McVicker et al., 2013; Soldner et al., 2016; Allen et al., 2017; Gallagher et al., 2017; Li X. et al., 2017). Such changes may act through variant-disrupted motifs that eliminate or introduce the TF binding as described above. In our opinion, two TFs—ZFP57 and CTCF—are particularly intriguing to work with because of their known potential to impact chromatin in a global fashion (Ong and Corces, 2014; Riso et al., 2016). Both are DNA-binding TFs, and polymorphisms at different residues within their binding motifs seem to carry different weight with TF binding. In addition, these two TFs represent two distinct classes of TFs in terms of the impact of methylation status on their recruitments. That is, methylation is required for the binding of ZFP57 (Quenneville et al., 2011), while methylation prevents the binding of CTCF (Bell and Felsenfeld, 2000).

Methylation-Sensitive CTCF

CTCF biology

The insulator CTCF is an intriguing TF with potential roles for altering chromatin in a genome-wide fashion (Phillips and Corces, 2009; Ong and Corces, 2014). CTCF may also serve as a pioneer TF to shape local chromatin for recruiting additional TFs to their target sites (Tehranchi et al., 2016). In contrast to ZFP57, which is dependent upon methylation for binding, hypomethylation of the consensus sequence CCGCGNGGNGGCAG is critical for CTCF binding (Bell and Felsenfeld, 2000; Kim et al., 2007; Cuddapah et al., 2009). One essential role of CTCF is to block the spread of chromatin structure to the opposite side of a CTCF binding site (barrier) or to block the enhancer activity toward a promoter (Cuddapah et al., 2009; Phillips and Corces, 2009). The prototypical role of insulation has been revealed by investigation of CTCF at the imprinted H19/Igf2 locus (Bell and Felsenfeld, 2000). H19 and Igf2 are located on the opposite side of CTCF-bound regions and there are a few enhancers downstream of the H19 gene. CTCF binding motifs show allelic methylation, thereby dictating allelic CTCF binding. CTCF cannot bind to the methylated motifs of the paternal allele, allowing enhancers to access the paternal Igf2 gene for activation. In contrast, CTCF binds to the unmethylated motifs of the maternal allele, thereby blocking enhancer access of Igf2, but allowing access of H19 for stimulation. Experimental mutations to abolish CTCF binding affect imprinted expression within the locus (Singh et al., 2012).

CTCF's insulation is not limited to imprinted loci and is expected to act in a three dimensional fashion, presumably because enhancers can loop with multiple loci to regulate genes on the same or even different chromosome(s) (Spilianakis et al., 2005). Figure 3B presents a simplified cartoon to show the enhancer-blocking activity of CTCF in crosstalk with SNPs. In Allele 1, allelically methylated CpG sites prevent CTCF binding, enabling the enhancer to interact with gene A from the same chromosome and gene B from a different chromosome for stimulation. In Allele 2, the unmethylated motif allows CTCF insulation, thereby blocking the enhancer's access to stimulate gene A and, hence, keeping gene A silenced. A SNP change from C to A will potentially alter the conserved residues (illustrated in Allele 1′) and perhaps also the methylation status, preventing, or enabling CTCF insulation. Depending on the “conserveness” affected, the SNPs or mutations may reduce or even completely abolish CTCF binding to its motifs (Li W. et al., 2017), eventually affecting its insulation effect.

CTCF, genetic variation, and gene expression changes

Having briefly summarized CTCF insulation, we then did an in-depth examination of genetic variants within CTCF-binding motifs and their crosstalk with ABTF and ASMs in terms of impact on human health. Given the diverse functions of CTCF in transcription, imprinting, and X-chromosome inactivation (Phillips and Corces, 2009; Ong and Corces, 2014), it is not surprising that investigations begin to reveal the associations of these genetic variants with diseases or complex traits (Table 1) by impacting the allelic binding of CTCF. Among many reports (Table 1), several thorough investigations have presented their detailed insights of CTCF's allelic binding through long-range chromatin interactions that affect gene expression and, therefore, disease risks. Like ZFP57, CTCF's insulation or regulation of long-range chromatin interaction is not limited to ICRs of imprinted loci, but also applies to regular genomic regions (exemplified below).



Table 1. The crosstalk among CTCF, genetic variants, epigenetic variation in complex diseases or traits. (N/A, not available).
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For example, severe human influenza was reported in association with SNP rs34481144 A/G in the 5′ UTR of a regular IFITM3 gene (not imprinted) that encodes antiviral protein IFITM3 for inhibition of viral entry (Allen et al., 2017). IFITM3 in memory CD8+ T cells promotes the adaptive immunity for antiviral resistance. Functional studies have revealed that the risk allele A decreases the binding of interferon regulatory factor 3 (IRF3) but increases the binding of CTCF. The latter is expected to impact the expression of IFITM3-neighboring genes via its insulation activity. Authors also demonstrate that increased methylation at rs3448114 blocks the binding of CTCF, thereby enhancing the expression of IFITM3. These investigations exemplify our proposed “SNP intensifier” model; a tiny difference at one residue (A/G, with the former disrupting a CpG site) is intensified via changing allelic DNA methylation, thereby affecting CTCF affinity and altering the expression of neighboring genes for disease risk (Allen et al., 2017). While this line of study has been limited to in vitro assays and would be much improved with in vivo confirmation of CRISPR/cas9-altered SNP A/G, the presented results are agreeable and consistent with the model presented later in section Conclusion, Challenges, and Perspectives.

Another example is the investigation of birth weight of babies conceived through assisted reproductive technology (ART) that was related to the imprinted locus. In ART, fresh embryo transfer-derived newborns are associated with low birth weight, while newborns derived from frozen embryo transfer are associated with increased birth weight (Marjonen et al., 2018). The underlying mechanism remains largely unknown. ART is expected to increase imprinting defects (Eroglu and Layman, 2012); therefore, the IGF2/H19 locus, with its role in normal placental and embryonic growth, was selected for characterization. As described above, the IGF2/H19 locus is regulated by an ICR that bears seven CTCF-binding motifs. In placentas from women who have used ART, a SNP rs10732516 A/G within the sixth binding motif (CCGCGc/tGGNGGCAG or complementary strand CTGCCNCCa/gCGCGG) of CTCF results in allele-specific demethylation on the paternal allele of rs10732516 paternal A/maternal G genotype, but not on the paternal G/maternal A genotype (Marjonen et al., 2018). The SNP allele A would interrupt the first CpG site of the complementary strand sequence CTGCCNCCa/gCGCGG and is associated with hypomethylation. It seems that the first CpG site might carry more weight in controlling DNA methylation status than do the following two CpG sites. These investigations also lack the expression status of H19 and IGF2 among genotypes (A/A, A/G, and G/G) for further mechanistic analysis. Fresh embryo transfer-derived newborns with the G/G genotype have shown an increased birth weight and larger head circumference when compared to the parameters of the A/A genotype (Marjonen et al., 2018).

The same group above has also examined SNP rs10732516 at the IGF2/H19 locus for the consequences of prenatal alcohol exposure, which is known to affect development of the fetal nervous system and to restrict fetal head growth (Treit et al., 2016). Investigators found that alcohol exposure decreases the hypermethylation of the paternal allele of rs10732516 paternal A/maternal G genotype in placentas (Marjonen et al., 2017).

Additional reports listed in Table 1, including rs1990620 within the TMEM106B locus in association with neurodegeneration, support the “SNP intensifier” working model (presented later) (Gallagher et al., 2017). Lastly, CTCF is linked with intellectual disability (Bastaki et al., 2017; Hori et al., 2017). Altogether, a change of one residue (for example, C to A in Figure 3) may abolish or introduce the allelic recruitment of CTCF (and its associated insulation or long-range chromatin interactions), thereby causing a change from biallelic to monoallelic (or vice versa) expression of genes, and thus the copy numbers of the mRNA of related genes are altered.

Additional methylation-sensitive TFs

Many additional TFs—including bHLH, bZIP, and ETS family members—are also inhibited by methyl-CpG (Yin et al., 2017). Therefore, any SNPs that change these TFs' consensus motifs and/or result in methyl-CpG (e.g., “AG” becoming methylation-prone “CG”) have the potential to alter the binding of these TFs and, subsequently, to alter these TFs-controlled genes. Future investigations in these similar TFs will certainly be promising.

Methylation-Dependent ZFP57

The DNA-binding transcription factor ZFP57 only binds to the methylated TGCCGC hexanucleotide and, subsequently, recruits cofactor KAP1 and DNMTs, as well as SETDB1 (Quenneville et al., 2011). The recruited SETDB1, as a histone-modifying enzyme, is expected to establish H3K9me3 heterochromatin mark around ZFP57-targeted sites (Figure 3A) (Anvar et al., 2016). In addition, polymorphisms at CpG dinucleotides will not only change the consensus residue, but also change the methylation status (namely CpG-SNP), which may impact TF binding more severely. The A replacing the C in Allele 2 will change the consensus residue and methylation status (Figure 3A). Indeed, when AT replaced the fourth and fifth residues CG, the resulting oligonucleotide (mut1) was shown to lose both the consensus sequence and its methylation status. When TGC was changed to GAG, the resulting oligonucleotide (mut2) only altered consensus sequences, but still maintained the methyl-CpG. Intriguingly, the mut1 probe did not compete as well as the mut2 probe, at least in electrophoresis shift assays (Quenneville et al., 2011), suggesting that the methylation status may be more critical than the consensus sequence for ZFP57 binding.

While the association of methylated TGCCGC in H3K9me3 patterns was initially investigated in imprinting control regions (ICRs) of imprinted loci (Quenneville et al., 2011), regular genomic regions are expected to have similar ZFP57-associated H3K9me3. In other words, so long as genomic loci contain the TGCCGC sequences, these loci are potentially subjected to ZFP57/SETDB1-regulated H3K9me3. Therefore, SNPs at ZFP57 motifs are expected to play a role beyond imprinted genes (Anvar et al., 2016). Because ZFP57-mediated H3K9me3 signal distribution seems to have a relatively long range, any alterations of TGCCGC sequences could potentially affect the transcription of multiple genes within the region.

The effect of SNPs within the ZFP57 motifs on disease risk remains to be determined in human populations. Our literature search was relatively futile in this aspect; however, a few reports indeed linked methylation QTLs to expression changes of ZFP57 in disease/traits, including post-traumatic stress disorder (Rutten et al., 2018), metabolic trait (Volkov et al., 2016), and psychosis (Rivollier et al., 2017). Compared to the extensive studies of SNPs within CTCF binding motifs for complex traits/diseases (which burgeoned only in the past 2 to 3 years) (Table 1), we expect more upcoming reports to show the effect of SNPs within ZFP57 binding motifs on disease risk because these SNPs seem to abnormally alter allelic expression of genes (Anvar et al., 2016). From F1 hybrid ES cells between C57BL/6 and Cast/EiJ, genetic variants with disruption of ZFP57 consensus motif and methylation status are linked to monoallelic expression of neighboring genes (Strogantsev et al., 2015). Note: Allelic increases or decreases of gene expression are key for CTCF-involved disease risk (Figure 4).


[image: image]

FIGURE 4. A working model of “SNP intensifier via allele-specific binding of TFs,” either having a crosstalk or not with allele-specific methylation. (A) Compared to the protective allele with CA dinucleotides (Top), the risk allele bears a CG site that can be maintained in unmethylated (Middle) or methylated (Bottom) status. The former may result in methylation-sensitive recruitment of transcription factors such as insulator CTCF, preventing an upstream enhancer to stimulate gene transcription for less RNA copies. Therefore, less RNA transcripts may be not good enough to provide necessary protective roles like the protective allele. In contrast, the methylated status may recruit methylation-dependent active TFs (or repressors) for stimulation of gene transcription, resulting in more RNA copies and thereby causing toxicity to the cells. Note the change from CA on protective allele to CG on risk allele, introducing a CpG-SNP. (B) Illustrate a model of SNP-resulted ABTF (e.g., protective T allele recruiting PU.1) that initiates the Tet-mediated demethylation of neighboring CG sites on the allele it binds (Kumar et al., 2017). Such demethylation may relieve the inhibitory role of methyl group on enhancers for stimulation of gene transcription. In contrast, the risk C allele does not recruit PU.1 for demethylation. (C) Introduce the crosstalk with exposure. The methyl-CpG site (e.g., within a binding motif of ZFP57) is sensitive to environmental exposure (alcohol, BPA, cigarette smoke, herbicides, and metals). The resulting demethylation eliminates methyl-CpG-dependent binding of TFs (such as ZFP57), thereby abolishing ZFP57′s repression of genes. The simulated expression from upstream enhancers leads to allelic imbalance for disease risk. In all cases (A–C), the total RNA copies were altered, resulting in a disastrous dosage effect for disease risk.



In summary, this section presents the mechanistic insights of SNP-resulted allele-specific methylation that facilitates the allelic binding of TFs such as ZFP57 (Figure 4A, bottom panel) and of SNP-resulted motifs (unmethylated) for insulator CTCF (Figure 4A, middle panel). In both cases, ABTFs play a key role in allelic regulation of gene transcript. In the following section, we will review SNP-resulted ABTF, thereby leading to the subsequent ASMs and potential ASE (Figure 4B).




GENETIC VARIANTS IN SHAPING ALLELE-SPECIFIC DNA METHYLATIONS (ASMS) AND POTENTIAL ALLELE-SPECIFIC GENE EXPRESSION (ASE) FOR DISEASE RISK


Unexpected ASMs and ASE for Autosomal Genes in the Human or Mouse Genome

It is worth presenting genetic variants in shaping ASMs (separately from the above section Interactions of Genetic Variants and Epigenetic Patterns for Complex Disease Risk). In this section, we envision the underlying mechanism for ASMs and ASE. Traditionally, both ASM and ASE are considered as the phenomena of genomic imprinting and X chromosome inactivation (XCI). However, more recent reports have started to unveil unexpected allelic asymmetries of many non-imprinted autosomal genes in the mammalian genome (Klengel et al., 2013; Izzi et al., 2016).

Increasing evidence shows that both the human and mouse genomes contain hundreds or even thousands of ASMs (Cheung et al., 2017). Originally aimed to identify unknown imprinted genes, one study identified many unexpected ASMs from genomic loci outside of known imprinted regions in several human tissues (Kerkel et al., 2008). Further investigations demonstrate that these ASMs are tissue-specific and individual-specific, suggesting genetic background in affecting ASMs (Yang et al., 2010). Looking at two mouse strains (C57BL/6 and BALB/c) and their F1 hybrid offspring, investigators focused on 181 large genomic intervals with an approach based on methyl-CpG immunoprecipitation and locus-wide tilling arrays, identifying several hundreds of differentially methylated regions and strain-specific methylation patterns controlled by cis-acting polymorphisms (Schilling et al., 2009). Regarding the identification of unknown imprinted loci in the mouse genome, our group has developed a computational approach based on the feature of monoallelic hyper- or hypomethylation at ICRs to scan the base-resolution DNA methylomes from the mouse ES cell J1 line (Li et al., 2015; Martos et al., 2017) that identified more than 2,000 regions showing bimodal methylation patterns. These regions are potentially associated with monoallelic methylation. In the subsequent validation, we generated four independent hybrid ES lines (from a reciprocal cross between 129S1/SvlmJ and Cast/EiJ or between C57BL/6NJ and Cast/EiJ) and confirmed the ASM of the Hcn2/Polrmt locus—that is, within this locus, the Cast allele with a SNP C is always hypomethylated (i.e., independent of parental origin), whereas the 129 allele or the C57 allele with a SNP A is always hypermethylated. Intriguingly, the SNP C renders the Cast allele a new motif for metal regulator transcription factor MTF1 (Martos et al., 2017).



Do Non-imprinted ASMs Control ASE?

The extent to which the non-imprinted ASMs control allelic gene expression, remains to be defined. Because imprinted ASMs control ASE, one would expect the similar control of ASMs for the allelic expression of genes on autosomes. Indeed, reports support that ASMs are at least one of the factors to cause allelic imbalance of gene expression.

1. Genetic variants-resulting demethylation of one allele for ASM and ASE. This class of variant regulation is initially featured by SNP-facilitated ABTF, which initiates allelic demethylation for ASM and ASE (Figure 4B). In other words, ABTF leads to ASM. One example is an atopic dermatitis-associated SNP rs612529 T/C in the promoter of VSTM1 that encodes SIRL-1. It turns out that the protective T allele facilitates the recruitment of transcription factors YY1 and PU.1 (Kumar et al., 2017). YY1 can either activate or repress gene transcription, depending on the context in which it binds (Gordon et al., 2006), whereas PU.1 seems to demethylate its target genes through Tet2 demethylation (de la Rica et al., 2013). Indeed, the neighboring CpG sites of the PU.1 binding site on the protective T allele, as compared to those of the risk C allele, are hypomethylated in monocytes, thereby leading to allelic upregulation of gene transcripts. The risk C allele does not recruit PU.1, resulting in the low expression of SIRL-1 in monocytes. The latter leads to a higher risk for manifestation of an inflammatory skin disease (Kumar et al., 2017). Another example is the allele-specific demethylation of long-range enhancers of the FKBP5 (FK506 binding protein 5) gene, which increases the susceptibility of developing stress-related psychiatric disorders in adulthood (Klengel et al., 2013). FKBP5 is an important regulator of the glucocorticoid receptor complex that is involved in the stress hormone system. Exposure to early childhood abuse is associated with demethylation of the enhancer on the risk allele (with the AA genotype), bringing the enhancer through long-range interaction to transcription machinery for allelically increased transcript of FKBP5. The latter results in a long-term malfunction of the stress hormone system and a genome-wide impact on the function of immune cells (Klengel et al., 2013). The third example is growth differentiation factor 5 (GDF5), a ligand of the TGF-beta superfamily of proteins, essential for normal skeletal development. In the 5′ UTR of the GDF5 gene, a C-to-T SNP rs144383 is a risk factor for osteoarthritis of the knee. Methylation of a highly conserved CpG site (4 bp upstream of rs144383 and part of SP1 and SP3 motif) affects allele-specific binding of repressor SP1 and SP3, thereby attenuating the repressive effect of SP1 and SP3 proteins and resulting in allelic expression of GDF5 (Reynard et al., 2014). This ABTF of SP1 and SP3 may exemplify how the above mentioned MTF1 predisposed the hypomethylation of Cast allele within the Hcn2 locus in our studies. Presumably, this MTF1 predisposes the Cast allele for Tet proteins for demethylation; however, the extent to which the ABTF predisposes allelic hypomethylation remains to be determined (Martos et al., 2017). Working on chromosome 21 in leukocytes from healthy individuals, investigations also show that the genetic variation among individuals affects ASMs, thereby leading to ASE (Zhang et al., 2009). In acute lymphoblastic leukemia, ASE for 470 SNPs within 400 genes was detected. The level of ASE varies from a 1.4-fold overexpression of one allele to strictly monoallelic expression. Further investigation suggests that ASE is associated with promoter CpG site methylation (Milani et al., 2009).

2. Genetic variants-resulting methylation of one allele for ASM and ASE. In contrast to the demethylation of one allele for ASMs mentioned above, genetic variant-related methylation of one allele can also lead to ASMs and potential ASE. For example, the SNP rs12041331 has been linked to cardiovascular disease and platelet reactivity (Izzi et al., 2016). The major G allele of rs12041331 (leading to a CpG-SNP within the intron of the PEAR1 locus) is linked to a higher transcript level than the minor A allele in endothelial cells and platelets. The resulting CpG site of GG carriers is fully methylated in leukocytes. Intriguingly, this methylated CpG site of the G allele recruits more nuclear proteins than does the unmethylated A allele. However, the authors did not characterize these nuclear proteins (Izzi et al., 2016); otherwise, their insights would be clearer. Based on our summary above, it is reasonable to expect a similar binding of TFs like ZFP57 to the methylated CpG site. That is, methylation-dependent recruitment of c-Jun and/or ATF3 (resulted due to CpG-SNP on the G allele) may understand the higher PEAR1 expression and risk. More recent reports linking ASMs to disease or complex traits include the SNP rs174537-regulated ASM at the FADS gene locus for long-chain polyunsaturated fatty acid biosynthesis (Rahbar et al., 2018) and ASMs of susceptibility genes for inflammatory bowel disease (Chiba et al., 2018).



Is Dosage Effect the Key for Disease Risk?

Imprinting disorders have been linked to abnormal biallelic expression or biallelic silencing of imprinted genes in contrast to monoallelic expression (Bartolomei, 2009; Weksberg, 2010). The dosage effect is certainly key for imprinting disorders. As for non-imprinted loci with ASMs and/or ASE, we expect a similar role. Allelic imbalance—a hallmark of cancer—has been known to contribute to cancers for many years. For example, monoallelic expression of cancer-related genes, including TP53 and IDH1, seems to be in association with tumor aggressiveness and progression (Walker et al., 2012). The ASE of BRCA1 and, to a lesser extent, of BRCA2, contributes to an increased risk for breast cancer (Chen et al., 2008). ASE is also observed in acute lymphoblastic leukemia, as described above (Milani et al., 2009). Our thorough examinations including insulator CTCF-involved diseases/traits (examples in Table 1) and other TFs-mediated traits/diseases (described above) demonstrate the causative increase or decrease of gene transcripts of one allele. In the authors' opinion, this is a dosage effect, like imprinting disorders for complex traits or diseases.




VULNERABILITY OF GENETIC VARIANT-INFLUENCED ASMS AND/OR ASE IN RESPONSE TO ENVIRONMENTAL FACTORS FOR DISEASE RISK

The extent to which these genetic variants-influenced ASMs and ASE are vulnerable to environmental factors remains to be determined. However, we may learn from previous investigations on imprinted ASMs, as both imprinted ASMs and genetic variants-influenced (or non-imprinted) ASMs share the feature of mono-allelicity. Since there is no backup from the complementary allele, the mono-allelicity of methylation, presumably, is the cause for vulnerability. It is, therefore, reasonable to expect that ASMs (both imprinted and non-imprinted) are vulnerable to exposure.

The imprinted ASMs at ICRs, the key for imprinted gene expression, are known to be vulnerable to environmental exposures, including BPA and cadmium, as they can alter the allelic expression of imprinted genes and, consequently, increase disease susceptibility (Heijmans et al., 2008; Susiarjo et al., 2013; Van de Pette et al., 2017; Cowley et al., 2018). Indeed, in response to cadmium exposure, ASMs at ICRs do show a higher sensitivity to cadmium when compared to other loci in newborn cord blood and maternal blood (Cowley et al., 2018). As for alcohol use disorder, prenatal alcohol exposure alters one ASM of the H19/Igf2 locus, thereby causing about a 1.5-fold decrease of Igf2 transcripts (Downing et al., 2011). The ASMs of imprinted loci, including Dio3, and H19/Igf2, are susceptible to fetal alcohol exposure, thereby changing the allelic expression of Dio3 and Igf2 (Haycock and Ramsay, 2009; Tunc-Ozcan et al., 2016, 2018). Lastly, calorie restriction can also alter imprinted Igf2 expression in a sex-dependent manner. In rats, moderate calorie restriction during gestational days 8 through 21 of Sprague-Dawley dams (F0) increases the adult hippocampal Igf2 transcripts in F1 females, and in these F1 females-produced (in cross with naïve male Brown Norway) F2 offspring (Harper et al., 2014). Although it was not fully investigated as to whether calorie restriction altered ASM within the H19/Igf2 locus for this intergenerational increase of Igf2 in female offspring, similar treatment with maternal vitamin D depletion has suggested changes in DNA methylation (Xue et al., 2016).

With the established vulnerability of imprinted ASMs to exposure, the non-imprinted ASMs are expected to behave similarly. As exemplified above, the risk allele (AA carrier) of the FKBP5 locus is indeed vulnerable to child abuse exposure (Klengel et al., 2013). With social or mental stress, the oxytocin receptor gene (OXTR) SNP rs53576 (G-A) is expected to be associated with social behavior. Investigations demonstrate that prenatal mental stress exposure is linked to child autistic traits, but not related to OXTR methylation across the rs53575 G allele homozygous children or A allele holder (Rijlaarsdam et al., 2017). Though not clear about the allelic sensitivity to mental stress from the investigation, the OXTR methylation levels were positively in association with social problems for the G allele homozygous children (but not the A allele carriers). Using five human cell types for 50 treatments, Luca and colleagues identified 1,455 genes with ASE and 215 genes with gene-by-environment (GxE) interactions (Moyerbrailean et al., 2016). More importantly, exposure-perturbed genes showed a 7-fold increased odds of being reported in GWAS. Almost half of 215 genes showing GxE interactions are associated with complex traits, as revealed by GWAS. These results are consistent with the idea that genes with ASE are vulnerable to exposure. Additional evidence regarding alcohol use disorder also supports this idea. In rats, drinking alcohol affects the ASE of about 300 genes, as reported recently from Zhou and colleagues (Lo et al., 2018). This affection is expected through the crosstalk among genetic variants, epigenetic patterns, and alcohol exposure.



CONCLUSION, CHALLENGES, AND PERSPECTIVES

Accumulating evidence supports that the GWAS-identified variants in non-coding regions are implicated in complex human diseases or traits, an implication that involves an extensive crosstalk among SNPs, ASMs, and ABTFs for impacting ASE (Figures 4A,B), as well as environmental exposure-altering ASMs and ABTFs (Figure 4C), thereby rendering a person more susceptible to diverse diseases. Exposure to environmental factors (bisphenol A, metal, herbicides), alcohol, and cigarette smoke has been demonstrated to affect chromatin structure (DNA methylation and histone modifications), thereby potentially altering ASMs and ABTFs (Cowley et al., 2018; Meehan et al., 2018; Pathak and Feil, 2018; Strakovsky and Schantz, 2018; Zhu et al., 2018). With more investigations of the crosstalk of SNP-TFs-allelic expression changes and of SNP-insulator CTCF-allelic expression changes, which have burgeoned only in the past 2 years (Table 1), it becomes clearer that the signal of a small change at one residue (i.e., SNP) is intensified by introducing or abolishing allelic DNA methylation, thereby impacting the allelic recruitment or abolishment of TFs. The allele-specificity of TFs eventually increases or decreases transcript copies from one allele, and the resulting changes of dosage seem to be the key for disease risk (Figure 4). We thus coin this working model as the “SNP intensifier.”

A future challenge is to provide more evidence to elucidate this mechanism of variants contributing to human disease susceptibility and inter-individual phenotypic differences. In regard to the elucidation, several roadblocks must first be cleared and a better standard must be established, including the quick characterization of all GWAS-associated genetic variants in affecting epigenetic patterns and gene transcription, and the conclusive determination of each variant's role in complex human disease susceptibility. More specifically, we should seek to identify all SNPs-resulted ASMs or methylation QTLs in a cost-effective and high throughput manner, characterize the chronic effect of slightly increased RNA transcripts of a gene for disease risk, and integrate layers of information from variants, ASMs/ASE, and exposure for deeper mechanistic insights.

The community certainly needs an integrated system for biological analyses of data from layers of genetic variants, epigenetic patterns, and expression QTL (eQTL). Intriguingly, a summary data-based Mendelian Randomization (SMR) method was recently developed (Zhu et al., 2016). The method of SMR borrows the concept of Mendelian Randomization (MR) analysis, which uses a genetic variant (e.g., a SNP) as an instrumental variable to assess the putative causative effect of an exposure (e.g., gene expression level) on an outcome (e.g., diseased phenotype). Because the variance in a phenotype explained by a single genetic variant, or the expression change of a single gene, is likely to be very small, a limitation of MR analysis is the requirement of an extremely large sample size. To overcome this limitation, Zhu et al. used the summary-level data (for instance, effect sizes or test statistics) available from the very large-scale GWAS and eQTL studies (Zhu et al., 2016). With SMR analyses, investigators integrated summary-level GWAS data on up to 339,224 individuals and eQTL data on 5,311 individuals for the identification of 126 genes in association with five human complex traits. Out of these 126 genes, TRAF1 and ANKRD55 were found to be associated with rheumatoid arthritis, and SNX19 and NMRAL1 were found to be associated with schizophrenia. Using the SMR approach, an independent group identified DNA methylation sites in association with GWAS-identified variants for multiple complex traits out of more than 40 traits examined (Hannon et al., 2017) and showed the potential role of genetic variants in the RNASET2 locus in association with eQTL and mQTL (methylation quantitative trait locus) for Crohn's disease. Similarly, the group that first reported the SMR method also integrated the summary-level data of mQTL with that of GWAS and eQTL (Wu et al., 2018) and revealed pleiotropic associations between 7,858 DNA methylation sites and 2,733 genes, which can be regarded as a map of the methylome to the transcriptome. Further analyses identified 149 DNA methylation sites and 66 genes showing pleiotropic associations with 12 complex traits. Wu et al. hypothesize a mechanism whereby a genetic variant impacts complex disease by way of genetic modulation of transcription through DNA methylation.

Characterization of genetic variant-influenced ASMs remains a challenge as well. Not surprisingly, these ASMs show tissue specificity (Do et al., 2016; Marzi et al., 2016). Therefore, the cost-effective identification of all ASMs in different tissues is needed. With tissue specificity, methylation status of CpGs within a given ASM can be changed during cell development, and differentiation. For example, our data demonstrate that HCN2 ASM seems to exist in embryonic stem cells, but that CpG sites of unmethylated allele were methylated in differentiated neural progenitor cells and neurons (Martos et al., 2017). In addition, the characterization of vulnerability of each ASM, from different tissues to different environmental stresses, is also critical for understanding the complex human diseases. Lastly, the current method to analyze DNA methylation for large cohort studies relies on an array-based approach that is limited to low resolution, and there is an urgent need for an alternative sequencing-based method for efficient screening of hundreds or thousands of samples.

Due to the accompanied ethnic issues of human samples, animal studies are required to solve the mystery of the detailed mechanistic insights. For example, animal studies are needed for exploration of the effect of chronic and even subtle changes of one allele. F1 hybrid mice, between two strains of rat or mouse, have many more SNPs (for example, up to 25 million SNPs between mouse strains 129 and Cast) for insights (Schilling et al., 2009; Lossie et al., 2014; Lo et al., 2016; Martos et al., 2017). The interactions between genetic variants and disease susceptibility may be tested via different crossing strategies in the Diversity Outbred mouse population and the Collaborative Cross inbred stains (French et al., 2018), another hot topic that will not be described in detail in this review.

While the mechanistic insights gained through the extensive hard work above have brought the community closer to our ultimate goal of finding opportunities for the intervention and prevention of human diseases, at least one investigation has shown encouraging results in this regard. Administration of thyroxin (T4) or metformin to neonatal rats after fetal alcohol exposure was shown to reverse the expression changes of Dio3 and Igf2 and to alleviate the fear memory deficit that was triggered by fetal alcohol exposure (Tunc-Ozcan et al., 2018). This reverse encourages the exploration of drugs for potential intervention.

Finally, the evidence from our own studies suggests the existence of ASMs that are independent of SNPs (Martos et al., 2017) in mouse embryonic stem cells that were generated from an inbred mouse strain 129 (i.e., no SNPs between two alleles). To understand the significance and mechanism of these random ASMs, we envision a similar mechanism to XCI and propose a hypothesis of regional “autosomal chromosome inactivation (ACI)” (Martos et al., 2017). However, the significance and impact of ACI on human health remains a mystery.
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Dihydrotestosterone
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Full name

Beta-estradiol
a-synuclein
Catenin beta 1
Progesterone
Huntingtin

CAMP responsive

element binding
protein 1

Janus kinase 1

Brain derived
neurotrophic factor

Jun
proto-oncogene,
AP-1 transcription
factor subunit

Interferon gamma
Dihydrotestosterone
Estrogen receptor 1

Activation
z-score

—0.563
3.667
0.807

1.34
0.808
0.952

4123

—1.374

1.345

2.602
0.89
—0.193

p-value of
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Full name

Top molecules down-regulated
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Tmem212
Gabre
Ngtr
Spatal8
Mir3g4
L8
Wor63
Slc18a3
Sicsa7
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Chat
Slc10a4
Kinl1
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Nerk1
Gpri6s
Zim1
Stk32b
Ecell
Dynib2
Nitsr1
Gbx1
Ppp1r32
Pthar
Shh
Slc27a2
Lrre34
Nke2-1
Gpx3

Oxytocin/neurophysin 1 prepropeptide

Transmembrane protein 212

Gamma-aminobutyric acid (GABA) A receptor; epsion
Nerve growth factor receptor

Spermatogenesis associated 18

MicroRNA 384

LIM homeobox 8

WD repeat domain 63

Solute carrier family 18 member A3

Solute carrier family 5 (sodium/choline cotransporter); member 7
Estrogen receptor 1

Choline O-acetyltransferase

Solute carrier family 10; member 4

Kelch-like family member 1

ST8 alpha-N-acety idase alpha-2;6-sialyltransferase 6
Neurotrophic tyrosine kinase; receptor; type 1

G protein-coupled receptor 165

Zinc finger; imprinted 1

Serine/threonine kinase 328

Endothelin converting enzyme-like 1

Dynein light chain roadblock-type 2

Neurotensin receptor 1

Gastrulation brain homeobox 1

Protein phosphatase 1; regulatory subunit 32
Parathyroid hormone 2 receptor

Sonic hedgehog

Solute carrier family 27 (fatty acid transporter); member 2
Leucine rich repeat containing 34

NK2 homeobox 1

Glutathione peroxidase 3

Top molecules up-regulated

Rn5-8s
LOC310926
Mpzi2
LOC100134871
LOC689064
Shisa3

Cel9

Agp1
Cxcl10
wnt6
Gstm2

Osr1
RT1-Da
Cd74

For2

Caht
Kenj13

Gjb2

Trap2b
Ptgds
RGD1305645
Clec10a
Cypibl
PCOLCE2
Bhine22
Slc22a6
Rint
Serpinf1

Sifn3
Chmb3

5.8 ribosomal RNA
hypothetical protein LOC310926

myelin protein zero-like 2

beta globin minor gene

beta-globin

shisa family member 3

chemokine (C-C motif ligand 9

aquaporin 1

chemokine (C-X-C motif) ligand 10

wingless-type MMTV integration site family; member 6
glutathione S-transferase mu 2

odd-skipped related transciption factor 1

RT1 class Il;locus Da

Cd74 molecule; major histocompatibility complex; class Il invariant chain

folate receptor 2 (fetal)
cadherin 1

potassium channel; inwardly rectifying subfamily J; member 13
gap junction protein; beta 2

transcription factor AP-2 beta

prostaglandin D2 synthase (orain)

similar to RIKEN cDNA 1500015010

C-type lectin domain family 10; member A

cytochrome P450; family 1; subfamily b; polypeptide 1
procollagen C-endopeptidase enhancer 2

basic helix-loop-helix family; member 622

solute carrier family 22 (organic anion transporter); member 6
relaxin 1

serpin peptidase inhibitor; clade F (alpha-2 antiplasmin; pigment epithelium

derived factor); member 1
schiafen 3
cholinergic receptor; nicotinic; beta 3 (neuronal)

log2 fold change

-8.582
~4.604
~3.494
-3.321
-3.043
—2.644
—2.427
-2.308
—2.164
~2.087
~2.064
~2.004
~1.997
~1.989
~1.964
~1.962
~1.900
-1.853
~1.835
-1.733
—1722
-1.713
—1.708
—1.682
~1.661
—1625
—1.624
—1624
~1617
~1.608

2.898
2.247
1.945
1.923
1.849
1.797
1.783
1.744
1.698
1.663
1.637
1.650
1.545
1.544
1.541
1.540
1.603
1.494
1.489
1.463
1.457
1.451

1.449
1.447
1.440
1.438
1.423
1.402

1.394
1.363

DEG between ISCSB and iP control female rats in the nucleus accumbens with highest fold change and with FDR adjusted p < 0.05 are listed.

adj-p-value

0.019
0.003
0.017
0.000
0.009
0.007
0.000
0.045
0.000
0.000
0.013

0.019
0.001
0.000
0.037
0.014
0.001
0.025
0.000
0.034
0.000
0.011
0.000
0.000
0.000
0.024
0.023
0.000
0.000
0.004
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0.002
0.000
0.010
0.000
0.000
0.000
0.006
0.001
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Complex traits
or diseases

Asthma

Birth weight

Cerebellum
weight (CW)

Dementia

Influenza

Lung cancer

Lynch syndrome

Mental illness

Osteoporosis

Osteoporosis

Type 2 diabetes

Loci

ORMDL3

H19/GF2

H19/GF2

TMEM1068

IFITM3

DAGLA

MLH1

3p22
(TRANK1)

SOST

1p86.12
(LINCO0339)
T

binding
Sites

Genetic
variants

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Mechanism

Epigenetic ABTF

variation

Yes

Yes

Yes

Yes

Yes

N/A

N/A

Yes

N/A

Yes

Yes

Yes

NA

Yes

N/A

Key results and/or model suggested

ASNP (rs4065275) in an enhancer within the Tst intron of
ORMDL3 promotes CTCF binding, whereas another SNP
(rs12986231) downstream of the enhancer impairs CTCF binding.
SNPs therefore alters three-dimentional organization in the
asthma-risk allele to faciltate the expression of ORMDL3, which
inhibits IL-2 production.

ASNP 1510732516 A/G within the sixth binding motif of GTCF
within the ICR resls in allele-specific demethylation in paternal
allele of rs10732516 paternal A/maternal G genotype. Alleic
binding of CTCF is expected.

DNA methylation at CTCF-binding site 3 within ICR explains
~25% of the OW variation; Genetic variation of the ICR in strong
association with CW in a parental-origin dependent fashion.

The risk allele of rs1990620 increases the recruitment of CTCF,
thereby leading to haplotype-specific effects on three-dimentional
chromatin interactions and thus increased TMEM1068 expression.
The latter increases cytotoxicity for risk of neurodegeneration.
ASNP (1s34481144) in the 5/ UTR of antiviral IFITMS gene renders
the risk allele with lower TF IRF binding but higher GTCF binding,
thereby altering expression correlations among
IFITM3-neighboring genes. The risk allele also disrupts a CpG site
that is under differential methylation in CD8+ T cel subsets.
ASNP within CTCF binding site inside an intron of DAGLA was
significantly associated with increased risk of lung cancer

ASNP 15143969848 (G=>A) within CTCF molif, part of an
enhancer and also upstream of MLH1 transcription start site,
disrupts enhancing activity and MLH1 expression.

‘The risk allele of SNP rs9834970 shows lower baseline expression
of TRANKT that may further alter genes important for
neurodevelopment/differentiation. While the role of rs9834970
unknown, a nearby SNP rs906482 alters CTCF binding and the
allele with increased CTCF binding is the risk allele of s9834970.
Four SNPs within the locus of SOST (negative regulator of bone
formation and positive regulator of bone resorption). Among them,
the SNP 151230399 shows FOXAT binding activity, resulting a T
allele-specific activation; the SNP rs1107748 renders C allele
transcriptional enhancer activity through a GTCF binding site;
Variant 175901553 C >T abolishes the binding site of miR-98-5p
that is negative responsive to parathyroid hormone.

ASNP 156426749 functions as a distal allele-specific enhancer
stimulating the expression of a INCRNA

SNPs within motifs of CTCF, EP300, FOXA1/2, HNF4A, and
TCF7L2 are associated with T2D from computational analyses

References

Schmiedel et al.,
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Gallagher et al.,
2017
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Amino Acid metabolism

Oxidative phosphorylation

Glycolysis and Gluconeogenesis

Kennedy pathway
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One carbon metabolism and related pathways
PPAR signaling pathway

Nucleotide Metabolism

One Carbon Metabolism

Folic Acid Network

Proteasome Degradation
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mRNA processing
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Urea cycle and metabolism of amino groups
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Glutathione metabolism

#of genes
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raw P-value
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0.0004
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0.0045
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adj P-value
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Time Method Chr Locus Mb Additive Effect LOD CIMb (left) CIMb (right)

W1.4h HK 2 rs13476358 16.306 -0.459 2.43 9.336 42.674
Wi.4h GEMMA 2 Affy_PC2_15 15.000 - 3.07 9.000 30.441
wa.2h HK 4 rs32939068 153.934 -0.247 2.46 151.094 156.101
w2.2h GEMMA 4 rs32939068 153.934 - 3.44 163.372 155.226
W3.2h HK 4 rs32939068 153.934 -0.303 2.81 151.094 156.101
W3.2 h GEMMA 4 rs32939068 153.934 - 4.08 153.372 155.493
Wi1.4h HK 6 rs30422489 91.707 -0.508 3.08 89.011 93.600
W1.4h GEMMA 6 rs30422489 91.707 - 3.23 89.011 93.600
W3.4h HK 8 rs49907965 89.094 -0.5673 2.67 80.460 96.747
W3.4 h GEMMA 8 rs49907965 89.094 - 3.16 86.380 95.747
Ws.2h HK 8 rs49907965 89.094 -0.325 2R 4 82.870 95.736
Wb.2h GEMMA 8 rs49907965 89.094 - 3.23 82.870 96.747
W1.4h HK 12 rs3717933 11.076 -0.488 2.76 9.864 156.820
Wi.4h GEMMA 12 rs49972008 12.603 - 3.07 7.991 26.035
Slope. 2 h HK 15 rs31691968 63.392 0.045 3.19 58.000 67.990
Slope. 2 h GEMMA 15 rs31691968 63.392 - 3.69 58.000 67.990

QTLs were mapped for each week (W) of 2 or 4 h alcohol intake or for progressive 2 or 4 h alcohol intake based on slope analysis over five weeks of the DID paradigm.
Additive effect, based on HK, mapping, is the contribution of parental alleles to mean trait expression. Negative additive values are associated with higher expression of
the B6 allele. Cl indicates the 1.5 LOD drop confidence interval. Text color indicates whether higher intake is driven by the inheritance of the B6 (blue) or D2 (red) parental
allele at the locus. All QTL were detected at the suggestive threshold.
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Symbol Description Gene Wiki QTL HIP:Mean HIP:cis HIP:Trait
Expr eQTL Correlation
Dnajc1 DnaJ (Hsp40) homolog. GRP78 partner in ER; Q2: Initial 8.74 Sug -
subfamily C, member 1 translation, beneficial effects in
ER stress induced metabolic
dysfunction
Armc3 armadillo repeat containing 3 ? Q2: Initial 5.64 Sig -
Arhgap21 Rho GTPase activating protein Signaling Q2: Initial 11.76 Sig Sig
21
Gpr158 G protein-coupled receptor 158 Regulator of RGS complexes Q2: Initial 6.51 Sig Sig
and Rgs7 signaling in brain;
human variants may influence
energy expenditue and
metabolism
Myo3a Myosin llIA Acin based motor protein with Q2: Initial 6.35 - Sig
kinase activity
Mrpl41 Mitochondrial ribosomal protein Regulation of cell death Q2: Initial 10.29 Sig Sig
L41
Uap1I1 UDP-N-acetylglucosamine ? Q2: Initial 9.01 Sig -
pyrophorylase 1 like 1
Entpd2 Ectonucleoside triphosphate Metabolism Q2: Initial 9.72 Sig Sig
diphosphohydrolase 2
Ptgds Prostaglandin D2 synthase Glucose and insulin Q2: Initial 13.90 Sig -
metabolism; regulated by
estradiol; inflammatory
response
C8g Complement component 8, Immune function Q2: Initial 713 Sig -
gamma subunit
Kent1 Potassium channel, subfamily Localized to the postsynaptic Q2: Initial 8.98 Sig =
T, member 1 (slack, low density; involved in learning and
hreshold slowly adapting) memory and initial response to
novel situations and
environments
Lhx3 LIM homeobox protein 3 Trancription factor activity, Q2: Initial 6.23 - Sig
nervous system development
Egfi7 EGF-like domain 7 Developmen Q2: Initial 7.81 Sug -
Rapgef1 Rap guanine nucleotide Signaling; GABAergic neuronal Q2: Initial 7.41 Sug Sig
exchange factor (GEF) 1 developmen
Nup188 ucleoporin 188 Developmen Q2: Initial 8.50 - Sig
Pixna1 plexin A1 Development; signaling Q6: Initial 9.77 Sig -
Fgds FYVE, RhoGEF and PH domain Endothelial specific gene Q6: Initial 8.00 - Sig
containing 5
Adamts9 A disintegrin-like and Endothelial and vascular Q6: Initial 9.38 Sug Siq
metalloprotease (reprolysin response
type} with thrombospondin
type 1 motif, 9
Nt5c1b 5’-nuclectidase, cytosolic 1B Metabolism Q12: Initial 7.18 Sug Sig
Per3 Period 3 Circadian signaling Q4: Sustained 7.1 Sig Sig
Prdm16 PR domain containing 16 Metabolism; brown versus Q4: Sustained 6.52 Sig Sig
white fat differentiation
Tnfrsf14 Tumor necrosis factor receptor nflammation and immune Q4: Sustained 5.20 Sig -
superfamily, member 14 response
(herpesvirus entry mediator)
Cyld Cylindromatosis (turban tumor mmune; regulator of Q8: Sustained 10.41 Sig Sig
syndrome} F-kappaB signaling
Chd9 Chromodomain helicase DNA Expressed in osteoprogenitors Q8: Sustained 9.65 Sig -
binding protein 9
Aktip AKT interacting protein Ft1 protein; telomere Q8: Sustained 7.49 Sig Sig
maintenance; development
Fto Fat mass and obesity Metabolism; energy Q8: Sustained 6.94 Sig Sig
associated homeostasis; regulator of
(alpha-ketoglutarate-dependent adipogenesis
dioxygenase FTO)
Crnde Colorectal neoplasia Metabolism; control of glucose Q8: Sustained 6.63 Sig Sig
differentially expressed and lipid metabolism
(non-protein coding}
Mmp2 Matrix metaloproteinase 2 Immune system; inflammatory Q8: Sustained 6.66 Sig Sig
response
Coq9 Coenzyme QB Metabolism: deficiency impacts Q8: Sustained 10.49 Sig Sig
mitochondrial function
Kifc3 Kinesin family member C3 Peroxisomal transport Q8: Sustained 10.01 Sig Sig

High priority candidate genes selected based on regulation of expression by local sequence variants (cis eQTL) and co-expression with DID intake traits (Slope2 h\Week,
2 h.W3avg, 2 h.Wbavg, and W1.4 h). See Supplementary Table S5 for full results. Gene expression signatures for each gene generated on the Affymetrix M430 platform
for BXD hippocampus (HIF, naive to treatment). Genes in bold have hippocampal gene expression that is significantly regulated by a cis eQTL (Sig) and significantly
(p < 0.05) coexpressed (Sig; based on Pearson’s r-value) with DID alcohol intake traits. Bold text in the HIP:MeanExpr column used to indicate genes with very low
expression in hippocampus. In the hippocampal data set mean expression is 8 + 2 logo units. Function summarized using GN Gene Wiki tool.
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Gene symbol Gene name Female

Fold change p-value g-value
Casp8 Caspase 8 114.71 0.001 0021
Smed Structural maintenance of chromosomes 4 93.99 0.000 0018
Alox12 Arachidonate 12-lipoxygenase 73.14 0.000 0.018
Pmch Pro-melanin-concentrating hormone 28.46 0.001 0.022
Dgka Diacylglycerol kinase, alpha 11.02 0032 0070
Prkeq Protein kinase C, theta 9.22 0.035 0.070
Timeless Timeless circadian clock 1 533 0.048 0.081
Esrt Estrogen receptor 1 (alpha) 5.00 0019 0.064
Dix1 Distal-less homeobox 1 441 0.002 0.039
Eif2s2 Eukaryotic translation initiation factor 2, subunit 2 (beta) 4.07 0013 0.064
Hdac1 Histone deacetylase 1 3.63 0012 0.064
Egfr Epidermal growth factor receptor 350 0.013 0.064
Pafahib1 Platelet-activating factor acetylhydrolase, isoform 1b, subunit 1 2.99 0015 0.064
Katnal1 Katanin p60 subunit A-fike 1 298 0023 0070
Nos1 Nitric oxide synthase 1, neuronal 278 0.042 0.075
Fos FBJ osteosarcoma oncogene ~3.44 0.004 0.054
Impa2 Inositol (myo)-1(or 4)-monophosphatase 2 -353 0035 0070
Drd3 Dopamine receptor D3 -353 0.028 0.070
Mosr Melanocortin 5 receptor -3.64 0.003 0.051
Nos1ap Nitric oxide synthase 1 (neuronal) adaptor protein -391 0010 0.064
Stésia2 ST8 alpha-N-acety- ide alpha-2,8-si 2 —4.08 0.011 0.064
Nikbib Nuclear factor of kappa light polypeptide gene enhancer in B-cells inhibitor, beta -4.80 0012 0.064
Popirib Protein phosphatase 1, regulatory (inhibitor) subunit 18 -4.89 0037 0070
n2rd Interleukin 2 receptor, beta chain -5.14 0.012 0.064
n9r Interleukin 9 receptor -6.18 0.007 0.064
Drd4 Dopamine receptor D4 -9.72 0.006 0.064
Prf1 Perforin 1 (pore forming protein) —11.61 0.009 0.064
Lta Lymphotoxin A —14.33 0001 0022
Fosl Fos-like antigen 1 -15.10 0039 0073
Siosa2 Solute carrier family 6 (neurotransitter transporter, noradrenalin), member 2 —21.58 0.019 0.084

The 15 most highly up- or down-regulated transcripts are shown from the total of 70 genes that were significantly regulated by binge ethanol drinking in females.
Significance is based on p-values, but q-values also are shown. Transcripts are listed in ascending order. Fold change of binge vs. control is shown, with positive values
indicating up-regulation and negative values indicating down-reguiation by ethanol. Some of the genes with high fold changes (Casp8, Smcd, Alox12, Pmch, Dgka, Prkcq,
Timeless, Fos!1, and Sic6a2) had 2 or more samples with undetected expression, indicating qualitative regulation (i.e., present in binge, absent in control).
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Gene symbol

Fasl
Chma
Sto6a2
cn
Prgs2
Banf
cir2
Tubag
Mcsr
Cpt2
Lta
Dusp6
Homer2
Sic6ad
Gabral
Grm4
Npas2
Drds
Rep1gap
Cai3
Sme4
Ber
Htr1b
Isynal
Ace
Bax
Drd1
cit
Trap2b
510029

Gene name

Fas ligand (TNF superfamily, member 6)

Cholinergic receptor, nicotinic, alpha polypeptide 1 (muscle)
Solute carrier family 6 (neurotransmitter transporter, noradrenalin), member 2
Corticotropin releasing hormone

Prostaglandin-endoperoxide synthase 2

Brain derived neurotrophic factor

Corticotropin releasing hormone receptor 2

Tubulin, alpha 8

Melanocortin 5 receptor

Canitine palmitoyltransferase 2

Lymphotoxin A

Dual specificity phosphatase 6

Homer homolog 2 (Drosophila)

Solute carrier family 6 (neurotransmitter transporter, dopamine), member 3
Gamma-aminobutyric acid (GABA) A receptor, subunit alpha 1
Glutamate receptor, metabotropic 4

Neuronal PAS domain protein 2

Dopamine receptor D5

Rap1 GTPase-activating protein

Chemokine (C-C motif) ligand 3

Structural maintenance of chromosomes 4

Breakpoint cluster region

5-hydroxytryptamine (serotonin) receptor 18

Myo-inositol 1-phosphate synthase At

Angiotensin | converting enzyme (peptidyl-dipeptidase A) 1
BCL2-associated X protein

Dopamine receptor D1

Gitron

Transcription factor AP-2 beta

$100 calcium binding protein A9 (calgranulin B)

Fold change

20.15
15.31
10.49
5.32
4.66
4.26
2.07
1.96
1.93
191
1.88
1.86
1.83
1.80
1.67

p-value

0.016
0.019
0.000
0.041
0.009
0.008
0.022
0.016
0.024
0.025
0.027
0.023
0.027
0.028
0.045
0.019
0.011
0.021
0.033
0.049
0.017
0.030
0.022
0.015
0.023
0.032
0.011
0.010
0.000
0.026

qg-value

0.064
0.064
0.016
0.066
0.064
0.064
0.064
0.064
0.064
0.064
0.064
0.064
0.064
0.064
0.066
0.064
0.064
0.064
0.065
0.066
0.064
0.065
0.064
0.064
0.064
0.065
0.064
0.064
0.013
0.064

The 15 most highly up- or down-regulated transcrits by binge drinking in males are shown. Significance is based on p-values, but g-values aiso are shown. Transcripts
are listed in ascending order. Fold change of binge vs. control is shown, with positive values indicating up-regulation and negative values indicating down-regulation
by ethanol. Some of the genes with high fold changes (Fasl, Chmal, Sic6a2, and $100a9) had 2 or more samples with undetected expression, indicating qualitative
regulation (ie., present in binge, absent in control).
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Sex Treatment Body weight (g) Total fluid intake (mL)

Male Binge 21.59 £ 0.32 3.19 £ 0.1
Control 20.69 + 0.20* 3.24+0.12
Female Binge 16.19 £ 0.26 3.08+0.12
Control 15.81 +£0.29 3.20+0.14

Shown are the mean + SEM body weights and total fluid intake, averaged over the
21 days of the study, for n = 9/sex and treatment. *p < 0.05 vs. respective binge.
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Gene symbol

Crhr2

Dgka
Drd5
Fos
Grm4

Lta
Mcsr
NosTap

Nos1
Ranbp9
Reln
Slc6a2
Star

Smc4

Gene name

Corticotropin releasing
hormone receptor 2
Diacylglycerol kinase, alpha
Dopamine receptor D5

FBJ osteosarcoma oncogene
Glutamate receptor,
metabotropic 4

Lymphotoxin A

Melanocortin 5 receptor
Nitric oxide synthase 1
(neuronal) adaptor protein
Nitric oxide synthase 1,
neuronal

RAN binding protein 9
Reelin

Solute carrier family 6
(neurotransmitter transporter,
noradrenalin), member 2
Steroidogenic acute regulatory
protein

Structural maintenance of
chromosormes 4

Fold change

-3.13
11.02
—2.07
—3.44
—2.22

-14.33

2.30

-1.95

—21.58

1.90

93.99

Female
p-value

0.020

0.032
0.034
0.004
0.030

0.001
0.003
0.010
0.042
0.036
0.017
0.019

0.042

0.000

g-value
0.066
0070
0070

0.054
0.070

0.022
0.061
0.064
0.075
0.070
0.064
0.064

0.075

0.018

Fold change
207
~184
-2.30

1.64
-2.19

1.88
1.93
1.43
-191
1.59
-217
10.49

—2.18

—2.48

Male
p-value

0.022

0.034
0.021
0.030
0.019

0.027
0.024
0.043
0.023
0.047
0.011
0.000

0.018

0.017

g-value
0.064
0.065
0064

0.065
0.064

0.064
0.064
0.066
0.064
0.066
0.064
0.016

0.064

0.064

A total of 14 genes in the nucleus accumbens (core and shel) were significantly regulated by 7 binge ethanol drinking sessions in male and female mice, but only 4 of
the 14 genes were regulated in the same direction in the sexes. Significance is based on p-values, but q-values also are shown. Transcripts are listed in alphabetical
order. Fold change of binge vs. control is shown, with negative values indicating down-reguiation by binge ethanol dfinking and positive values indicating up-regulation
by ethanol. We note that 3 of the genes with high fold changes (Smc4 and Dgka in females, Sic6a2 in males and females) had 2 or more samples with undetected
expression, indicating qualitative regulation (i.e., present in binge ethanol samples but absent in controls).
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0.127 74 0.06 0.296 2.91 0.30
0.125 2.19 0.06 0.355 3.85 0.35
0.120 1.58 0.04 0.219 328 0.22
0.118 .94 0.04 0.060 4.28 0.06
0.116 1.738 0.03 0.232 3.36 0.23
0.109 1.21 0.08 -0.372 3.90 —0.37
0.107 1.83 0.03 0.288 3.39 0.29
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0.047 2.47 0.03 0.085 4.33 0.09
0.018 1.61 0.01 0.075 2.73 0.07
0.007 2.56 0.21 —0.356 5:57 —0.36
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Slope (g/kg per week) and associated y-intercept (9/kg) and standard error (SE)
are shown for the 2 or 4 h exposure period by strain. Slopes sorted by 2 h
exposure period. All slopes calculated from strain-averaged intake (4 h g/kg) or
average weekly intake by strain (2 h g/kg). Bold italic slope values indicate significant
(p < 0.05) effect of week on g/kg alcohol intake after linear regression. Intake is
variable but generally increases over time for both the 2 and 4 h exposures in the
BXD strains. However, slope at 2 h is not always identical to slope at 4 h and both
traits are modestly correlated (r = 0.41). Parental strains are highlighted.
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The Alcw11 interval protein coding genes with demonstrated expression in whole brain
are listed in order of location, from most proximel to most distal, including those within
the minimal distal boundary region (gray shaded; Figure 2). The number of validated
non-synonymous SNPs (ASeq) between the two progenitor strains are indicated.
Genes showing significant differential mRNA expression (AExp) between congenic and
background strain animals are indicated (+), as is the absence of detected DE ();
(nd) indicates no current data comparing chromosome 1 congenic and background
strain animels. Other protein coding genes not shown include offactory receptor genes,
interferon activated genes, and four genes (Ly9, Mptx2, Mptxi and Mndat) which lack
evidence of brain expression. Additionall, there are many pseudogenes and noncoding
RNAs within this Alcw1 interval that are not shown.





OPS/images/fgene-09-00323/fgene-09-00323-t002.jpg
Congenic vs. WT

Gene ASeq AExp

o+

+

The Alow1 interval protein coding genes with demonstrated expression in whole brain
are listed in order of location, from most proximal to most distal, including those within
the minimal distal boundary region (grey shaded; Figure 2). The number of validated
non-synonymous SNPs (ASeq) between the two progenitor strains are indicated,
Genes showing significant differential mRNA expression (AExp) between congenic and
background strain animals are incicated (+), as s the absence of detected DE (1 (nd)

AlewT1s interval that are not included in the table.





OPS/images/fgene-09-00323/fgene-09-00323-t003.jpg
Alcohol phenotype Genetic model Different vs. Evidence for role of

wr Alew1y Alew1y

Withdrawal (acute or R3 ++ Yes
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Enhanced HIC severity bR2 +++ Yes
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The alcohol withdrawal and reward phenotypes tested, and the genetic models tested and compared to appropriate WT animals, are indicated. Significant differences between the
genetic models tested (R3, R2, or R8 congenic and Kenj9~/~null mutants) and appropriate WT animals are indicated bold and by: +, ++, +++ (forp < 0.05, p < 0.01, andp <
0.001, respectively), with trends (o ~ 0.1) indicated by (+). Evidence for a significant role one or both chromosome 1 QL is also indicated as Yes, with trends incicated as (Yes); and
evidence indicating no significant role as No. Some of these data are given in detai in recent publications: 2(Walter et al., 2017); b(Kozell et al., 2008); ®(Tipps et al, 2016). The bolded
values indicate that there is a significant difference between genotypes.
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Genes with altered expression after 72-h vapor ethanol exposure followed by 21 days without ethanol in the PFC of male WSR mice. Genes in bold were also identified
in ChlP-seq analysis as enriched in either control or ethanol treated samples.
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Proteoglycans in cancer 5
Calcium signaling pathway 7
Gastric acid secretion 3
Wnt signaling pathway 2
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system

Taste transduction 4
Long-term potentiation 1
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Gene names in red indicate decreased gene expression would be predicted based on the histone modification and green indicate increased gene expression would be

predicted based on the histone modification.
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