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The human brain is arguably the most complex system we know of. Over the past few 
decades, scientists have developed several methods and theories for studying the functional 
organization of the brain, and how cognitive/perceptual/emotional processes might arise from 
the brain’s electro-chemical-computational dynamics. These methods facilitated and inspired 
large literatures on brain-behavior links, and yet there remains a seemingly endless chasm 
between our simple impoverished models and the unfathomable complexity of the human 
brain. The purpose of this Research Topic is to ask the question: Are we thinking about 
thinking about the brain in the right way?

In most scientific publications, researchers describe a broad and established theoretical 
framework and briefly describe new experimental results consistent with that framework. 
Here, we encourage authors to express ideas that might be radical, controversial, or different 
from established theories or methodological approaches. Supportive data are highly 
encouraged. The aim is to spark discussions about the validity and usefulness of current 
methodological/theoretical approaches in human cognitive neuroscience, with the goal of 
inspiring new approaches and ways of thinking.

Neuroscience is a massive field with myriad methodological and theoretical approaches; we 
focus this special issue on approaches most commonly used in human neuroscience. 
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in neurocognitive function. Indeed, for some neurocognitive pro-
cesses, time may be as important, or possibly more important, than 
space in terms of the underlying neurocomputational mechanisms.

Functional localization: the standard approach
The way we as cognitive neuroscientists typically link dynamics 
of the brain to dynamics of behavior is by correlating increases or 
decreases of some measure of brain activity with the cognitive or 
emotional state we hope the subject is experiencing at the time. 
The primary dependent measure in the majority of these studies is 
whether the average amount of activity – measured through spik-
ing, event-related-potential or -field component amplitude, blood 
flow response, light scatter, etc. – in a region of the brain goes up 
or down. In this approach, the aim is to reduce this complex and 
enigmatic neural information processing system to two dimensions: 
Space and activation (up/down). The implicit assumption is that 
cognitive processes can be localized to specific regions of the brain, 
can be measured by an increase in average activity levels, and in 
different experimental conditions, either operate or do not.

It is naïve to think that these two dimensions are sufficient for 
characterizing neurocognitive function. The range and flexibility 
of cognitive, emotional, perceptual, and other mental processes is 
huge, and the scale of typical functional localization claims – on 
the order of several cubic centimeters – is large compared to the 
number of cells with unique physiological, neurochemical, mor-
phological, and connectional properties contained in each MRI 
voxel. Further, there are no one-to-one mappings between cognitive 
processes and brain regions: Different cognitive processes can acti-
vate the same brain region, and activation of several brain regions 
can be associated with single cognitive processes. In the analogy of 
Plato’s cave, our current approach to understanding the biological 
foundations of cognition is like looking at shadows cast on a region 
of the wall of the cave without observing how they change dynami-
cally over time. This makes it difficult to disentangle shadows cast 
by different but overlapping shapes (Figure 1).

are cognitive processes localizable in space?
Yes and no, depending on the spatial resolution and the cognitive 
process in question. At a gross level (e.g., several cubic centimeters), 
some cognitive functions appear to be localized to specific brain 
regions when using specific statistical thresholding: The hippoc-
ampus seems to be the locus of some aspects of long-term memory 
formation and retrieval; decoding the visual world occurs largely 
in occipito-temporal regions, volitional control of the body occurs 
in cortical motor areas and basal ganglia nuclei.

The fusiform gyrus has received considerable attention for the 
issue of functional localization. There is a region of the fusiform 
gyrus that increases in activation for a wide range of visual object 
categories, but that activates preferentially for faces relative to other 

shadows in a cave
As cognitive neuroscientists, we want to understand how the dynam-
ics of the brain lead to dynamics in cognition and behavior. But the 
brain is perhaps the most complex, mysterious, and enigmatic infor-
mation processing system that we know of, and cognitive processes 
remain debated in terms of how they should be defined, categorized, 
and tested. Thus, the problems cognitive neuroscientists try to solve 
are poorly defined on both the cognitive and neuroscience sides.

In some sense, we have come a long way: Specific cognitive/per-
ceptual/emotional/motor functions have been linked to activity in 
specific brain regions or circuits of brain regions; neurochemicals 
have been identified as necessary or relevant for certain aspects of 
emotion, learning, memory, and action; white matter pathways 
linking different brain regions have been implicated in specific 
diseases and behavioral characteristics. Compared to a century ago, 
when Overton (1897) suggested that thinking is done by “forehead 
cells,” our understanding of the brain has increased tremendously. 
But even “simple” processes like categorizing a visual stimulus as 
animal or automobile, maintaining a specific amount of force on 
a grip, or slowing response time after errors, turn out to have com-
plex neural correlates that remain debated and poorly understood.

In his famous cave allegory, Plato describes prisoners who spend 
their lives chained to the side of a bridge in the middle of a cave. The 
bridge is a passageway, and people, animals, and vehicles traverse 
the bridge to get through the cave. The cave is lit from behind the 
bridge by a fire. But the prisoners are chained such that they cannot 
see what is behind them; they see only the flickering shadows cast 
in front of them on the cave wall. The prisoners do not know what 
shapes produce the shadows, and, because they spent their entire 
lives looking at shadows, these shadows – and not the shapes that 
produce them – are their view of reality.

We are like the prisoners in the cave. There are platonic “biologi-
cal bases of behavior” that we want to discover (the figures walking 
on the pathway behind the prisoners), but all we can observe are the 
shadows cast on the wall (empirical data) by the flame in the back 
of the cave (methods and technologies); our concept of the nature 
and shape of the figures (theories) are shaped by past experience, 
intuition, and, perhaps most importantly, how the light of the flame 
defines the shadows (Figure 1).

However, we have one important advantage over the prisoners 
in Plato’s cave: We can, to some extent, control the flame. We can 
develop new technologies and methodologies, and we can combine 
methodologies in interesting, novel, and insightful ways. We can 
compare the shadows cast on the wall using different materials to 
fuel the fire.

Here I will argue that too much attention has been focused on 
investigating neurocognitive function based on attempts to localize 
processes in space (i.e., functional localization). Instead, fruitful 
insights might arise from considering time to be an important factor 
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comparable visual stimuli (Sergent et al., 1992; Haxby et al., 1994; 
Puce et al., 1996). For this reason, the “fusiform face area” is argued 
to be a modular region in the brain that specializes in processing 
faces (Kanwisher et al., 1997; Kanwisher, 2000). It seems clear that 
some computations related to face perception can be localized to 
this particular brain area (Kanwisher, 2010). Even in the case of 
face recognition, however, which is one of the strongest examples 
of a localized “module” of cognitive processes, it remains unclear 
what this localization of function entails – alternative accounts 
suggest that this area is specialized not for faces per se, but instead 
for categories of expertise (Gauthier et al., 2000a,b; Tarr and 
Gauthier, 2000) or individuation (Gauthier et al., 2000b; Rhodes 
et al., 2004). Further, distributed and overlapping representations 
of faces and objects may exist in larger regions of ventral temporal 
cortex (Haxby et al., 2001).

There are many spatial scales in the brain that differ in size by 
several orders of magnitude, ranging from single neurons to corti-
cal columns to meso- and macroscopic populations. It is unclear 
what the appropriate spatial scale is for functional localization, 
or whether different neurocognitive processes can or should be 
localized at different spatial scales. Dynamics at some spatial scales 
may or may not be relevant for dynamics at other spatial scales 
(Kiebel et al., 2008).

It is tempting to argue that lesion studies provide the most 
compelling evidence for functional localization: The necessity of 
a region in a particular cognitive process. However, lesion studies 
must be interpreted with caution. First, there may be functional 
and anatomical reorganization/compensation, even within hours 
or days of damage (Sanes et al., 1988). Second, lesions may cause 
impairments indirectly by destroying a “way-point” for information 
flow or fibers-of-passage (Goulet et al., 1998). Third, it is uncertain 
how the functioning of a damaged (human or non-human animal) 
brain can be generalized to functioning of a healthy human brain.

Since the emergence of functional neuroimaging, most studies 
are based on the principle of functional localization –  searching 
for a one-to-one mapping between region of the brain and psy-
chological process. It is no exaggeration to state that standard 
preprocessing and analysis protocols (mass-univariate statistics 
and cluster-based thresholding) are specifically designed to find 
relationships between particular brain locations and particular 
cognitive functions. The underlying assumptions are that a mass 

of brain tissue uniformly increases in activity in response to an 
experiment event, and that this region must be “big enough” to be 
considered significant. Typically, however, in these studies there 
is not a single region that is activated, but rather many regions, 
producing long tables of activated areas. These long tables are dif-
ficult to reconcile with the assumptions of the functional localiza-
tion approach. This lack of one-to-one mappings between brain 
region and function (Price and Friston, 2005) may in fact be an 
accurate reflection of the physically separated but functionally 
linked networks that underlie neurocognitive function (Varela 
et al., 2001; Guye et al., 2008; Bassett and Bullmore, 2009; Bullmore 
and Sporns, 2009).

At a spatial scale finer than possible with fMRI, cognitive proc-
esses appear even less localizable and more dependent on sparse 
spatial patterns (Fujisawa et al., 2008; Quian Quiroga and Panzeri, 
2009). For example, the homuncular mapping of the body on 
primary motor area M1 is considerably more distributed and 
with considerably more overlap among regions than tradition-
ally thought (Schieber, 2001). Even the concept of a cortical 
“column” – a small-scale functionally homologous unit of cor-
tex – upon close inspection turns out to be a mysterious and fluid 
idea that oversimplifies the complex mesoscopic organization of 
the brain; columns are less functionally and anatomically homo-
geneous, and more dynamic over time and space, than previously 
thought (Rockland, 2010).

It should be noted that some physiological functions appear 
to be more reliably localized in the brain, for example the super-
chiasmatic nucleus may be the “location” of our circadian rhythm. 
Clearly, these areas influence cognitive function, but the cognitive 
processes typically under investigation in cognitive neuroscience 
studies do not appear to be precisely localizable.

In summary, functional localization has been a useful approach 
and was critical for the development of cognitive neuroscience the-
ories, experiments, and statistical measures. However, its simplicity 
may be its greatest limitation. It is likely that the brain uses more 
dimensions for information processing than just space and activa-
tion magnitude. This is not meant to imply that space is irrelevant 
for information coding/processing, or that functional localization is 
inappropriate or invalid. Rather, after this initial period of studying 
functional localization and learning about its merits and limita-
tions, it is perhaps useful to consider time as an important factor 

Figure 1 | Like prisoners in Plato’s cave, our view of the brain is shaped by how we measure it (i.e., the shadows cast by the flame). Drawing by Dr. Sanne de Wit.
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bands, there is considerable bandwidth for information pro-
cessing. For example, it has been suggested that multiple alpha 
sub-bands can be functionally dissociated in their roles in 
memory processes (Klimesch et al., 2007). Thus, if different 
neurons are “tuned” to different frequency bands (Jacobs et al., 
2007), multiple functionally distinct neural networks can spa-
tially coexist and be dissociated according to frequency band 
or spatiotemporal patterns (Akam and Kullmann, 2010).

Even from the activity recorded from a single electrode, 
there are already multiple domains of information, including 
frequency (the speed of the oscillation), power (the amount of 
the energy in a frequency band at a point in time), and phase 
angle (the position of the oscillation along the sine wave, driven 
by the state of excitation of the population of neurons; Figure 2; 
see also Makeig et al., 2004). And because these dimensions are 
largely independent of each other, a single electrode in a single 
location in the brain can measure multi-dimensional local neu-
ral dynamics. Interactions can occur across these dimensions 
(e.g., phase–amplitude cross-frequency coupling), suggesting 
that information may be embedded not only in the dynamics 
of one of these dimensions, but also in the interactions among 
dimensions. And because they all occur in the neural popula-
tion contributing to one electrode, analyses based on spatial 
localization of average activity levels might be blind to some 
of these dynamics. Indeed, space is another dimension that 
increases the potential for information processing and complex-
ity: Interactions can occur across physically separated networks 
over different frequency bands, and among power and phase.

What this means is that information processing schemes that 
take advantage of time can utilize many dimensions (informa-
tion processing possibilities) simultaneously. This is in contrast 
with the standard functional localization approach, which, as 
discussed earlier, is limited to two dimensions: Functions occur 
in specific regions or are indexed by specific ERP components, 
and are either operating or are not.

(3) There is arguably selection pressure for individuals and spe-
cies carrying neural systems that can decode the sensory world, 
make decisions, and adapt behavior faster and more efficien-
tly. The fastest known behavioral response that is mediated 
by a neural connection is the snap closure of the mandible 
of the Odontomachus ant. It takes 8 ms for a hair to trigger 
receptor cells in the jaw, the message to be sent via the largest 
axons in insects or vertebrates to the brain, and then another 
signal to be sent back to the muscles to snap the jaw closed 
(Holldobler and Wilson, 1998). This mechanism provides 
the Odontomachus an unparalleled ability to attack and to 
escape (by snapping the jaws against a hard surface, the ant 
can fly backward over 40 cm). Although this neurally media-
ted response is rigid, its speed and efficiency give this ant a 
significant advantage during battle.

As neural systems and the environments in which they oper-
ate become more complex and less predictable, flexibility, and 
adaptability become critical. However, speed of processing has 
not entirely been compromised. Relatively simple perceptual 
decisions such as gradient orientation or color discrimination 
can be done with high accuracy with as little as 10 ms presenta-
tion time (Bodelon et al., 2007). Indeed, the macaque brain may 

for neural information processing. Time will help forge new brain-
behavior links and may provide insights into human neurocognitive 
function beyond what can be learned from focusing on space.

it’s about time
Time is a factor that is often though not always ignored in human 
cognitive neuroscience, and yet several considerations suggest 
that neural systems may use time as a factor for information 
coding, processing, and transmission. Indeed, time may be as  
important – if not more important – than space for information 
processing, particularly at the level of small populations of cells 
(spatial scale of millimeters to a few centimeters). As described 
below, “time” refers to rapid dynamics in electrochemical signals 
that are often but not necessarily oscillatory. Time as latency in 
functional MRI (e.g., the hemodynamic response peaks about 6–8 s 
after a stimulus) or an event-related component (e.g., the average 
voltage deflection 300–600 ms after a stimulus) is not taking into 
account the rich information that appears to be embedded in the 
temporal dynamics of neural activity.

There are several empirical and theoretical reasons why time may 
be in important factor in neural information processing.

(1) There appears to be information carried in the precise timing 
of activity within and across physically separated areas of the 
brain that cannot be measured by overall activity levels in any 
individual brain region. “Information” here can refer simply to 
quantifiable measures of brain activity that predict the cogni-
tive state or behavioral response of the subject. In some cases, 
temporal dynamics of neural activity are significantly related 
to the task events while the overall amount of activity avera-
ged over time is not. These kinds of results provide direct evi-
dence that information in the brain is embedded in the rich 
temporal landscape of electrophysiological activity, and is lost 
when averaging activity over larger periods of time. Examples 
will be outlined in a subsequent section.

(2) In an information-theoretic sense, time provides a large number 
of possibilities for information to be represented and processed 
continuously, rapidly, and simultaneously (in parallel) in multi-
ple functionally distinct networks that overlap in time and space. 
Time provides a rich source of complex multi-dimensional 
data in which information can be represented and processed. 
The large amount of information provided by the temporal 
dynamics of neural activity arises in part because electrophy-
siological activity of the brain is strongly oscillatory. These 
oscillations reflect rhythmic fluctuations in the excitability of 
populations of neurons (Tiesinga et al., 2008; Wang, 2010). 
Oscillations occur in multiple temporal and spatial scales, ran-
ging from ultra-slow oscillations with a periodicity of tens of 
seconds over much of the cortex during deep sleep (Steriade, 
2006) to ultra-fast oscillations with a periodicity of a few milli-
seconds within patches of somatosensory cortex (Curio, 2000). 
Oscillations that seem most relevant for cognitive processes 
range from delta (∼1–4 Hz) and theta (∼4–8 Hz) to gamma 
(∼30–100 Hz; for general reviews of neural oscillations, see 
Varela et al., 2001; Buzsaki and Draguhn, 2004; Traub et al., 
2004). Because activity in one frequency band may occur inde-
pendently of, and in parallel with, activity in other frequency 
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afforded by time may have been more likely to reproduce 
and pass on their genes (and neural processing power and 
coding schemes).

(4) Neural activity is inextricably linked to cognition and beha-
vior in time, but not in space. There is a direct relationship 
between the timeframe of brain processes and the time-
frame of the corresponding cognitive and behavioral pro-
cesses. A fast neural process implies a fast cognitive process, 
and this in turn determines the speed of initiating or adju-
sting behavior. Indeed, our cognitive and neural systems 
appear well equipped for estimating and attending to time 
(Ivry, 1996; Fuster, 2001; Coull, 2004; Coull et al., 2004; 
Nobre et al., 2007; Ivry and Schlerf, 2008). In contrast, the 
spatial organization of neural processes is arbitrarily rela-
ted to cognitive processes. Thus, whether a neural process 
is at one or another location, or distributed throughout 
the brain, has no implications for the corresponding 
(location of) behavior, except if physical location can con-
strain temporal dynamics. For example, would we be any 
different if our amygdalae were 3 cm more dorsal than 
they currently are? What about if they took 3,000 instead 
of 170 ms to respond to a threatening facial expression? 
The fact that brain activity is time-locked, rather than 
space-locked, to behavior implies that time will be highly 
informative about behaviorally relevant neurocognitive 
mechanisms. The brain does indeed exhibit some spatial 
relationships with the body (e.g., homuncular organiza-
tion of sensorimotor regions, retinotopic organization of 

require as little as 30 ms to make simple color discriminations 
(Stanford et al., 2010). Cortical responses to sensory deviancy 
occur within 100 ms of stimulus onset (e.g., the mismatch 
negativity; Garrido et al., 2009; Kujala and Naatanen, 2010). 
Seemingly complex processes in humans also occur rapidly. 
Electrical signals generated in the medial frontal cortex that 
reflect errors or response conflict (when multiple responses are 
activated but only one can be selected) begin shortly before the 
button press or stimulus onset, and peak about 80 ms after the 
button press (van Veen and Carter, 2002; Padilla et al., 2006). 
When subjects are given external performance feedback, elec-
trical activity over medial frontal cortex begins to distinguish 
positive from negative feedback as early as 200 ms after feed-
back presentation (Gehring and Willoughby, 2002; Holroyd 
and Coles, 2002). In some cases, these signals predict deci-
sions subjects make a few seconds later (Cohen and Ranganath, 
2007; Cavanagh et al., 2010). Some of these processes occur in 
absence of conscious awareness (van Gaal et al., 2008; Cohen 
et al., 2009d).

Though not conclusive in establishing that there must be 
information processing/transfer schemes based on temporal 
coding, these observations indicate that processing infor-
mation as rapidly as possible while maintaining flexibility 
and adaptability is ubiquitously needed and often observed. 
In other words, to the extent that speed and flexibility in 
responding to unpredictable changes in the environment 
provides an advantage for survival, animals containing neu-
ral systems that take advantage of the processing capabilities 

Figure 2 | Although eeg is traditionally conceptualized as two-dimensional [time and space (A)], EEG data contain more information, including frequency 
and power/phase (B,C).

Cohen It’s about time

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Frontiers in Human Neuroscience www.frontiersin.org January 2011 | Volume 5 | Article 2 | 8

a lack of differences in event-related potentials between condi-
tions may be difficult to interpret because many aspects of neural 
dynamics that are not apparent in event-related potentials might 
differ between conditions, e.g., if the neurocognitive processes 
under investigation recruits non-phase-locked dynamics or high 
frequency oscillations.

Thus, event-related potentials are useful for providing a glimpse 
of the global neural processing, but may be of limited use for elu-
cidating complex electrophysiological dynamics.

examples oF time-embedded inFormation in human 
electrophysiological activity
Considerable work has been done in animals and in computational 
models regarding how time may be used to encode information. 
Examples include: The timing of the first post-stimulus action 
potential in auditory cortex encodes sound amplitude (Heil, 2004); 
the timing of hippocampal place cells with respect to simultaneous 
theta phase improves statistical localization of the rats’ position 
based on physiology data (Jensen and Lisman, 2000; Jensen, 2001) 
and the timing of those action potentials provides independent 
information compared to average firing rate (Huxter et al., 2003); 
the timing of specific neuron firing in early visual cortex encodes 
gradient phase (Aronov et al., 2003); synchronization of local field 
potentials has been suggested to link disparate sensory modalities 
to form unified representations (i.e., binding; Engel et al., 1997; 
Singer, 1999; Fries et al., 2007); computational simulations sug-
gest that the phase of neural activity may be sufficient for pattern 
completion (Knoblauch and Palm, 2001; Gutierrez-Galvez and 
Gutierrez-Osuna, 2003).

These and other findings in animals have laid important 
groundwork for understanding how the brain might use time to 
encode information, and have inspired many studies in human 
neuroscience. But because the spatial scale investigated in animals 
and model simulations is smaller than what is typically available 
in humans, and because it is not known to what extent human 
neurocognitive functions operate the same as those of other ani-
mals (though presumably some fundamental principles are con-
served across species), this section will focus on relevant work 
in humans.

Although the literature on time-based coding schemes and 
sophisticated analyses of electrophysiological data is overshad-
owed by the literature on fMRI-based localization studies, there 
are too many relevant and insightful findings to discuss all them 
all here. Instead, this section will highlight three examples of how 
mathematical analyses of the temporal dynamics of human elec-
trophysiological recordings have shed insight into neurocognitive 
function. These examples also illustrate cases in which standard 
localization- and hemodynamic-based analyses would be unlikely 
to reveal these brain dynamics (e.g., because no overall increase in 
space-averaged activity occurs).

(1) Cross-frequency coupling. Cross-frequency coupling refers to 
a relationship between activities in two different frequency 
bands. For example, the power of gamma (∼30–80 Hz) oscil-
lations may vary as a function of the phase of theta (∼4–8 Hz). 
Cross-frequency coupling may be used for information coding 
if the lower frequency oscillations coordinate the activity of sub-

visual areas), although these examples still exhibit some 
arbitrary relations to behavior, such as the left–right and 
up–down crossovers.

(5) Controversies develop in cognitive neuroscience over the precise 
functional role of a specific region, but some of these controver-
sies may be moot because multiple functionally distinct neural 
networks may coexist in the same space. Indeed, in these cases, 
empirical evidence may seem conflicting because different 
theories can be supported by different experiments. For exam-
ple, it is widely accepted that the anterior cingulate cortex and 
surrounding medial frontal cortex is involved in monitoring 
actions (Ridderinkhof et al., 2004). However, different theore-
tical accounts have argued over whether this region monitors 
conflict, errors, or error likelihood (Botvinick, 2007; Carter 
and van Veen, 2007); signals that behavioral adjustments 
are needed (Kerns et al., 2004) or implements them directly 
(Taylor et al., 2007); integrates information about reward 
history or uncertainty (Rudebeck et al., 2008; Rushworth and 
Behrens, 2008), and so on. Considering that there is empirical 
evidence for all of these propositions, it seems likely that fun-
ctionally different networks can emerge from the same popu-
lation of anterior cingulate cortex neurons, depending on task 
demands (Fujisawa et al., 2008). Indeed, event-related poten-
tial studies demonstrate that within ∼300 ms, medial frontal 
scalp potentials can code for several different behaviorally 
relevant experiment parameters including reward magni-
tude, probability, and significance for learning (Philiastides 
et al., 2010).

In other words, rather than attempting to resolve a grand-
unified-theory for the function of a region of the brain (in 
this example, the anterior cingulate cortex), attention might 
be better spent trying to understand how that area may utilize 
temporal schemes to compute and coordinate the diverse func-
tions suggested by empirical evidence.

event-related potentials
Most cognitive EEG studies report event-related potentials. The 
event-related potential is simply the time-domain average of EEG 
traces locked to the onset of some experimental event such as stimu-
lus onset or button press. The reasoning behind this approach is 
that background noise in the EEG is averaged out over many trials, 
and the remaining fluctuations reflect activation of different cogni-
tive systems. Peaks are named according to voltage sign relative to 
a pre-stimulus period and approximate peak time (N100, P200, 
etc.). The components are thought to reflect activation of modu-
lar cognitive or perceptual systems (Luck, 2005). The dependent 
variable is usually the peak amplitude of some component (e.g., 
the P300), the average voltage over some larger time window, or a 
peak-to-peak or base-to-peak amplitude difference.

To the extent that neuroelectric dynamics are oscillatory and 
non-phase-locked to the event, a considerable amount of cogni-
tively relevant information in EEG may be lost in time-domain 
averaging (Makeig et al., 2004). This is illustrated in Figure 3. 
Although an extreme example, non-phase-locked (and, therefore, 
not observed in ERP) dynamics are often observed in real data. 
Indeed, many of the findings reviewed in the next section would 
not be observed using event-related potentials. For this reason, 
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familiar visual perception (Demiralp et al., 2007), and errors 
due to lapses in attention (Mazaheri et al., 2009), consistent 
with alpha–gamma coupling in posterior cortex during visual 
perception (Osipova et al., 2008). Within the medial frontal 
cortex, alpha–theta coupling has been linked to reward and 
punishment evaluation (Cohen et al., 2009c).

Cross-frequency coupling is unlikely to elicit a hemody-
namic response as measured with fMRI. The reason is that 
frequency band-specific activity levels may not change over 
a timescale measurable with fMRI; rather, it is the precise 
timing of activity that fluctuates, e.g., 10–20 times per fMRI 
 measurement (Figure 4A).

Although there are potential methodological issues to be 
considered (discussed later), examination of cross-frequency 
coupling has the potential to shed insight into human neuro-
cognitive function beyond what is possible though fMRI or 
time-domain averages ERP averaging. Cross-frequency cou-
pling measures a putative mechanism by which spatially over-
lapping but functionally heterogeneous neural networks can 
be activated and coordinated in a rapid timescale.

(2) Inter-regional oscillatory synchronization. In addition to dyna-
mics across frequency bands within the same region of space, 
information may be embedded in the temporal relationship 
of activity over space. Inter-regional phase synchronization 
(a frequency band-specific measure of functional connecti-
vity) may underlie information transfer and co-processing 
(Knight, 2007; Womelsdorf et al., 2007). And because changes 
in phase synchronization may occur without any concomi-

 populations of cells that use higher frequency oscillations to 
process information. Cross-frequency coupling has been sugge-
sted to be a generic brain mechanism for information processing 
(Lisman, 2005; Jensen and Colgin, 2007), and it likely involves 
dynamics of multiple neural populations that overlap in time 
and space. There are several ways in which cross-frequency cou-
pling can be quantified (Mormann et al., 2005; Canolty et al., 
2006; Cohen, 2008; Tort et al., 2010); different methods may be 
suited for different purposes, but all methods generally test for 
a modulation of activity in one frequency band as a function of 
activity in another (typically, relatively lower) frequency band.

Cross-frequency coupling has been linked to a variety of 
human cognitive processes (Canolty et al., 2006; Sauseng et al., 
2008; Axmacher et al., 2010; Griesmayr et al., 2010). For exam-
ple, increases in gamma–theta synchronization strength were 
reported to increase with working memory load, although there 
was no reported significant change in overall oscillation power 
at those specific frequency bands (Axmacher et al., 2010). These 
findings support a model of working memory that predicts that 
theta acts to coordinate activation of stimulus representations 
stored in gamma band activity (Lisman, 2010). The human 
nucleus accumbens exhibits robust gamma–alpha coupling that 
differentiates reward from punishment feedback (even though 
average gamma power does not differentiate these conditions; 
Cohen et al., 2009a), and predicts, on a trial-by-trial level, the 
extent to which patients adjusted their decision-making time 
on subsequent trials (Cohen et al., 2009b). Posterior alpha and 
gamma power have been linked to frontal theta phase during 

Figure 3 | Simulated data showing how information contained in raw eeg data [(A,B): single “trials”] is not apparent in the event-related potential (C) but is 
readily observable in the time–frequency representation (D). Matlab code to run this simulation is available from the author.
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of either frontal or visual cortices, suggesting that there was 
information contained in the inter-regional interactions that 
could not be localized to either region alone. Granger causality 
has also been used to show that consciously perceived words, 
compared to subliminally presented words, are associated 
with long-range directional synchronization (Gaillard et al., 
2009). Partial directed coherence analyses demonstrate changes 
in directional cortical wave activity during sleep (Kaminski 
et al., 1997; De Gennaro et al., 2004), and interactions among 
motor, frontal, and parietal systems during response switching 
(Gladwin et al., 2006).

More generally, these findings illustrate an important feature 
of brain network phenomena: Widespread neural networks may 
synchronize and desynchronize within hundreds of millisec-
onds (Varela et al., 2001). This is important because ideas about 
connectivity and network functioning are becoming increasing 
popular in human and cognitive neuroscience (Sporns, 2010). 
From the findings reviewed here, it seems that many instances 
of brain functional network formation are transient and may 
be best measured using measurement technologies that take 
maximal advantage of time. Indeed, transient synchronizations 
in absence of changes in local power might not elicit a hemo-
dynamic response or event-related potential (Figure 4B).

(3) Microstates and other transient electrophysiological events. 
Microstates refer to brief periods of cortical electrophysio-
logical activity that are topographically stable over tens to 
hundreds of milliseconds (Lehmann et al., 2006). Microstates 
fluctuate 1–2 orders of magnitude faster than the hemodyna-
mic response, and have been linked to visual perception, error 
processing, and resting state (Muller et al., 2005; Britz and 
Michel, 2010). They are sometimes accompanied by hemo-

tant changes in power (Heinzle et al., 2007), there might be 
information embedded in the temporal relationship between 
areas that is not localized to either region alone.

For example, inter-regional oscillatory synchronization 
may be the mechanism by which the medial frontal cortex 
interacts with other brain systems, such as lateral prefrontal 
cortex to implement cognitive control after errors in speeded 
reaction-time (Hanslmayr et al., 2008; Cavanagh et al., 2009) 
or reinforcement learning (Cavanagh et al., 2010) tasks, with 
occipital cortex to bias sensory processing during go/no-go 
tasks in which no-go cues were difficult to perceive (Cohen 
et al., 2009d), or with the nucleus accumbens during reinforce-
ment learning and reward anticipation (Cohen et al., 2009b, 
2011). Long-range cortico-cortical phase synchronization has 
also been linked to conscious visual perception (Melloni et al., 
2007), working memory (Palva et al., 2010), and other aspects 
of top-down control (Engel et al., 2001). Further, several brain 
disorders ranging from schizophrenia to ADHD to Alzheimer’s 
are associated with aberrant patterns of oscillatory phase syn-
chronization (Uhlhaas and Singer, 2006; Stam, 2010).

Although some measures of phase synchronization are non-
directional, meaning it is not possible to determine the direction 
with which oscillations are traveling, the temporal precision of 
EEG allows one to estimate directional flow of activity. For 
example, using spectral Granger causality (Granger, 1969; Cui 
et al., 2008), we found that directed synchronization from the 
medial frontal cortex to the occipital cortex increased after 
response errors in a visually guided go/no-go task in which 
no-go cues were difficult to perceive (Cohen et al., 2009d). 
These patterns of inter-regional directional synchrony were 
not mirrored in the levels of activation (oscillation power) 

Figure 4 | Simulated data showing how information may be contained in 
the fine temporal landscape of M/eeg data, and how that information 
might go undetected using more temporally coarse methods such as fMri. 
(A1) An increase in theta-band oscillation power peaking at 2 s is not different 
between conditions “blue” and “red.” However, close inspection of the grayed 
areas reveals cross-frequency coupling (A2) such that gamma power is 

concentrated at different theta phase regions between the conditions (A3). (A4) 
shows the predicted hemodynamic response (red and blue lines are overlapping). 
(B1) Bandpass filtered EEG data from two channels, and (B2) their phase angle 
time series. (B3) shows band-specific power at each site; note that inter-channel 
synchronization (B4) does not occur at times of increased power at either site, 
showing the independence of local activity (B3) and network synchronization (B4).
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ity, partial directed coherence, cross-correlations, etc. Several free 
toolboxes for analyzing data exist, including but not limited to 
EEGLAB, fieldtrip, spm8, BIOSIG, and BSMART. Some labs write 
in-house code for processing and analyses.

The analyses used in this research are not simple, nor are the 
methods standardized and widely used. New methods and ideas 
are continuously injected into the field. Although this “wild west” 
atmosphere provides researchers with the flexibility and freedom to 
custom-tailor mathematical and statistical approaches that can be 
optimized for the hypotheses at hand, it also makes entry into the 
field difficult for scientists who lack the background and experience 
in signal processing and programming.

However, even without performing relatively complex 
 frequency- or synchronization-based analyses, single-trial analyses 
(in the time-domain or time–frequency domain) can better link 
cognitive/behavioral to neural dynamics compared to cross-trial 
averaging (Debener et al., 2007; Mars et al., 2008; Rousselet et al., 
2008), and may be particularly relevant for linking EEG to fMRI 
(Debener et al., 2005, 2007; De Martino et al., 2010).

One practical issue is that because of volume conduction – the 
influence of deep and/or distant sources to many electrodes – it 
may be difficult to distinguish true inter-regional synchronization 
from artificially high synchronization due to different electrodes 
recording the same activity. This is a larger issue for EEG than for 
MEG. Ignoring zero-phase lag synchronizations may combat this 
issue, although there may be biologically relevant zero-phase lag 
synchronizations in the brain (Konig et al., 1995; Rajagovindan and 
Ding, 2008; Vicente et al., 2008). Another approach is to apply a 
spatial high-pass filter or other spatial transform such as current-
source-density or Laplacian, which helps minimize contributions 
of deep/distant sources that project to many electrodes (Kayser and 
Tenke, 2006; Srinivasan et al., 2007), or independent components 
analysis, which estimates unique sources of variance in the brain 
(Makeig et al., 1997). Finally, one can estimate the cortical genera-
tors via beamforming, minimum-norm estimates, or dipole mod-
eling, and then perform analyses in source-space. This approach 
is also not without drawbacks, because there is no unique inverse 
solution for any given cortical topography, and different methods 
may yield different estimates of source activity. Of course, there are 
advantages and limitations to every methodological approach that 
one must consider when interpreting results.

limitations oF time-based inFormation coding/
processing schemes
Recording electrophysiological or electromagnetic activity is 
not a perfect measurement of neurocognitive function. M/EEG 
recordings, like any methodology, have limitations that must 
be considered.

Mixing in the temporal or spatial domain is a critical issue. 
Mixing refers to when multiple spatially overlapping populations 
contribute to the signal recorded at a single electrode. An exam-
ple of mixing in the temporal domain that cannot be recovered 
through time–frequency analyses is illustrated in Figure 5. Another 
(extreme) example of mixing is if two populations of pyramidal 
cells are equally simultaneously active, but aligned in opposing 
orientation (e.g., on different sides of a sulcus). In this case, their 
electrical fields will cancel and the researcher may be left with the 

dynamic responses (Britz et al., 2010; Musso et al., 2010). 
Other brief cortical events include endogenous “bursts” of 
frontal alpha asymmetry (Allen and Cohen, 2010) that have 
been linked to depression. Transient bursts of synchronized 
electrophysiological activity also occur during sleep, namely 
spindles and ripples, which have been linked to memory for-
mation and dream recall (Axmacher et al., 2008).

Relatedly, transient pre-stimulus oscillatory dynamics predict 
performance on the upcoming trial. For example, specific pre-
 stimulus alpha and theta phases predict performance on perceptual 
(Mathewson et al., 2009; Busch and VanRullen, 2010), memory 
(Guderian et al., 2009), cognitive control (Mazaheri et al., 2009; 
O’Connell et al., 2009; Eichele et al., 2010), and switching (Gladwin 
et al., 2006) tasks. These and other similar findings demonstrate 
that there are transient but cognitively meaningful brain states that 
modulate upcoming task-related performance. Indeed, these pre-
stimulus dynamics may be causally involved in perceptual processes, 
as suggested by TMS manipulations (Romei et al., 2010). Because 
these pre-stimulus dynamics are transient and driven by phase and 
not amplitude, they are unlikely to be observed with time-domain 
averaging or the hemodynamic response (see Mathewson et al., 
2009, Figure 4 for an example with empirical data).

In conclusion, these examples illustrate cases in which cognitively 
meaningful brain dynamics are related to the subjects’ cognitive state, 
or predict upcoming performance, while overall levels of average activ-
ity do not. The point here is not to argue that spatiotemporal averaging 
or low temporal resolution imaging is invalid or inappropriate; rather, 
the point is to stress that there are vast and complex neural dynamics 
that are relevant for understanding neurocognitive function that occur 
“below the radar” of fMRI and event-related potentials.

how to study time-based processing schemes
In humans, the primary tools for studying electrophysiological 
activity are EEG and MEG. In some cases, it is possible to record 
EEG intracranially directly from patients with electrodes implanted 
for epilepsy or deep brain stimulation. Due to the high temporal 
resolution of EEG – a sample of electrical/magnetic brain activ-
ity can be recorded from each of dozens or hundreds of channels 
multiple times each millisecond – it is possible to examine the rich 
temporal landscape of cortical activity, and observe phasic changes 
in synchronization and desynchronization that occur over tens to 
hundreds of milliseconds. As discussed earlier, these complex corti-
cal dynamics occur 1–2 orders of magnitude faster than the BOLD 
response, and may be lost in time-domain EEG averaging during 
standard event-related potential analyses.

There are several advanced mathematical tools that are appro-
priate for extracting the fine spatiotemporal oscillation dynamics 
from EEG data, including but not limited to short-time fast Fourier 
transform, complex wavelet convolution, multi-taper (in combina-
tion with Fourier transform or wavelet convolution), autoregres-
sive coefficients, and bandpass filtering with the Hilbert transform. 
With careful parameter selection, these methods can produce 
nearly identical results (Quian Quiroga et al., 2002; Bruns, 2004), 
although in practice each approach has advantages and limitations. 
Functional connectivity can be estimated through spectral coher-
ence, phase synchronization, power correlations, Granger causal-
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recruit areas of cortex that span gyri and sulci. Finally, due to 
the large number of dimensions available in EEG data and thus 
a huge number of possible statistical comparisons across time, 
space, frequency, and power/phase (and interactions among these 
dimensions such as inter-electrode cross-frequency coupling), 
there is a large potential for spurious Type I errors, particularly 
during exploratory analyses. There is a fine balance between, on 
the one hand, being driven by and constraining oneself to a priori 
hypotheses based on theory and previous research, and, on the 
other hand, being open to unexpected and unpredicted but robust 
patterns of results in the data.

Despite the limitations, examination of neural temporal dynam-
ics has the potential to provide insight into human neurocognitive 
function beyond what is possible using approaches based on spa-
tial localization (e.g., fMRI) or time-domain averages (e.g., ERP). 
Arguably, these limitations and considerations reinforce the idea 
that analyzing the rich temporal dynamics of neural activity bring 
us closer to the true complexity of brain function.

misleading conclusion that no neural activity has occurred. Mixing 
is particularly problematic in EEG due to volume conduction and 
smearing/smoothing of the signal through the skull. Spatial filters 
such as current-source-density seem to be appropriate for obtaining 
relatively finer spatial resolution and linking inter-regional synchro-
nization to cognitive processes (Srinivasan et al., 2007; Winter et al., 
2007). Independent components analysis may recover some activity 
from mixed sources if those sources are temporally differentiable. 
Complex mixing from spatially overlapping and non-stationary 
sources may be less mathematically tractable to separate.

Another limitation of M/EEG is that they are limited to record-
ing only certain kinds of activity from certain kinds of neurons 
(e.g., pyramidal and not interneuron) arranged in certain geomet-
ric orientations relative to the skull. Another theoretical limitation 
is that EEG measures only neural populations that are tangentially 
aligned to the skull, whereas MEG measures neural populations 
that are radially aligned to the skull. This is mostly a theoretical 
argument, however, because in practice many cognitive processes 

Figure 5 | example of how mixing in the time-domain can affect the 
time–frequency representation. The activities of two spatially overlapping and 
similarly oriented neural networks (left two columns), one generating a 10-Hz 
rhythm and the other generating a 0.3-Hz rhythm, sum and are recorded by a 
single electrode (third column). At right is the time–frequency representation. 
Note that neither population on its own exhibits cross-frequency coupling. 

Oscillation baseline shifts and amplitude asymmetries have been described 
before and linked to cognitively relevant event-related potentials (Nikulin et al., 
2007; Mazaheri and Jensen, 2008). This simulation demonstrates that the 
sensitivity of M/EEG measurements is not infallible, although they may still 
provide deeper insights into neurocognitive function compared to functional 
localization.

Cohen It’s about time

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Frontiers in Human Neuroscience www.frontiersin.org January 2011 | Volume 5 | Article 2 | 13

open questions and Future directions
Following is a non-exhaustive list of important foci for future 
research on temporal coding and processing schemes in human 
neurocognitive function.

(1) What is the neurobiological meaning of different features of 
oscillation dynamics? The different features are power and 
phase within each frequency range, and all interactions they 
entail (e.g., power–power correlation, phase–phase synchro-
nization, power–phase synchronization). Within each fre-
quency band, estimates of power and phase are independent 
of each other (with the exception of zero power, in which case 
it is not possible to estimate phase, although in practice this 
is not often observed in real data at neurocognitively relevant 
frequencies). Sometimes, results obtained from power and 
from phase are convergent; other times, divergent. How do 
we interpret results from power, phase, phase-power cohe-
rence, phase–phase synchrony, etc., and what do they mean 
for network dynamics, brain function, and information 
processing transfer?

It is tempting to speculate that the number of simultaneously 
active neurons drives power whereas the timing of the activity 
of those neurons drives phase. However, this is likely overly 
simplistic. For example, both power and phase  information 
can be used to predict spike-timing (Rasch et al., 2008). For 
human neuroscience, perhaps the best way to dissociate the 
roles of power and phase for neurocomputation may come 
from careful and clever experimental design in which different 
predictions are made for how measures of power vs. phase are 
related to different cognitive processes.

(2) What spatial scales are relevant and how are dynamics at diffe-
rent spatial scales related? Dynamic and oscillatory neural acti-
vity can be measured at a large range of spatial scales, from 
within a single neuron to populations of millions of neurons 
(Varela et al., 2001; Kiebel et al., 2008; Moran and Bar-Gad, 
2010). What is the appropriate spatial scale for neurocognitive 
function? Are different scales more appropriate for different 
cognitive functions? Are multi-spatial-scale interactions rele-
vant for cognition?

There have been few investigations into how electrophysi-
ological measurements at different spatial scales are related to 
each other. For example, in a study investigating the relation-
ship between single-/multi-unit activity and EEG in a monkey, 
even the best combination of EEG characteristics (in this case, 
delta phase and gamma power) recorded from a small electrode 
accounted for only ∼15% of the variance of multi-unit activity 
(Whittingstall and Logothetis, 2009). Similarly, in an intrac-
ranial EEG study in humans, we found that time-domain cor-
relation coefficients and theta-band phase synchrony between 
Cz and each intracranial electrode in the medial frontal cortex 
showed significant correlations/synchrony, but the magnitude 
was low (in the range of 0.1–0.2; Cohen et al., 2008). Thus, 
surface EEG may reflect a complex mixture of spatiotemporal 
dynamics from widespread areas. Whether and to what extent 
the divergence between activities recorded from multiple spa-
tial scales is meaningful for cognitive function deserves more 
empirical attention.

what about space?
Accepting that information in the brain is coded precisely in time 
but distributed in space does not necessarily imply that space is 
irrelevant for neural representations and computations. Indeed, a 
logical consequent of this proposition is that space-based analy-
ses should focus on distributed patterns rather than localization. 
Space and time may even have similar hierarchical computational 
organizational principles (Kiebel et al., 2008).

The best spatial resolution currently possible is a few cubic 
millimeters with high-resolution fMRI, although this resolu-
tion refers to the hemodynamic response, which may be spa-
tially dispersed from its neural origin, following vascular features 
(Disbrow et al., 2000). Nonetheless, to the extent that representa-
tions extend over space at the level of several millimeters or cen-
timeters, fMRI seems to be a valid tool for uncovering sparse or 
distributed representations. Spatial multivariate approaches that 
analyze patterns of activity over space (voxels) have sometimes 
proven more sensitive than standard approaches (i.e., testing 
whether the activity at all voxels is different from zero, or dif-
ferent between conditions) at linking brain states to cognitive 
states. On the one hand, this might be expected considering that 
multivariate regressions use more parameters to characterize the 
data – indeed, it remains to be discussed in the literature what 
the actual probability of Type I errors are and what preventa-
tive statistical measures are appropriate – but nonetheless the 
pattern of spatial activation sometimes predicts subjects’ cog-
nitive state better than the overall amount of activity averaged 
over space (Haynes and Rees, 2006; Norman et al., 2006). Still, 
many applications of spatial multivariate approaches continue 
to rest on functional localization assumptions, for example by 
considering multivariate patterns only from small clusters of 
contiguous voxels, and then moving this “spotlight” around the 
brain (Kriegeskorte et al., 2006), or by selecting voxels for multi-
variate analyses that exhibit significant modulation by condition 
in a standard localization-based general linear model (Norman 
et al., 2006).

Relatively low spatial resolution techniques like EEG and 
MEG can also be used to examine distributed spatial patterns 
of electrical activity. For example, spatial multivariate patterns 
in EEG have been used to dissociate neural computations of 
magnitude from valence in a feedback-driven learning task 
(Philiastides et al., 2010) and word categories (Chan et al., 2010). 
Multivariate pattern analyses may also be informative across 
frequencies in one brain region. For example, visual gradient 
orientation can be predicted from frequency multivariate pat-
terns (Duncan et al., 2010), even though the neurons coding 
for directional gradients are at a spatial scale too small to be 
resolved by MEG.

Distributed, multivariate spatial analyses in fMRI vs. multivari-
ate time–frequency analyses in M/EEG may provide complemen-
tary information: Whereas examining complex spatial patterns in 
fMRI data may be suitable for understanding how representations 
are “stored” or activated, examining complex temporal patterns 
in M/EEG data may be more amenable for understanding the 
operations/computations performed on those representations, 
and how those representations are shared or transferred across 
space and over time.
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2007; Mayes et al., 2009). It may also be possible to train 
subjects to modulate intrinsic oscillatory activity through 
“neurofeedback,” which can modulate cognitive processes 
(Gruzelier et al., 2006; Keizer et al., 2010; Zoefel et al., 2010) 
as well as neuroplasticity and corticomuscular excitability 
(Ros et al., 2010).

(5) Are all time-based coding/processing schemes oscillatory? 
Time–frequency decomposition is often used because of 
visually observable oscillations in EEG data, the link to 
animal research examining local field potential oscilla-
tions (Buzsaki and Draguhn, 2004), the fact that time–fre-
quency methods are becoming increasingly common in the 
field, and the continuous advances in computing power, 
which facilitate analyses. But is all (or even most) time-
based information in the brain contained in oscillation 
dynamics?

In fact, in time–frequency decomposition analyses such as 
wavelet convolution or Fourier transform, oscillations them-
selves in different frequency bands are not directly measured; 
instead, what is measured is the extent to which the time- 
domain signal correlates with wavelets or sine waves at specific 
frequency bands with specific windows in time. Because any 
time-domain signal can be represented as a sum of sine waves of 
different phases, frequencies, and amplitudes, non-oscillatory 
responses will be captured by time–frequency decomposition. 
Yeung et al. (2004) attempted to use this feature of Fourier’s 
theorem to argue that the error-related negativity may not be 
an oscillatory theta response, although their simulation of a 
“non-oscillatory response” was a half-sine wave at theta fre-
quency (for more discussion, see Trujillo and Allen, 2007). 
Yeung et al.’s theoretical point is well taken, however, and there 
may be non-oscillatory dynamics that appear oscillatory due 
to time–frequency decomposition. Indeed, even in absence 
of sharp peaks in EEG power spectra over extended record-
ing periods, frequency band-specific temporal dynamics are 
apparent (He et al., 2010), and can be characterized using 1/f 
functions (Miller et al., 2009). Broadband activity also seems 
to be relevant for some aspects of sensory–motor functioning 
(Onton and Makeig, 2009; Miller et al., 2010).

One could argue that whether the neural dynamics are truly 
oscillatory is not important; rather, what is important is that a 
time–frequency approach to analyzing electrophysiology data 
may provide new insights into neurocognitive function beyond 
what could be learned from simple time-domain averaging. 
However, whether the dynamics are truly oscillatory in nature 
might be relevant to linking human work to in vivo animal 
recordings, computational models, etc.

There are other ways in which information can be encoded 
in time that are not necessarily oscillatory. For example, there 
might be temporal “states” or patterns (Stam and van Dijk, 
2002; Osterhage et al., 2007). Dynamics unfolding over time 
could be decoded using pattern-based analyses like support-
vector machines or multivariate regressions, in which activity 
at different points in time are weighted to produce a linear or 
non-linear integration of activity over time (and/or frequency; 
Duncan et al., 2010) that best predicts the subjects’ internal 
mental state or cognitive process.

(3) How does anatomical connectivity shape functional connecti-
vity? Synchronous activity across widespread brain regions 
is believed to reflect functionally unified networks, such 
that physically separate neural ensembles are co-processing 
the same information or transferring information back and 
forth. Presumably, functional interactions – the nature and 
strength with which different nodes in a brain network com-
municate with each other – are shaped by the anatomical 
connections bridging those nodes. But what aspects of fun-
ctional connectivity are shaped by anatomical connectivity: 
The strength of connectivity? Frequency range of synchro-
nous interactions? Timing and phase delay? Which aspects of 
structure–function relationships are relevant for cognitive/
behavioral functioning?

This question may be best addressed by linking EEG meas-
ures to white matter properties, measured through diffusion 
tensor imaging (DTI; Johansen-Berg and Rushworth, 2009), 
which takes advantage of the fact that the diffusion of water 
molecules in the brain is constrained by white matter fiber 
bundles. DTI data provides meaningful information about 
local white matter integrity and also the strength of tracts 
connecting different brain regions (Johansen-Berg, 2010). 
For example, visual stimulus-evoked gamma oscillations are 
correlated across subjects with corpus callosum white matter 
integrity (Zaehle and Herrmann, 2010). Similar findings have 
been observed with resting state EEG connectivity (Teipel et al., 
2009) and medial frontal cortical responses to errors (Westlye 
et al., 2009).

(4) Are oscillations causally involved in neurobiological pheno-
mena? Establishing causation is critical to science. To date, 
much of the current work on the role of oscillations in human 
neurocognitive function has been correlative. Although this 
is a necessary initial step, once spatial–temporal-frequency 
characteristics of neurocognitive processes are characterized, 
oscillation dynamics should be experimentally manipulated, 
ideally without explicitly manipulating the cognitive process 
thought to rely on those dynamics. There are several tools for 
addressing issues of causality, including transcranial magne-
tic stimulation, which has been shown to transiently perturb 
ongoing oscillations (Van Der Werf and Paus, 2006) that are 
dominant to each cortical region (Rosanova et al., 2009), and 
can impair cognitive processes such as attention that are thou-
ght to rely on specific oscillation patterns (Hamidi et al., 2009; 
Sauseng et al., 2009; Romei et al., 2010). Pharmacological 
manipulations may also be useful, although pharmacological 
agents may have complex effects on several brain systems and 
functions, so it may be difficult to interpret such results solely 
in the context of oscillations.

Oscillations can also be exogenously manipulated through 
stimulus flicker: When a visual stimulus is flashed at a par-
ticular frequency (like a strobe-light), regions of the brain 
that process that stimulus begin to oscillate at that fre-
quency. In addition to “tagging” particular stimulus features 
(Herrmann, 2001; Ding et al., 2006), flicker has been shown 
to module – in task/frequency band-specific ways – attention 
and memory processes (Silberstein et al., 2001; Williams, 
2001; Ellis et al., 2006; Williams et al., 2006; Wu and Yao, 
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stand how dynamics of the brain lead to dynamics of behavior, it 
may seem we are doomed to remain prisoners in a platonic cave, 
forever straining to make out faint and fuzzy shadows cast by the 
most fantastically complex and enigmatic information processing 
system we know of.

Here it is argued that considerable neural information is embed-
ded in the rich temporal landscape of electrophysiological dynamics, 
that much of this information may be lost when confining analyses 
to spatial dimensions, and that at least some of this information 
can be extracted non-invasively in humans using EEG and MEG. 
Approaches and analyses focused on temporal dynamical coding 
schemes will not render useless other approaches that are based 
on different (e.g., spatial) assumptions of neurocognitive function. 
However, ideas about time-based information coding schemes, and 
the approach of examining the temporal dynamics of brain electri-
cal activity, are an important next step in theoretical and empiri-
cal human neuroscience developments. This nascent but growing 
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impetus in uncovering fundamental neurocognitive mechanisms, 
linking research in humans to that in animals, and improving clinical 
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(6) What exactly is the information embedded in time? If the brain 
uses time-based information coding and processing schemes, 
what is the nature of this information? Is there a “temporo-
graphic” code, such that the precise timing of activity contains 
information? Or is the “information” simply reflecting passive 
maintenance of space-based information? Or does it reflect 
the passive transmission of information from one population 
of cells to another? Perhaps the oscillations themselves do not 
code information per se, but rather act as an organizing fil-
ter or selector for different populations of cells that actually 
encode/process information through action potentials or 
other means.

conclusion
The stomatogastric ganglion is a nucleus in the crustacean stomach 
that comprises approximately 30 neurons and controls the stomach 
and parts of the digestive system. The complete circuitry and con-
nectivity of this Lilliputian network is known. And yet, with two 
central pattern generators, modulation by at least 20 neurochemi-
cals, multiple modes of firing ranging from synchronous bursting 
to arrhythmic, and pacemaker functions, there is an incomplete 
understanding as to how stomatogastric ganglion operates, changes 
neural states, and supports digestion (Hooper and DiCaprio, 2004; 
Stein, 2009). The human brain, in super-Brobdingnagian contrast, 
contains perhaps eight orders of magnitude more neurons, even 
more possible connectivity patterns among these neurons, and con-
trols an impressive and complex array of perceptual, emotional, 
motor, linguistic, social, and creative processes. In trying to under-
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fast optical signals, and in particular of a methodology called 
the Event-Related Optical Signal (or EROS, Gratton et al., 1995; 
Gratton and Fabiani, 2009) to achieve this result.

Fast optical signals refer to changes in optical scattering that 
occur in neural tissue when the tissue is active (depolarized or 
hyperpolarized), compared to when it is not. They were first 
described in the 1940’s (Hill and Keynes, 1949) in isolated nerves, 
and subsequently reported in hippocampal (Frostig et al., 1990; 
MacVicar and Hochman, 1991; Andrew and MacVicar, 1994) and 
brainstem slices (Momose-Sato et al., 1998), as well as integral 
brain preparations in both invertebrates (Stepnoski et al., 1991) and 
vertebrates (Rector et al., 1997, 2005). As the response is blocked 
by tetrodoxin (Lee and Kim, 2010), it appears that opening and 
closing of ion channels is critical for its presence. Current research 
(Foust and Rector, 2007) suggests that the biological basis of the 
phenomenon is swelling (in the case of depolarization, Buchheim 
et al., 1999; Lee and Kim, 2010) or shrinking (in the case of hyperpo-
larization, Momose-Sato et al., 1998) of neurites (mostly dendrites) 
due to movement of water across the membrane associated with 
ion transport (see also Lee and Kim, 2010 for a biophysical model 
of scattering phenomena associated with neural function).

Because of their association with neuronal activity (rather than 
hemodynamic responses, which follow several seconds later), fast 
optical signals can potentially yield measures of brain activity 
with high (ms-level) temporal resolution, comparable to those 
of electrophysiological methods (as demonstrated by the work of 
Stepnoski et al., 1991; Rector et al., 1997, 2005). In the last several 
years our lab and others have worked to determine whether (a) fast 

IntroductIon
The last few decades have seen an enormous increase in the 
number of studies about human brain function (Barinaga, 1997; 
Bandettini, 2009). This meteoric increase has been in large part 
due to the introduction of a series of new methodologies for 
the non-invasive measurement of brain physiological parame-
ters, which we collectively label “brain imaging methods”. These 
non-invasive techniques have generated a new paradigm, which 
emphasizes mass activity as a useful level for theorizing about 
human brain function. The basic assumption is that it is possible 
to describe the human brain as a collection of macroscopic struc-
tures with sizes measurable from a few mm’s to several cm’s range, 
performing specialized functions over times ranging between 
tenths of ms to seconds or even longer, and whose synergistic 
interactions result in the emergence of overall brain states and 
behavioral outcomes. Ideally, therefore, brain imaging methods 
should be capable of describing brain activity with a level of spa-
tial and temporal resolution consistent with these temporal and 
spatial parameters (mm and ms, respectively). In practice, how-
ever, the most commonly used techniques (functional magnetic 
resonance imaging, or fMRI, and the event-related brain poten-
tial, or ERP) only reach this level of resolution in one dimension 
(respectively, space and time) but not the other. To obviate this 
problem, researchers have proposed combining these two tech-
niques, which however leads to a number of practical problems 
(e.g., Luck, 1999). Alternatively, the problem can be addressed by 
other methods, capable of reaching target values of both spatial 
and temporal resolution. In this paper we describe the use of 
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optical signals can be recorded non-invasively in humans; and (b) 
whether the data can provide the combination of spatial and tem-
poral resolution required for research in cognitive neuroscience.

Although recording of optical changes in exposed cortex has 
been carried out for several decades yielding images with exquisite 
spatial resolution (e.g., Grinvald et al., 1986), non-invasive meas-
urement presents some challenges, which clearly limit the spatial 
resolution that can be achieved. Head tissues, such as the skin, 
skull, and meninges both absorb (mostly in the visible range) and 
scatter light. Light absorption is mostly due to the hemoglobin 
present in the blood, and can be minimized by using light in the 
far red and near-infrared (NIR) spectrum (Frostig et al., 1990). At 
these wavelengths, the major limitation to cortical imaging is due 
to scattering, which is mostly due to mitochondria, membranes, 
and other vesicles present in the tissue (Beauvoit et al., 1995). To 
image deep tissues a successful approach has been diffusive opti-
cal imaging (Jobsis, 1977; Gratton et al., 1997). Although initially 
this approach produced images with low spatial resolution, current 
methodology (based on the use of a large density of recording chan-
nels and of particular measurement procedures described in the 
section Materials and Methods) has pushed the spatial resolution 
to a sub-cm level (Gratton and Fabiani, 2003). With this method-
ology, our group (Gratton et al., 1995; for a review, see Gratton 
and Fabiani, 2009), as well as others (e.g., Steinbrink et al., 2000; 
Wolf et al., 2002; Franceschini and Boas, 2004; Lebid et al., 2005; 
Tse et al., 2006; Kubota et al., 2008; Medvedev et al., 2008) have 
shown that fast optical signals can be recorded consistently, with 
a combination of spatial and temporal resolution that is adequate 
for the type of neuroimaging research considered above. However, 
other groups have questioned this possibility (Steinbrink et al., 
2005; Radakrishnan et al., 2009). In the remainder of this paper we 
present our methodology for recording fast optical signals (EROS) 
(see Materials and Methods) and review the evidence in favor and 
against the non-invasive recording of fast optical signals and cur-
rent data about its spatial and temporal resolution (see Results). In 
the Discussion we evaluate the current status of the research and 
possible future directions.

MaterIals and Methods
ProPagatIon of lIght through tIssue
Using light to generate images of brain function is a well-tested 
approach (Frostig, 2009). However, with diffuse illumination (as 
in normal lighting situations), penetration is reduced to a few mm, 
because of the strongly scattering and absorption properties of head 
tissues. To circumvent this problem and obtain images of cortical 
activity without opening the skull and/or lesioning the brain, it is 
necessary to use a different approach, called diffusive optical imag-
ing. This approach is based on separating the locations from which 
light is inserted into the tissue (sources) from those at which it is 
measured (detectors) (see Figure 1). Point sources of NIR light are 
positioned at various locations on the surface of the head. Because 
of the scattering properties of the tissue, the light propagates in 
a random fashion around the source. A detector located at some 
distance will pick up some of this light. The combination of sources 
and detectors identifies spindles through which photons are likely 
to travel during their random motion. As the head is bounded by 
a non-scattering surface, photons that reach the surface in their 

 random motion will penetrate a non-scattering medium, and there-
fore move in a straight line and permanently exit the head. Therefore 
photons that travel too close to the surface of the medium are not 
likely to reach distant detectors. This determines a “curvature” of 
the statistical spindles describing the motion of the photons. The 
maximum spindle depth is located approximately half-way between 
the source and the detector; the actual penetration depends, among 
other factors, on the source-detector distance. In practice, source-
detector distances varying between 3–5 cm afford depths of the 
central portion of the spindle varying between 1–3 cm; this range 
of depths is sufficient to explore large areas of the cortical surface 
(such as large parts of the occipital, parietal, temporal, and frontal 
cortex), although some areas (such as medial temporal cortex, basal 
ganglia, the ventral surface of the cortex and deep regions inside 
sulci) are not accessible to this type measurement.

MeasureMent of lIght ParaMeters
Two basic technologies for diffusive optical imaging are currently 
available. The first technology, called continuous-wave (or CW) 
method, is based on constant (or slowly oscillating, <10 kHz) sources 
of light. With this approach, only the total amount of light emitted 
by sources and reaching the detector can be measured (intensity 
or DC intensity). In contrast, the other technology uses rapidly 
varying sources of light, which afford measurement not only of 
the amount of variations in light intensity, but also of the time 
required by photons to move between a source and a detector (time 
of flight). Because of the diffusive nature of the photon movement 
and of the high refraction index of tissue, this time is in the ps or 
ns range. Photons’ time of flight is most conveniently measured in 
the frequency domain (FD), as the phase delay of a photon density 
wave moving between the source and the detector. Currently, com-
mercially available FD devices use sources that are modulated at 
frequencies ranging between 100 and 300 MHz. They can be used to 
derive three types of measures: average (or DC) intensity, amplitude 
of the intensity changes at the modulation frequency (AC intensity), 
and phase delay. In principle, even more information about the 
distribution of time-of-flight of individual photons can be obtained 
by time-resolved (or TR) method, which use pulsating time-sources, 
but these devices are more expensive and difficult to use.

Continuous-wave and frequency domain methods each offer 
advantages and disadvantages. CW methods are typically less 
expensive. However, phase delay measures may provide important 
data that are not available using intensity data alone. For example, 
phase data can be used to compute absolute absorption and scat-
tering coefficients for a particular region. Although this may be 
very important for clinical studies, this measurement is complex, 
and is rarely conducted in fast signal studies. It is very important to 
understand that intensity and phase data are fundamentally differ-
ent. Intensity measures are essentially counts of the photons reaching 
the detector. Phase delay data instead measure the average arrival 
time of photons. This implies that photons are weighted by their 
time-of-arrival, with increments or decrements in the number of 
photons that have times-of-flight shorter than the mean producing 
opposite effects than increments or decrements in the number of 
photons that have times-of-flight longer than the mean. Photons 
traveling deep inside the head typically travel longer distances (and 
have therefore longer times-of-flights) than photons traveling more 
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Garces et al., 2009), which cause changes at the interface between 
the sources and detectors and the head. These movement-related 
changes instead cause large artifacts on intensity measures, which 
need to be dealt with appropriate procedures (Sato et al., 2006; 
Medvedev et al., 2008; Huppert et al., 2009; Schneider-Garces et al., 
2009; Robertson et al., 2010). These three factors make the phase 
delay parameter particularly interesting for deriving images of brain 
activity with high spatial and temporal resolution.

co-regIstratIon and IMage reconstructIon
Optical data provide little anatomical information. As a conse-
quence, to determine the area of the brain to which measurements 
relate it is important to provide an anatomical frame of reference. 
In initial studies, this frame of reference was based on surface scalp 
measures (e.g., inion, vertex, e.g., Gratton et al., 1995). However, this 
frame of reference is very approximate. Therefore, we now routinely 
co-register the locations of sources and detectors to structural MR 
images obtained on the same subjects, using both fiducial alignment 
and fitting methods (Whalen et al., 2008). These co-registration 
methods lead to errors of less than 3–4 mm.

superficially. As a  consequence, variations in the number of photons 
traveling deep will have an opposite effect on the phase delay param-
eter than variations in the number of photons traveling superficially. 
In other words, the net effects of absorption or scattering changes 
on the photon delay parameter are critically dependent on where 
the changes occur. This has three critical consequences for fast opti-
cal imaging: (a) phase delay measures have a very different depth-
sensitivity compared to intensity measures, with greater sensitivity 
for deeper locations (this is due to the fact that photons traveling 
a very long path have very long times-of-flight, and greater influ-
ence on the mean value measured by phase delay)); (b) phase delay 
measures have a greater spatial resolution than intensity measures 
(this is because even small changes in the relative number of pho-
tons traveling long or short paths may have a large effect on the 
phase value); and (c) phase delay measures are largely insensitive 
to the total amount of light (and variations thereof) injected into 
the tissue, or picked up at the detector (this because these changes 
will equally influence photons traveling long and short paths, and 
therefore have no net effect on the phase parameter). This makes 
phase delay measures largely insensitive to movements (Schneider-

Figure 1 | (A) Schematic representation of the back-scattering of photons 
under conditions of rest and activity in the cortex. S = Source (red dot); D =  
detector (yellow dot). As shown in the right panels, changes in transparency 
of the cortex are associated with changes in photon penetration and path 

length. Adapted from Figure 7 in Gratton and Fabiani (2003). (B) Projections 
(in green) of the areas investigated by a large number of optical sources (red 
dots) and detectors (yellow dots) onto 3D renditions of an MR anatomical 
image.
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 identifying such artifacts on regular channels – Sato et al., 2006; 
Huppert et al., 2009; Schneider-Garces et al., 2009; Robertson et al., 
2010), or correcting the estimated effect of artifact either using 
regression methods (this requires estimating the occurrence of 
movements through specialized channels with source-detector 
distances so short to not be likely to be influenced by brain effects 
– e.g., Medvedev et al., 2008) or statistically-based methods (in 
which the principal components of data are assumed to be due to 
movements and discarded from the data – Huppert et al., 2009; 
Robertson et al., 2010). In any case, for the reasons explained earlier, 
phase data appear largely impervious from movement artifacts 
(Schneider-Garces et al., 2009), so that movement correction does 
not appear necessary in this case. The second source of artifacts is 
related to hemodynamic effects, which cause changes in absorption 
that may overlap with the fast effects. Some of these changes, such as 
those due to the vasodilation effects that form the basis of the fMRI 
Blood-Oxygenation-Level-Dependent (BOLD) signal, are very slow 
and can be easily separated from fast signals through frequency 
filtering. Others, due to the oscillations occurring during a cardiac 
cycle, are very rapid (about 1 Hz). To eliminate these artifacts we 
(Gratton and Corballis, 1995) developed an adaptive filtering algo-
rithm that is effective in greatly reducing the pulse artifact.

Background noise can be reduced significantly using signal aver-
aging. This procedure, however, introduces the problem of having 
to record a large number of trials, which may impose limits in the 
experimental design. Another approach that is often used in com-
bination with averaging is filtering. Three types of filters have been 
most commonly used: frequency filters (Maclin et al., 2003), spa-
tial filters and statistically-based adaptive filtering (e.g., application 
of independent component analysis, or ICA, Morren et al., 2004; 
Medvedev et al., 2008). The first two approaches have the limitation 
of reducing the temporal or spatial resolution of data. The third 
requires making specific assumptions about what constitutes signal 
and what should be considered as noise. In any case, large improve-
ments in signal-to-noise ratio (SNR) have been obtained using these 
approaches (Maclin et al., 2003; Medvedev et al., 2008).

Finally, a practical problem in most brain optical imaging studies 
is the presence of hair, which, depending on the color, may absorb a 
large proportion of the light used for the measurement, thus greatly 
limiting our ability to image brain activity. It is therefore essential 
to comb the hair away from sources and detectors. This greatly 
improves the ability to record optical data without participants’ 
exclusion. Note that similar procedures are also routinely applied 
for EEG recording.

results
detectIon of the fast oPtIcal sIgnal
To demonstrate the existence of the fast optical signal, our lab and 
others have shown that (a) a fast response with latency compatible 
with a known signal is consistently present in optical data (e.g., 
Gratton et al., 1997, 2001; Rinne et al., 1999; DeSoto et al., 2001; Tse 
et al., 2006, 2007); (b) this response does not occur in appropriately 
selected control conditions (e.g., Gratton et al., 1995, 2000, 2009; 
DeSoto et al., 2001; Wolf et al., 2002; Franceschini and Boas, 2004; 
Tse et al., 2006; Medvedev et al., 2008). These control conditions 
need to be chosen so as to eliminate any account that is not due 
to neural function.

To produce images, it is necessary to obtain measurements from 
a number of locations. CW and FD systems allowing for concurrent 
recording from multiple locations are currently commercially avail-
able. In general, because of the scattering and absorption properties 
of tissue, a detector can only pick up light emitted from source less 
than 5–6 cm away. In addition, even much closer sources can be sep-
arated from each other if they are time-, frequency- or wavelength-
multiplexed. This permits to achieve a very high spatial sampling, 
with a channel (defined as a combination of a source and a detector) 
every few squares cm. Wolf et al. (2000) showed that using a high 
spatial sampling and multiple channels with overlapping “curved 
spindles” may result in large increases in the spatial resolution of 
optical imaging data. According to our computations (e.g., Gratton 
and Fabiani, 2003), the spatial resolution thus obtained can be as 
high as 15–20 mm for intensity measures and 5–10 mm for phase 
delay measures (which, as mentioned above, have a greater spatial 
resolution than intensity measures). This spatial resolution is com-
parable to that of most fMRI studies.

The majority of the fast optical imaging studies reported so 
far are based on surface-projected images. These images are typi-
cally obtained by back-projection, a technique in which the values 
obtained from a particular channel are represented as changes 
occurring at particular locations (or areas) on the brain surface 
in between the source and the detector. If the same location lies in 
between multiple combinations of sources and detectors, the cor-
responding values are combined (typically by arithmetic averaging 
for phase measures or geometric averaging for intensity measures; 
Wolf et al., 2000; Gratton and Fabiani, 2009). Statistical analysis can 
then be conducted pixel-wise in a manner analogous to what is done 
for fMRI, using appropriate corrections for multiple comparisons 
(Kiebel et al., 1999). Three-dimensional reconstruction algorithms 
for intensity data have also been proposed (Roggan et al., 1994; Zhu 
et al., 1997; Boas et al., 2001; Intes et al., 2002, 2004; Fukui et al., 
2003). We have recently developed three-dimensional reconstruc-
tion algorithms that can be used for both intensity and phase data; 
these methods are currently under evaluation.

artIfact treatMent and noIse reductIon
Fast signals are very small (of the order of 1/1000 for intensity 
measures and ps or fractions thereof for phase delay measures). 
These signals need to be separated from noise that may be several 
orders of magnitude larger. Two types of noise are important: large, 
non-random noise, which occurs sporadically or it is clearly of 
non-brain origin (artifacts), and small, random noise, which occurs 
continuously and it may be generated by a host of factors including 
brain and other physiological phenomena (background noise).

There are two major sources of artifacts in fast optical imag-
ing: movements and changes related to hemodynamics. As men-
tioned above, intensity data are particularly sensitive to changes 
in the interface between the optical instrumentation and the head 
surface, which may occur during large head movements. These 
changes are particularly significant when the connection between 
the instruments and the head is not very tight. Therefore, use of 
appropriate holders for the optical devices may greatly reduce this 
type of artifact. In addition, investigators have proposed a number 
of approaches for dealing with this artifact, including discarding 
trials with evidence of movement artifact (using algorithms for 
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with progressively greater source-detector distance, reflecting their 
change in penetration inside the head. As for the previous study, 
each set of channels with different source-detector distance would 
serve as both the one in which the response should be observed and 
as a control when it should not. The results were consistent with the 
predictions: the source-detector distance of channels showing the 
maximum response (as in the other studies, an increase in phase 
delay with a latency of 80 ms from stimulation) varied system-
atically as a function of stimulus eccentricity. As in the previous 
example, in this case the finding was replicated in a recent study 
(see Figure 3, Maclin et al., 2008).

Notwithstanding the large number of controlled studies support-
ing the detection of an optical response, there have been a handful 
of studies that have presented apparently contrasting results. Of 
these studies, all based on intensity measures, one was conducted in 
humans (Steinbrink et al., 2005) and one intradurally in monkeys 
(Radakrishnan et al., 2009). The Steinbrink et al. (2005) is based on 
somatosensory stimulation. The authors reported the occurrence 
of a significant fast optical response only when the stimulation was 
above threshold for motor response: this led them to consider likely 
that the observed response was based on movement artifacts, thus 
contradicting an earlier report from the same group (Steinbrink 
et al., 2000). However, it should be noted that movements of the 
head were not monitored, and a reduction of the neuronal response 
as a function of a weaker stimulation could have been predicted 
on the basis of extant knowledge. The authors also reported fail-
ure to identify responses in the case of visual stimulation, but the 
recording conditions appear to vary significantly across subjects. In 
both the somatosensory and visual conditions, very few recording 
channels were used (1 or 2), which is clearly sub-optimal, and no 
alignment with anatomical structures was used. The Radakrishnan 
et al. (2009) study reports absence of a fast  optical response in the 

There are now a large number (>30) of published studies that 
satisfy these requirements (see Gratton and Fabiani, 2009 for a 
recent review). These studies come from several different labora-
tories, involve both intensity and phase delay measures, and are 
based on a number of different paradigms. For example, in the study 
providing the first description of the fast optical signal (Gratton 
et al., 1995), four different visual stimulation conditions (one for 
each quadrant of the visual field) were used. Recordings were made 
from 12 locations over the occipital area chosen so as to yield a 
retinotopic map of primary visual cortex (V1). Thus, for each of 
the four stimulation conditions, a different quadrant of V1 was 
expected to be stimulated, with the control condition provided by 
the same quadrant of V1 when other visual field quadrants were 
stimulated. In this fashion each area provided a control for itself. 
The results indicated that the response (an increase of the phase 
delay with a latency of 50–100 ms from stimulation consistent with 
the initial response in V1 measured with electrophysiological meth-
ods) occurred only in the stimulated condition but not in the others, 
for each of the four quadrants of V1. Although the original study 
was based on a small N, this finding was replicated in a subsequent 
study with a larger N, a higher sampling rate (20 ms), and a higher 
spatial sampling (Gratton and Fabiani, 2003). This study showed 
a response characterized by an increase in phase delay peaking at 
a latency of approximately 80 ms from stimulation. Results from 
this replication study are reported in Figure 2. Similarly, Gratton 
et al. (2000) presented stimuli varying in stimulus eccentricity (1, 
2, 4, and 8 degrees). According to the known retinotopic organiza-
tion of primary visual cortex, it was predicted that the location of 
the response in V1 should occur at progressively deeper locations 
depending on the eccentricity of the visual stimulus (this was con-
trolled using an fMRI study on the same subjects). In this case, the 
prediction was that the response should occur in  optical channels 

Figure 2 | Adapted from gratton et al. (2003). The left panel depicts 
the stimulation conditions used and the cortical regions that are predicted to carry the 
response. The right panel indicated the EROS time course from the predicted location 

averaged across the four stimulation conditions (thick lines), and the responses from 
the same locations when the other stimulation conditions where presented (thin 
lines). Error bars are based on the standard error of the mean (N = 8).
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Morren et al., 2004), under appropriate modality-specific conditions. 
Further, fast optical responses have been observed in higher-order 
cortical regions including prefrontal and parietal cortex (Low et al., 
2006, 2009; Tse et al., 2006, 2007; Medvedev et al., 2008; Gratton et al. 
2009) in various paradigms using cognitive manipulations.

sPatIal and teMPoral resolutIon of fast oPtIcal IMagIng
The spatial resolution of fast optical imaging is partly dependent 
on the methods used for its measurement. Three sets of studies 
have specifically investigated this issue, all using tasks involving the 
activation of different segments of functionally organized corti-
cal regions. They include the two visual stimulation experiments 
described above (Gratton et al., 1995; Gratton and Fabiani, 2003), 
and a study using finger tapping by Wolf et al. (2002). All these 
studies have shown that fast optical imaging of phase data can 
distinguish between the activities of areas as close as 5–10 mm from 
each other, provided that sufficient spatial sampling is attained (at 
least 1 channel/square cm). However, the latter study also compared 
the spatial resolution of phase and intensity data, showing that 
phase data are much more localized than intensity data. An alterna-
tive approach is based on the statistical computation of the size of 
“resels” (volumes with uncorrelated error terms) obtained using 
the random field theory (Worsley et al., 1992; Kiebel et al., 1999). 
The results of this analysis are consistent with the spatial resolu-
tion estimates obtained with functional manipulations (5–10 mm 
spatial resolution for phase data, 10–20 mm for intensity data). The 
temporal resolution of optical data also appears to depend on the 
sampling rate adopted, at least for frequencies up to 100 Hz. In a 
series of studies in which ERPs and EROS were recorded simul-
taneously, the timing of the optical response appears to coincide 
with that of ERP responses, at least at the level of the sampling 
rate adopted (e.g., Tse et al., 2007). Note that current limits in the 
temporal and spatial resolution of EROS could be improved with 
hardware and software development. For example, current equip-
ment requires multiplexing, thus limiting the temporal resolution 

primary visual cortex of a macaque monkey, thus apparently con-
tradicting not only the human studies, but also the animal studies 
reviewed earlier in this paper. A problem with this study is that the 
sources and detectors were located at a distance of approximately 
1 cm from each other, in very close proximity to the surface of the 
visual cortex. As the thickness of V1 in macaque is less than 2 mm, 
it is quite possible that the curved spindles describing the optical 
sensitivity would have overshot the active area of the brain. Although 
they report the occurrence of slow, hemodynamic responses with 
CW methods, these responses are known to have a lower spatial 
resolution (see Frostig et al., 1990 for a demonstration of the spread 
of the slow hemodynamic responses), and thus they may origi-
nate in different areas, not investigated with fast responses. If this 
proved to be the case, it would suggest that fast optical signals need 
dense and extended spatial sampling for appropriate recording. The 
Radakrishnan et al. (2009) paper also reports FD measurements, but 
neither fast nor slow responses were reliably observed with these 
methods, suggesting the occurrence of methodological problems. 
Both studies also report Monte Carlo simulations indicating that, 
if existent, the fast optical response should have been observable, 
but only with intensity and not with phase measures. However, the 
results of these simulations contradict other simulations presented 
previously by one of the two groups (Franceschini and Boas, 2004). 
Further, these simulations only explore a relatively small set of con-
ditions, not necessarily covering real life situations.

In summary, the vast majority of the published studies support the 
detection of fast optical responses in a variety of different paradigms. 
The fast optical response is typically characterized by a reduction in 
light intensity and an increase in phase delay at a latency correspond-
ing to the expected time of cortical activation for each paradigm. Fast 
optical responses have been reported in visual (e.g., Gratton et al., 
1995, 2000, 2001, 2003, 2006), auditory (Rinne et al., 1999; Fabiani 
et al., 2006; Tse et al., 2006; Tse and Penney, 2007, 2008), somatosen-
sory (Steinbrink et al., 2000; Maclin et al., 2004; Franceschini and 
Boas, 2004) and motor cortex (DeSoto et al., 2001; Wolf et al., 2002; 

Figure 3 | From Maclin et al. (2008). Three-dimensional reconstruction of 
EROS phase delay data for each stimulus eccentricity condition (Ecc = stimulus 
eccentricity). The data are grand average maps (N = 14) of an axial slice (z = –10 

in MNI space) obtained at a latency of 76 ms from stimulation (sampling rate 
was 25.6 ms). The white crosses indicate the peak points. The data are displayed 
in arbitrary phase units.
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obtained with EROS (Hari et al., 2000). However, this is predicated 
on the use of complex analytical methods to address the inverse 
problem. These methods typically require simplifying assumptions 
about the properties of the signal to be modeled (cortical activity). 
Reliance on these simplifying assumptions is much less critical for 
EROS. Further, MEG is more expensive than EROS.

Another approach to achieve dynamic imaging of brain activity 
is to combine data from different imaging modalities (e.g., ERPs 
and fMRI, Luck, 1999). A problem with this approach is that this 
relationship is not well understood and probably subject to many 
variations. As mentioned earlier, because of its temporal similarity 
with ERPs and spatial affinity with fMRI, EROS can provide a bridge 
between these two modalities (e.g., Gratton et al., 1997), and serve 
to test and/or validate the presumed relationship between them. 
The combined recording of different modalities can also afford new 
intriguing views into brain function. For example, the combined 
use of EROS and source-localized ERP measures may help distin-
guish between the activity of inter-neurons and pyramidal cells. 
This may be possible because EROS is likely sensitive to both inter-
neuron and pyramidal cell activity, whereas ERPs are selective for 
pyramidal neurons only, albeit with limited spatial resolution.

At present, EROS is still in its infancy. Applications to various 
areas of cognitive neuroscience, such as attention (Gratton, 1997; 
DeSoto et al., 2001), sensory (Rinne et al., 1999; Fabiani et al., 2006; 
Tse et al., 2006; Tse and Penney, 2007, 2008) and working (Low et al., 
2006; Medvedev et al., 2008) memory, executive and preparatory 
(Gratton et al., 2008) processes, and language (Tse et al., 2007; 
Kubota et al., 2008) are beginning to appear in the last few years, 
as well as applications involving not only young adults but also 
older adults (Fabiani et al., 2006; Gratton et al., 2009). However, 
the methodology is still evolving. Current methodological research 
includes work on the development of more efficient hardware and 
data collection software (including both acquisition systems that 
are faster, allow for the recording from a larger number of channels, 
and have higher SNR and, more suitable devices for securely con-
necting the measurement system to the head), three-dimensional 
reconstruction algorithms for both intensity and phase data, filter-
ing and data extraction systems, more efficient procedures to deal 
with artifact, and so on. It is likely that application of these meth-
odological advancements will result in significant improvement 
in the quality of the data, including higher spatial and temporal 
resolution and higher SNR. Hopefully these advancements will lead 
to a new level of analysis of human brain function.
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of the technique. Recording hardware updates allowing for more 
parallel data collection would bring the temporal resolution on par 
with that obtained with ERPs and MEG.

dIscussIon
Taken together, the work published so far provides a strong sup-
port for the idea that fast optical signals (EROS) can be detected 
from surface recording, providing a tool for studying rapid changes 
in brain activity. The temporal and spatial resolutions of EROS 
depend in part on the methods used. However, when phase meas-
ures and high spatial sampling are adopted, the spatial resolution 
can be as high as 5–10 mm, in the range of most published fMRI 
work in cognitive neuroscience. The temporal resolution appears 
approximately similar to that obtained with EEG and ERPs, and 
again depends on the sampling rate.

When compared to other brain imaging methods, EROS has 
several advantages and some limitations. The major limitations 
include the restricted depth of penetration (a few cm from the head 
surface), and the low SNR, which renders it necessary to accrue data 
across a number of trials1. The major advantages are contained cost 
and relative portability (when compared to MRI, positron emission 
tomography – PET, and magnetoencephalography – MEG) and 
ease of concurrent recording with other measures. In fact, EROS 
can and has been recorded simultaneously with ERPs (e.g., DeSoto 
et al., 2001; Gratton et al., 2001), fMRI (Toronov et al., 2005; Zhang 
et al., 2005), and, in a current pilot study in our lab, Transcranial 
Magnetic Stimulation (TMS) without any evidence of interference 
in either direction. This is potentially a great asset as fast optical 
data may make an ideal bridge technology for neuroimaging data 
fusion (Barinaga, 1997).

The types of data obtained with EROS allow for different types of 
analyses, including study of the rapid interaction of different cortical 
regions. For example, Rykhlevskaia et al. (2006) showed that EROS 
can be used to identify the flow of information across cortical regions, 
as well as excitation and inhibition between cortical regions. They 
also showed that this interaction may be related to the anatomical 
connections between the areas (see also Gratton et al., 2009). These 
types of data may be critical for our theorizing about how different 
regions of the brain cooperate to perform cognitive functions.

Other methods can also be used to generate dynamic images 
of brain activity. For instance, MEG can be used to derive images 
combining spatial and temporal resolution comparable to those 

1Typical recordings aim at obtaining at least 50–100 trial per condition per subject.  
However, the exact number needed depends on the size of the signal, which varies 
somewhat in different cortical regions and as a function of task conditions. For 
example, visual experiments with repeated stimulation may require many more 
trials (several hundreds) than recordings from frontal cortex during attention-
demanding tasks (a few dozen).
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available and peek into the exciting dynamics of brain activity on 
a moment-to-moment basis. In order to make the case, we present 
an example from event-related EEG where a combination of data 
decomposition with independent component analysis (ICA), mul-
tiple regression and deconvolution is used to derive a heretofore 
unknown electrophysiological precursor of behavioral errors.

Since the observation of the medial frontal negativity in the 
response-locked event-related potential associated with error com-
mission (Falkenstein et al., 1991; Gehring et al., 1993), brain activity 
patterns and behavioral changes that are caused by errors have 
received a great deal of attention and helped in understanding how 
the brain responds to errors, and shapes subsequent behavioral 
adaptation. A neural system located mainly within the rostral cin-
gulate zone (RCZ), the pre-supplementary motor area (pre-SMA) 
and the anterior insular cortex has been identified to support this 
function by signaling the need for increased control, whenever the 
action goal is not achieved or the risk to fail is high (Ridderinkhof 
et al., 2004; Debener et al., 2005; Klein et al., 2007).

In contradistinction, changes in brain activity and behavior pre-
ceding errors have received much less attention, although these 
antecedent conditions may help to understand how brain states 
affect behavioral accuracy, and activity patterns preceding errors 
might lend themselves to prediction of upcoming performance, 
which would possibly have a number of interesting real-world appli-
cations. To date, only a limited amount of studies have investigated 
EEG activity immediately preceding errors; these have employed 
different EEG features for analysis and the evidence points to 

IntroductIon

“It is hardly surprising to find that the organism’s response to “iden-
tical” stimuli is in flux. The nervous system is not a passive recipi-
ent of inputs that are obediently switched to outputs; rather it is a 
dynamic system that continuously generates hypotheses about the 
environment”
 (Squires et al., 1976).

It is trivial to state that human behavior and human brain activ-
ity are highly variable, yet more than thirty years after presenting 
the astonishing EEG data that led Squires and colleagues to write 
these lines, echoing James’ prescient perception (James, 1890, the 
digitized text is freely available at http://www.archive.org/) the core 
assumption in cognitive neuroscience and its neuroimaging meth-
ods still maintains that there is a deterministic event-related signal 
and random noise. This assumption is used to justify averaging the 
rich and complex information in EEG and fMRI measurements 
for denoising and data reduction (in event-related EEG simply by 
taking the mean across trials, in fMRI through first-level modeling 
with fixed predictors). This happens, we assume, for analytical con-
venience and traditional reasons, although the average signal does 
not at all reflect a great deal of variability in the raw data (roughly 
about 10%), and is not necessarily representative of the single trials 
at which some behavior occurred (Arieli et al., 1996; Raichle and 
Snyder, 2007). The challenge for cognitive neuroscience in a time 
when processors are fast and memory is cheap is to utilize the many 
elegant methods for single-trial analysis that are (mostly freely) 
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related activity preceding erroneous performance at the time of 
conflict/compatibility processing, in particular we expect gradually 
lower amplitudes of event-related responses similar to our previ-
ous fMRI findings. This finding would link error precursors more 
directly to performance monitoring, rather than to unspecific ongo-
ing activity producing spurious noise signals that lead to random 
lapses in performance.

In order to separate the medial frontal source from other event-
related responses and background activity we employed temporal 
ICA (Bell and Sejnowski, 1995) and identified for each participant 
the source that jointly topographically and functionally reflected 
conflict and error responses (IE) and then analyzed the trial-by-trial 
by dynamics surrounding errors. Due to its role in (pre-response) 
conflict processing and temporal overlap with the ERN we expected 
in particular the N2 amplitude to show a gradually lesser negativity 
prior to errors. However, we inspected the entire time period sur-
rounding stimulus onset to pick up trends localized to preceding 
responses (Ridderinkhof et al., 2003), as well as stimulus-preceding 
negativities and P3 (O’Connell et al., 2009).

MaterIals and Methods
PartIcIPants
Seventy participants (29 male, 41 female) are included in this study 
and were recruited from psychology and medicine undergradu-
ate classes at the University of Bergen. Written informed consent 
was obtained from all participants and the study was approved by 
Regional Committee for Medical Research Ethics, West-Norway. 
Included participants had normal, or corrected to normal vision, 
and no history of neurological or psychiatric disorders and present 
use of psychotropic medication. Eight of the participants were 
left-handed individuals. The mean age of the participants was 
22.02 years (±3.01). Data from five additional participants were 
discarded due to excessive non-stereotyped EEG artifacts.

exPerIMental desIgn
After verbal and written instruction and a training sequence, par-
ticipants performed a modified visual Eriksen flanker task imple-
mented in E-prime 2 (Psychology software tools). At the center of 
a PC screen, participants were presented a fixation dot. Trials began 
with the presentation of six horizontal flanker-arrows appearing 
below the fixation. Participants were instructed to respond as fast 
as possible and as accurate as possible with either a left or a right 
mouse button press following the direction of a central target arrow 
that appeared 100 ms after the flankers. The central target arrow 
pointed either into the same direction as the flanker-arrows in com-
patible trials (<<< < <<<, >>> > >>>) or in the opposite direction in 
incompatible trials (<<< > <<<, >>> < >>>). The target and flanker-
arrows remained on screen until a response was registered. Trials 
were terminated by the motor response and were followed by a fixed 
800 ms interval before the onset of the next trial. Stimuli were pre-
sented in five blocks with 200 trials that were pseudo-randomized 
separately for each participant. No performance feedback was given 
during the experiment. The overall probability of compatible and 
incompatible trials, as well as left and right responses was kept at 
0.5, respectively. Local probability manipulations of compatibil-
ity, response and stimulus-type were embedded in the stimulus 
sequences: twenty four participants received stimulus sequences in 

 different, but quite possibly interrelated sources of performance 
errors. Briefly summarized, in trials preceding errors event-related 
EEG shows more positive response-locked activity (Ridderinkhof 
et al., 2003; Allain et al., 2004; Hajcak et al., 2005), reduced theta 
power (Cavanagh et al., 2009), decreased amplitudes of stimulus-
preceding contingent negative variation and the stimulus-following 
P300 components (O’Connell et al., 2009), while α and μ rhythm 
power increase (Mazaheri et al., 2009).

In addition, changes expanding on a longer timescale across tri-
als before errors can be observed in behavioral, electrophysiological, 
and hemodynamic measures: responses are executed increasingly 
more quickly (Smith and Brewer, 1995; Gehring and Fencsik, 2001), 
frontal and insular regions associated with attention regulation and 
effort show a graded decline of hemodynamic activation (Eichele 
et al., 2008), while event-related responses in regions within the 
default mode network (Raichle et al., 2001) show reduced deactiva-
tion (Li et al., 2007; Eichele et al., 2008). Similarly, an increase in 
right parietally localized α-power in the scalp EEG evolves across 
the same timescale (O’Connell et al., 2009).

We have previously suggested that such trends in the trial-by-
trial dynamics of hemodynamic activity preceding errors stem from 
a (mal-)adaptive system rather than spontaneous variability. As 
such, we posit that error-preceding activity more or less directly 
represents parts of the systems that mediate error monitoring and 
more general cognitive control functions (Ridderinkhof et al., 2004; 
Ullsperger and von Cramon, 2004). In the context of cognitive con-
trol models (Yeung et al., 2004; Yu et al., 2009) this account predicts 
that variations of the stimulus sequence that impact on conflict 
(and attention) are continuously employed to adapt the system, and 
thus are reflected in the dynamics of event-related responses gener-
ated by the system. We imply more generally that a representation 
of predictive information transferred in the stimulus history is con-
tinuously utilized to optimize brain responses (Sutton et al., 1965; 
Squires et al., 1976; Eichele et al., 2005; Friston, 2005; Raichle, 2006; 
Botvinick, 2007; Mars et al., 2008). This optimization yields adjust-
ments of overt response speed and commensurate corticospinal 
excitability when events are repetitive and subjectively predictable 
(Huettel et al., 2002, 2005; Bestmann et al., 2008) and consequently 
affect the trade-off between speed and accuracy (Forstmann et al., 
2008; Ivanoff et al., 2008; van Veen et al., 2008).

Here, we employed a modified Eriksen flanker task (Eriksen 
and Eriksen, 1974; Gratton et al., 1992) and the event-related 
responses in this task are modulated by conflict in particular dur-
ing the latency of the N2 from about 250 ms after stimulus onset, 
extending well into the latency of the P3 up to around 500 ms 
(Kopp et al., 1996; Yeung et al., 2004; Folstein and Van Petten, 2008). 
Errors occur relatively more often to incompatible trials, in par-
ticular when these follow low conflict compatible trials and yield a 
large error-related negativity (ERN) in the response-locked EEG at 
about 80 ms with a subsequent positivity (Falkenstein et al., 2000; 
Debener et al., 2005).

The present study focuses on the dynamics of a medial frontal 
EEG source with a generator in the RCZ that previously has been 
associated with error and feedback processing (Roger et al., 2010; 
Debener et al., 2005; Gentsch et al., 2009), providing the scalp elec-
trophysiological surrogate for the performance monitoring system. 
We aimed to show that this source reflects mal-adaptive event-
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BehavIoral analysIs
Response time (RT) and response accuracy (RACC) averages were 
generated for all possible outcomes. Responses faster than 100 ms 
(0.03%) and slower than 1000 ms (0.48%) were not considered. 
Errors were defined as incorrect key presses to compatible and 
incompatible trials. The categorical effects of compatibility, stimu-
lus/response repetition and accuracy were removed from the single-
trial RTs by means of multiple linear regression (Notebaert and 
Verguts, 2007). The RACC data for each participant were coded as 
a binary vector with 0 representing correct outcomes, and 1 errors, 
and were then used to derive the residual modulation from five trials 
prior to five trials after error commission using the deconvolution 
method we have introduced for hemodynamic response estimation 
previously (Eichele et al., 2008). In brief, we take the Moore-Penrose 
pseudo-inverse of the convolution matrix containing the −5…+5 
lagged versions of the accuracy predictor and multiply this with the 
RT/EEG vector yielding the residual modulation surrounding the 
error as the output. An illustration of the method with a simulation 
example is provided in Figure 1, for further details and areas of 
application see our previous work (Eichele et al., 2008, 2009).

Deconvolution enables inclusion of overlapping trial sequences 
with errors and is preferable to within-subject averaging here. The 
deconvolved RT modulation was tested with point-wise one-sample 

which compatibility was parametrically varied in short sequences 
of 40 trials in which the ratio between the compatible and incom-
patible trials was 1/9, 3/7, 5/5, 7/3 or 9/1, respectively, while the 
probability of a left/right response was kept at 0.5. Twenty three 
participants received stimulus sequences in which response side 
was similarly varied in sequences of 40 trials with ratios between 
left and right of 1/9, 3/7, 5/5, 7/3 or 9/1, respectively, while conflict 
was kept at 0.5. Twenty three participant received sequences with 
sequences of 50 trials in which one of the trial type appeared at 
p = 0.7, and the other three stimuli at p = 0.1 respectively. Here, 
we only focus on error-preceding activity which is present in all 
three experiments, and will report the main effects of parametric 
manipulations elsewhere.

trIal sequence
Errors in the flanker task are not randomly distributed but occur 
more frequently at high conflict incompatible trials. In order to 
visualize and analyze the relationship between errors and the pre-
ceding stimulus sequence the compatibility was coded in a binary 
vector containing all trials, where −1 denoted compatible, and +1 
denoted incompatible trials, respectively. These were then used to 
derive the average occurrences from five trials prior to five trials 
after errors (see Figure 4, top panel).
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FiGurE 1 | illustration of deconvolution of latent sequential effects. (A) We 
assume a latent precursor signal that gradually evolves across trials and precedes 
each error; (B) In order to illustrate a noiseless sequence of single trials we 
convolve a vector with 10% errors at random instances, note the summation of 
overlapping sequences; (C) for real data, we assume additional noise; (D) 
Convolution of the noisy data (C+E) with (A) yields the simulated single-trial data 

that are used for deconvolution; (E) In order to deconvolve the data, we use a 
“Stick”-function that describes the occurrence of errors; (F) stacking the stick 
function at different lags is the convolution matrix; (G) we then take the 
pseudo-inverse of (F) and multiply the resulting matrix with the noisy data (D); (H) 
The product is an estimate of the precursor. In this figure, we show the average 
across 100 runs, error bars indicate the ±1 standard deviation around the mean.
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Inference
In order to test the consistency of topographies across participants, 
the channel weights were entered into one-sample t-tests under 
the assumption of zero magnitude. For visualization, topographies 
were also averaged, and a random sample of six individual topog-
raphies is provided in Figure 2.

Amplitude differences of individual component averages for 
compatible and incompatible correct (IC) trials were tested with 
paired t-tests at all time points to derive the latency and magnitude 
of the conflict effect; similarly, the difference between component 
averages for IC trials and error trials were subjected to paired t-tests 
to test for error-related responses.

In order to estimate error-preceding activity not predicted by 
the categorical effects of compatibility, stimulus/response repetition 
and accuracy, which themselves exert significant influences on the 
event-related response we removed the variability associated with 
these predictors from the single-trial EEG at each time point by 
means of multiple linear regression. In effect, the N2–P3 amplitude 
difference due to conflict, the error-specific response (ERN/Pe), 
and unspecific repetition priming (Mayr et al., 2003; Ullsperger 
et al., 2005) were subtracted from the data before further analysis. 
As for the behavioral data, the RACC vectors were used to decon-
volve the residual event-related EEG modulation from five trials 
prior to five trials after error commission for the average ampli-
tude in the latency window around the maximal N2 conflict effect 
(310–350 ms). The residual event-related modulation was tested 
with point-wise one-sample t-tests against zero mean; in addition 
a linear gradient was fitted to the five error-preceding trials using 
linear regression. The resulting scaling factors were also subjected 
to a one-sample t-test. Additional latency windows around stimulus 
onset, the early sensory evoked responses, P3 and post-response 
slow waves were also explored but yielded no significant residual 
effects preceding errors (data not shown).

Effects of all statistical tests were significant at an uncorrected 
t-threshold of p < 0.002 for two-tailed tests.

results
stIMulus sequence
Eighty two percent of all errors occurred to incompatible trials, 
an expected outcome in the flanker task. Error-preceding trials 
showed an increased frequency of compatible trials (63%), the 
linear fit across five preceding trials resulted in an average 2% per 
trial increase of compatible trials (t

69
 = −6.27). Following erroneous 

responses, the probability of compatible/incompatible outcomes 
expectedly returns to 0.5. Figure 4 (top panel) shows the modula-
tion of compatibility surrounding error trials.

BehavIor
The RT and RACC results yielded a pattern typical for the Flanker 
task. Compatible correct (CC) responses were associated with fast 
RT (362 ms ± 0.62) and low error rate (2.0% ± 0.02), while incom-
patible trials showed slower RT (461 ms ± 0.72) and more frequent 
errors (9.2% ± 0.08) with fast RT (309 ms ± 0.89). Residual RTs were 
on average 11 ms (±2.42), faster in trials immediately prior to errors 
(t

69
 = −4.76). Across the five error-preceding trials, the linear fit indi-

cated average speeding by 2.5 ms (±0.56) per trial (t
69

 = −4.51). After 
error trials post-error slowing of responses by 42 ms (±6.15) was 

t-tests against zero mean; in addition a linear slope was fitted to 
the five error-preceding trials using linear regression. The resulting 
scaling factors were also subjected to a one-sample t-test to provide 
“random” effects population inferences (Figure 4, middle panel).

eeg acquIsItIon
EEGs were recorded continuously inside an electromagnetically and 
acoustically shielded chamber (Rainford EMC Systems, Wigan, UK) 
at 1-kHz sampling frequency (low cutoff at 0.1 Hz and a high cutoff 
at 250 Hz) with BrainAmp MR plus X2 amplifiers (BrainProducts, 
Munich, Germany). Participants were fitted with an elastic cap 
(Braincap, FMS, Falk Minow Services, Herrsching, Germany) con-
taining 61 Ag/AgCl electrodes placed at Fp1, Fpz, Fp2, AF7, AF3, AFz, 
AF4, AF8, F7, F5, F3, F1, Fz, F2, F4, F6, F8, FT7, FC5, FC3, FC1, FCz, 
FC2, FC4, FC6, FT8, T7, C5, C3, C1, Cz, C2, C4, C6, T8, TP7, CP5, 
CP3, CP1, CPz, CP2, CP4, CP6, TP8, P7, P5, P3, P1, Pz, P2, P4, P6, P8, 
PO7, PO3, POz, PO4, PO8, O1, Oz, O2, TP9 and TP10. Vertical eye 
movements were monitored with a bipolar derivation between Fp1 
and an additional electrode placed below the left eye. Additionally, 
ECG was monitored. Channels were referenced to TP9 with a ground 
on the right cheek and impedances were kept below 10 kΩ.

eeg ProcessIng
The EEG data were offline re-referenced to common average refer-
ence, filtered from 0.5 to 45 Hz (12 db), and decimated to 500 Hz 
sampling rate. The data were then divided into epochs spanning 
from before the preceding response (−900 ms relative to target 
onset) to after the current response (+1100 ms after target onset), 
the mean value of the entire epoch served as baseline. Segments 
containing large, non-stereotyped artifacts with amplitudes exceed-
ing ±300 μV on any of the channels were rejected, and padded with 
the average of adjacent trials. Hereafter, the 61 scalp channels from 
each dataset were subjected to temporal ICA using infomax (Bell 
and Sejnowski, 1995), implemented in EEGLAB (Delorme and 
Makeig, 2004), estimated 30 components after PCA compression. 
For an overview about ICA and its applications to neuroimaging 
data see (Makeig et al., 2004; Stone, 2004; Calhoun et al., 2009; 
Eichele et al., 2009). In order to cluster components for further 
analysis and identify the most relevant to conflict and error process-
ing we used automated sorting routines. Firstly, correlation with 
spatial templates for blink and lateral eyes movements was used 
to identify ocular artifacts (Viola et al., 2009). Secondly, muscular 
and other artifacts mainly localized to single electrodes were identi-
fied through the spatial standard deviation of the topography and 
correlation with a spectral template. From the remaining compo-
nents, one was extracted for each participant that best matched the 
expected fronto-central topography, with large amplitude error-
related activity and a conditional difference between compatible 
and incompatible trials (Roger et al., 2010; Debener et al., 2005; 
Gentsch et al., 2009). In most participants this procedure yielded a 
single matching component. In one participant the topography did 
not match the spatial template. In about 10% of the sample, two 
or three components matched the criteria, and we selected the one 
with the largest correlation score. Topographies of the selected com-
ponents were assigned a positive maximum, and the component 
activations were then back projected onto sensor level to recover 
the sign and amplitude of the scalp recorded potentials.
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averaging the resulting single-trial image across participants. For ori-
entation, we also overlaid the relative frequency of incompatible trials 
(blue line), and errors (red line). The figure illustrates in particular 
N2 and P3 preceding the response in mainly correct trials with slower 
RT (top half of the image), and ERN and PE following the response 
at error trials (bottom quarter of the image). Correspondingly, the 
top right section of the figure presents the average RACC across the 
participants when the data are sorted by the component amplitude 
at each time point and shows higher than mean error rates in red, 
and lower than mean error rates in blue. The dominant feature in the 
figure is the scaling of error rate with increasing negative amplitudes 
during the N2/ERN latency and during the pre-stimulus negativity, 
and inversely during the P3/Pe latency range.

The residual amplitude at the N2 latency was on average 
0.34 μV (±0.08) more positive in trials immediately prior to 
errors (t

69
 = 4.11). Correspondingly, a positive-going trend of 

0.07 μV (±0.02) was estimated across the five error-preceding tri-
als (t

69
 = 2.99). Following errors, N2 estimates returned to baseline. 

The EEG modulation around errors is shown in Figure 4 in the 
bottom panel.

dIscussIon
This study addressed the question whether errors are associated 
with antecedent (mal-)adaptation of the performance monitoring 
system effective during conflict processing indexed by the N2 ampli-
tude modulation in a medial frontal independent source (Roger 
et al., 2010; Debener et al., 2005; Gentsch et al., 2009).

observed (t
69

 = 6.87). In subsequent trials sustained slowing on the 
order of 15 ms was present (all trials p < 0.001). The RT modulation 
around errors is shown in Figure 4 in the middle panel.

eeg
The component topographies were fairly stable across participants, 
with an average maximum at FCz (2.31 ± 0.06, t

69
 = 40.97); the 

average of the spatial correlation between all individual topogra-
phies was 0.83.

In the component time courses the largest differences between 
CC and IC responses were seen during the latency of the N2 at 
316 ms post stimulus with a 0.95 μV more negative peak in incom-
patible trials (t

69
 = −7.12); at 430 ms the P3 peak was 1.21 μV larger 

(t
69

 = 6.96). Error trials yielded a large negativity at 350 ms post 
stimulus (−3.76 μV, t

69
 = −12.01), corresponding to the response-

locked ERN, and a subsequent positivity at 546 ms (3.54 μV, 
t

69
 = 12.71). In addition, we observed a small negativity (−0.40 μV, 

t
69

 = −5.29) that preceded stimulus onsets with subsequent IE by 
approximately 200–300 ms, and which sustained through the early 
P1 and N1 peaks of the component average.

These effects are visible in the independent component 
event-related potentials (ICERPs) in the bottom sections of 
Figure 3, to the left separately for CC, IC, and IE, to the right as 
difference waves.

In addition to ICERPs we visualized the dependency of the 
 stimulus-locked response on RT by sorting the epochs by RT 
(Figure 3, top left, gray line represents the average sorted RT), and 

FiGurE 2 | Top row, left: the group average topography, scaled from −2 to 
+2 μV shows a clear maximum at FCz, extending to the neighboring 
electrodes FC, FC2, C1, Cz and C2. The spatial T-map (top row, middle) and the 

corresponding map of the standard error of the mean (SEM) illustrate the 
robustness of the selected topography in the sample. The middle and bottom 
rows (participants A–F) provide six randomly drawn single subject replications.
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(typically much larger) contingent negative variation that have 
sources in the medial walls of the frontal lobes (Nagai et al., 2004). 
Alternatively, this deflection may represent asymmetric oscillations 
around stimulus onset (Mazaheri and Jensen, 2008), possibly in the 
theta-range which also has been associated with this topography 
during task processing (Onton et al., 2005) and relaxed resting 
(Scheeringa et al., 2008). Although a long trend across trials was 
not present this negativity deserves further study.

The results shown in Figure 4 yield three error-preceding phe-
nomena. First: an increasing frequency of compatible trials prior 
to mainly incompatible errors. Second: speeding of RTs similar to 
previous reports (Smith and Brewer, 1995; Gehring and Fencsik, 
2001). Third: a positive-going trend in the N2 latency range of the 
IC event-related response. RT and N2 effects were present in aver-
ages and deconvolution output estimated from the raw data (data 
not shown), and remained significant in the residual activity after 
removal of confounding effects, that is, the error-preceding activity 
cannot be solely accounted for by skewed averaging of compatible/
incompatible trials or stimulus repetition priming.

What then is the mechanism behind error precursors? Predictive 
information conveyed by the stimulus history triggers neural 
and consequently behavioral adaptation. Local sequences with 
increased occurrence of a particular stimulus reduce the surprise 

In order to unmix the scalp EEG correlates of performance mon-
itoring from unrelated event-related responses and background 
rhythms we employed blind source separation with infomax ICA 
in the time domain and used correlation-based clustering of indi-
vidual component topographies and time courses to identify this 
source across a large sample of individual datasets. From inspection 
and statistical analysis of the data presented in Figures 1 and 2 we 
assume that the decomposition allows focusing selectively on the 
best surrogate for performance monitoring and affords a single-
trial analysis of this source without latent confounds from other 
concurrent processes (Makeig et al., 2004; Onton et al., 2006), 
thus the error-preceding activity changes reported here should be 
largely unrelated to lapses that relate to spontaneous fluctuations 
of intrinsic activity.

The ICERPs showed a typical pattern of results with an N2–P3 
conflict effect (Forster et al., 2010; Folstein and Van Petten, 
2008) and a large (albeit stimulus-locked) ERN/Pe to error trials 
(Falkenstein et al., 1991; Gehring et al., 1993). Of note, erroneous 
trials showed a sustained negativity that significantly deviated from 
baseline already before flanker/target onset (Figure 3, bottom left), 
suggesting that (premature) error commission indeed starts before 
the stimulus has arrived. In terms of topography and timing this 
negativity may be related to preparatory potentials such as the 
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FiGurE 3 | Top left: Group average rT-sorted single-trial iCErP image 
showing the dependency of the stimulus-locked response on rT (gray 
line). The relative frequency of incompatible trials is given on the left of the 
image in blue, the proportion of errors in red. The figure illustrates in particular 
N2 and P3 preceding the response in mainly correct trials with slower RT (top 
half of the image), and ERN and PE following the response at error trials (bottom 
quarter of the image). Top right: Shows the average accuracy across the group 
sorted by the component amplitude at each time point and shows higher error 

rates in red, and lower than error rates in blue (equivalent to “vincentizing”). The 
dominant feature in the figure is the scaling of error rate with increasing negative 
amplitudes during the N2/ERN latency and during the pre-stimulus negativity, 
and inversely during the P3/Pe latency range. Bottom left: conditional ICERPs for 
compatible correct (CC, green), incompatible correct (IC, blue), and error 
responses (IE, red). Bottom right: difference waves for incompatible correct 
minus compatible correct (blue) and incompatible errors minus incompatible 
correct (red).
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2001; Huettel et al., 2002; Eichele et al., 2005; Friston, 2005; Raichle, 
2006; Bestmann et al., 2008). In the special case where low conflict 
compatible trials accumulate in the flanker task the mechanism 
becomes mal-adaptive, in the sense that RTs are speeding while 
conflict-monitoring-driven recruitment of effort by activity in 
the medial frontal wall is lowered concurrently, yielding a more 
error-prone trade-off between speed and accuracy (Forstmann 
et al., 2008; Ivanoff et al., 2008; van Veen et al., 2008). According to 
current theories of cognitive control the performance monitoring 
system provides signals for adaptive optimization of goal-directed 

about the more frequent stimulus, reduce the local entropy in the 
stimulus sequence and thus increase the subjective predictability 
of upcoming stimuli (Huettel et al., 2002; Bestmann et al., 2008; 
Mars et al., 2008) and the possibility for “strategic modulation” 
(Gratton et al., 1992). As alluded to by the opening quote from 
the work of Squires and colleagues (Squires et al., 1976), generat-
ing predictions about upcoming stimuli/responses is a pervasive 
and automatic process that permits adaptive, optimized, fast and 
accurate responding to upcoming stimuli and has been shown on 
many levels of the cortical hierarchy (Squires et al., 1976; Llinas, 
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FiGurE 4 | Top panel: Most errors occurred to incompatible trials, and 
error-preceding trials showed an increased frequency of compatible trials. 
Following errors, the probability of compatible/incompatible outcomes is equal (as it 
is across the entire experiment). Middle panel: Residual RTs were on average 11 ms 
faster in trials immediately prior to errors and were speeding by 2.5 ms per trial from 
−5 to −1. Post-error slowing of responses by 42 ms was observed and in 

subsequent trials sustained slowing on the order of 15 ms was present. Bottom 
panel: The residual amplitude at the N2 latency was less negative in trials prior to 
errors and a trend was present across the five error-preceding trials. Following 
errors, N2 estimates returned to baseline. Note that, in contradistinction to Figure 3, 
conflict-related N2 modulations as well as the error-related amplitude increase 
equivalent to the ERN/N2 have been removed by multiple linear regression.
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in real-world situations, it would be desirable to understand the 
effects of performance (mal-) adaptation on event-related and 
induced activities as well as connectivity to have multiple redundant 
features available that can be employed for classification.
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after errors and, more generally, whenever the action outcome is at 
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et al., 2007). Here, we show that the basic function of this system 
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the presence of random event series where local sequences convey 
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the gradual decline in N2 amplitude across trials preceding errors 
appears to reflect a reduction of attentional effort, which by itself 
is driven by increasing predictability.

Additionally, we should note that components in the N2 latency 
range serve as a match/mismatch detectors that are reduced by 
stimulus predictability and increased by surprise/prediction error 
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Gauthier, 2000). Here, we present findings relevant to this second 
line of debate demonstrating that the FFA and OFA respond to a 
specific type of visual processing operation and thus are not just 
face-specific processing regions.

Neuromodular accounts posit that biologically dedicated regions 
of cortex respond selectively to specific categories of input such as 
faces, objects, or spatial locations (Kanwisher et al., 1997; Yovel and 
Kanwisher, 2004; Kanwisher and Yovel, 2006). Functional magnetic 
resonance imaging (fMRI) studies provide support for this hypoth-
esis with numerous demonstrations that faces produce greater brain 
activations compared to other categories of visual stimuli in both 
the FFA and OFA, particularly when observers view the stimuli pas-
sively or covertly (Puce et al., 1995; Kanwisher et al., 1997; Aguirre 
et al., 1998; Downing et al., 2001). In contrast, studies of patients 
with severe deficits specific to facial recognition, known as pro-
sopagnosia, challenge the proposal that face selectivity in the FFA 
is necessary for overt face recognition. Specifically, patients with 
prosopagnosia with lesions that spare the middle fusiform gyrus 
can produce normal FFA regions in terms of intensity of  blood 
oxygenation level-dependent (BOLD) signal and extent of activa-
tion (Hadjikhani and Gelder, 2002; Rossion et al., 2003; Avidan 
et al., 2005; Steeves et al., 2006, 2009).

IntroductIon
As a key element in social cognition, visual face processing receives 
extensive study within cognitive neuroscience. This research has led 
to considerable debate about the function of two particular cortical 
regions located in the ventral occipitotemporal lobe (VOT), the 
so-called fusiform face area (FFA; Kanwisher et al., 1997) and the 
occipital face area (OFA; Clark et al., 1996; Gauthier et al., 2000; 
Haxby et al., 2000), although most of the debate has focused on 
the role of the FFA (Kanwisher and Yovel, 2006). There are two 
primary threads in this debate. One asks whether brain activity 
to stimulus input reflects a distributed representation of features 
(Haxby et al., 2001; Hanson et al., 2004; O’Toole et al., 2005) or a 
modular, category specific representation (Kanwisher et al., 1997; 
Yovel and Kanwisher, 2004; Kanwisher and Yovel, 2006). A sec-
ond asks whether brain areas respond to specific stimulus inputs 
(Kanwisher et al., 1997; Haxby et al., 2001; Hanson et al., 2004; 
Yovel and Kanwisher, 2004; O’Toole et al., 2005; Kanwisher and 
Yovel, 2006) or to processing demands and operations (Tarr and 
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Controversy surrounds the proposal that specific human cortical regions in the ventral 
occipitotemporal cortex, commonly called the fusiform face area (FFA) and occipital face area 
(OFA), are specialized for face processing. Here, we present findings from an fMRI study of 
identity discrimination of faces and objects that demonstrates the FFA and OFA are equally 
responsive to processing stimuli at the level of individuals (i.e., individuation), be they human 
faces or non-face objects. The FFA and OFA were defined via a passive viewing task as 
regions that produced greater activation to faces relative to non-face stimuli within the middle 
fusiform gyrus and inferior occipital gyrus. In the individuation task, participants judged whether 
sequentially presented images of faces, diverse objects, or wristwatches depicted the identical 
or a different exemplar. All three stimulus types produced equivalent BOLD activation within 
the FFA and OFA; that is, there was no face-specific or face-preferential processing. Critically, 
individuation processing did not eliminate an object superiority effect relative to faces within a 
region more closely linked to object processing in the lateral occipital complex (LOC), suggesting 
that individuation processes are reasonably specific to the FFA and OFA. Taken together, these 
findings challenge the prevailing view that the FFA and OFA are face-specific processing regions, 
demonstrating instead that they function to individuate – i.e., identify specific individuals – within 
a category. These findings have significant implications for understanding the function of brain 
regions widely believed to play an important role in social cognition.

Keywords: fusiform face area, face processing, functional MRI, visual processing, occipital face area

Edited by
Michael X. Cohen, University of 
Amsterdam, Netherlands

Reviewed by:
Christine Schiltz, Université Catholique 
de Louvain, Belgium
Romke Rouw, University of 
Amsterdam, Netherlands

*Correspondence:
Frank Haist, Developmental 
Neuroimaging Lab, Department of 
Psychiatry and Center for Human 
Development, University of California, 
San Diego, 9500 Gilman Drive, MC 
0115, La Jolla, CA 92093-0115, USA. 
e-mail: fhaist@ucsd.edu

Abbreviations: fMRI, functional magnetic resonance imaging; FFA, fusiform face 
area; OFA, occipital face area; VOT, ventral occipitotemporal cortex; LOC, lateral 
occipital complex; ROI, region of interest.

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive
http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/about
http://www.frontiersin.org/human_neuroscience/10.3389/fnhum.2010.00181/abstract


Frontiers in Human Neuroscience www.frontiersin.org October 2010 | Volume 4 | Article 181 | 38

Haist et al. Individuation and the FFA

Alternative hypotheses challenge the neuromodular view of 
VOT organization (Gauthier et al., 2000). The process accounts 
propose that it is the demands of visual processing, rather than 
stimulus properties that drive activity within the FFA and OFA. 
Studies focusing on the level of categorical recognition have offered 
some support for this hypothesis. One specific processing account 
suggests that FFA activation is associated with subordinate-level 
processing in general and processing at the individual, identity 
level in particular (Gauthier et al., 2000; Tarr and Gauthier, 2000). 
Individuation or identity processing where category membership 
is limited to a single exemplar is considered the ultimate example 
of subordinate-level processing (Gauthier et al., 2000).

Behavioral studies have in fact shown that adults tend to use the 
individual level as the entry point to face processing (Tanaka, 2001). 
In other words, for adults, processing a face at the individual level is 
the default mode and seems to be at least as efficient, if not more, 
than processing that face at the basic level. By contrast, the entry 
point for nearly all other object classes (e.g., birds, chairs) is at the 
basic level. Explicit tests of this individuation hypothesis by a small 
number of studies have yielded inconclusive results. For example, 
Mason and Macrae (2004) found greater activation for individu-
ating faces compared to face categorization in right-hemisphere 
brain areas. George et al. (1999) observed that individuating faces 
produced greater fusiform gyrus activation than detecting faces 
within a contrast-polarity reversal task, consistent with the indi-
viduation hypothesis. Neither of these studies, however, included a 
condition that required participants to process non-face stimuli at 
the individual level. Such results are thus inconclusive with regard 
to whether an activation advantage for individuation over detection 
is face-specific or a more general phenomenon.

Gauthier et al. trained participants to be experts in identifying 
highly homogeneous, novel stimuli (Greebles) and showed greater 
activation in the FFA relative to non-experts when individuating 
those stimuli (Gauthier and Tarr, 2002). This finding provides the 
strongest evidence to date that enhanced FFA activation may not 
be face-specific. However, some researchers have argued that these 
results do not necessarily pose a true challenge to neuromodu-
lar stimulus-specific accounts because the Greeble stimuli con-
tain features that make them very face-like (Kanwisher and Yovel, 
2006). In addition, proponents of the neuromodular theory also 
have pointed out that although individuation of non-face stimuli 
induces enhanced FFA activation (Gauthier et al., 2000), the mag-
nitude of this activation does not reach the level observed for faces 
(Kanwisher et al., 1997, 1998; McCarthy et al., 1997; Grill-Spector 
et al., 2004; Rhodes et al., 2004). Moreover, Kanwisher et al. found 
that while non-face objects did produce FFA activation during 
an individuation task, the greatest activation was still produced 
by faces (Grill-Spector et al., 2004; Yovel and Kanwisher, 2004; 
Kanwisher and Yovel, 2006).

Rhodes et al. (2004) addressed the individuation hypothesis 
by contrasting human face processing to the processing of indi-
vidual Lepidoptera (i.e., moths and butterflies). They found that 
faces produced significantly greater activation in the FFA than 
Lepidoptera. However, behavioral performance for the Lepidoptera 
was substantially lower than that for faces in both Lepidoptera non-
experts (66.5% versus 90.5%, respectively) and experts (71.6% for 
Lepidoptera), raising the possibility that the activation differences 

arose from differences in task difficulty rather than the nature of 
the stimuli per se. Finally, it is difficult to evaluate the individuation 
hypothesis from the results of the existing studies because individu-
ation was co-varied with the effects of expertise (Gauthier et al., 
1997, 2000) or manipulations of configural and featural processing 
(Yovel and Kanwisher, 2004). Nevertheless, these studies converge 
on the fact that while reliable FFA activation can be obtained from 
non-face stimuli, this activity is invariably quantitatively lower than 
activation for faces. This fact sustains the proposal that the FFA is 
specialized for face processing (Kanwisher and Yovel, 2006).

The present study was designed to directly test the specific effects 
of individuation on FFA activation during face and non-face object 
processing with the inclusion of controls that we consider crucial 
for testing the hypothesis. Following the established convention in 
the field, we used a passive viewing localizer task to identify puta-
tive face- and object-selective regions in the VOT. Second, we asked 
participants to perform an individuation task on which they judged 
whether a pair of sequentially presented stimuli depicted the same 
stimulus or different ones. On different trials the pictures were of two 
different stimuli from the same category. On same trials the two pic-
tures showed slightly different views of the same face, wristwatch, or 
other common objects. This manipulation ensured that participants 
were specifically engaged in individuation, and not merely picture 
matching – a concern that most previous studies failed to address. 
Also, unlike most prior studies, all stimuli were matched in terms of 
spectral power, contrast, and brightness to control for possible undue 
influences of non-critical physical characteristics on face processing. 
More importantly, because faces are highly homogeneous, we used 
sets of similarly homogeneous common objects. One set comprised 
wristwatches that somewhat resembled faces (e.g., circular con-
tours, consistent features contained within the outer counter, hour- 
and minute-arm configuration, or digital number arrangements). 
Another set was a collection of diverse objects (e.g., chair, cell phones). 
Although diverse objects were used, on any given trial participants 
saw a pair of objects from the same homogenous object category 
(e.g., a cell phone versus the same cell phone from a different view 
or a different cell phone) and were asked to determine whether they 
were of the same identity. We hypothesized that if the FFA and OFA 
are indeed face-specific, then faces should lead to greater activation 
compared to objects in both these two areas during this individuation 
task. However, if the areas are not face-specific but rather are engaged 
specifically by  individuation processing, then FFA and OFA activation 
to faces and non-face objects should be indistinguishable.

MaterIals and Methods
PartIcIPants
We tested 17 healthy young adults. Data from two participants 
were eliminated from the final analyses because one participant 
had uncorrectable fMRI artifact in one of the individuation tasks, 
and one participant did not produce a reliable FFA and a lateral 
occipital complex (LOC) in the localizer task. The final test sample 
was thus comprised of 15 participants (six females) with a mean 
age of 24.8 years (SD = 5.7). All participants were right-handed 
and had normal or corrected-to-normal vision, with no history 
of psychiatric or neurological disease, significant head trauma, 
substance abuse, or other known condition that may negatively 
impact brain function. The Human Research Protections Program 
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Passive viewing localizer task
A blocked fMRI design was used to present images of male and 
female faces (intermixed), diverse objects, analog and digital 
watches (intermixed), and scrambled stimuli. Each participant 
was presented two task runs using unique stimuli in each run (see 
Figure 1B). Each run included eight 20-s stimulus blocks (two 
for each stimulus category), interleaved with 16-s fixation epochs 
(crosshair stimulus only), with an additional 8-s fixation block at 
the beginning of each run. Within each stimulus block, 20 unique 
images were presented. Stimuli were presented for 300 ms followed 
by a 700-ms fixation interval. Participants were instructed to simply 
view the pictures during presentation. To ensure adequate attention 
during the task, participants were instructed to press a button each 
time they observed the fixation cross that was presented during 
the fixation period change from a standard typeface black cross to 
red bold typeface cross. This occurred within each fixation period 
2-s prior to the beginning of the stimulus presentation. Potential 
effects of this fixation period response were removed during the 
regression analysis. Each localizer run lasted 4:56, during which 
148 fMRI volumes were obtained (TR = 2000 ms).

Individuation task
The individuation task required participants to judge whether pairs 
of images of faces, watches, objects, and scrambled stimuli were of 
the same identity (see Figure 1C). The task was administered in 
three experimental runs, one each for faces, watches, and objects. 
Scrambled stimuli were presented in each of the three task runs. 
A single task run consisted of 120 trials, including 48 stimulus 
match trials, 32 scrambled stimulus trials, and 40 fixation-only 
“null” trials. Individual trials were 2900 ms in duration, including 
the presentation of an asterisk for 300 ms to signal the start of a 
trial followed by a 200 ms blank screen, the presentation of the first 
stimulus (i.e., “target” stimulus) for 500 ms, a 300 ms fixation cross, 
the presentation of the second stimulus (e.g., “probe” stimulus) 
for 1200 ms, followed by a 400 ms blank screen. Participants were 

of the University of California, San Diego approved this study. 
Participants provided informed consent prior to the study and 
were paid for participation.

stIMulI
The tasks used images of male and female faces, diverse objects, dig-
ital and analog wristwatches, and scrambled stimuli. Intact stimuli 
were obtained from digital pictures or digitized from photographs, 
and scrambled stimuli were created by randomly arranging 97% of 
the pixels within face, watch, and object images. All images were bal-
anced for spectral power, contrast, and brightness to equate lower-
level perceptual information using a customized Matlab program 
(see Figure 1A). Non-identical pictures of faces, watches, and objects 
were used in the matching “same” trials of the individuation task 
(i.e., “alternate views”). These “same” pairs presented the same 
stimulus with modest angle and lighting changes, and in the case of 
faces, slight variations in neutral facial expressions (see Figure 1C). 
Face stimuli (half male and half female) for the individuation task 
were obtained from the face database of the Psychological Image 
Collection at Stirling (PICS1). Watch stimuli (half analog and half 
digital) were obtained from various sources on the Internet with all 
watches set to the same time (i.e., 10:09). Diverse object stimuli were 
comprised of stimuli selected from 40 different basic-level catego-
ries (e.g., baskets, apples, balls, whistles, vases, cameras, umbrellas, 
jackets, books, lamps, etc.), and were obtained from various sources 
on the Internet (i.e., retail store sites such as amazon.com) or photo-
graphed in the lab. Alternate view stimuli for the individuation task 
were all obtained from objects photographed in the lab.

General task desIGn and Procedure
The experiment consisted of two tasks conducted during fMRI 
BOLD acquisition. Participants always received the passive viewing 
localizer task followed by the individuation task.

FIguRe 1 | examples of stimuli and the task design used in the three tasks. 
(A) Examples of perceptually balanced stimuli used in the three tasks. Note that 
all watches were set to the same time. (B) The passive viewing localizer task 
used a blocked design format. (C) The design of match and mismatch trials in the 

individuation task. Alternate views of the same exemplar were used in the 
match trials (i.e., perceptually non-identical stimuli), whereas different exemplars 
from the same class (i.e., sex for faces, type for watches) were used in the 
mismatch trials.

1http://pics.psych.stir.ac.uk/
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fMRI analyses of individual participants
The fMRI data from individual participants were analyzed using 
a deconvolution approach (AFNI 3dDeconvolve). In the blocked 
design passive localizer task, the hemodynamic response function 
(HRF) for each stimulus condition was modeled from a gamma 
variate function convolved with the stimulus time series (Cohen, 
1997). For the event-related individuation tasks, the HRF for each 
stimulus was estimated from a series of seven spline basis functions 
(i.e., “tent functions”) that modeled the post-trial onset window 
from 0 to 17.4 s (i.e., the fMRI volume acquisitions that included the 
stimulus presentation trial and the five subsequent post-stimulus 
volumes). Each task was analyzed using multiple regression that 
included the stimulus HRF parameters together with six parameters 
to account for motion artifacts (three rotation and three displace-
ment variables), and polynomial factors of no interest (i.e., linear 
(all tasks), quadratic (all tasks), and cubic (individuation task)). 
The resulting regression weights for the stimuli were converted 
into percent signal values based on the voxel-wise global mean 
activation estimated from the regression analysis.

Definition of FFA, OFA, and LOC
The FFA was defined for each participant as the area within the 
lateral fusiform gyrus where face stimuli produced reliably greater 
activation than diverse objects and scrambled stimuli in the passive 
localizer task, a method that has proven in prior studies (Rotshtein 
et al., 2005, 2007a,b; Yue et al., 2006) to produce FFA ROIs consist-
ent with other methods used to define face superior processing in 
the lateral fusiform region (for review, see Berman et al., 2010). 
Similarly, the OFA defined as the area within the inferior occipital 
gyrus (BA 19) where faces produced reliably greater activation than 
diverse objects and scrambled stimuli. To correct against Type I 
errors, a cluster-threshold correction was applied that used a voxel-
wise threshold of P ≤ 0.001 with a minimum cluster volume of 
225 μl resulting in an effective alpha level = 0.01 (Forman et al., 
1995). The LOC region of interest was defined as the areas within 
the inferior and middle occipital gyri where diverse object stimuli 
produced reliably greater activation than scrambled stimuli in 
the passive localizer task (Malach et al., 1995; Moore and Engel, 
2001; Kourtzi et al., 2003; Haushofer et al., 2008a,b). A cluster-
threshold correction was applied that used a voxel-wise threshold 
of P ≤ 0.0001 with a minimum cluster volume of 225 μl resulting 
in an effective alpha = 0.001. The location of the FFA, OFA, and 
LOC regions from each participant were confirmed against their 
respective high-resolution anatomical scan to insure that voxels 
were restricted to the FFA, OFA, and LOC, respectively.

Analysis of individuation task ROI activity
Mean activation to each stimulus type was calculated for each par-
ticipant within the FFA, OFA, and LOC ROIs for each of the six 
acquisition volumes estimated for the HRF. The data from each of 
the five ROIs were submitted to separate repeated measures analyses 
of variance (ANOVA) with stimulus (fixed effect), HRF time sam-
ple (fixed effect), and subject (random effect) as factors. Significant 
ANOVA effects were investigated using Bonferroni-corrected, paired-
sample t tests (i.e., post hoc analyses). Bonferroni-corrected correla-
tion coefficients were used for the comparison of ROI activation and 
behavioral performance. The effective alpha for the post hoc analyses 

instructed to press one of two buttons to indicate whether the probe 
stimulus was identical to the target stimulus shown in an alternate 
view (i.e., match) or was a different stimulus (i.e., mismatch). Half 
of the trials were match trials, and half were mismatch trials. In 
each run, 12 unique stimuli together with 12 alternate views of the 
stimuli were used (24 total pictures). In match trials, the original 
and alternate view of a stimulus were presented each as the target 
and probe stimuli during the task in two of the trials. We used 
alternate views of the same stimuli to prevent participants from 
using picture-matching strategies rather than individuation.

In the mismatch, the original and alternate view stimuli were 
paired with similar but different stimuli. For example, in the face 
runs, female faces were paired with different female faces and male 
faces were paired with different male faces; in the watch runs, digital 
watches were paired with different digital watches and analog watches 
were paired with analog watches; in the diverse object runs, cell phones 
were paired with different cell phones and chairs were paired with dif-
ferent chairs. The stimuli were paired with unique stimuli across trials 
(i.e., no pairs of mismatch stimuli were repeated). In addition, eight 
unique scrambled stimuli were used in each run to create 16 match 
and 16 mismatch trials. Each run lasted 5:48, during which 120 fMRI 
volumes were obtained (TR = 2900 ms). The order of face, watch, and 
object test runs were counterbalanced across participants.

IMaGe acquIsItIon
Imaging data were obtained at the University of California, San 
Diego Center for Functional Magnetic Resonance Imaging using 
a short-bore 3.0-tesla General Electric Signa EXCITE MR scanner 
(Waubesha, WI, USA) equipped with a parallel-imaging capable GE 
eight-channel head coil. FMRI data were acquired using a single-
shot gradient-recalled echo-planer imaging sequence with BOLD 
contrast (31 slices; 4-mm slab; TR = 2000 or 2900 ms; TE = 36 
ms; flip angle = 90°; FOV = 240 mm; matrix = 64 × 64; in-plane 
resolution = 3.75 mm2). Two 2D FLASH sequences were collected 
to estimate magnetic field maps and were used in post-processing 
to correct for geometric distortions. A high-resolution Fast SPGR 
scan was acquired for anatomical localization (sagittal acquisition; 
TR = 8.0 ms; TE = 3.1 ms; TI = 450 ms; NEX = 1; flip angle = 12°; 
FOV = 250 mm; acquisition matrix = 256 × 192; 172 slices; slice 
thickness = 1 mm; resolution = 0.98 × 0.98 × 1 mm).

data analysIs
FMRI preprocessing and analyses were performed using the Analysis 
of Functional NeuroImages (AFNI2; Cox and Hyde, 1997) and FSL3 
(Smith et al., 2004) packages. The fMRI BOLD image sequences 
were corrected for geometric distortion prior to the analyses with a 
customized script based on the FSL FUGUE program. Motion cor-
rection, slice time correction, and three-dimensional registration 
were done with an automated alignment program that co-registered 
each volume in the time series to the middle volume of the task run 
(Cox and Jesmanowicz, 1999). The images in each run were regis-
tered into standardized MNI/Talairach space, resampled to 27 mm3 
voxels (3 × 3 × 3 mm), and smoothed spatially to a fixed level of 
FWHM = 8 mm throughout the brain (Friedman et al., 2006).

2http://afni.nimh.nih.gov/afni
3http://www.fmrib.ox.ac.uk/fsl
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one participant failed to produce an FFA or LOC and was elimi-
nated from the sample. Due to the low number of participants 
producing a lOFA, this region was eliminated from the analysis. 
A composite depiction of the FFA, OFA, and LOC ROIs across 
participants is shown in Figures 2A–C, respectively, with descrip-
tive statistics regarding the location and extent of the ROIs shown 
in Table 1. The location and extent of activation in the ROIs is in 
accordance with many previous descriptions of the FFA and LOC. 
Activation differences between hemispheres of homologous regions 
were not of interest, and due to different numbers of participants 
providing data in homologous regions, we analyzed the results from 
each of the five regions separately.

The mean percent BOLD signal activation across the ROI for 
the four stimulus classes is shown in Figure 2. As faces, objects, 
and scrambled stimuli were used to define the FFA and OFA, 
direct contrasts between these stimulus types were not warranted 
(Kriegeskorte et al., 2009). However, watch stimuli were withheld 
from use in characterizing these ROIs. The contrast of watch stimuli 
to faces and objects across the ROIs provides two important pieces 
of information. First, it establishes the reliability of face selectivity 
in the FFA and OFA ROIs, and it provides a reliability measure of 
object selectivity within the LOC ROI. Second, because the watch 
stimuli comprise a homogeneous class of objects relative to the 
diverse object stimuli, the watch contrasts allow for the  evaluation 

and correlational analyses following correction was 0.050. Results 
from male and female faces were combined because each produced 
comparable results, and likewise for analog and digital watches.

results
PassIve vIewInG localIzer task
The behavioral task demands during the localizer were minimal 
and required only that the participants respond to a change in 
the fixation stimulus that occurred outside the presentation of the 
stimuli of interest. This procedure documented vigilance during 
the task while allowing for examination of brain activation to the 
stimuli of interest under passive viewing conditions. All partici-
pants correctly responded to 100% of these stimuli. We removed 
the brain activation effects of the fixation task manipulation via 
statistical regression.

The localizer task was administered to define face-selective 
regions within the VOT, namely, the FFA and OFA, and the 
object-selective regions within the LOC. Of the 16 participants 
that produced artifact-free fMRI data, 15 participants produced a 
reliable right-hemisphere FFA (rFFA), 14 produced a reliable left-
 hemisphere FFA (lFFA); 12 participants produced a reliable right 
OFA (rOFA), but only nine participants produced a reliable left 
OFA (lOFA); 15 participants produced a reliable right LOC (rLOC), 
and 14 produced a reliable left LOC (lLOC). As noted previously, 

FIguRe 2 | Results from the passive viewing localizer task. Color-coded 
depiction of the location of FFA, OFA, and LOC regions of interest, respectively, 
from individual participants. The structural MRI underlay is the mean MRI from 
the 15 participants. (A) The FFA was defined as regions within the lateral 
fusiform gyrus producing significantly greater BOLD activation for faces relative 
to diverse object and scrambled stimuli. The location of the maximum overlap in 
the rFFA in standard Talairach coordinates (x, y, z; positive values = left, anterior, 
and superior, respectively) occurred at −40, −50, −16; 12 of 15 participants 
included this location within their rFFA. The location of the maximum overlap in 
the lFFA occurred at 38, −44, −16; six of 14 participants included this location 
within their lFFA. (B) The overlap map of individual right-hemisphere OFA ROIs. 

The left-hemisphere OFA is not shown as only 12 of the 17 participants 
produced a reliable left OFA. The location of the maximum overlap in the right 
OFA occurred at −28, 86, −10. Seven of the 15 participants included this location 
within their right OFA. (C) The LOC was defined as regions within the middle 
and inferior occipital gyri producing significantly greater activation to diverse 
objects relative to scrambled stimuli. The location of the maximum overlap in the 
rLOC occurred at −30, −81, −4; 14 of 15 participants included this location within 
their rLOC. The location of the maximum overlap in the lLOC occurred at 35, 
−70, −7; 13 of 14 participants included this location within their lLOC. The bar 
graphs display the mean signal in the respective regions of interest. Error 
bars = SEM.
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of scrambled stimuli, were alternate views of the same exem-
plar or different exemplars from the same object class (e.g., male 
faces, digital watches, cell phones). A d’ statistic was calculated 
to describe behavioral performance accuracy in discriminating 
same and different stimulus pairs as this measure considers both 
sensitivity to item similarity and response bias. Mean behavioral 
performance indicated that participants were highly accurate in 
their judgments across all stimulus types (d’ mean ± SEM for 
faces = 4.58 ± 0.17, watches = 3.71 ± 0.23, objects = 4.44 ± 0.13, 
scrambled [collapsed across three runs] = 3.95 ± 0.14). A repeated 
measures one-way ANOVA indicated a significant main effect of 
stimulus, F

3,42
 = 6.07, P = 0.002. Post hoc analyses indicated that 

performance was lower for watches relative to objects, t
14

 = 3.32, 
P = 0.005. However, watch and object accuracies were not dif-
ferent from accuracy for faces, Ps > 0.05. These relatively small 
differences in otherwise highly accurate behavioral performance 
did not appreciably impact the essential fMRI BOLD findings. 
There was no statistically significant correlation between behavio-
ral performance (d’) and activation within any of the five regions 
of interest in the individuation task (peak HRF response), Pearson 
correlation  coefficient Ps > 0.050.

The design of the individuation task tested face, diverse object, 
and watch stimuli in three sequential test blocks, counter-balanced 
between subjects, rather than intermixed within test blocks. The 
major drawback to the use of an intermixed design is that partici-
pants would not be able to anticipate which type of stimuli they 
were going to view and they would likely have to both categorize 
the stimuli and individuate them. Thus, BOLD activation associ-
ated with each stimulus trial might be attributed to both categori-
cal and individuation processing, not individuation exclusively. In 
this stimulus blocked, event-related design, participants knew the 
type of stimuli that they were going to view. Their task was purely 
to individuate them. Moreover, there is considerable precedence 
in the face-processing literature for investigating different stimuli 

of homogeneity effects under conditions of spontaneous processing 
during the passive viewing task. Bonferroni-corrected, paired t tests 
were used for the contrast of watches to the other stimuli. Within the 
FFA, BOLD activation to watches was significantly less than faces 
bilaterally, rFFA: t

15
 = 3.80, P = 0.002; lFFA: t

13
 = 3.59, P = 0.003. 

However, the BOLD activation for watches and diverse objects did 
not differ in the FFA bilaterally, rFFA: t

15
 = 1.01, P = 0.329; lFFA: 

t
13

 = 1.74, P = 0.106. Within the rOFA, BOLD activation between 
watches and objects did not differ significantly, t

11
 = 1.36, P = 0.202, 

but there was only a trend for faces to produce greater BOLD activa-
tion than watches, t

11
 = 2.51, P = 0.029. This suggests that the rOFA 

may be sensitive to the homogeneity of stimuli during spontaneous 
processing.

The LOC ROIs defined object-preferential processing in the infe-
rior/middle occipital gyrus area using the diverse object and scram-
bled stimuli. This allowed for the comparison of BOLD activation 
between objects, watches, and faces using Bonferroni-corrected, 
paired t tests objects versus faces, objects versus watches, and faces 
versus watches. Diverse objects produced significantly greater BOLD 
activation than faces within the LOC bilaterally, lLOC: t

13
 = 3.32, 

P = 0.006; rLOC: t
14

 = 3.08, P = 0.008. BOLD activation to watches 
did not differ significantly from that observed for objects bilaterally, 
lLOC: t

13
 = 2.03, P = 0.063; rLOC: t

14
 = 0.94, P = 0.003, and watches 

did not differ significantly from faces bilaterally, lLOC: t
13

 = 0.78, 
P = 0.451; rLOC: t

14
 = 1.35, P = 0.198. Thus, when defined in the 

traditional manner, the LOC produced a reliable object-superior 
processing effect relative to face stimuli. On the other hand, this effect 
did not extend to another class of object stimuli, watches that were 
more homogeneous than the diverse objects used in the localizer.

IndIvIduatIon task
Participants in the individuation task judged whether sequentially 
presented pairs of faces, watches, objects, or scrambled stimuli 
were of the same identity. The stimulus pairs, with the exception 

Table 1 | Characterization of FFA, OFA, and LOC regions of interest.

Region n Talairach coordinates Talairach coordinates Volume (μl) Max. intensity  

  center of cluster Max. intensity voxel  difference (%)

  x y z x y z  

Right FFA 15 −39 −49 −16 −39 −50 −17 1179.0 0.76

SD  2.3 5.0 2.4 4.1 7.5 3.4 825.8 0.33

Left FFA 14 37 −47 −15 37 −46 −17 754.1 0.59

SD  3.5 6.9 2.6 4.2 8.4 3.6 488.4 0.22

Right OFA 12 −34 −81 −9 −37 −80 −10 1515.2 0.83

SD  3.8 4.0 1.8 6.3 6.2 1.8 656.8 0.41

Right LOC 15 −36 −79 −1 −40 −80 −3 3947.1 0.65

SD  2.4 1.9 3.3    656.8 0.48

Left LOC 14 37 −78 −3 38 −81 −5 3997.9 0.67

SD  3.5 3.9 3.5 5.3 8.0 7.9 2901.1 0.28

Notes: Regions of interest were derived from the passive viewing localizer task. n, number of participants producing a statistically reliable region of interest. Talairach 
coordinates follow the convention of the Talairach and Tournoux atlas (Talairach and Tournoux, 1988). Positive coordinate values indicate left (x), anterior (y), and 
superior (z). Coordinates are provided for the estimated centroid of the ROI cluster and the location of the voxel showing the greatest intensity difference within the 
cluster (e.g., “hot spot”). Volume: mean volume of the region of interest. Maximum intensity difference: percent signal difference of faces versus diverse objects 
and scrambled stimuli (FFA and OFA) or diverse objects versus scrambled stimuli (LOC) at the voxel with the greatest activation difference within the ROI. SD: 
standard deviation.
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in the activation levels for faces, diverse objects, and watches at any 
of the other HRF time points, rFFA and lFFA: Ps > 0.050. In the 
rFFA, the stimulus main effect was reliable, F

3,42
 = 7.24, P = 0.001, 

due to faces, watches, and diverse objects producing overall greater 

across separate experimental runs within the same scanning session 
(Downing et al., 2001, 2006; Grill-Spector et al., 2004). Nevertheless, 
acquiring data from different stimuli in different runs raises the 
potential that fMRI BOLD signal differences may arise due to base-
line fluctuations or context effects. To evaluate this possibility, our 
design included similar scrambled stimuli tested in each of the three 
runs. A repeated measures one-way ANOVA of the peak BOLD 
signal response in the estimated HRF to scrambled stimuli in each 
task run within each of the five ROIs revealed no significant task 
run main effects, rFFA: F

2,28
 = 2.33, P = 0.116; lFFA: F

2,26
 = 1.46, 

P = 0.251; rOFA: F
2,22

 = 1.55, P = 0.235; rLOC: F
2,28

 = 2.51, P = 0.099; 
lLOC: F

2,26
 = 1.77, P = 0.191. This similarity in scrambled stimuli 

demonstrates that baseline or context effects arising from separate 
stimulus task runs did not influence the findings described below. 
Based on the similarity in BOLD activation for scrambled stimuli 
across tasks, the following analyses use the mean scrambled stimu-
lus HRF from the three test runs.

The results from the individuation task offer compelling evi-
dence that the FFA responds significantly to individuation process-
ing factors rather than face-specific stimulus factors exclusively. The 
mean BOLD activations across the five regions of interest over the 
estimated HRF are shown in Figures 3–5 (see Supplementary mate-
rial for whole brain analysis of the individuation task). In the FFA 
bilaterally, a significant stimulus × time interaction was found in the 
two-way repeated measures ANOVA, rFFA: F

15,210
 = 8.33, P < 0.001; 

lFFA: F
15,195

 = 4.88, P < 0.001 (see Figure 3A). Focusing on the peak 
response in the HRF shown in Figure 3B (acquisition volume 3 in 
Figure 3A), post hoc analyses revealed that faces, diverse objects, and 
watches produced similar activation bilaterally, rFFA: Ps > 0.104, 
lFFA: Ps > 0.050. All three stimuli produced significantly greater 
activation than scrambled stimuli at the peak response, rFFA: 
Ps < 0.001; lFFA: Ps < 0.003. In addition, no differences were found 

FIguRe 3 | FMRI BOLD results from the individuation task in the FFA 
regions of interest. (A) Estimated hemodynamic response function (HRF) for 
the faces, watches, diverse objects, and scrambled stimuli (mean from three 
individuation task runs) in the FFA. BOLD signal expressed in percent signal 
difference from null trial fixation baseline. The six acquisition volumes from the 
initiation of stimulus presentation were modeled. Each volume was acquired 
over 2.9 s (TR) that translates to the first volume acquired from 0 to 2.9 s, the 
second volume from 2.9 to 5.8 s, etc., and the entire HRF covered the 0–17.4 s 

window from the beginning of the trial. With slice-time resampling to the middle 
of the acquisition period, the peak HRF occurred in the third acquisition for each 
stimulus type in each ROI that translates to the peak response occurring at 
approximately 7.25 s post-trial onset. The HRF is shown with a spline 
interpolation for display purposes. (B) Mean peak response (third HRF 
acquisition volume) for the four stimuli in the FFA regions of interest. In both the 
rFFA and lFFA, no statistically significant differences were found between faces, 
watches, and diverse objects in the rFFA and lFFA. Error bars = SEM.

FIguRe 4 | FMRI BOLD results from the individuation task in the right 
OFA region of interest. (A) Estimated hemodynamic response function 
(HRF) for the faces, watches, diverse objects, and scrambled stimuli (mean 
from three individuation task runs) in the rOFA. See Figure 3 for detailed 
description of HRF function. (B) Mean peak response (third HRF acquisition 
volume) for the four stimuli in the rOFA region of interest. The results are 
virtually identical to those observed in the rFFA in that no statistically 
significant differences were found between faces, watches, and diverse 
objects in the rOFA. Error bars = SEM.
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t
14

 = 0.59, P = 0.567; lLOC, t
13

 = 0.10, P = 0.919, and both pro-
duced significantly greater activation than faces, rLOC: Ps < 0.005; 
lLOC, Ps < 0.002. All three stimuli produced greater activation 
within the LOC than scrambled stimuli, rLOC: Ps < 0.005; lLOC, 
Ps < 0.007. No significant differences were found between objects 
and watches at any of the other HRF time points, rLOC and lLOC: 
Ps > 0.050. In the rLOC, diverse objects produced significantly 
greater activation than faces at the second and fourth time points 
in the HRF as well as at the peak response, HRF time 2, t

14
 = 3.22, 

P = 0.006; HRF time 4, t
14

 = 3.35, P = 0.005. In the lLOC, diverse 
objects and watches produced greater activation than faces in the 
second HRF time point, faces versus objects, t

13
 = 3.64, P = 0.003; 

faces versus watches, t
13

 = 4.16, P = 0.001. The stimulus main 
effect was reliable in both the rLOC and lLOC, rLOC: F

3,42
 = 12.52, 

P = 0.001; lLOC: F
3,39

 = 13.35, P < 0.001. In both LOC ROIs, 
watches and diverse objects produced greater overall activation 
than faces and scrambled stimuli, Ps < 0.050, but did not differ 
from one another, Ps > 0.050. In addition, overall activation to 
faces did not differ from that of scrambled stimuli in either LOC 
ROI, Ps > 0.050. The time main effect was reliable in both the 
rLOC and lLOC, rLOC: F

5,70
 = 36.97, P < 0.001; lLOC: F

5,65
 = 13.35, 

P < 0.001. In summary, in both LOC ROIs, faces produced sig-
nificantly less activation than diverse objects and watches in the 
individuation task.

To summarize, the FFA and OFA results suggest that there 
is no difference in FFA and OFA activation to faces and non-
face objects under individuation instructions. This occurred in 
a region defined by a standard localizer task of passive viewing 
as having produced reliably greater activation to faces than to 
objects and watches. In a region commonly associated with object 
processing, the LOC produced significantly greater activation for 
diverse objects and watches than faces. The processing differences 
between stimuli in the LOC suggest that individuation process-
ing per se is not the dominant factor driving BOLD activation 
in this region.

activation than scrambled stimuli. The stimulus main effect was not 
significant in the lFFA, F

3,39
 = 1.08, P = 0.369. The time main effect 

was reliable in both the rFFA and lFFA, rFFA: F
5,70

 = 72.32, P < 0.001; 
lFFA: F

5,65
 = 36.88, P < 0.001. In summary, there was no difference 

in activation between faces, diverse objects, and watches within the 
FFA. All three of these categories produced reliably greater activa-
tion than the scrambled stimulus control.

The findings in the rOFA substantially replicated those in 
the rFFA (see Figure 4). A significant stimulus × time interac-
tion was found, rOFA: F

15,165
 = 11.01, P < 0.001. Focusing on the 

peak response in the HRF shown in Figure 4B, post hoc analyses 
revealed that faces, diverse objects, and watches produced similar 
activation in the rOFA, Ps> 0.438. All three stimuli produced sig-
nificantly greater activation than scrambled stimuli at the peak 
response, Ps < 0.001. In addition, no differences were found in 
the activation levels for faces, diverse objects, and watches at any 
of the other HRF time points, Ps > 0.050, with the exception that 
watches produced modestly greater activation than faces at the 
fourth acquisition, t

11
 = 2.75, P = 0.019. The stimulus main effect 

was reliable, F
3,33

 = 7.65, P = 0.001, due to faces, watches, and diverse 
objects producing overall greater activation than scrambled stimuli. 
The time main effect was reliable F

5,55
 = 40.88, P < 0.001. In sum-

mary, there was virtually no difference in activation between faces, 
diverse objects, and watches within the rOFA. All three of these 
categories produced reliably greater activation than the scrambled 
stimulus control.

Unlike findings within the FFA and OFA for equivalent activa-
tion of face and non-face stimuli under individuation instructions, 
the findings from the LOC suggested reliable differences between 
face and object processing (see Figure 5A). A significant stimu-
lus × time interaction was observed in the two-way repeated meas-
ures ANOVA in both the rLOC and lLOC, rLOC: F

15,210
 = 10.06, 

P < 0.001; lLOC: F
15,195

 = 8.78, P < 0.001. Within the peak response 
of the HRF shown in Figure 5B, post hoc  analyses revealed that 
diverse objects and watches produced similar  activation, rLOC, 

FIguRe 5 | FMRI BOLD results from the individuation task in the LOC 
regions of interest. (A) Estimated hemodynamic response function (HRF) 
for the faces, watches, diverse objects, and scrambled stimuli (mean from 
three individuation task runs) in the LOC. See Figure 3 for detailed 

description of HRF function. (B) Mean peak response (third HRF acquisition 
volume) for the four stimuli in the LOC regions of interest. Activation to 
diverse objects and watches was significantly greater than faces in both the 
rLOC and lLOC. Error bars: SEM.

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Frontiers in Human Neuroscience www.frontiersin.org October 2010 | Volume 4 | Article 181 | 45

Haist et al. Individuation and the FFA

based on the assumption that the sparse one-back matching task 
requires item-by-item individual discrimination decisions, even 
though behavioral responses occur only to the infrequent mis-
matches. We question this assumption.

The typical sparse one-back matching task, including Kanwisher 
and colleagues’ original instantiation of it, does not adequately 
assess individuation processing because the match decisions always 
refer to the exact same stimulus whereas the mismatching deci-
sions always refer to physically different stimuli. In these paradigms, 
then, match and mismatch decisions can be made purely on the 
basis of simple visual perceptual differences and do not by neces-
sity entail substantive individuation discriminations. In contrast, 
our individuation task required item-by-item matching decisions 
on alternative views of the identical items; mismatching decisions 
were based on visually similar items in the same category (e.g., 
male versus another male face, analog watch versus another analog 
watch). We maintain that using alternative views of the same object 
for matching decisions and highly homogeneous though different 
stimuli for mismatching decision is crucial for minimizing simple 
perceptual matching and truly evaluating individuation processing 
without confounding factors.

Results from the Yovel and Kanwisher (2004) study evaluating 
the role of the FFA in configural and featural processing might, at 
first blush, appear to challenge a role for individuation in the FFA. 
They presented participants with pairs of faces or houses and asked 
them to judge whether the probe stimulus was identical to the target 
stimulus. Stimuli were either identical or varied in the spacing of the 
features (e.g., configural differences) or in the features themselves 
(e.g., featural differences). Their key finding was that faces produced 
significantly greater FFA activation than did houses regardless of 
the type of stimulus change, which they interpreted as evidence for 
the face-specificity of the FFA. However, the task manipulation they 
used to insure task compliance may have altered the tasks demands 
so as to direct participant judgments toward categorical level judg-
ments. Specifically, a cue at the beginning of each stimulus block 
instructed participants as to whether the stimuli would differ in 
their features or in the configuration of features. This cue essentially 
altered the task to a decision from one requiring individuation to 
one in which participants decided whether or not a change took 
place in features or in feature spacing. This, in essence, converted 
the task into a form of categorization or subordinate processing 
task. While subordinate processing task can modulate FFA activity, 
past studies of subordinate processing have failed to eliminate face 
superior processing in the FFA (see Kanwisher and Yovel, 2006). 
The results of Rhodes and colleagues contrasting brain activity 
for judgments about faces versus Lepidoptera also might seem to 
contradict the FFA individuation hypothesis (Rhodes et al., 2004). 
In addition to the problematic difference in behavioral performance 
between the conditions, as already noted, the decision task in this 
study also precluded a direct test of the individuation hypothesis. 
Specifically, they had participants study individual exemplars of 
faces and Lepidoptera over several days, and then perform old/
new judgments. Studies of declarative memory using tasks such as 
this have shown clearly that familiarity may provide the sole basis 
for any given recognition judgment, rather than explicit recollec-
tion of definitive features of items or context (Yonelinas, 2002). 
The  difference in recognition levels for Lepidoptera versus faces in 

dIscussIon
The present study was designed to determine whether the putative 
face-selective brain regions within the ventral occipitotemporal 
cortex (VOT) are indeed selectively responsive to faces. We find 
that this is not the case. More specifically, we find that although 
these areas appear to be face-specific when the contrast is between 
the passive viewing of faces versus other non-face object stimuli, 
this apparent specificity vanishes when the task requires object 
individuation. In other words, under task conditions calling for 
processing at the level of individual objects (i.e., are these the exact 
same or different object?), these putative face-selective brain regions 
within the VOT (FFA and OFA) are equally activated for carefully 
selected non-face stimuli as for faces.

Two findings from this study are paramount to understanding 
the functional role of the VOT in visual face and object processing. 
First, we showed that under task conditions that require explicit indi-
viduation of visual stimuli, both face and non-face objects produced 
equivalent levels of BOLD activation within the functionally defined 
FFA and OFA regions of interest that produced a face-superiority 
effect in a traditional form of a passive viewing localizer task. By 
contrast, this individuation task did not eliminate the object-supe-
rior processing effect (preferential processing for objects relative 
to faces) within the LOC, especially the left-hemisphere LOC. This 
pattern of results indicates that individuation processing does not 
indiscriminately raise face and non-face object processing to equal 
levels across all regions within the VOT extrastriate brain regions; 
it does so only in the putative face areas – FFA and OFA.

Taken together, these findings have significant implications for 
current models of the role of the FFA specifically in face process-
ing, and more generally in visual object recognition. Most notably, 
our findings do not support the hypothesis that the FFA and OFA 
are specialized for face processing (Yovel and Kanwisher, 2004; 
Kanwisher and Yovel, 2006) because we find that this is not the case. 
Indeed, we found that at least under individuation task conditions, 
non-face objects such as watches and diverse objects generate the 
same level of FFA and OFA activation as faces. To our knowledge, 
this is the first report of face-equivalent activation of the FFA for 
non-face objects, despite many such attempts.

Naturally, the key question is why our task induces these levels 
of activation to non-face objects when previous studies have not. 
Proponents of face-specific processing accounts have dismissed 
individuation as a key function of the FFA based primarily on the 
failed attempts to produce face-level activation for non-face objects 
within the FFA in presumed individuation processing tasks (c.f., 
Kanwisher and Yovel, 2006). One of the early studies establishing 
the role of the FFA in face processing, for example, demonstrated 
face-superior processing in a passive viewing task similar to that 
presented in this study and in a task that used a sparse one-back 
matching task (Kanwisher et al., 1997). In fact, the sparse one-back 
matching task is one of the most commonly used face-processing 
tasks used today; in this task participants are instructed to identify 
infrequent repetitions of stimuli within a stimulus block. The origi-
nal finding is taken as evidence against an individuation account 
of the FFA because face stimuli produced greater activation within 
the FFA (across five subjects) in both the passive viewing and sparse 
one-back tasks, thereby suggesting that individual item matching 
did not meaningfully alter FFA responsiveness. This argument is 
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in the FFA during passive viewing, which were both significantly 
less than the activation to faces. We note, however, that watches 
produced only a marginal difference in activation within the OFA 
compared to faces during the localizer task. This may suggest that 
the OFA may be slightly more sensitive to homogeneity factors than 
the FFA. Perhaps more notable than stimulus homogeneity effects, 
visual processing expertise also cannot explain the present findings. 
Our individuation task results suggest that substantial expertise is 
not a necessary precondition for FFA activation modulation by 
non-face objects as observers (presumably non-experts with either 
watches or our other diverse objects) produced equivalent activa-
tions to faces and non-face object stimuli when assessed under 
strict instructions to individuate them.

Whereas visual processing expertise does not seem to play a 
necessary role in engendering a heightened level of activation in 
the FFA, our data suggest another role for expertise. Specifically, 
expertise with a particular stimulus class seems to influence the 
entry level or default processing strategy adopted by an individual. 
The vast expertise for faces acquired by typical adults establishes 
individuation as the entry level of processing regardless of external 
task demands (Tanaka, 2001). Expertise with faces appears to lead 
to the automatic (default) engagement of individuation process-
ing, thereby activating the FFA regardless of the externally speci-
fied task demands. In the current study, the default engagement 
of individuation during face processing produced apparent face-
preferential FFA and OFA activation during the passive localizer 
task. In contrast, given a lower level of visual processing expertise 
with a particular stimulus class, such as watches or diverse objects, 
differing tasks demands modulate the level of processing, and the 
associated FFA and OFA activation. Because individuation is not 
the entry level of processing for watches and diverse objects, only 
the explicit instructions to individuate items in these categories 
produced robust FFA and OFA activation. We observed reduced 
FFA and OFA activation for watches and other common objects 
when the task was unspecified as in the localizer task.

Data accumulating from a number of different fronts are beginning 
to inform the functional architecture of individuation processing for 
faces. An important source of such data is functional imaging studies 
of patients with the severe facial recognition deficits of prosopagno-
sia. Several reports based on a limited number of well-characterized 
patients with acquired prosopagnosia question a crucial role for the 
FFA in individuation processing as we suggest based on the present 
findings, and instead suggest a larger role in individuation processing 
for the OFA. For example, the severe facial recognition deficits of two 
often-studied acquired prosopagnosia patients, P.S. and D.F., are linked 
to lesions that include the right inferior occipital gyrus region that 
encompasses the territory of the OFA, but the right middle fusiform 
gyrus region that includes the FFA is spared in both patients (Rossion 
et al., 2003; Schiltz et al., 2006; Steeves et al., 2006, 2009; Dricot et al., 
2008a,b). A normal FFA has been observed in both patients obtained 
across multiple localizer tasks. Perhaps the most striking finding is 
that both patients fail to show the typical face repetition suppression 
effect when identical face stimuli are repeated across multiple presen-
tations (Schiltz et al., 2006; Dricot et al., 2008a,b; Steeves et al., 2009). 
Moreover, it has been observed that regions adjacent to the FFA that 
are not typically observed as showing face-specific processing can 
produce the face repetition suppresssion effect (Dricot et al., 2008a,b). 

Rhodes et al. raises the valid concern that participants made judg-
ments for the Lepidoptera with lower confidence. It is reasonable to 
suggest that familiarity-based judgments do not engage individu-
ation processing that requires explicit recollection of specific fea-
tures, configurations, or holistic information. As discussed above, 
the entry point for nearly all non-face object classes, which would 
include Lepidoptera, is at the basic level (Tanaka, 2001). Thus, the 
failure to modulate FFA activation for non-face objects in a task 
using difficult to discriminate objects with which one has minimal 
recollection of specific details is not strong evidence against the role 
of the FFA in individuation processing.

Grill-Spector et al. (2004) investigated the role of the FFA in 
face and non-face object detection and identification, concluding 
that the FFA had no major role in within-category identification 
of non-face objects, even in people with specialized expertise with 
those particular objects (e.g., car experts). They asked participants 
to identify a specific target picture appearing in a stream of non-
target pictures drawn from the same category (e.g., other faces), 
stimuli from a different category (e.g., birds), or textured (non-
sense) pictures. Identification was defined as a correct judgment of 
the target stimulus, whereas detection was defined either as judging 
the target as a category member without indicating it was the target 
or by correctly identifying a non-target stimulus as a member of a 
particular category (e.g., judging a car as a car). They found that 
faces produced greater activation of the FFA in both detection and 
identification. In contrast, detection of non-face objects was not 
correlated with FFA activation. Again, an analysis of Grill-Spector 
et al.’s methods leads us to conclude that they were not assessing the 
process of individuating non-face objects. To assess face processing, 
participants were instructed to identify a particular face, such as 
Harrison Ford, in a series of other famous faces; this is a direct test 
of individuation processing. Their assessment of non-face objects, 
by contrast, required only subordinate, categorical level processing. 
Specifically, their participants were instructed to identify pigeons 
from among a series of other type of birds. Their participants were 
not asked to identify any individual or particular pigeon in a series 
of pigeons. As a consequence, this experiment compared individu-
ation processing in faces to subordinate processing at the categori-
cal, not the individual, level in non-face objects. In sum, ours is 
the first neuroimaging study to directly compare the process of 
 individuation for faces and non-face objects without any confound-
ing concerns, and to find that the level of face and non-face object 
activations in the FFA and OFA are the same.

Our results offer new insights into accounts of FFA and OFA 
functions that have emphasized various processing factors. For 
example, the homogeneity of stimuli to be discriminated is pro-
posed to be one factor that modulates FFA and OFA activation 
(Gauthier et al., 2000; Tarr and Gauthier, 2000). Stimulus homo-
geneity alone, however, cannot account for the present findings. 
All of the stimuli in our individuation task were indeed highly 
homogeneous. That is, we paired faces to faces, watches to watches, 
and similar basic-level objects to each other (e.g., cell phone to cell 
phone). Moreover, the results from the passive viewing task suggest 
that homogeneity of stimuli per se did not significantly modulate 
spontaneous object processing in the FFA. Watches represented a 
more homogeneous category of stimuli relative to diverse objects, 
but watches and diverse objects produced equivalent activation 
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including posterior cingulate gyrus and middle temporal gyrus (see 
Supplementary material). In contrast, a larger number of regions were 
identified that produced object-greater-than-face activation during 
individuation. This may be due to the simple fact that individuation 
processing for non-face objects is more difficult than faces because 
individuation processing is not the default or typical entry point 
of processing for non-face objects (Tanaka, 2001). Taken together, 
these findings suggest that the FFA or OFA are not the sole regions 
participating in individuation processing; other brain areas certainly 
participate in the individuation for faces and non-face objects. These 
brain areas may be part of a network that is enlisted as individuals 
process any visual stimuli at the subordinate levels with individuation 
engaging the network to the greatest extent.

In summary, we find that fMRI activations in the FFA and the 
OFA show no face specificity when faces and non-face objects are 
both processed at an individual (as opposed to categorical) level. 
Rather than being specific to faces, these brain areas play a critical 
role in individuation – the process of distinguishing one individual 
exemplar (face or otherwise) from another. It has taken this long 
to come to this realization because our natural tendency when we 
look at faces (relative to other objects) is to individuate.
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Overall, findings from acquired prosopagnosia suggest that individual 
identity processing, particularly for faces, is not the sole domain of 
middle fusiform gyrus region and emphasizes an important role for 
the OFA, a finding consistent with the present study. However, a recent 
study indicates that the OFA alone may not be the exclusive locus 
for face individuation processing because it may not be the locus 
for the face repetition suppression effect. Gilaie-Dotan et al. (2010) 
applied transcranial magnetic stimulation (TMS) to the OFA region 
during the period between the first and second repetition of famous 
faces, thus disrupting potential stimulus repetition effects in the OFA 
during this period, and found a repetition suppression effect. This is 
not inconsistent with data from congenital prosopagnosia that has 
found relatively normal fMRI activation to faces and objects within 
the FFA and OFA regions despite severe facial recognition deficits, and 
decreased activation within the face-sensitive areas in anterior brain 
areas, the so-called “extended” face-processing network (Avidan et al., 
2005; Avidan and Behrmann, 2009). One region within this extended 
network garnering attention for a specific role in individuation of faces 
beyond that of simple detection is located on the extreme inferior 
aspects of the temporal lobe including the inferior temporal gyrus 
(BA 20) (Nestor et al., 2008) and/or middle temporal gyrus (BA 38) 
(Kriegeskorte et al., 2007). We did not find face-specific individuation 
processing activation in this region (see Supplementary material). Due 
to its location in a region well known to be susceptible to MR drop-
out effects, this region may be difficult to ascertain in group studies 
(Kriegeskorte et al., 2007). In addition, those other studies used face 
individuation tasks that significantly differed in methodology from 
that used here; Kriegeskorte et al. (2007) used an anomaly-detection 
task with infrequent deviations in sequential image presentation, 
while Nestor et al. (2008) used a challenging face individuation task 
based on face fragment stimuli. We did, however, find regions that 
produced face-greater-than-object activation during individuation 
that are considered part of the extended face-processing network, 
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suPPleMentary MaterIal
The main study investigated BOLD activation in three ROIs, the 
FFA, OFA, and LOC, determined from the passive viewing localizer 
task. Here, we present the results from the whole brain analysis of 
the individuation task.

data analysIs
analysIs of IndIvIduatIon task whole braIn actIvIty
The data from the peak response of the HRF for faces, watches, and 
objects from each of the 15 participants were analyzed using a repeated 
measures analysis of variance (ANOVA) with stimulus (fixed effect) and 
subject (random effect) as factors. We restricted analysis to voxels that 
produced a significant main effect of stimulus (P ≤ 0.010  uncorrected). 
To correct that statistics for multiple comparisons, a voxel-cluster-
threshold correction was used with parameters based on a Monte 
Carlo simulation (Forman et al., 1995). The cluster-threshold correction 
required a voxelwise threshold of P ≤ 0.005 within a volume of at least 
351 μl (13 contiguous voxels) to yield an effective alpha ≤ 0.050.

results
IndIvIduatIon task
The central ROI-based analysis revealed that faces, watches, and 
diverse object produced virtually identical activation within the FFA 
in the individuation task. Here, we describe differences in activation 

observed during the individuation task throughout the rest of the 
brain for the contrast between the faces, watches, and diverse object 
stimuli. These results are shown in Figure S1. Table S1 describes the 
regional activation observed in the individuation task. Faces pro-
duced greater activation than watches during the individuation task 
within a limited number of posterior regions located primarily in 
the right hemisphere. However, faces did not produce any regions of 
greater activity relative to objects. We observed many more regions 
active for watches and objects relative to faces in the individua-
tion task. These were distributed primarily as bilateral activation of 
posterior temporal, parietal, and occipital areas, but also included 
left hemisphere superior dorsolateral prefrontal cortical areas. Note 
the substantial watch and object greater than face activation located 
bilaterally in fusiform and occipital regions surrounding the FFA (see 
Figure 2 in main text for FFA). These regions are commonly acti-
vated in object processing studies (c.f. Haxby et al., 2001; Downing 
et al., 2006; Reddy and Kanwisher, 2006; Spiridon et al., 2006). The 
only noteworthy differences seen between objects and watches rela-
tive to faces was that watches produced greater activation than faces 
bilaterally in dorsolateral frontal cortex, whereas no differences were 
observed in frontal areas between objects and faces. In the direct 
contrast between watches and objects, the only significant difference 
that was observed was objects greater than watches activation in the 
right angular gyrus/inferior parietal lobule region.

FIguRe S1 | Whole brain activation results for faces and watches in the individuation task. Color bars indicate percent signal change differences. Red to yellow 
colors indicates regions where faces produced greater activation than watches. Blue colors indicate regions where watches produced greater activation than faces. 
All activation differences corrected to alpha ≤ 0.05. Activation is shown on averaged structural anatomical scans from all 15 participants.
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Table S1 | Brain activation differences between face, watch, and object stimuli from the individuation task.

 Maximum intensity voxel in region

 Talairach coordinates

Region BA Hemi x y z % t

FaCES > WatCHES
Middle temporal gyrus/Middle occipital gyrus 39/19 R −55 −66 18 0.53 4.94
Precuneus 31 R −2 −68 29 0.29 4.46
Posterior cingulate gyrus 31/23 R −4 −53 23 0.27 3.41
Inferior parietal lobule/Angular gyrus 39 R −49 −67 38 0.28 5.00
Precuneus 31 L 6 −53 32 0.21 3.96

FaCES > ObJECtS
No regions found       

WatCHES > FaCES
Fusiform gyrus 19 R −25 −52 −13 0.53 5.97
Middle occipital gyrus 19 R −31 −77 12 0.61 6.05
Parahippocampal gyrus 36 R −28 −38 −10 0.40 6.01
Inferior parietal lobule 40 R −46 −47 52 0.24 3.71
Middle frontal gyrus 9 R −37 5 36 0.26 4.25
Superior occipital gyrus 19 R −25 −77 34 0.34 6.01
Superior parietal lobule 7 R −26 −62 44 0.22 5.33
Precuneus/Superior occipital gyrus 19 R −22 −80 42 0.38 5.47
Fusiform gyrus 37 L 26 −46 −12 0.37 5.58
Parahippocampal gyrus 36 L 26 −38 −10 0.27 4.24
Middle occipital gyrus 19 L 34 −86 12 0.68 6.45
Middle occipital gyrus/Inferior temporal gyrus 37 L 44 −58 −6 0.51 10.24
Middle frontal gyrus 10 L 32 50 20 0.23 4.30
Middle frontal gyrus 6 L 46 2 38 0.29 6.09
Inferior temporal gyrus 19/37 L 44 58 −6 0.51 10.24
Inferior parietal lobule 40 L 34 −44 38 0.19 4.74
Inferior parietal lobule 40 L 40 −52 54 0.33 3.46
Superior parietal lobule 7 L 22 −68 44 0.37 4.04
Precuneus 7 L 10 −76 42 0.30 4.39

ObJECtS > FaCES
Fusiform gyrus 19 R −28 −52 −12 0.60 6.88
Middle occipital gyrus 19 R −32 −80 12 0.58 5.49
Parahippocampal gyrus 36 R −26 −38 −12 0.39 6.38
Middle occipital gyrus 37 R −50 −64 −10 0.49 3.66
Middle temporal gyrus 37 R −52 −58 −10 0.45 3.71
Middle occipital gyrus 19 R −32 −80 14 0.46 5.95
Inferior parietal lobule 40 R −40 −50 54 0.24 4.66
Precuneus/Superior occipital gyrus 19 R −28 −70 36 0.28 4.56
Superior parietal lobule 7 R −28 −68 48 0.26 4.90
Fusiform gyrus 19 L 26 −58 −12 0.44 5.64
Fusiform gyrus 37 L −44 −64 −10 0.46 4.84
Parahippocampal gyrus 36 L 26 −44 −12 0.50 6.01
Middle occipital gyrus 18 L 28 −82 8 0.47 5.22
Middle occipital gyrus/Inferior temporal gyrus 37 L 44 −62 −4 0.52 4.69
Middle occipital gyrus 19 L 34 −82 12 0.40 5.31
Superior occipital gyrus/Cuneus 19 L 32 −86 24 0.41 4.85
Precuneus 7 L 26 −70 38 0.28 4.50
Superior parietal lobule 7 L 26 −58 44 0.16 6.02
Superior parietal lobule 7 L 26 −64 54 0.26 5.78
Inferior parietal lobule 40 L 34 −50 44 0.12 5.77
Inferior parietal lobule 40 L 38 −52 54 0.24 6.32

WatCHES > ObJECtS       
No regions observed       

ObJECtS > WatCHES
Angular gyrus/Inferior parietal lobule 39/40 R −50 −68 36 0.31 3.91

Notes: Talairach coordinates follow the convention of the Talairach and Tournoux atlas (Talairach and Tournoux, 1988). Positive coordinate values indicate left (x), 
anterior (y), and superior (z). BA, Brodmann’s area. %, percent signal difference of contrast. t  t value of contrast.
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1996; Haxby et al., 2000; Ishai et al., 2005; Avidan and Behrmann, 
2009). Therefore, the results may be interpreted to suggest that 
individuation processing may be a component of the extended 
face system, and that the extended system may have greater face 
specificity during individuation processing than the FFA.
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suMMary of whole braIn actIvatIon
In the main text, we argue that individuation may be a default 
processing procedure for faces in typically developed adults and that 
the equivalency of FFA activation during individuation processing 
for faces and non-face objects is consistent with this suggestion. 
The whole brain results generally suggest that this proposition 
extends beyond processing in the FFA. Specifically, relatively few 
brain regions produced greater activation to faces than watches 
during the individuation task. Moreover, most of the regions that 
did produce greater face compared to watch activation during the 
individuation task form what is sometimes termed an extended 
face-processing network, including the posterior cingulate gyrus, 
middle temporal gyrus, and middle occipital gyrus (Clark et al., 

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Frontiers in Human Neuroscience www.frontiersin.org October 2010 | Volume 4 | Article 166 | 52

HUMAN NEUROSCIENCE
Review ARticle

published: 08 October 2010
doi: 10.3389/fnhum.2010.00166

Measurement of memory with eye movements is powerful 
because the nature of visual processing requires that we sample one 
region of the world at a time by directing the high-acuity portion 
of our retinas onto successively sampled regions. This movement 
of the eyes across the visual world is not random, but rather is dic-
tated by two factors. The first concerns stimulus characteristics – the 
physical properties (e.g., luminance, hue) of the elements embed-
ded in visual arrays (e.g., Buswell, 1935; Mackworth and Morandi, 
1967; Antes, 1974). The second concerns our previous experience 
(i.e., episodic memory) and the knowledge we bring to a particular 
viewing situation (i.e., semantic memory). We look more at objects 
that are the targets of volitional search, but also dwell on objects 
that are discrepant with expectations, based, for example, on general 
knowledge about the context in which they are embedded (e.g., 
an octopus in a barnyard scene; Loftus and Mackworth, 1978), or 
on previous viewing history in a laboratory setting (see Revealing 
Distinct Types of Mnemonic Information).

When control of basic physical properties has been achieved it 
becomes possible to discern effects of memory on eye movement 
behavior. An early example of this strategy comes from a report 
by Yarbus (1967). In this work, eye movements were recorded as 
a viewer examined a picture by the Russian artist Repin depicting 
the unexpected return of a man, who is shown entering a room 

In this review we advocate for the use of eye movement  monitoring 
as a powerful tool that can advance the field of cognitive neuro-
science. Because eye movement based investigations of attention 
and language have been described comprehensively in several 
excellent reviews (cf. Van der Stigchel et al., 2006; Rayner, 2009; 
Theeuwes et al., 2009), emphasis is placed on investigations of 
memory; however, the general approach is expected to have merit 
for other domains of investigation as well. In the sections that fol-
low we will show that viewers’ eye movements can reveal memory 
for elements of previous experience without appealing to verbal 
reports and without requiring conscious recollection. We also point 
to research which has shown that the effects of memory on eye 
movement behavior can emerge very rapidly, changing the effi-
ciency and even the nature of visual processing. These effects have 
been characterized as obligatory (and perhaps automatic) and are 
consistently reported independent of task instructions or viewers’ 
intentions. Taking advantage of these properties, several important 
questions have been addressed and certain long-held views about 
the nature of memory, its organization in the brain, and its failures 
in certain special populations have been challenged. In general, a 
converging methods approach is highlighted, with special emphasis 
placed on the utility of eye movement monitoring when it is used 
in conjunction with other cognitive neuroscience methods.

Worth a glance: using eye movements to investigate the 
cognitive neuroscience of memory
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Results of several investigations indicate that eye movements can reveal memory for elements 
of previous experience. These effects of memory on eye movement behavior can emerge very 
rapidly, changing the efficiency and even the nature of visual processing without appealing to 
verbal reports and without requiring conscious recollection. This aspect of eye movement based 
memory investigations is particularly useful when eye movement methods are used with special 
populations (e.g., young children, elderly individuals, and patients with severe amnesia), and 
also permits use of comparable paradigms in animals and humans, helping to bridge different 
memory literatures and permitting cross-species generalizations. Unique characteristics of eye 
movement methods have produced findings that challenge long-held views about the nature 
of memory, its organization in the brain, and its failures in special populations. Recently, eye 
movement methods have been successfully combined with neuroimaging techniques such 
as fMRI, single-unit recording, and magnetoencephalography, permitting more sophisticated 
investigations of memory. Ultimately, combined use of eye-tracking with neuropsychological and 
neuroimaging methods promises to provide a more comprehensive account of brain–behavior 
relationships and adheres to the “converging evidence” approach to cognitive neuroscience.
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filled with various people and objects. Eye movements elicited by 
this scene under free-viewing conditions were largely to prominent 
visual elements – the man and objects in the room. The same viewer 
was then asked to examine the scene again while providing answers 
to several different questions (e.g., how old are the people in the 
scene, what might they have been doing before the arrival of the 
unexpected visitor). Different patterns of viewing were observed 
across these instructional conditions, presumably reflecting (pre-
experimental) knowledge the viewer brought to bear about where 
in the scene relevant information would be located.

In what follows, we illustrate just how powerful eye move-
ment methods can be for addressing important questions about 
memory. In short, by using eye movements to assess memory, 
rather than merely relying on verbal reports or introspective judg-
ments, we gain the ability to test memory under circumstances in 
which behavioral reports may not (or cannot) be reliably obtained. 
This pays particular dividends when eye movement methods are 
used with special populations (e.g., young children, elderly indi-
viduals, and patients with severe amnesia), and also permits use 
of comparable paradigms in animals and humans, helping to 
bridge different memory literatures and permitting cross-species 
generalizations.

To best illustrate the use of eye movements to advance the 
cognitive neuroscience of memory, we will provide an extended 
example of how eye movement studies offered a way to resolve a 
major disagreement in the field about the nature of amnesia and 
the role of the hippocampus in memory (see Revealing a Critical 
Role for the Hippocampus in Memory Without Awareness). In this 
work (Althoff, 1998; Ryan et al., 2000; Hannula et al., 2007), eye 
movement methods provided critical data about the role of hip-
pocampus in relational memory, as distinct from the role it may 
play in explicit memory or conscious recollection. Accordingly, 
we will discuss and attempt to resolve a number of controversies 
about memory, awareness, behavioral and eye movement measures, 
and the hippocampus. Promising results from some recent efforts 
to apply these methods to other patients and special populations 
will also be presented.

Finally, and as alluded to above, we will discuss the particular 
strengths of eye movement measures as part of a larger converg-
ing methods approach to the study of memory, outlining some 
promising early steps in relating behavioral, eye movement, and 
neuroimaging measures (Herdman and Ryan, 2007; Ryan et al., 
2007b; Hannula and Ranganath, 2009; Riggs et al., 2009; see 
Integration of Eye Movement Monitoring With Neuroimaging). 
Including eye movement monitoring in neuropsychological and 
neuroimaging investigations provides a comprehensive account 
of the brain-behavior relationship and adheres to the “converging 
evidence” approach to cognitive neuroscience.

Revealing distinct types of mnemonic infoRmation
Before the field of cognitive neuroscience could use eye move-
ment methods to link the function of specific neural regions to 
particular aspects of memory, it was necessary to produce evidence 
showing that memory does indeed influence eye movement behav-
ior. This section provides a very brief, and necessarily selective, 
discussion of studies aimed at documenting eye movement based 
memory effects.

An early line of work on eye movements and memory was guided 
by the “scanpath hypothesis” (Noton and Stark, 1971), which pos-
tulated that recognition occurs when the same scanning pattern 
enacted during initial viewings is recapitulated during subsequent 
viewing and recognition of a stimulus. Consistent with this hypoth-
esis, striking similarity in scanning patterns between initial inspec-
tion and subsequent recognition was indeed observed by some 
investigators for a variety of materials and tasks (Walker-Smith 
et al., 1977; Fisher et al., 1978; Parker, 1978). However, these investi-
gators interpreted their results as suggesting that during recognition 
(e.g., for a face), a participant would move to features more salient 
to him or her after first registering the presence of the object. They 
proposed a filtering system that would interpret incoming data 
from the periphery, identify the most salient feature, and then direct 
a saccade towards it (Didday and Arbib, 1975; see also Carpenter 
and Just, 1977). Starting with this work and continuing through 
ever more sophisticated studies, multiple measures were developed 
to characterize the types of changes that might occur in eye move-
ment behavior that reflect – and, thus, that reveal – the operation 
of mnemonic processes (see Boxes 1 and 2).

Robust effects of semantic memory on the way in which we eval-
uate or extract information from a visual stimulus have been clearly 
demonstrated (cf. Henderson, 2003). For example, general world 
knowledge about the context in which objects are typically found 
(e.g., a tractor is usually found in a barnyard scene) and their relative 
positions within the environment (e.g., a toaster is typically on a 
counter) has been found to facilitate the speed with which the eyes 
detect a visual target (e.g., Loftus and Mackworth, 1978; Henderson 
et al., 1999; Brockmole and Henderson, 2008; Hollingworth, 2009; 
see Figure 1). Target detection is also facilitated by repeated expo-
sure to a specific scene context in the lab (Brockmole et al., 2006), 
and by brief exposure to, or preview of, that scene (Castelhano and 
Henderson, 2007; Hollingworth, 2009).

In our work, we have examined how eye movements reveal 
memory for pre-experimentally familiar materials and specific 
prior experiences in a series of studies conducted with images of 
famous and non-famous faces (Althoff and Cohen, 1999), familiar 
and unfamiliar buildings (Althoff et al., 1998), and novel scenes 
(Ryan et al., 2000). In these and subsequent studies, eye movement 
behavior revealed memory for previous occurrence of these various 
types of items. Pre-experimentally familiar items were viewed with 
fewer fixations and with lower constraint on the location of succes-
sive fixations than were novel items. Furthermore, with repeated 
exposure to pre-experimentally unfamiliar items, the amount of 
sampling decreased systematically (see Figure 2; Althoff, 1998; 
Althoff et al., 1998; Heisz and Shore, 2008; Heisz and Ryan, sub-
mitted). This repetition effect was observed whether participants 
performed a recognition task or an emotion labeling task (i.e., 
regardless of task demands; Althoff et al., 1998).

Subsequent experiments, which used pre-experimentally unfa-
miliar materials, demonstrated that eye movements could also reveal 
relational memory for the spatial positions of elements within scenes 
(e.g., Ryan et al., 2000; Ryan and Cohen, 2004a,b), arbitrary pairings 
of faces and scenes (Hannula et al., 2007; Hannula and Ranganath, 
2009), and temporal sequences (Ryan and Villate, 2009). In the work 
with scenes (Ryan et al., 2000),  participants viewed several pictures, 
each accompanied by a question regarding the relative relationships 
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Eye movement data can be compiled and analyzed in several different 
ways. Sampling of visual materials can be characterized either at the 
level of an entire experimental display (i.e., overall viewing), or at the 
level of regions, objects, or stimuli within that display (i.e., directed 
viewing). For example, eye movements to a display containing several 
faces could be summarized as the total number of fixations made to 
the display. Alternatively, fixations to the display could be categorized 
according to their targets (e.g., novel and studied faces), and summa-
rized separately. Measures of directed viewing divide a display into more 
than one region of interest (ROI) in order to permit evaluation of effects 
related to independent variables of interest. Directed viewing measures 
may also be combined with temporal indices in order to gauge changes 
in a particular measure over time (i.e., time-course analyses), or may be 
time-locked to a particular event, such as an overt behavioral response 
(i.e., response-locked analyses). Various commonly used characteriza-
tions of overall and directed viewing are defined below.

Measures of overall viewing

•	 Number of fixations1: the number of discrete pauses of the 
eyes for a display.

•	 Fixation duration1: the length of time in which the eye pauses 
on a display, typically between 200–300 ms long. Median or 
mean fixation duration to a display can be calculated.

•	 Saccade amplitude: the distance traversed between successive 
fixations, reported in degrees per second.

•	 Number of regions fixated2: the number of discrete regions 
sampled within a display.

•	 Number of transitions between regions: the number of transi-
tions made by the eyes between discrete regions.

•	 First return fixation: the number of fixations made before retur-
ning to a previously sampled region.

•	 First-order entropy3: the predictability of the transitions 
between the locations of a given fixation and the preceding 
fixation.

•	 Second-order entropy3: the predictability of the transitions to a 
given fixation location based on the location of the two immedia-
tely preceding fixations.

•	 Chi-square, Asymmetric lambda2: other measures used to quan-
tify the randomness of an eye movement transition table.

Measures of directed viewing

•	 Proportion of fixations: the proportion of total fixations that are 
directed to an experimenter-defined ROI.

•	 Proportion of time2: the proportion of total viewing time that is 
directed to an experimenter-defined ROI.

•	 Number of transitions into/out of a critical region: the number 
of gaze transitions into/out of an experimenter-defined ROI.

•	 Duration of the first gaze: total viewing time to an experimen-
ter-defined ROI on the first gaze that is directed into that ROI.

•	 Number of fixations in the first gaze: number of fixations to 
an experimenter-defined ROI during the first gaze that is directed 
into that ROI.

Considerations for Analysis
While the above outlines general definitions for the predominant 
measures derived from eye movement monitoring, there are dif-
ferences in how such measures are calculated. For instance, the 
definition of a fixation may vary between research groups and/or 
eyetracking platforms. Successive recording samples of eye position 
may be considered as a single fixation if changes in gaze position 
across samples are less than 1° of visual angle and, when combined, 
have a minimum duration of 100 ms (e.g., Hannula et al., 2007). 
Alternatively (e.g., Ryan et al., 2007), a fixation can be defined as 
the absence of any saccade (e.g., the velocity of two successive 
eye movement samples exceeds 22° per second over a distance 
of 0.1°), or blink (e.g., pupil is missing for three or more samples) 
activity. In turn, definitions for saccades and blinks may vary across 
labs/platforms.

Regarding the number of regions fixated, in our work (cf. Althoff 
and Cohen, 1999) this number is defined based on the pattern by 
which each participant’s fixations are clustered; that is, fixations that 
fall within an a priori specified distance from one another are con-
sidered to be within the same region, while fixations outside of this 
distance are considered to belong to a separate region. This approach 
takes into account individual differences in viewing behavior as well 
as differences in particular stimulus characteristics, such as the size or 
prominence of distinct features on an object. An alternative approach 
uses a fixed grid with equally-sized sections for all of the stimuli and 
all of the participants indiscriminately (e.g., Smith and Squire, 2008). 
This latter approach has an advantage of standardizing the number of 
possible regions that could be fixated across stimuli and participants, 
but this approach may lack precision and/or sensitivity. For example, 
if an object attracts disproportionate viewing, and occupies two or 
more sections of the grid, then the measure of sampling behavior 
may be artificially inflated; by contrast, if two smaller objects occupy 
the same section, and each is distinctly fixated by the viewer, the 
number of unique regions fixated is under-sampled.

At least two different approaches have also been used to cal-
culate the proportion of time that is directed to a ROI. In our work, 
the proportion is considered in reference to a baseline in which only 
the amount of viewing time that is directed to the stimulus (e.g., a 
scene) is counted, excluding any time spent looking outside of the 
display, blinking, or making saccadic movements of the eyes (e.g., 
Ryan et al., 2000; Hannula et al., 2007). The alternative approach 
(e.g., Smith and Squire, 2008) involves calculating the proportion of 
viewing time using the entire trial period as the baseline, regardless 
of how much time was spent not actually viewing the stimulus. The 
number of saccades, as well as the number of blinks, varies from 
image to image, both within and across participants; therefore, the 
actual time that is spent inspecting a stimulus is never constant. 
Thus, the use of total trial duration in the denominator will either 
artificially inflate or reduce the proportion of viewing time measure 
differentially across trials, participants, and experimental conditions. 
As such, we do not advocate this latter approach as it introduces 
noise into the data.

1also measures of directed viewing
2please refer to Considerations for Analysis (this box) for more information 
about calculating this measure
3see Box 2 and Althoff and Cohen (1999)

Box 1 | Eye movement measures of memory.

among scene elements (e.g., is there a cat to the left of the boy?). 
During a final, critical block, eye movements were monitored as 
participants viewed scenes that were either novel (i.e., not studied), 

repeated (i.e., unchanged from previous exposures), or manipu-
lated (i.e., with a change in spatial relationships among elements). 
Critically, a manipulated scene for one  participant was repeated for 
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To determine whether there is particular top-down influence of cogni-
tion on eye movement patterns, several investigators turned to the 
examination of scanpaths. To describe scanpaths, contingency tables 
are created; these tables examine the probability of moving from 
one ROI to another within a display and can be probed for their struc-
ture. The idea that eye movements followed a first-order Markovian 
process (i.e., a stochastic process in which any transition between 
states depends only the current state) had been hypothesized as 
early as 1966 by Molnar (as described in Molnar and Ratsikas, 1987). 
The simplest examination of this structure is a chi-square test which 
examines the probability of seeing a particular pattern in the con-
tingency table over and above what would be expected by chance. 
Stark and Ellis (1981) applied a chi-square goodness of fit calcula-
tion to determine the difference between observed and expected 
matrices M(1) where the expected matrix was based on the strati-
fied random situation (i.e., the situation where a particular saccade 
could be predicted entirely by the marginals of the contingency 
table). The results from this experiment yielded the expected find-
ing that there were significant differences between the observed 
and expected first-order dependencies as measured by chi-square. 
To calculate the change in the direction of dependency in those 
data, he further calculated the conditional information Hc in both the 
observed contingency table M(1) and the expected contingency table 
M(1) (see Stark and Ellis, 1981; Althoff and Cohen, 1999 or Althoff, 
1998 for calculation details). This provided a measure of statistical 
dependency in the matrix (Brillouin, 1962); the larger the Hc, the 

less statistical dependency there was in the matrix, and the more 
random the eye movements were. One could, therefore, simply take 
this information as a measure of the amount of randomness in the 
signal, with a high degree of entropy (Hc) indicating a high degree of 
randomness. Further refining these methods, Ellis and Stark (1986) 
modeled the behavior of pilots in viewing a cockpit display of traffic 
information by examining whether sampling of the regions of the a 
display was “random”, “stratified random” (i.e., dependent only on 
the information on the marginals of a contingency table) or “statis-
tically dependent” (i.e., with dependencies in the data that linked 
movements from one region of the display to another). In our work, 
we have termed these variables H1 for the first-order transitions and 
H2 for the second-order transitions.

Since different participants have different path lengths (i.e., number 
of fixations), Tole et al. (1982) normalized these entropy measures for 
the number of fixations to show a decrease in the entropy of a scan-
ning pattern when pilots were under an increased workload. In other 
words, as pilots became stressed, their scanning patterns became 
less random and more structured, revealing the top-down influence 
of cognition and task demands on eye movement behavior. These 
types of entropy measures have been used by our group (termed S1 
and S2) and others to demonstrate that viewing of an unfamiliar face 
or scene is typically highly constrained (i.e., has low entropy) with 
viewers tending to follow an idiosyncratic pattern while scanning novel 
stimuli (Althoff and Cohen, 1999) which becomes less so as faces or 
scenes have been viewed repeatedly.

Box 2 | Markovian measures.

FIGuRE 1 | Illustration of the experimental methods and results from 
Loftus and Mackworth (1978). Participants viewed scenes in which an object 
was either consistent (i.e., a tractor; top), or inconsistent (i.e., octopus; bottom) 
with the semantic context of the scene (i.e., barnyard). Objects that were 

inconsistent with the scene context were viewed with longer fixation durations 
than non-informative objects, and this increase in viewing occurred within the 
first few fixations, revealing early and obligatory influences of prior knowledge 
on eye movements.

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Frontiers in Human Neuroscience www.frontiersin.org October 2010 | Volume 4 | Article 166 | 56

Hannula et al. Worth a glance

FIGuRE 2 | Illustration of the experimental methods and results from 
Althoff (1998). (A) Participants viewed non-famous faces either 0 (novel), 1, 3 
or 5 times throughout the experiment while their eye movements were 
monitored. (B) With increasing exposure, participants sampled fewer regions of 

the studied faces, compared to novel (non-studied) faces that were introduced 
during the same phase of the experiment. These findings illustrate the 
influence of memory for the previously viewed faces on 
subsequent processing.

another, permitting comparison of viewing directed to the exact 
same regions across participants for whom the only difference was 
in viewing history. Results showed more fixations to, and transitions 
into and out of, the critical region(s) when scenes were manipulated 
versus repeated. This relational manipulation effect was documented 
in four separate experiments, and was evident whether participants 
were instructed to identify changes or were merely instructed to 
view the scenes (i.e., free-viewing). Furthermore, it did not depend 
upon use of orienting questions meant to direct a viewer’s attention 
and gaze to regions of scenes that might ultimately be manipulated, 
as it was documented even when these questions were not used 
(see Ryan et al., 2000 for details; see also Ryan and Cohen, 2004a). 
Particularly compelling were findings of greater viewing directed to 
“now-empty” manipulated regions as compared to the exact same 
regions when they were “always empty” (see Figure 3), revealing the 
effects of relational memory on current processing.

Relational memory for arbitrary scene-face pairings has also 
been revealed in viewers’ eye movement behavior (Hannula et al., 
2007; Hannula and Ranganath, 2009). In this work, participants 
studied several scene-face pairs and were tested with 3-face displays 

superimposed on previously studied scenes. Participants showed 
disproportionate viewing of the face that matched (i.e., had pre-
viously been paired with) the scene, even among equally familiar 
faces (i.e., equated in terms of previous viewing history) and in the 
absence of any reliable spatial cues to guide choices (i.e., the match-
ing face could be in any of three spatial locations, none of which 
matched the original presentation location; see Figure 4).

Finally, memory for temporal relations was shown in eye 
movement behavior in an experiment in which participants were 
presented with three objects each shown one at a time in differ-
ent spatial locations during the study phase and then presented 
simultaneously after a short delay (Ryan and Villate, 2009). While 
all three objects were shifted in their absolute position, the rela-
tive positions of objects in the display with respect to one another 
were either intact, or were manipulated by displacing one object 
with respect to the others. Despite simultaneous presentation 
during the test phase, participants tended to inspect the objects 
in the order that matched the originally experienced temporal 
sequence; this tendency decreased when spatial relationships were 
manipulated.
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FIGuRE 3 | Illustration of the experimental methods and results from Ryan 
et al. (2000). (A) Scenes presented during the study phase and (B) during the 
test phase, as seen by two different participants. In this case, the scenes in the 
test phase are exactly the same, and differ only with respect to the previous 
viewing histories of the two participants. For one participant, the scene is 
repeated (i.e., unchanged) from the study phase, whereas for the other 
participant, the scene has been manipulated (i.e., the girls near the bridge have 
been removed from the scene). Eye movements, superimposed on each scene, 
illustrate the eye movement based relational memory effect. More fixations (i.e., 

white cross hairs) are directed to, and more saccades (i.e., red lines) are made 
into and out of the critical region for manipulated scenes. (C) Graph illustrating 
the proportion of total viewing time directed to the critical regions of novel, 
repeated and manipulated scenes for college-age participants, neurologically 
intact controls, and amnesic patients. College-age participants look 
disproportionately at manipulated regions with or without concomitant 
awareness of the change. Neurologically intact controls also show this 
disproportionate viewing effect, which is completely absent from the viewing 
behavior of amnesic patients.
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Revealing memoRy pRioR to conscious awaReness
The observation that effects of memory on eye movement 
behavior develop quickly was initially reported by Parker (1978) 
who showed that manipulated regions of previously viewed 
scenes were fixated earlier in scanning than unchanged regions 
of the same scenes. This rapid acquisition of remembered con-
tent with the eyes is accompanied by extended fixation duration 
(e.g., Ryan and Cohen, 2004a; Ryan et al., 2007a)  suggesting 

Taken together, these results indicate that memory for different 
aspects of experience (e.g., individual items, spatial and non-spatial 
relationships, temporal order) guide eye movement behavior. In the 
sections to follow, we show that the effects of memory on eye move-
ment behavior can occur very rapidly and obligatorily, even in the 
absence of conscious awareness, which affords us a powerful tool with 
which to examine memory in a variety of special populations and in 
conjunction with various other cognitive neuroscience methods.

FIGuRE 4 | IIllustration of the basic paradigm and results from Hannula et 
al. (2007) and Hannula and Ranganath (2009). (A) Examples of scene-face 
pairs presented during the study trials, along with a single, associated test 
display in which the face on the left was the match (i.e., was the associate of the 
scene). Each test trial began with the presentation of a scene cue meant to 
prompt retrieval of the associated face. (B) Eye movements from a 
representative participant superimposed on the test display shown above. 
Fixations are indicated by white circles and the size of the circle was 
proportionate to the amount of viewing time directed to the fixated region. 
Transitions from one fixation to the next are indicated by red lines. (C) Proportion 
of total viewing time directed to correctly identified matching faces vs. faces 
that were merely selected from displays that did not contain a match broken 

down into 250 ms time bins following the onset of the three-face test display. 
Neurologically intact control participants showed disproportionate viewing of the 
matching face just 500–750 ms after the faces were presented; no evidence of 
relational memory was evident in the eye movement behavior of amnesic 
patients. (D) Bilateral regions of the hippocampus for which BOLD signal was 
greater for incorrect trials during presentation of the scene cue when 
subsequent viewing of the match was high vs. when subsequent viewing of the 
match was low in college-age participants. Trial-averaged time courses extracted 
from the left and right hippocampal regions, respectively, show differences in 
BOLD signal between incorrect high and incorrect low viewing trials during 
presentation of the scene cue. This result illustrates hippocampal recruitment, 
even when explicit memory has failed.
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significantly longer when it is replaced with a different exem-
plar, even when participants fail to explicitly detect the change 
(e.g., Hollingworth et al., 2001). Along similar lines, recent work 
using the visual paired comparison task, in which a novel object 
and a studied object are presented simultaneously as eye move-
ments are recorded, has shown that viewing is modified based 
on the type of associate a learned object was paired with during 
a study exposure. Novelty  preferences in patterns of eye move-
ments were disrupted when learned objects had been paired 
with positively or negatively valenced scenes, but were intact 
when learned objects had been paired with a neutral gray image. 
Differences across these conditions were not evident in explicit 
recognition responses, suggesting that different memory proc-
esses support eye movement based expressions of memory and 
explicit behavioral responses in this task (Snyder et al., 2008). 
Collectively, these results suggest that eye movement based 
memory effects can be expressed even when conscious recol-
lection has failed or is non-diagnostic, which, as we will see 
in Section “Revealing a Critical Role for the Hippocampus in 
Memory Without Awareness”, proves important in supporting 
conclusions from eye movement investigations of the nature of 
amnesia and the functional role of the hippocampus.

The purpose of these memory-guided eye movements is worth 
considering, especially since evidence suggests that they may pre-
cede or be unaccompanied by conscious awareness. In general, eye 
movements are used to extract information from the environment; 
they permit us to continually compare prior experience with cur-
rent perceptual input in order to detect novelty/change and to guide 
our subsequent behavior (e.g., make decisions, navigate; Ryan and 
Cohen, 2004a). Irrespective of whether conscious awareness plays 
a role, the intersection of current perception with remembered 
content ensures that perceptual processing proceeds efficiently and 
rapidly, e.g., by allowing attention to be biased towards particular 
regions of interest as a function of past experience without the need 
for supervisory control (Chun and Nakayama, 2000; Maljkovic and 
Nakayama, 2000).

As time-course analyses have suggested (e.g., Hannula et al., 
2007), the rapid influence of memory on eye movements may 
permit eventual conscious appreciation for items and/or relations 
that had been previously viewed. That is, conscious awareness 
may be derived from changes in our eye movements, rather than 
eye movement based memory effects resulting from conscious 
awareness for prior learning episodes (Ryan and Villate, 2009). 
Under most circumstances, eye movements may ultimately be 
correlated with conscious recognition (e.g., later in processing), 
but converging evidence from several investigations (see above) 
indicates that awareness is not a requirement for the expres-
sion of memory in eye movement behavior. Precise factors that 
determine whether eye movements will be correlated with, and 
give rise to, overt expressions of memory or, alternatively, will 
be expressed in the absence of explicit awareness, have yet to 
be identified. However, existing evidence does confirm that eye 
movements provide a sensitive measure with which to inves-
tigate the manner in which multiple memory systems create, 
access and update mnemonic representations (Ryan et al., 2000; 
Brockmole et al., 2002, 2003; Brockmole and Irwin, 2005; Ryan 
and Villate, 2009).

that eye movements might be used to gather evidence that can 
inform subsequent behavioral responses. Consistent with this 
idea, recent work has shown that participants look dispropor-
tionately at fragmented target objects embedded in distractor-
filled displays as many as 25 fixations before explicit object 
identification; systematic and nearly exclusive evaluation of 
the target region was evident four fixations prior to naming 
(Holm et al., 2008).

Extending the above observations, time-course and 
 response-locked measures (see Box 1) commonly used in event-
related potential investigations have recently been adapted to exam-
ine when, with respect to stimulus onset and response execution, 
eye movement based memory effects emerge (Hannula et al., 2007; 
Ryan et al., 2007a; Hannula and Ranganath, 2009). Using these 
measures, relational memory effects were documented in the face-
scene experiment described earlier just 500–750 ms after the onset 
of the 3-face display (see Figure 4), and as much as 1000 ms prior 
to explicit behavioral responses. The time-course of this eye move-
ment based relational memory effect was impervious to manipu-
lations of task instructions, emerging within 500–750 ms when 
participants were explicitly instructed to identify the matching face, 
and emerging within the exact same time frame even when viewing 
of the match was counterproductive to the task at hand. That these 
rapid disproportionate viewing effects were uninfluenced by task 
demands and develop so far in advance of behavioral responding 
provides strong evidence for the obligatory nature of memory on 
eye movement behavior, and suggests that such effects may precede 
and contribute to conscious recollection of the previously learned 
association (see Moscovitch, 2008; Hannula and Ranganath, 2009). 
Collectively, these results indicate that eye movements provide a 
“temporally precise measure that indexed the evolution of … mem-
ory expression from perception to action” (Kumaran and Wagner, 
2009, p. 563), and hint at the possibility that eye movements might 
reflect remembered content even when explicit (conscious) recog-
nition has failed.

Revealing memoRy in the absence of awaReness
A suggestion that eye movements may be decoupled from con-
scious awareness comes from the attention literature. It has been 
shown, for example, that task-irrelevant abrupt onsets (e.g., visual 
stimuli that suddenly appear in a display) capture viewing even 
when there is volitional effort to avoid them, and even when there 
is no conscious awareness for the action itself (Kramer et al., 2000; 
Belopolsky et al., 2008). Converging evidence from several inves-
tigations indicates that eye movements can also be influenced by 
higher-level cognitive processes, like memory, without concomitant 
awareness for prior learning episodes.

As described above, when the relationships among elements 
in a scene have changed, eye movements are drawn dispropor-
tionately to the manipulated region (e.g., Ryan et al., 2000). 
Results from several experiments have confirmed that these 
changes (Ryan and Cohen, 2004a; Beck et al., 2007) and oth-
ers like them (Hayhoe et al., 1997; Hollingworth et al., 2001, 
2008; Hollingworth and Henderson, 2002; Henderson and 
Hollingworth, 2003) are reflected in modulations of eye move-
ments, even when they go unreported by participants. For 
example, gaze duration to an object embedded in a scene is 
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Revealing a cRitical Role foR the hippocampus in 
memoRy without awaReness
Nowhere are the effects of multiple memory systems more evident 
than in the study of special populations, especially those involving 
patients with amnesia following damage to the hippocampus and 
related medial temporal lobe (MTL) structures. We will develop this 
example in some detail, as it makes a strong case for the promise of 
eye movements as part of a converging methods approach. Not only 
does this example provide data critical for resolving debates about 
the nature of the memory deficit in hippocampal amnesia and the 
fundamental role of the hippocampus in memory; it also affords 
an important illustration of the power of eye movement data when 
combined with other cognitive neuroscience methods.

The nature of the impairment in amnesia and the functional 
role of the hippocampal system in memory have been the subject of 
intense study ever since the report of profound and pervasive mem-
ory impairment following bilateral removal of the hippocampus in 
patient H.M. (Scoville and Milner, 1957). A major advance came 
from findings of preserved learning abilities in amnesia – while 
some aspects of learning and memory were profoundly impaired, 
others were left fully intact (e.g., Milner, 1962; Milner et al., 1968; 
Cohen and Squire, 1980; Graf and Schacter, 1985). Such findings, 
and many that followed, led to the emergence of theories about 
multiple memory systems of the brain (Cohen, 1984; Tulving, 
1985; Schacter, 1987; Squire, 1992; Cohen and Eichenbaum, 1993; 
Gabrieli, 1998; Eichenbaum and Cohen, 2001).

One multiple memory systems view that received considerable 
support distinguished explicit from implicit memory, emphasiz-
ing the role of the hippocampus in conscious recollection or con-
scious awareness of prior experiences (Graf and Schacter, 1985; 
Schacter, 1987; Squire, 1992). According to this view conscious 
awareness for prior learning episodes is a fundamental property 
of the memory representations that are formed by the hippoc-
ampus, with hippocampal representations necessarily available to 
conscious introspection (c.f., Manns and Squire, 2001; Smith and 
Squire, 2008). Preserved vs. impaired performances in hippocampal 
amnesia would therefore revolve around the necessity of conscious 
access to memories for successful performance.

An alternative view (Cohen and Eichenbaum, 1993; Eichenbaum 
and Cohen, 2001) has emphasized the role of the hippocampus 
in relational memory binding (i.e., the formation of representa-
tions that consist of relationships among constituent elements of 
scenes or events). On this view, although the ability for conscious 
recollection of prior episodes requires relational memory for the 
items that comprise those prior episodes and/or the contexts in 
which they were encountered, preserved vs. impaired perform-
ance in hippocampal amnesia instead revolves around the demand 
for relational memory (i.e., leaving memory for individual items 
intact). By this account, relational representations may be expressed 
without concomitant conscious awareness.

The challenge in adjudicating between these theories is to vary 
relational memory demands independently of conscious access 
demands. That is, because tests involving conscious recollection as 
the measure of performance also involve relational memory (Ryan 
and Cohen, 2003), it was necessary to step outside of standard rec-
ognition memory testing paradigms. Based on our findings that eye 
movements provide a means for indirect testing and expression of 

both item memory and relational memory, we applied eye move-
ment studies to answer this fundamental question about memory 
and amnesia. Findings revealed that patients with hippocampal 
amnesia had selective relational memory impairments, sparing item 
memory, independent of issues of conscious access.

Despite amnesia, patients exhibited normal eye movement based 
memory effects for individual items, showing decreased sampling in 
the viewing of repeated, as compared to novel, faces (Althoff et al., 
1993; Althoff, 1998) and scenes (Ryan et al., 2000). In the case of 
faces, one patient with severe amnesia presented with famous and 
non-famous faces showed intact repetition effects despite impaired 
recognition of the viewed faces (Althoff et al., 1993). Similarly, seven 
amnesic patients tested in a different experiment with sets of non-
famous faces viewed either 0, 1, 3, or 5 times across a study session 
showed significant changes in viewing (on measures of constraint 
and the number of regions sampled) with increased repetitions. 
These changes in viewing were evident despite recognition rates that 
remained at chance and did not improve with repeated exposure 
to the faces (Althoff, 1998).

By contrast, eye movement measures of relational memory were 
found to be impaired in hippocampal amnesia (Ryan et al., 2000; 
Hannula et al., 2007). In the Ryan et al. (2000) study of novel, 
repeated, and relationally manipulated scenes, neurologically intact 
controls looked disproportionately at regions of scenes that had 
undergone a change in spatial relationships, even when they were 
unaware of the nature of the changes that had occurred; such eye 
movement behavior was absent in amnesic patients (see Figure 4). 
However, as noted above, the same patients showed normal repeti-
tion effects for the scenes, revealing normal memory for items. In 
the Hannula et al. (2007) study of arbitrary face-scene pairings, 
neurologically intact control subjects presented with test displays 
composed of three equally familiar faces superimposed on a famil-
iar scene showed early preferential viewing of the one face that had 
actually been paired with the scene during the study phase; amnesic 
patients failed to show the normal effect of relational memory in 
their eye movement behavior. In a follow-up investigation that 
combined eye movement monitoring with fMRI (Hannula and 
Ranganath, 2009), hippocampal activity during the scene cue was 
shown to predict preferential viewing of the matching face, even 
when participants failed to explicitly identify the associated face 
(see Figure 4).

Taken together, the use of eye movement paradigms for indi-
rect testing of item and relational memory provided the field with 
critical evidence in favor of a relational memory account over an 
explicit memory account with respect to the impairment in hippoc-
ampal amnesia, and the functional role of hippocampus in normal 
memory. Memory for single items was intact while memory for 
relations among the items was impaired, despite using methods by 
which both types of memory could be observed without requiring 
conscious recollection. This example also illustrates the great prom-
ise of converging cognitive neuroscience methods that include eye 
movement measures. Using the same paradigm with combined eye-
tracking and fMRI methods, Hannula and Ranganath (2009) linked 
the deficit seen in hippocampal amnesic patients to hippocampal 
activity in normal individuals, and linked hippocampal activity to 
the eye movement based relational memory effect independent of 
explicit remembering.
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such, eye movement methods are particularly useful as a memory 
assessment tool for animals and infants (see Boxes 3 and 4, and 
Figure 5), and for investigations of the memory impairments asso-
ciated with normal aging and psychiatric disorders (e.g., schizo-
phrenia). Better characterization of memory performance may 
ultimately permit remediation when performance is impaired (see 
Box 5), and may contribute to identification of neural substrates 
that can be targeted for pharmaceutical intervention (see Carter 
and Barch, 2007).

The promise of indirect eye movement methods for  providing 
insight into the nature of reported memory deficits associated 
with normal aging (see Light, 1996 for a review) has been realized 
in recent work (Firestone et al., 2007; Ryan et al., 2007c; Heisz 
and Ryan, submitted). Older individuals expect to perform poorly 
if they know their memory is being tested, thereby unwittingly 
undermining their performance (e.g., Rahhal et al., 2001; Chasteen 
et al., 2005). As eye movement methods do not require partici-
pants to explicitly comment on the contents of their memory 
(i.e., in free-viewing paradigms), they can be used to eliminate 
confounding effects of anticipated failure. Here, we highlight one 
such investigation (Ryan et al., 2007c), which shows the power of 
eye movements to test the predictions of more than one theoreti-
cal account simultaneously, very much like the approach taken in 
investigations of amnesia.

Several competing theories have been proposed to explain 
memory decline associated with normal aging (see Light, 1996; 
Balota et al., 2000 for reviews). Two influential theories attribute 
age-related memory deficits to impaired inhibition of irrelevant 
information (e.g., Zacks et al., 2000) and impaired binding of 
relational representations (Naveh-Benjamin, 2000). In an eye 
movement experiment designed to test predictions consistent 
with these theoretical perspectives, we used an experimental 
manipulation in which deficits in inhibition should benefit rela-
tional memory binding: objects that were to be ignored within 
scenes ultimately underwent a change in their spatial relations 
(Ryan et al., 2007c). Older adults displayed a concurrent deficit 
in both inhibition and binding. Relative to younger adults, they 
were more likely to fixate abrupt onsets (i.e., the objects that 
were subsequently manipulated). Despite this lack of inhibition, 
and in contrast to younger adults, older adults did not look dis-
proportionately at manipulated objects. Additional work from 
our group has shown that age-related deficits in binding can be 
ameliorated when older adults can appeal to information that is 
already in memory (Firestone et al., 2007; Heisz and Ryan, sub-
mitted). Together, these findings suggest an age-related deficit in 
relational binding, akin to amnesic patients, which is consistent 
with the finding that aging is associated with disproportionate 
atrophy in the hippocampus (e.g., Driscoll et al., 2003; Erickson 
et al., 2010).

Recent work suggests that eye movements may also have some 
diagnostic value in the early identification of mild cognitive impair-
ment (MCI; Crutcher et al., 2009) and may provide some insight 
into the nature of the deficit in Alzheimer’s disease (Daffner et al., 
1992, 1999). For instance, Crutcher et al. (2009) have shown that, 
unlike matched controls, patients with MCI fail to look prefer-
entially at a novel picture over one presented 2 min earlier in the 
context of the visual paired comparison task. Instead, patients dis-

Some of these findings, and the corresponding conclusions that 
were drawn with regard to the hippocampus and memory, have 
been challenged. Based on their failure to replicate some of the 
results reported by Ryan et al. (2000), Smith and Squire (2008) 
concluded that eye movement based memory effects were only 
expressed with accompanying conscious awareness for prior learn-
ing episodes, and that both item and relational memory effects were 
critically dependent on hippocampal integrity.

Consistent with previous work (e.g., Althoff and Cohen, 1999; 
Ryan et al., 2000), Smith and Squire (2008) reported that neu-
rologically intact participants sampled fewer regions and made 
fewer fixations to repeated (vs. novel) images. However, these 
effects of repetition on eye movement behavior were not statisti-
cally reliable when amnesic patients were tested, a finding that 
contradicts past work (Althoff et al., 1993; Althoff, 1998; Ryan 
et al., 2000). There are important methodological differences 
between the experiments, including issues concerning design 
and measurement that bear importantly on the ability to elicit 
and detect the eye movement effects of interest. Such concerns 
emphasize how critical it is that careful consideration be given 
to the manner in which eye movement measures are defined and 
calculated (see Box 1).

Methodological issues aside, claims that eye movement based 
memory effects require conscious recollection (Smith and Squire, 
2008) are at odds not only with studies from our group (Althoff 
et al., 1993; Althoff, 1998; Ryan et al., 2000), but also with several 
other eye movement investigations including those by Hayhoe 
et al. (1997), Hollingworth and colleagues (Hollingworth et al., 
2001, 2008; Hollingworth and Henderson, 2002; Henderson 
and Hollingworth, 2003), and Beck et al. (2007; see Revealing 
Memory in the Absence of Awareness). When these results are 
considered together with more recent work (e.g., Hannula and 
Ranganath, 2009), the findings provide a powerful demonstra-
tion that the crucial mnemonic contribution of the hippocampus 
is relational and distinct from any potential role in conscious 
awareness. To date, there have been no demonstrations of intact 
eye movement based relational memory effects in the face of hip-
pocampal damage. Moreover, our conclusion about the central 
role of relational memory in any account of hippocampal func-
tion receives overwhelming support from other lines of cognitive 
neuroscience research (for review see Davachi, 2006; Konkel and 
Cohen, 2009).

Revealing spaRed and impaiRed memoRy in otheR 
special populations
Cognitive tasks developed for use with college-age participants 
may not always lend themselves easily to translation for work 
with special populations. Traditional behavioral measures can be 
confounded by issues of task comprehension, complex decision 
making requirements, and behavioral response mapping difficul-
ties in these individuals (e.g., Luck and Gold, 2008). Accordingly, 
sensitive, indirect methods, especially those that have the potential 
to be translated for use with animals or for use with neuroimaging 
methods, aid in the development of new investigations of cogni-
tion with special populations. A notable strength of eye move-
ment methods is that they can be used to assess memory with 
or without concomitant collection of behavioral responses. As 
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Non-human primates provide a means to pose scientific ques-
tions that cannot be addressed ethically in human participants, and 
both the lesion method and single-cell recording have been fruit-
fully combined with eye movement methods in this population. In 
some cases eye movement data have settled longstanding ques-
tions within the memory literature, and a notable example is the 
performance on certain memory tasks by animals assumed to model 
anterograde amnesia.

The delayed-non-match-to-sample (DMNS) task was a mainstay 
of animal research into memory systems for decades, but the results 
from lesion studies of the task were difficult to interpret. For exam-
ple, lesions of the hippocampus did not impair DNMS performance, 
while lesions of the perirhinal cortex did, even at fairly short delays 
(see Suzuki and Amaral, 2004). This suggested that the perirhinal cor-
tex must support knowledge about single objects across delays, but 
that functionality could reasonably have been assigned to late visual 
areas. By combining lesions with eye-tracking, Buffalo et al. (1999) 
demonstrated a dissociation between the contributions of late visual 
areas and perirhinal cortex in a preferential viewing task. Lesions of 
late visual areas produced at-chance viewing, while lesions of perirhi-
nal cortex produced impaired-but-above-chance performance at most 
delays. This showed that the DNMS and visual preferential viewing 
tasks were differentially sensitive to MTL damage.

The study of non-human primates also allows for observation of 
the normal operation of MTL systems using single-unit recording 
in conjunction with eye movement monitoring. Jutras and Buffalo 

(2010) recently investigated the firing of hippocampal neurons in just 
this fashion. Using a set of thousands of images novel to the mon-
keys, they employed the visual paired comparison task (also termed 
the visual preferential looking task) and observed single units in hip-
pocampus that were reliably modulated by the novelty or familiarity 
of a stimulus. Further, firing rates of hippocampal neurons sensitive 
to novelty were reliably correlated with an eye movement index of 
memory strength, indicating that the hippocampus plays a direct and 
crucial role in recognition memory.

The finding that hippocampal cell firing rates correspond to eye 
movement based measures of memory prompts another question, 
i.e., whether saccadic eye movements directly affect brain systems 
crucial for memory. Given that the visual experience of many organ-
isms is frequently and unconsciously interrupted by abrupt changes 
in our point of gaze, it is reasonable to hypothesize that the memory 
systems that evolved alongside these visual systems might make use 
of saccades as boundaries between memoranda. Single-unit recording 
studies indicate that the activity of MTL structures is influenced by 
eye movements in intriguing ways: transmission of electrical impulses 
within the MTL is uniquely enhanced in the 100 ms following a sac-
cade, and saccades elicit activity in those same structures (Ringo 
et al., 1994; Sobotka et al., 1997, 2002). Critically, these effects are 
extraretinal, all having been observed under both light and dark con-
ditions. These findings indicate that individual eye movements are 
constantly modulating the activity of the same MTL structures known 
to be necessary for normal declarative (relational) memory.

Box 3 | Eye movement monitoring of non-human primates.

tributed viewing almost equally between the two pictures. Because 
novelty preferences were intact when the delay between the famil-
iarization phase and the test phase was shorter (i.e., 2 s), between-
group differences in patterns of viewing were unlikely to have been 
a consequence of perceptual, motivational, or attentional deficits. 
The implication is that eye movement based memory assessment 
may be of use in the identification and characterization of demen-
tia (Crutcher et al., 2009), but because this research is just getting 
underway, future investigations are needed to confirm the potential 
utility of eye movement methods in this arena.

Studies conducted with psychiatric populations (e.g., schizo-
phrenia patients) may also benefit from the use of indirect eye 
movement methods. Schizophrenia is a psychiatric disease that 
affects performance on several cognitive and information-
processing tasks, but disproportionate impairments have been 
observed on tests of episodic memory (e.g., McKenna et al., 1990; 
Saykin et al., 1991), and memory is a strong predictor of func-
tional outcome in these individuals (Green et al., 2000). Recent 
results suggest that patients with schizophrenia may have rela-
tively spared memory for items and disproportionately impaired 
memory for item-context relationships, although others maintain 
that the deficit is generalized (see Ranganath et al., 2008). Eye 
movement based memory experiments, like those described in 
the preceding sections, may help resolve this debate. In contrast 
to behavioral measures, eye movement data can be acquired after 
providing participants with relatively simple instructions, and 
need not invoke behavioral responses with complex decision mak-
ing requirements; therefore, this technique may be particularly 
suitable for investigating the nature of the memory impairment 
in schizophrenia.

Recently, results from two independent investigations have 
shown that relational memory effects are considerably reduced in 
the eye movement behavior of schizophrenic patients (Hannula 
et al., 2010; Williams et al., 2010), while other measures of view-
ing related to specific task demands (e.g., viewing a face that will 
be selected) are similar to those of controls. Results like these are 
tantalizing, and help to validate use of eye movement monitor-
ing as a tool for studying memory in these individuals. They also 
suggest that eye movement measures may be useful in future 
attempts to relate impaired cognitive performance to underlying 
neural mechanisms.

integRation of eye movement monitoRing with 
neuRoimaging
The preceding sections have provided examples of the ability 
of eye movement methods to address questions about memory 
that were not necessarily possible with more traditional behav-
ioral methods. However, such methods are particularly powerful 
for advancing the cognitive neuroscience of memory when com-
bined with other methods and approaches. Eye movement data 
acquired in a scanning environment is clearly useful for observing 
participants’ compliance if the task requires fixation on a central 
location, but more nuanced data can also be used to categorize 
trials according to some variable of interest (e.g., viewing time 
directed to particular regions of a display). The use of eye move-
ment monitoring in conjunction with neuroimaging techniques 
can begin to dissociate different stages of stimulus processing (e.g., 
early obligatory effects of memory versus later explicit retrieval), 
and to determine whether these stages are supported by different 
underlying neural networks.
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Box 4 | Eye movement monitoring of infants.

Characterizing the development of human memory systems is neces-
sary for a thorough understanding of how memory operates in adults. 
Representing the beginning of the development spectrum, infants are 
a challenging population to study owing to their lack of language, short 
attention span, and poor motor control. Eye movements are one index 
of infant behavior that can be compared to adults, and with an appropri-
ate testing apparatus, short tasks, and many participants, eye move-
ment data can be gathered from even very young infants. Importantly, 
early investigations established that infants can discriminate relatively 
complex visual stimuli, paving the way for sophisticated investigations 
of infant memory that followed (see Figure 5). Fantz (1964) repeatedly 
exposed the same stimulus to infants between 1 and 6 months old, 
observing that the stimulus was fixated less and less frequently with 
increasing repetition. Extending from this, Fagan (1970) simultaneously 
presented two stimuli with different viewing histories, one novel and 
one familiar, and found that infants as young as 2–6 months showed 
preferential viewing for novel items. Further evidence for memory in 
infants emerged fortuitously; Fagan re-used stimuli on three consecu-
tive days and on the second and third days of testing, there was no 
preferential viewing of stimuli seen the day before. This demonstrated 

that even before 6 months of age infants could form memories of 
visual stimuli that persisted for days. Preferential viewing indicates 
that humans have at least basic mnemonic functions soon after birth. 
However, researchers have often argued that there are aspects of adult 
memory that may not be present early in life. For instance, findings 
from behavioral studies have suggested that the flexible, relational, and 
hippocampally dependent memories that typify declarative memory 
may not be available to young children, perhaps due to a medial tem-
poral lobe system that has not been fully developed (e.g., Sluzenski 
et al., 2006). However, a fascinating replication of an experiment first 
used to investigate relational memory in healthy and amnesic adults 
calls these ideas into question. Hannula et al. (2007) used a passive 
viewing paradigm to test for knowledge of previously established face-
scene relations expressed in eye movements (see Figure 4). Richmond 
and Nelson (2009) adapted the same experiment to the testing of 
infants, and observed patterns of viewing that demonstrated memory 
for  face-scene pairings in infants with the same time-course reported in 
work with adults. This startling result indicates that relational memories 
are being formed as early as 9 months of age, a major departure from 
existing hypotheses.

A compelling example of the integration of fMRI with eye 
movement methods was discussed briefly above (Hannula 
and Ranganath, 2009; see Revealing a Critical Role for the 
Hippocampus in Memory Without Awareness). Adapting our 
previous paradigm in which eye movement effects of relational 
memory were observed in healthy participants but not in patients 
with hippocampal damage (Hannula et al., 2007; see Figure 4), 
the use of converging methods revealed that hippocampal activ-
ity during presentation of the scene cue predicted viewing of 
the matching face, even when participants failed to identify that 
face correctly via behavioral response. Further, when participants 
made a correct behavioral response, activity in lateral prefrontal 
areas, and functional connectivity between these areas and the 
hippocampus, was increased, suggesting that while the hippoc-
ampus may be the critical area for retrieval of the relational 
information, additional recruitment of extrahippocampal brain 
regions may be required for its explicit expression (Hannula and 
Ranganath, 2009).

The concurrent collection of eye movements and magnetoen-
cephalography (MEG) is also expected to provide insight into 
mnemonic processes. A non-invasive neuroimaging technique that 
estimates neuronal activity based on recordings of the magnetic 
flux outside of the head (Hämäläinen et al., 1993; Hari et al., 2000), 
MEG allows recording of neural activity with temporal resolution 
on the order of milliseconds and spatial resolution comparable to 
that of fMRI (Miller et al., 2007), making it an ideal tool for study-
ing the dynamics of brain function.

Exploration of memory processes with combined MEG and eye 
movement techniques has just begun, but work has already shown 
that MEG can localize signals from the hippocampus (Riggs et al., 
2009; see also Breier et al., 1998, 1999; 2000; Tesche and Karhu, 2000; 
Hanlon et al., 2003, 2005; Gonsalves et al., 2005; Moses et al., 2009), 
and that hippocampal responses are evident as early as 120–130 ms 
after stimulus onset during a recognition task (Riggs et al., 2009). 

FIGuRE 5 | Illustration of early methods used to examine eye movement 
behavior in infants. This infant “looking chamber” was used by Fantz (1963) 
to examine the length of gaze directed to visual targets. Fixation duration was 
recorded by the experimenter who monitored the infant’s gaze through a 
small hole in the ceiling of the chamber. Current methods are akin to those 
used with adult participants (cf. Richmond and Nelson, 2009)
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using a variety of materials (e.g., faces, building, scenes, arbitrary 
pairings and sequences), permitting us to address questions about 
distinct memory systems. The influence of memory on eye move-
ments can be observed obligatorily, soon after stimulus onset, and 
may occur long before, or in the absence of, conscious aware-
ness for remembered content. Given that eye movements can be 
acquired without explicit reports or other overt responses, this 
method is an ideal tool for indexing memory function in special 
populations (i.e., non-human primates, infants, and patients with 
neuropsychological, psychiatric or neurodegenerative conditions). 
We have exploited this technique to observe changes in memory 
function that are associated with healthy aging and amnesia, and 
in so doing have reinforced the critical role of the hippocampal 
system in memory. Beyond memory, findings from eye move-
ment investigations have influenced, or promise to  influence, our 

Critically, recent work has also shown that MEG can be successfully 
combined with eye movement monitoring (Herdman and Ryan, 
2007; see also Hirvenkari et al., 2010). In this work, MEG data were 
time-locked to eye movements, permitting examination of neural 
activity immediately preceding and following saccades. The next 
step in the combined use of eye movement monitoring and MEG 
is to reveal the neural networks that drive eye movement based 
memory effects.

concluding statements
In this review, we have attempted to illustrate the utility and prom-
ise of eye movement methods for advancing cognitive neuro-
science investigations, with a focus on investigations of memory. 
Eye movements have been shown to reveal the influence of differ-
ent types of memory (e.g., item memory and relational memory) 

Recognition of facial identity and facial expression of emotion are fun-
damental to human interaction, but these capacities can be disrupted 
by damage to or dysfunction of specific brain regions. Measurement 
of eye movements can both enhance understanding of these disrup-
tions and suggest strategies for remediation and rehabilitation.

Prosopagnosia refers to a severe deficit in recognizing familiar 
faces either subsequent to brain damage (acquired prosopagno-
sia, AP) or present since birth (congenital prosopagnosia, CP). Eye 
movement monitoring has revealed that individuals with prosopag-
nosia, in particular CP, show abnormal scanning patterns of faces: 
fewer fixations to central features like the eyes, nose, and mouth; 
enhanced viewing of the mouth over the eyes; and more fixations 
to peripheral features including hair and hairline (Le et al., 2003; 
Schwarzer et al., 2007; de Xivry et al., 2008; Schmalzl et al., 2008; 
Stephan and Caine, 2009; but see Bate et al., 2008). If abnormal 
scanning patterns underlie CP, then it stands to reason that rehabili-
tative techniques that target eye movements may be beneficial for 
patients with prosopagnosia. In independent efforts (De Gutis et al. 
2007; Schmalzl et al., 2008), two patients with well-characterized CP 
received specific instructions regarding attention to internal features 
of faces. Both patients benefitted from this remedial technique, 
and were better able to recognize faces afterward. Further, one 
of these investigations (De Gutis et al., 2007) used neuroimaging 
techniques to determine whether this new ability was reflected in 
neural activity. In that patient, an N170 ERP response to faces was 
evident only after training, and increased functional connectivity 
was observed between face-selective regions of the brain. These 
neural changes presumably mirrored and supported the new abilities 
that the patient developed following conscious changes to their eye 
movement behavior.

Problems with recognition of facial expression of emotion can 
also benefit from the study of eye movements. Research conducted 
with an individual who has nearly complete bilateral amygdala dam-
age due to Urbach–Weithe disease has provided new insight into the 
mechanism that underlies her inability to identify/recognize fearful 
faces (Adolphs et al., 2005). In contrast to intact recognition of other 
facial expressions, S.M. showed severely impaired recognition of 
faces that bear fearful expressions (Adolphs et al. 1994). Perhaps sur-
prisingly, S.M. could recognize fearful prosody (Adolphs and Tranel, 
1999) and could describe fearful situations (Adolphs et al. 1995). Eye 
movement monitoring has been used to examine this patient’s visual 
recognition problem in detail; in contrast to controls, S.M. spent very 
little time looking spontaneously at the eye region of faces under 

free-viewing conditions (Adolphs et al., 2005). Having identified this 
abnormal viewing pattern, investigators instructed S.M. specifically 
to look at the eyes of the faces she was shown (i.e., instructed 
viewing). Under these circumstances her ability to identify fearful 
facial expressions improved and equaled that of healthy comparisons 
(see associated Figure).

Jointly, these promising results from eye movement monitoring 
of two patient populations suggest that remediation of deficient rec-
ognition can sometimes be accomplished with a simple, conscious 
behavioral modification.

Box 5 | Eye movements as a diagnostic tool and key to remediation following brain damage or dysfunction.
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A commentary on

Regional brain morphometry predicts 
memory rehabilitation outcome after trau-
matic brain injury.
by Strangman, G. E., O’Neil-Pirozzi, T. M., 
Supelana, C., Goldstein, R., Katz, D. I., and 
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Diverse motor, sensory, cognitive, and emo-
tional disabilities may be the aftermath of 
any brain injury (Svestkova et al., 2010). 
While some systematic interventions exist 
to treat TBI-related disabilities, there are 
only a limited number of evidence-based 
therapies to treat cognitive impairments, 
which some have argued are the most preva-
lent of TBI disabilities (Cicerone et al., 2005; 
Stuss et al., 2008). Potential reasons for the 
limited number of therapeutic options in 
treating cognitive deficits following TBI are 
numerous, but heterogeneity of the injury is 
at the top of the list (Skandsen et al., 2010). 
Each brain injury produces a unique set 
of pathologies not only in the underlying 
pathophysiology of the injury itself, but also 
the injury occurs to a brain with its own 
unique, and individualized organization. 
Admittedly, there are some universalities 
that apply to overall brain organization such 
as general cognitive functions of temporof-
rontal areas involved in language processing 
and the medial temporal lobe in memory, 
but substantial individual differences exist 
in how even these general regions may be 
linked to one another and how their under-
lying circuitry relates to function (Brown 
et al., 2010). Because of these individual 
differences, sampling one type of lesion or 
region of damage in TBI will likely provide 
limited understanding of the relationship 
between brain injury, underlying brain 
pathology, and rehabilitation outcome 
especially when TBI produces a complex set 

of diffuse and focal injuries, where multiple 
brain regions may exhibit atrophic changes 
(Warner et al., 2010a,b).

Past cognitive rehabilitation TBI research 
often used neuroimaging findings to define 
a location of injury or the amount of struc-
tural damage, frequently as a singular meas-
ure of regional, or whole brain atrophy. All 
quantitative neuroimaging analysis meth-
ods of the past, however required time-
consuming operator-controlled methods 
that had to be done by hand. Having lesion 
metrics that not only assess the diffuseness 
of injury but also location and/or the degree 
of where atrophic changes have occurred 
provides the rehabilitation clinician with 
additional information that may be use-
ful in predicting outcome or even guiding 
therapies, because it taps the multifaceted 
manner in which the brain may be injured. 
However, as already stated, each brain 
has its own unique organization which 
means that singular measures such as just 
lesion volume, localized, or whole brain 
measures of atrophy fall short of captur-
ing the complexity of the injury, but that 
is all that could reasonably be done with 
past quantitative neuroimaging methods. 
Furthermore, because any quantifica-
tion in the past required time-consuming 
methods of analysis, it was not practical 
for the rehabilitation clinician to even use 
such information because it could never 
be reliably generated in a timely fashion. 
Fortunately, advances in volumetric meas-
urement have become more automated, and 
as shown by Strangman et al. (2010) in this 
issue of Frontiers of Human Neuroscience 
using FreeSurfer quantification techniques, 
numerous brain regions from conventional 
T1-weighted volume-acquisition MRI stud-
ies can be calculated in the TBI patient need-
ing rehabilitation intervention. Strangman 
et al. capitalize on this technology and dem-
onstrate that in TBI of all severities, the key 

to understanding memory outcome follow-
ing internal memory training strategies is 
by performing multiple brain morphology 
measurements (i.e., hippocampal, cingulate, 
and prefrontal cortical). A singular metric 
insufficiently captures the complexity of 
pathological changes in TBI, but multiple 
metrics do. The internal memory strategies 
method combined with neuroimaging find-
ings may provide a neurobiological rationale 
for how to treat memory deficits following 
TBI (O’Neil-Pirozzi et al., 2010).

Strangman et al. (2010) discuss the 
implications of their findings with a view 
toward the future. Evaluating the patency of 
regions of interest that contribute to mem-
ory networks before embarking on cogni-
tive rehabilitation treatment programs may 
have major implications for TBI rehabili-
tation. Figure 3 in Strangman et al. shows 
that if reduced hippocampal and posterior 
dorsal cingulate volumes are present in TBI 
patients, then memory deficits are likely to 
remain substantially impaired, even after 
the structured memory therapies that were 
applied in this study.

There are other more futuristic impli-
cations of this research. Diffusion tensor 
imaging (DTI) provides methods to exam-
ine the health of white matter connections 
between regions of interest, and may be par-
ticularly sensitive in assessing affected path-
ways in TBI (Niogi and Mukherjee, 2010). 
Functional MRI studies are also showing 
the utility of fMRI activation patterns in 
assessing the effects of brain injury (Laatsch, 
2007). Combining fMRI and DTI with the 
type of morphometric structural analysis 
done by Strangman et al. could be impor-
tant in assessing not only the effectiveness 
of a treatment regimen, but in determining 
which rehabilitation treatment modalities 
are likely to be most useful to an individual 
patient. Strangman et al. discuss some of 
these potentialities and this line of research 
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will hopefully lead to new innovative find-
ings that blends neuroimaging technology 
with treatment.

As Strangman et al. point out, FreeSurfer 
is freely available and open for use by any 
radiology department or neuroimag-
ing center, with the image analysis largely 
automated, allowing for the potential use of 
such software in aspects of clinical decision-
making. DTI and fMRI analysis programs 
are also becoming more available, acces-
sible, automated and inexpensive, and 
combinations of these technologies may 
be quite fruitful in the future. As always, 
there are complexities in imaging–behavior 
relationships that require careful considera-
tion and additional research. For example, 
the Strangman et al. study utilized partici-
pants with chronic TBI, at an interval where 
both morphometric changes and cogni-
tive recovery have been considered to be 
relatively stable. However, the relationship 
between brain morphometry and the cogni-
tive capacity to benefit from rehabilitation 
strategies may be much more dynamic and 
complex in the earlier phases of recovery. 
In the first few months post-injury, an 
interval where clinical decision-making is 
being applied for many individuals with 
TBI, the trajectories of rapid cognitive 
recovery and incomplete degenerative tis-
sue change may be progressing in opposing 
directions and to differing degrees. Clearly, 
much still needs to be understood about 
this relationship in order for these tech-
niques to be widely utilized as predictive 
tools in a clinical setting. Additionally, and 
as mentioned in the study, automated pro-
grams for volumetric measurement such as 
FreeSurfer may have some accuracy limita-

tions in regions of the brain that are difficult 
to model (e.g., medial temporal areas) or 
that contain very large lesions or types of 
pathology that the software cannot accu-
rately distinguish. Furthermore, the general 
artifacts and limitations of MRI (e.g., metal 
artifact, motion, etc.) may limit its use in 
some individuals with TBI, particularly in 
early subacute stages. Finally, determination 
of TBI-related cortical change requires an 
appropriate normative comparison given 
the dynamic developmental changes that 
occur throughout the lifespan, particularly 
in children, adolescents, and the elderly. 
Despite these caveats, advanced quantita-
tive imaging such as the techniques applied 
in the Strangman et al. study will likely 
advance our understanding of the effects 
of brain injury and how best to conduct 
rehabilitation therapies in the TBI patient.
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Because of  the presence of amplitude asymmetry, slow evoked 
responses can be generated from simple changes in the amplitude 
of ongoing alpha activity without any turning “on” of additional 
brain activity.

In this review we will discuss the concept of amplitude asym-
metry and its implications to the brain’s post-stimulus responses. 
Furthermore, we propose that ongoing alpha activity along with 
amplitude asymmetric properties can be conceived as rhyth-
mic pulsing which produces bouts of inhibition every 100 ms. 
Processing of a stimulus can only occur between two alpha pulses; 
this is consistent with the view that visual processing relies on 
discrete processing (VanRullen and Koch, 2003). Importantly 
we conjecture that this rhythmic inhibition only occurs when the 
“pulses” of alpha activity are at a sufficiently high amplitude. We 
will attempt to demonstrate that the rhythmic pulsing framework 
fits nicely with other theoretical models of alpha activity and could 
potentially offer a unified account of the brain’s ongoing activity, 
discrete stimulus processing and evoked responses.

OngOing OscillatiOns and EvOkEd rEspOnsEs
The evoked response reflects the brain’s transient time-locked 
response to a stimulus or event. Evoked responses are calculated 
by averaging several trials (typically 30 to a 100) time-locked to 
a given stimulus or event. Subsequently the pre-stimulus activity 
(typically in a 100- to 200-ms interval) is subtracted from the trial 
average. The relationship between ongoing activity and evoked 
responses has been a matter of debate for several decades. There 
are currently three different theories which attempt to account 
for how evoked responses are generated: additivity, phase-resetting 
and the recently proposed amplitude asymmetry mechanism (also 
termed baseline-shift).

EEG and MEG are used in neuroimaging studies to provide a 
real-time measure of respectively electric and magnetic fields 
produced by neuronal activity in the brain. The majority of EEG/
MEG research attempting to link human cognition to neuronal 
activity examines the neuronal events (i.e., evoked response) 
after the occurrence of an event. The ongoing activity (already 
present prior to the stimulus) is often considered irrelevant 
and is assumed to be “averaged out” across trials (Figure 1C). 
Recent work has challenged the dogma that ongoing activity 
can simply be averaged out across trials. The key aspect of these 
studies is the revelation that the ongoing activity in the fre-
quency of 10 Hz (i.e., alpha band) contains a non-sinusoidal 
property referred to as “amplitude asymmetry” or “baseline shift” 
(Figure 1B) (Nikulin et al., 2007; Mazaheri and Jensen, 2008; 
van Dijk et al., 2010b).

The amplitude asymmetry of ongoing oscillations entails that 
the peaks are modulated stronger than troughs (or vice versa) 
(Figure 1B) irrespective of the DC offset/zero-line of the signal. 
Amplitude asymmetric oscillations have profound consequences 
for event-related averaging. For example if the amplitude of 
ongoing oscillations is suppressed such that only the peaks are 
reduced in magnitude but not the troughs, averaging across tri-
als would result in the emergence of an evoked response with a 
shape that is similar to the time course of amplitude suppres-
sion of the oscillation (Figure 1D). Had the magnitudes of the 
peaks and troughs been symmetrically decreased, no evoked 
responses would have been generated. The critical prerequisite 
for this mechanism is the differential modulation of the peaks 
and troughs which we propose is caused by unidirectional pri-
mary currents in pyramidal cells producing the oscillations (to 
be discussed further).
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The additive and phase-resetting models focus on the early 
evoked components. These early ERPs/ERFs (sometimes referred 
to as “exogenous components”) are transient components that 
occur within the first few hundred milliseconds of stimulus presen-
tation, and are widely believed to index the arrival of information 
to the cortex (Coles and Rugg, 1995). The amplitude asymmetry 
theory focuses on the late occurring components (often referred 
to as “endogenous”) which emerge at least 100 ms after stimulus 
onset and are often sustained for hundred milliseconds or longer. 
There a numerous examples of the slow late components being 
modulated by various cognitive tasks and as such they can be 
viewed as a link between electrophysiology and cognition (Walter 
et al., 1964; Kutas and Hillyard, 1980; Sanquist et al., 1980; Hagoort 
and Brown, 2000; Soltani and Knight, 2000; Kilner et al., 2004; Vogel 
et al., 2005; Takashima et al., 2006; Rugg and Curran, 2007).

additivE thEOry vErsus phasE-rEsEtting thEOry Of  
EvOkEd rEspOnsEs
The additive theory implies that evoked and ongoing activities 
are separate and distinct neuronal phenomena. According to 
this view the stimulus “evokes” a phase-locked response adding 
to the activity in each trial (Figure 2A). In contrast, according to 
the phase-resetting theory, the phases of the ongoing background 
oscillations become aligned (phase-reset or partial phase-reset) to 
the stimulus (Figure 2B). By averaging the stimulus-locked trials, 
the phase-locked oscillatory activity emerges as the evoked com-
ponent in the average. Since alpha oscillations (8–12 Hz) are the 
predominant ongoing activity in the EEG/MEG, it is believed that 
the phase-resetting of these oscillations is particularly relevant for 
producing the evoked activity (Makeig et al., 2002; Klimesch et al., 
2004; Gruber et al., 2005).

Part of the issue in disambiguating the additive and phase-
resetting theory is that the addition of a response can look much 
the same as a phase-reset of the oscillatory background activ-
ity. There are a number of informative and critical discussions 
about the merits of the phase-resetting versus additive modeling 
of evoked response generations (Fell et al., 2004; Shah et al., 2004; 
Makinen et al., 2005; Mazaheri and Jensen, 2006; Klimesch et al., 
2007b, 2009; Min et al., 2007; Becker et al., 2008; Risner et al., 
2009; Ritter and Becker, 2009). It is still a matter of debate how 
general the phase-resetting mechanism is for the generation of 
evoked responses.

amplitudE asymmEtry as a mEchanism fOr thE gEnEratiOn Of 
EvOkEd rEspOnsEs
The amplitude fluctuations of oscillatory activity are conventionally 
viewed as being symmetric around zero (Figure 1A). Amplitude 
asymmetry refers to the observation that modulations of ongo-
ing activity affect the peaks and the troughs of the alpha activity 
to different extents. This would mean that only the peak values 

ER

A B

C D

  100 ms

ER

Figure 1 | The concept of “amplitude asymmetry.” (A) The amplitude 
modulation of neuronal oscillatory activity is conventionally viewed as being 
symmetric around zero. (B) We propose that the amplitude modulations of 
the oscillatory activity are asymmetric such that the peaks are more strongly 
modulated than the troughs. For the 10-Hz alpha activity, this could be 
explained by bouts of activity every ∼100 ms. (C) The conventional view 
ignoring asymmetric modulations of oscillatory activity would mean that 
averaging across trials (the arrow representing the start of the evoked 
response) would not result in the generation of slow fields. (D) As a direct 
consequence of amplitude asymmetry, a depression (or increase) in alpha 
activity in response to a stimulus will result in the generation of slow fields 
when multiple trials are averaged. Adapted from Mazaheri and 
Jensen (2008).

Additive responseA B Phase resetting

Figure 2 | The additive and phase-resetting theory of evoked response 
generation. (A) The additive theory implies that evoked and ongoing activities 
are separate and distinct neuronal phenomena. The stimulus “evokes” an 
additive, phase-locked response in each trial. (B) According to the phase-
resetting view, upon the onset of a stimulus, the phases of the ongoing 
background oscillations become aligned (phase-reset or partial phase-reset) to 
the stimulus. By averaging the stimulus-locked trials, the phase-locked 
oscillatory activity emerges as an evoked component.
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A direct link between the amplitude asymmetry property of 
oscillations and evoked responses was empirically demonstrated 
by Mazaheri and Jensen (2008). In this study, a measure called the 
Amplitude Fluctuation Asymmetry Index (AFA

index
) was first devel-

oped to quantify the asymmetry of amplitude fluctuations. The 
AFA

index
 compares the variance of the peaks with the variance of 

the troughs by considering the normalized difference between the 
two measures. Later we will elaborate on the details of this measure. 
Using this AFA

index
Mazaheri and Jensen (2008) were able to show that 

in ongoing posterior alpha activity the peaks and the troughs were 
indeed modulated differently. More importantly, it was shown that 
the direction (i.e., stronger modulation of peaks than troughs or vice 
versa) and magnitude of the AFA

index
 during a rest condition correlated 

with respectively the amplitude and polarity of slow ERFs in response 
to simple visual stimuli. Thus this study provided strong support for 
the notion that systematic modulations of oscillatory activity with 
amplitude asymmetry can produce slow evoked responses.

Recently, van Dijk et al. (2010b) were able to extend this link by 
demonstrating that an evoked response modulated by a cognitive 
task could be explained by systematic modulations in oscillatory 
activity. In particular the study focused on the contralateral delayed 
activity (CDA) component, which is a slow evoked response typi-
cally observed in working memory tasks in which hemifield specific 
attention is manipulated (Vogel and Machizawa, 2004; Vogel et al., 
2005; Fukuda et al., 2010). The key finding was that the emergence 
of the CDA could be explained by modulations in alpha  activity 
(Figure 3). Previous studies have suggested alpha activity to be 

increase or decrease, while the trough values stay the same (or vice 
versa) (Figure 1B). Amplitude asymmetry can be found in a lot of 
systems around us. One way to conceptualize amplitude fluctuation 
asymmetry is to think of a bouncing ball: how high it jumps varies, 
but it cannot go lower than the floor. Another example is the light 
intensity in your office over days: the light at noon will vary a lot 
more over days compared to the light at mid-night.

One important consequence of this amplitude asymmetry of 
ongoing oscillations is that event-related modulations of oscilla-
tory activity would not be “averaged out” over trials, but instead 
lead to the formation of slow evoked responses (Figure 1D). This 
is explained by a systematic depression of the peaks in response to 
the stimuli while the troughs remain the same. Since the phases of 
the individual trials are different, this will produce a slow deflection 
in the evoked response after trial averaging.

EvidEncE fOr thE amplitudE asymmEtry Of OscillatiOns
The amplitude asymmetry of the ongoing EEG was appreciated 
by Stam et al. using a measure that demonstrated that the predict-
ability of the EEG signal in time was reduced when the signal was 
inverted from “peak to trough” (Stam et al., 1999b). However, the 
link between evoked responses and the “non-zero mean” property in 
oscillations was first discussed by Nikulin et al. (2007). The authors 
found a correlation between low frequency drifts (referred to as 
baseline shifts) and the ∼10 Hz somatosensory rhythm. The authors 
speculated that the resulting baseline shifts could play a role in the 
formation of somatosensory evoked responses.

Relation between the CDA, alpha power and amplitude asymmetry

0 1
Correlation

 

p < 0.0003

∆ alpha power 
((fT/cm) /Hz)2

 

∆ 
E

R
F 

(fT
/c

m
)

A

∆ alpha power 
((fT/cm) /Hz)

∆ 
E

R
F 

(fT
/c

m
)

2

Left stim - Right stim

B

0.02

0.04

0 4 8

0
r = 0.92

p = 0

MLO11

 

 

0

0 2-2

0.02

-0.02

MRO21
r = 0.80
p = 0.0001

0

0.04

0

MLO22

-0.06 0.08
∆ AFAindex

r = 0.63
p = 0.008

0 0.8
Correlation

 

∆ 
E

R
F 

(fT
/c

m
)

∆ AFAindex
0 0.04-0.04

0

0.06

-0.1

r = 0.47
p = 0.046

∆ 
E

R
F 

(fT
/c

m
)

           MRO33

Figure 3 | relation between the evoked component produced in a 
working memory task and modulations in hemispheric alpha power 
lateralization. (A) Correlation over subjects of differences in ERFs and 
alpha power modulations [left minus right target stimuli (stim)] for a left 
sensor and a right sensor (Left and Right, respectively). The correlations 

were highly significant. The topography (Middle) of the correlation 
coefficients. (B) Correlations over subjects between the differences (left 
minus right stimuli) in sustained ERFs and the differences in absolute 
alpha amplitude asymmetry (AFAindex) during retention. Adapted from van Dijk 
et al. (2010b).
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When using the AFA
index

, the signal is first bandpass-filtered in 
the frequency band of interest (Figure 4A). Next the time points 
for the peaks and troughs of the bandpassed data can be identified. 
These time points are then used to obtain the signal values of peaks 
and troughs in the raw data. The variance of these values is then 
used to calculate the AFA

index
.

Accordingly, positive AFA
index

 values indicate a stronger 
modulation of the peaks and negative values indicate a stronger 
modulation of the troughs, while values close to zero indicate 
symmetrical modulation.

By considering the difference between the variance of the peaks 
and troughs to the ratio of amplitudes, this measure is relatively 
immune to DC-like offsets that sometimes appear in MEG and 
EEG measurements. In order to ensure that this measure was not a 
consequence of a slow DC offset interacting with the alpha rhythm 
we (Mazaheri and Jensen, 2008) investigated various principles of 
actions using constructed surrogate signals. These simulations dem-
onstrated that the AFA

index
 successfully can detect true asymmetric 

amplitude fluctuation while being immune to slow multiplicative or 
additive modulations. The simulations can be seen in Figure 5.

When applying the AFA
index

 one issue to consider is the time win-
dow in which the variance across peaks and troughs are measured. 
This time window would be dependent on the frequency of interest. 
A very short time window is not optimal, since then there simply 
would not be enough peaks/troughs to reliably assess the variance. 
To quantity the amplitude asymmetry of alpha and beta oscillations 
Mazaheri and Jensen (2008) used a time window of 5 s to calculate 
the asymmetry index, whereas van Dijk et al. (2010b) was able to 
successfully do this using a period of 1 s. However, future empirical 
work needs to be done to precisely characterize the optimal temporal 
parameters relevant for detection of amplitude asymmetry.

It should be mentioned that the AFA
index

 can potentially be sensi-
tive to harmonics present in the signal (Nikulin et al., 2010). For 
instance, 20 Hz harmonics can in some cases produce a non-zero 
AFA

index
 in the 10 Hz band. However, a non-zero AFA

index
 due to har-

monics cannot produce slow evoked responses (Jensen et al., 2010; 
Nikulin et al., 2010) and as such would not have a relationship to 
the amplitude and polarity of evoked responses. One way to reduce 
the effect of harmonics on the AFA

index
 is to lowpass filter the raw 

data at the frequency below the harmonic but above the frequency 
of interest (in the case of the alpha band it would be ∼15 Hz). 
Importantly the AFA

index
 can be correlated with both magnitude 

and/or the polarity of evoked responses (Figures 3 and 6). This 
has been successfully done for both visual evoked responses and 
working memory related evoked responses (Mazaheri and Jensen, 
2008; van Dijk et al., 2010b). Thus, given that the AFA

index
 was 

strongly correlated with the evoked responses, these findings cannot 
be explained by harmonics of the alpha oscillation. 

The BSI is an alternative measure to the AFA
index

 and quantifies 
the correlation between oscillatory activity in a given frequency 
band and low frequency fluctuations (Figure 7). First, the ongoing 
activity is filtered in two ways: using bandpass filters (e.g., 8–12 Hz) 
and a lowpass filter at 3 Hz. The BSI reflects the regression between 
the bandpassed and lowpass filtered signal’s amplitude values 

involved in the functional inhibition of task-irrelevant regions 
(Klimesch, 1999; Klimesch et al., 1999, 2007a; Jensen et al., 2002; 
Jokisch and Jensen, 2007; Tuladhar et al., 2007; Jensen and Mazaheri, 
in press). Thus van Dijk et al. (2010b) proposed that the CDA is not 
attributable to an additive process reflecting memory maintenance 
per se but rather to changes in ongoing oscillatory alpha activity 
reflecting inhibition of task-irrelevant regions, while routing infor-
mation to task-relevant regions. This view is further supported by 
recent findings of Sauseng et al. (2009) in which a similar design 
was used to demonstrate that modulation of hemispheric alpha 
lateralization predicted memory capacity based on efficient sup-
pression of irrelevant information in short-term memory.

Although the amplitude asymmetry model suggests that certain 
endogenous responses are produced by modulations in oscillatory 
power, this does not question the merits of previous ERP/ERF studies. 
If a specific slow ERP/ERF is revealed to be produced by modulations in 
oscillatory activity, this does not mean that the conventional ERP/ERF 
analysis is inappropriate as a tool in cognitive neuroscience. Rather, 
if the mechanism of a particular evoked response can be linked to a 
modulation of ongoing activity, it could provide a stronger account 
for the neuronal substrate generating the slow evoked responses. Also, 
it can help interpreting the functional role of the evoked responses 
given that one can build on the insight gained from the role of oscil-
latory activity (see, e.g., van Dijk et al., 2010b).

prErEquisitE fOr linking thE mOdulatiOn Of OngOing 
OscillatiOns tO EvOkEd cOmpOnEnts
How is it possible to determine if the mechanism behind a spe-
cific evoked response is due to modulation of ongoing activity 
with amplitude asymmetry? We introduce four prerequisites for 
linking modulations of oscillatory activity to evoked component 
generation.

1. The ongoing MEG/EEG oscillations must be modulated in 
amplitude by the stimuli or event

2. This amplitude modulation of the ongoing activity must cor-
relate with the time course of the evoked response (over trials 
or subjects)

3. The ongoing oscillations must have an amplitude asymmetry
4. The magnitude and/or polarity of the amplitude asymmetry 

must relate to the amplitude and/or polarity of the evoked 
responses (over trials or subjects)

Event-related changes in oscillatory alpha activity have been 
demonstrated in many cognitive paradigms (Klimesch et al., 1997; 
Salenius et al., 1997; Klimesch, 1999; Jensen et al., 2002; Makeig 
et al., 2004; Mazaheri and Picton, 2005; Bastiaansen and Hagoort, 
2006; Sauseng et al., 2006; Jokisch and Jensen, 2007). Perhaps the 
most challenging step in linking oscillatory changes to evoked 
responses is the quantification of the amplitude asymmetry of the 
ongoing signal. For this step, two different measures have so far been 
proposed: the AFA

index
 (Mazaheri and Jensen, 2008) and baseline 

shift index (BSI) (Nikulin et al., 2007).

analytical mEthOds fOr mEasuring amplitudE asymmEtry
The AFA

index
 quantifies the ratio of the variance of the peaks and 

troughs where S
peaks

 and S
troughs

 refer to the peak and trough values 
identified in the ongoing oscillatory signal:
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However, even though back-propagating dendrite currents are 
known to exist, it would be unlikely that they exactly match the 
synaptic forward propagating currents. We conjecture that the cur-
rents producing the alpha activity are asymmetric, i.e., primarily 
explained by forward propagating dendritic currents most likely due 
to excitatory synaptic inputs and after-hyperpolarization currents. 
It is this asymmetry between the magnitude of forward and back-
wards current flow that gives the ongoing alpha activity its amplitude 
asymmetry property (Figures 1B and 8B). It should be mentioned 
that these primary intracellular dendritic currents produce instanta-
neous return currents (also known as volume currents). While MEG 
primarily detects the magnetic fields produced by the intracellular 
dendritic currents, EEG detects the differences in scalp potentials 
arising from the return currents. An illustration of this proposed 
neurobiological mechanism of asymmetry and its implications for 
MEG and EEG measurements can be seen in Figure 8.

We postulate that the amplitude asymmetric alpha activity 
can be viewed as rhythmic pulses producing bouts of inhibition 
repeated every 100 ms. How might this inhibition come about? 
GABAergic feedbacks from interneurons have been strongly impli-
cated in the physiological mechanism generating the alpha rhythm 
(Lopes da Silva et al., 1976; Crunelli and Leresche, 1991; Jones 
et al., 2000). Thus it is possible that rhythmic neuronal activity 
generating the alpha oscillations is a consequence of a GABAergic 
inhibitory feedback paced by neocortical or thalamic rhythm gen-
erators (Hughes and Crunelli, 2005; Lorincz et al., 2008, 2009). This 

(Nikulin et al., 2007). The measure does depend on extensive pre-
processing and it would be highly interesting to investigate  if it has 
a quantitative  relationship with evoked responses.

In conclusion amplitude asymmetry has been demonstrated to 
be an intrinsic property of ongoing oscillatory activity in the alpha 
band using different analytic techniques. Moreover a strong link-
between the amplitude asymmetry of alpha activity and evoked 
responses has also been established. We propose that amplitude 
asymmetric oscillations can be viewed as rhythmic pulsing through 
which information processing is facilitated or inhibited. In the 
next section we will discuss the hypothesized underlying physiol-
ogy of amplitude asymmetric alpha activity and its function in 
rhythmic pulsing.

thE undErlying physiOlOgy Of rhythmic pulsing
Which physiological mechanisms can account for amplitude asym-
metry? EEG and MEG signals are primarily thought to be produced 
by dendritic currents in pyramidal cells (Hamalainen et al., 1993). 
These intracellular currents are typically generated by electrical 
events at the apical dendrite or the soma. Such events include exci-
tatory synaptic input at distal dendrites and after-hyperpolarization 
currents (Wu and Okada, 1999; Murakami and Okada, 2006). In 
order to generate oscillatory activity with symmetric amplitude 
fluctuations (Figure 1A) there must be intracellular currents 
propagating forward and backward down the dendrites with the 
same  magnitude (respectively producing the troughs and peaks). 
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Figure 4 | (A) The AFAindex quantifies the ratio of the variance of the peaks 
(red dots) versus the variance of the troughs (blue dots) identified in the 
ongoing oscillatory signal. The signal is first bandpass-filtered in the 
frequency band of interest. Next the time points for the peaks and troughs 
of the bandpassed data can be identified. These time points can then be 

used to obtain the signal values of peaks and troughs in the raw data. (B) The 
AFAindex can be used to calculated amplitude asymmetry spectra of 
spontaneous MEG data during rest. Note that the amplitude asymmetry is 
constrained to the alpha and beta band. Adapted from Mazaheri and 
Jensen (2008).
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Interestingly, amplitude asymmetry can emerge from even very 
simple models of oscillatory activity. In 1976, Lopes da Silva et al. 
proposed a computational model that could account for certain 
features of the alpha activity. The model was composed of tha-
lamocortical relay neurons coupled with inhibitory interneurons 
(Lopes da Silva et al., 1976; Stam et al., 1999a). As seen in Figure 
10, this model produced alpha oscillations with amplitude asym-
metry (even though this was not essential for the authors). This 
underscores that amplitude asymmetry is a natural phenomenon 
that easily can arise from physiological models of oscillatory activ-
ity. In fact, we posit that amplitude asymmetry is the norm and 
amplitude symmetry is the exception.

EvidEncE suppOrting rhythmic pulsing
crOss-frEquEncy phasE-amplitudE cOupling
The rhythmic pulsing view fits conceptually well with recent 
evidence that the power of gamma oscillations is phase-locked 
to posterior alpha activity. Gamma oscillations have long been 
implicated in neuronal processing in various tasks (Fell et al., 2003; 

GABAergic feedback could serve to directly silence processing in 
pyramidal neurons or reduce the efficacy of excitatory input by 
shunting inhibition.

In order to further explain how pulsed inhibition could be reflected 
in the neuronal firing of pyramidal cells and subsequently the MEG 
signal, we constructed a simple model (Figure 9). In this model, 500 
pyramidal cells are modulated by a 10 Hz inhibitory signal. The signal 
serves to silence the firing of the pyramidal cells in a phasic man-
ner. As a consequence a pattern of rhythmic pulsing emerges. The 
MEG signal is thought to be produced by the dendritic current in the 
pyramidal cells. Thus the inhibition results in an MEG signal having 
amplitude asymmetry. This model might also explain the inverse rela-
tionship between the alpha activity and the BOLD signal (Goldman et 
al., 2002; Goncalves et al., 2006; Laufs et al., 2006; Ritter et al., 2009; 
Scheeringa et al., 2009; Yuan et al., 2010). In the example in Figure 
9, the firing rate is highest (e.g., 0.4–0.6 s) when the “10 Hz signal” 
is low compared to when the “10 Hz signal” is high (e.g., 0.8–1.0 s). 
Since firing rate is linked to the BOLD signal, it would have a negative 
relationship to the  alpha activity.

Figure 7 | Schematic presentation of the derivation of the baseline shift 
index (BSi). First, the signal in (A) is filtered in two ways to separate the 
amplitude envelope of the oscillations and the baseline shift A(t)r [thin black 
line in (A)]. The amplitude envelope (Vα) is obtained using bandpass filters 
(e.g., 8–12 Hz) and the Hilbert transform [(B), red thick line]. The baseline 
shifts (VBS) are part of the signal at considerably lower frequencies than the 
oscillatory “carrier” signal and, therefore, are obtained by lowpass filtering, 

e.g., at 3 Hz (C). The amplitude-envelope values are sorted into bins (e.g., 20 
bins) and values from the baseline shift signal are sorted into the 
corresponding bins (note the temporal correspondence of dots with the same 
color). (D) Within-bin averaged values for the amplitude envelope and baseline 
shifts are plotted against each other and the slope of the regression line is 
calculated. This slope is the baseline shift index or BSI. Adapted from Nikulin 
et al. (2007).

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Frontiers in Human Neuroscience www.frontiersin.org October 2010 | Volume 4 | Article 177 | 77

Mazaheri and Jensen Amplitude asymmetry of ongoing activity

coupling across oscillations, it is not necessary for oscillations to 
be amplitude asymmetric to exhibit phase-power relationships. 
Moreover a direct a functional link between alpha phase and 
gamma power still remains to be empirically determined.

OngOing alpha amplitudE and inhibitiOn
Klimesch et al. (2007a) recently proposed the inhibition-timing 
hypothesis where alpha oscillations play an important role in 
the brain’s capacity to process information. They postulated 
that a reduction in the amplitude of the ongoing alpha activ-
ity reflects a state of comparatively high excitability, whereas 
high amplitudes reflect a state of inhibition (comparatively 
low excitability).

Lachaux et al., 2005; Womelsdorf et al., 2006; Fries et al., 2007; 
Jensen et al., 2007). One of the models proposed for explaining this 
interaction entails the amplitude fluctuations of alpha activity to 
be asymmetric (Figure 11). According to this model the gamma 
burst responsible for visual processing can only occur at alpha 
phases when the inhibition is sufficiently low (i.e., the trough). 
When the alpha inhibition is very weak, gamma can occur over 
the entire cycle of alpha. Such a model of alpha phase to gamma 
power interaction is consistent with many studies that have found 
a decrease in alpha to accompany and increase in gamma (Basar 
et al., 2001; Jokisch and Jensen, 2007; de Lange et al., 2008; Shahin 
et al., 2009). However, it must be noted that although we con-
jecture that amplitude asymmetry fits readily with phase-power 
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In fact it was first suggested almost 80 years ago that that the 
cortex exhibits cyclic changes between maximal and minimal 
responsiveness (Bishop, 1933). Since then a number of studies 
have showed an influence of the phase of the ongoing alpha activ-
ity on processing of visual stimuli (Callaway and Yeager, 1960; 
Varela et al., 1981). Two very recent EEG studies by Mathewson 
et al. (2009) and Busch et al. (2009) have reported a functional 
link between the phase of the pre-stimulus alpha oscillations and 
conscious perception by using threshold stimuli. The authors con-
jecture that the alpha inhibition is limited to parts of the cycle, 
generating a form of “pulsed inhibition.” We suggest that this 
pulsed inhibition occurs as a function of the amplitude asym-
metric property of the ongoing oscillations.

Evidence supporting the inhibitory nature of alpha activity 
has been found in a number of studies that demonstrate an 
increase or decrease in the amplitude of alpha activity depend-
ing on the visual stream engaged in a given task. (Worden et 
al., 2000; Thut et al., 2003, 2006; Kelly, et al., 2006; Jokisch and 
Jensen, 2007; Medendorp et al., 2007; Rihs et al., 2007; Romei 
et al., 2007, 2008; van Dijk et al., 2008; Zhang et al., 2008). The 
functional role of alpha in defining the brain state does not seem 
to be restricted to visual tasks. A recent study has found alpha 
power lateralization at parieto-occipital sites to be modulated 
by the direction of auditory attention to continuous speech 
in space (Kerlin et al., 2010). In a working memory study on 
maintaining pitches, alpha activity from left superior temporal 
areas increased during the retention interval (van Dijk et al., 
2010a). This temporal alpha activity, possibly being the tau-
rhythm (Lehtela et al., 1997) is likely to reflect inhibition of the 
left auditory cortex in order to allocate resources to the right 
auditory cortex involved in pitch processing. In a somatosen-
sory working memory task, the alpha activity decreased in the 
primary sensorimotor cortex contralateral to the engaged hand 
while it increased in the ipsilateral hemisphere (Haegens et al., 
2010). In summary these studies are consistent  with the idea 
that the functional inhibition of a region in the cortex is medi-
ated by increasing oscillatory activity in the alpha band (8-13 
Hz) (Jensen and Mazaheri, in press).
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Figure 9 | A simple model explaining how pulsed inhibition is 
reflected in neuronal firing of pyramidal cells and subsequently the 
Meg signal. (A) Pyramidal cells are mutually synaptically coupled. The 
synaptic currents produce the MEG signal. We here assume a Poisson 
distribution of firing which is phasically silenced by an inhibitory GABAergic 
signal. (B) The signal at 10 Hz exercises an inhibitory drive silencing the 
firing of the pyramidal cells in a phasic manner. The magnitude of the 
inhibition is modulated by an arbitrary slower signal. (C) A raster diagram 
showing the firing of 500 pyramidal cells. The bouts of inhibition serve to 
silence the firing. In periods when the inhibition is low, the firing will 
persist (e.g., 0.4–0.6 s). (D) The summed firing of all the pyramidal cells 
(summed using a ∆t = 1 ms sliding time window). (e) Each spike was 
convolved with an alpha-function (α(t) = (t/τ) e1−(t/τ), where τ = 5 ms) in order 
to approximate the post-synaptic current. These post-synaptic currents 
were then averaged over the pyramidal neurons. The “MEG signal” 
(arbitrary units, arbitrary offset) is proportional to the total dendritic current. 
Note that the inhibition results in a rhythmically pulsed MEG signal with 
amplitude asymmetry.
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OpEn quEstiOns and cavEats fOr futurE rEsEarch
rElatiOnship bEtwEEn OscillatiOns and bOld
Understanding the relationship between the brain’s ongoing 
oscillations and evoked activity is quite important to the field of 
human electrophysiology since it is bound to lead to a fundamen-
tally better understanding of how the signals measured by MEG/
EEG link to cognition. Moreover understanding this relationship 
can extend beyond the realm of EEG and MEG research because 
evoked responses provide a critical link between the hemody-
namic response measured by the fMRI and the underlying tem-
poral dynamics of neuronal activity. There are now a number 
of studies that have correlated the amplitude of alpha activity 
with the BOLD signal (Goldman et al., 2002; Goncalves et al., 
2006; Laufs et al., 2006; Ritter et al., 2009; Scheeringa et al., 2009; 
Yuan et al., 2010). However, the relationships between the pre-
stimulus phase and amplitude of the ongoing alpha activity and 
the stimulus evoked BOLD have thus far not been investigated. 
If a relationship between pre-stimulus alpha phase and BOLD 
is demonstrated it would support the phasic aspect of the alpha 
oscillations and demonstrate that alpha activity has direct con-

sequences for neuronal excitability. Moreover, the combination 
of brain stimulation by transcranial magnetic stimulation (TMS) 
with EEG can provide real-time information on the phasic aspects 
of cortical reactivity (Thut and Miniussi, 2009; Miniussi and Thut, 
2010). Indeed, recent studies have found that the phase of the 
spinal beta rhythm in which the input (a TMS pulse) arrives 
modulated the gain of this input (Maki and Ilmoniemi, 2010; 
van Elswijk et al., 2010).

what abOut OthEr rhythms?
The mechanism behind amplitude asymmetry of oscillatory activ-
ity need not be specific to alpha oscillations. The unidirectional 
primary currents in pyramidal cells could also be responsible for 
asymmetry in other frequencies bands a well. There is a body of 
research pointing to delta oscillations serving a fundamental role in 
the active input selection at primary sensory cortex level (Lakatos 
et al., 2007, 2008; Schroeder and Lakatos, 2009). According to this 
view the phase of the delta rhythm serves as a master controller 
of neuronal excitability. The relationship between delta phase and 
alpha activity needs to be explored. For example delta activity might 
reflect a top-down regulations of the alpha activity. Thus the time 
course of delta active could be comparable to the ERPs/ERFs pro-
duced by the modulation of the amplitude asymmetric alpha activ-
ity. The late occurring slow evoked responses can be viewed as the 
link between electrophysiology and cognition. These responses have 
been found to index working memory capacity (Vogel et al., 2005), 
long-term memory encoding and recognition (Sanquist et al., 1980; 
Takashima et al., 2006; Rugg and Curran, 2007), action monitoring 
(Kilner et al., 2004), language comprehension (Kutas and Hillyard, 
1980; Hagoort and Brown, 2000), response preparation (Walter 
et al., 1964), and novelty detection (Soltani and Knight, 2000). Yet 
the exact physiological mechanism for how these responses are 
generated is still unknown.

Future work is required in order to investigate if the principle 
of amplitude asymmetry and the generation of evoked responses 
can be generalized to frequency bands beyond the alpha range. 
Averaging epochs of amplitude asymmetric oscillations will result 
in an of evoked response with a shape that is similar to the time 
course of amplitude suppression of the oscillation. A number of 
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Figure 10 | An alpha rhythm time-series displaying non-sinusoidal properties. Prior to the discovery of its link to the formation of evoked responses, amplitude 
asymmetry had been observed in models designed to produce alpha activity. Here is an example adapted from Stam et al. (1999a).
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Figure 11 | rhythmic pulsing and it implications for processing – a 
hypothesis. The gamma burst (e.g., involved in visual processing) can only 
occur when the alpha signal is low enough, e.g., at the troughs. Thus, the 
periods of gamma activity become briefer with stronger alpha. When the 
alpha activity is sufficiently weak, gamma can occur during the whole cycle. 
This scheme is consistent with the notion of rhythmic pulsing. Adapted from 
Osipova et al. (2008).
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brain. Second, we will present the evidence obtained in TMS-based 
studies showing that PMd, PMv, SMA, and pre-SMA each have dif-
ferent roles to play in motor behavior. We will also discuss ways in 
which TMS can be used to chart “true” cerebral reorganization in 
clinical populations and how TMS might be used as a therapeutic 
tool to help motor recovery after stroke. We will end our review by 
discussing some of the future avenues for using this tool in basic 
and clinical neuroscience.

What is tMs?
Transcranial magnetic stimulation is a “perturbation” technique. 
It perturbs neural activity in space and time by inducing brief 
electrical currents in a restricted region of the cerebral cortex. A 
brief current passes through a stimulating coil, which is placed 
over the person’s scalp, that then induces a rapid rise of magnetic 
field, and this transient field in turn induces electrical current in 
the underlying brain tissue. Barker et al. (1985) performed the first 
TMS experiment and the technique has since acquired importance 
as a non-invasive method for examining motor, perceptual, and 
cognitive processes in the human brain. Transcranial direct current 
stimulation (tDCS) is another perturbation technique that is used 
to study brain processes. Unlike TMS, tDCS is used to modulate the 
activity of neurons by applying weak electrical currents through 
an electrode placed on the scalp (for review, see Been et al., 2007). 
The underlying principle of both techniques is simple. Using a 
“perturb-and-measure” approach, one can perturb one brain 
region and measure the consequences that this manipulation has 
on either behavior or brain activity (Paus, 2005). As perturbation 
techniques, TMS and tDCS are designed to study consequences 
of modulating brain activity and, as such, to inject a certain level 

introduction
Hughlings Jackson proposed that the central nervous system was 
composed of a number of hierarchical levels: each level containing 
a complete set of representations of the next lower level that enables 
it to exert influence on motor behavior (see Hughlings Jackson, 
1958). This hierarchical organization of the motor system was chal-
lenged in the 1990s with the emergence of anatomical studies in the 
monkey that demonstrated a number of cortical areas other than 
the primary motor cortex (M1) with direct projections to the spinal 
cord (Dum and Strick, 1991; He et al., 1993, 1995). We now know 
that several areas in the frontal lobe have the anatomical substrate 
to influence motor output both through connections with M1 and 
through direct projections to the spinal cord. These non-primary 
motor areas include the premotor, the supplementary motor, and 
the cingulate motor areas. These areas can be further divided into 
caudal and rostral subdivisions based on the degree to which they 
can influence motor output (Picard and Strick, 1996, 2001). Caudal 
subdivisions for each of these areas exert a much stronger influ-
ence on motor output than their rostral subdivisions (Barbas and 
Pandya, 1987). The latter exert little or no direct influence on motor 
output. The presence of analogous areas in the human brain has 
been proposed based on a series of meta-analyses carried out to 
characterize functional activation during motor tasks (Picard and 
Strick, 1996, 2001). These areas are shown in Figure 1. They include 
the dorsal premotor area (PMd), the ventral premotor area (PMv), 
the supplementary motor area (SMA), the pre-SMA, and the cin-
gulate motor areas (CMAs). The purpose of this review is twofold. 
First, we will describe the different approaches that one can use 
with transcranial magnetic stimulation (TMS) to study both its 
effects on motor behavior and neural connections in the human 
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of causality in investigations of brain-behavior relationships. In 
this manner, they are fundamentally different than functional neu-
roimaging. Both functional magnetic resonance imaging (fMRI) 
and positron emission tomography (PET) are measurement tech-
niques that are designed to answer the following question: what 
regions in the brain are engaged during a behavior? We will focus 
our review on TMS studies.

Although TMS enables one to make conclusions about the 
necessity of a particular brain region for a given behavior (i.e., 
stimulated region ‘X’ is necessary), it does not enable one to con-
clude that the region is “sufficient” for this behavior (i.e., whether 
or not other brain regions may also be necessary). To illustrate this 
point, consider the following analogy that is sometimes cited in 
the literature (Huettel et al., 2009). Damage to one part of a radio, 
such as the speakers, the tuner, or the power switch, will result in 
an inability to play music. Because damage to any of these parts 
will cause the radio to stop playing music, one should not go about 
damaging one of these parts and then claim that this manipulation 
knocked out the “music-playing” region in the radio. The same logic 
also applies to TMS. Nonetheless, because performance on a task 
often relies on multiple brain regions, TMS can provide opportu-
nities to examine how different brain regions might interact with 
each other to accomplish a behavior – this is known as functional 

 connectivity. In this paper, we will review the various ways in which 
TMS can be used to measure its consequences on behavior and 
how the technique can also be used to examine both functional 
and effective (i.e., the influence that one brain region exerts over 
another) connectivity.

hoW is tMs applied?
There are a number of ways that one can perturb neural activ-
ity with TMS. One can use a small number of pulses applied at 
a high frequency (5 Hz or more) to disrupt transiently neural 
activity in a brain region “on-line” during task performance. Using 
this same approach, one can further reduce the number of pulses 
delivered and/or increase the frequency with which the pulses are 
delivered to examine when in time a stimulated brain region is 
engaged during a given behavior. Similar “event-related” TMS can 
also be performed using single-pulse stimulation. One important 
disadvantage of the on-line approach, however, is that the TMS 
creates acoustic artifacts and tactile sensations on the scalp that 
can interfere with task performance by distracting the participant. 
Although these effects are usually controlled for with additional 
experiments, some researchers will opt to use “off-line” TMS. For 
off-line TMS, one can use certain stimulation protocols to test the 
effects of stimulation on task performance after the stimulation has 
been applied. This can be accomplished with either one continuous 
train of low-frequency (∼1 Hz) stimulation or with multiple bursts 
of high-frequency (∼50 Hz) stimulation that are spaced in time. 
The latter is known as theta-burst stimulation (TBS; Huang et al., 
2005, 2008). The precise physiological mechanisms that underlie 
TMS-induced perturbations for each of these different applica-
tions of TMS are not completely understood (for review on puta-
tive mechanisms, see Ridding and Rothwell, 2007; Bestmann, 2008; 
Miniussi et al., 2009; Siebner et al., 2009). We should point out that 
TBS is relatively new. At the present time, the safety of TBS is not 
completely understood and there are no recommended guidelines 
on how to administer this type of stimulation safely (for the latest 
guidelines on TMS safety, see Rossi et al., 2009). Furthermore, we 
are not aware of any studies that have compared directly, in the 
same group of participants, the efficacy of TBS in disrupting task 
performance against other forms of brain stimulation.

Targeting specific cortical regions with TMS can be achieved 
with a variety of approaches – some of which work better than 
others. Using power analysis, Sack et al. (2009) revealed that out 
of the four most commonly used methods for targeting cortical 
regions with TMS, functional localization was the method that 
resulted in the most powerful effects. This approach consists of 
localizing targets with fMRI and then using an MRI-guided navi-
gation system to guide the TMS coil over the functionally defined 
regions. Alternative approaches consist of guiding the TMS coil to 
a location defined by anatomical landmarks on an individual’s MRI 
(the second most effective approach tested by Sack et al., 2009), 
guiding the TMS coil to a location defined in Talairach coordinates 
(the third most effective approach tested by Sack et al., 2009, which 
has less spatial precision compared with the previous two meth-
ods given variability in brain anatomy), and guiding the TMS coil 
relative to positions in the 10-20 EEG system (not surprisingly, the 
least effective approach tested by Sack et al., 2009, which has little 
spatial precision). On the topic of spatial precision, one should also 

Figure 1 | Motor areas in the frontal lobe. The premotor cortex on the 
lateral surface of the brain can be divided into the dorsal and ventral premotor 
areas (PMd and PMv) and the supplementary motor cortex on the medial 
wall of the brain can be divided into the supplementary motor and 
pre-supplementary motor areas (SMA and pre-SMA). Premotor cortex below 
the superior frontal sulcus is typically considered PMv whereas premotor 
cortex above this anatomical landmark is typically considered PMd. The 
vertical anterior-commissural line is often used to denote the boundary 
between SMA and pre-SMA. One can further divide PMd according to a 
rostral subdivision located along the superior frontal gyrus and a caudal 
subdivision located along the precentral gyrus. However, one cannot 
dissociate these two subdivisions with TMS easily and we therefore do not 
discuss them separately. There also exists two cingulate motor areas (RCZa 
and RZp) anterior to the vertical anterior-commissural line and one cingulate 
motor area (CCZ) posterior to the vertical anterior-commissural line. This 
parcellation of non-primary motor areas in the human was proposed by Picard 
and Strick (1996, 2001). We have arbitrarily drawn boundaries on a 
surface-rendered cortical surface loosely based on definitions proposed by 
Picard and Strick (1996, 2001).
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of PMd in response selection based on arbitrary cues and in the 
control of arm movements, the importance of PMv in grasping and 
in the discrimination of bodily actions, the importance of SMA 
in movement sequencing and in bimanual coordination, and the 
importance of pre-SMA in cognitive control processes.

pMd in Motor behavior
People often select motor responses according to arbitrary rules. 
For example, our movements while driving a car can be instructed 
by color cues that we see on traffic lights. These associations are 
learned and are thought to involve neural processes that differ 
from the ones that are used in standard visuomotor transforma-
tions (Chouinard and Goodale, 2009). As it turns out, a number 
of studies show that response selection to arbitrary visual cues can 
be disrupted when TMS is applied to the left PMd irrespectively of 
whether participants have to make selections using button pressing 
(Schluter et al., 1998, 1999; Rushworth et al., 2002; O’Shea et al., 
2007a,b), hand postures (Taubert et al., 2010), or fingertip forces 
during object lifting (Chouinard et al., 2005). Response selection 
to auditory-presented arbitrary cues can also be disrupted with 
TMS to the left PMd (Mochizuki et al., 2005). Taken together, the 
left PMd seems to be necessary for selecting responses to arbitrary 
cues irrespectively of whether these cues are visual or auditory and 
the type of actions that are made in response to these cues.

The TMS literature also highlights the importance of PMd in 
arm movements during pointing tasks (van Donkelaar et al., 2002; 
Busan et al., 2009) including a role in the visual online control 
of these movements (Lee and van Donkelaar, 2006). This is not 
surprising given that PMd in the macaque monkey is reciprocally 
connected to areas MIP and V6A in the parietal lobe, which together 
form a frontal-parietal circuit important for the visual guidance 
of arm movement trajectories (Colby and Duhamel, 1991; Galletti 
et al., 1996; Matelli and Luppino, 2000). Note that arm movements 
are important not only for reaching but also for lifting objects; this 
is because we tend to lift objects using proximal muscles of the arm. 
Davare et al. (2006) demonstrated that TMS to PMd disrupts the 
generation of proximal arm movements when people lift objects. 
Namely, electromyography of the arm revealed that participants 
took a longer time to move the arm when TMS was applied to PMd 
during the lifting phase of the movement as compared with the 
same stimulation applied earlier in time. Taken together, these stud-
ies are consistent with the notion that PMd is important for both 
the online control and the execution of arm movements (Kalaska 
et al., 1997).

pMv in Motor behavior
Research in the monkey shows that PMv makes an important con-
tribution in object grasping (Jeannerod et al., 1995). The first TMS 
study to confirm this in humans was performed by Davare et al. 
(2006); they demonstrated that participants took a longer time 
to position their fingers on a task object when TMS was applied 
to PMv. Measurements acquired with force transducers mounted 
inside the task object revealed that this same stimulation also caused 
participants to place their index finger and thumb less accurately on 
the object. As it turns out, many PMv neurons that discharge while 
monkeys grasp objects also discharge while monkeys see either 
another monkey or human perform the same action. This class of 

consider the spread of current induced by TMS. Spread of current 
can be minimized using a figure-of-eight coil, which has become 
standard practice, and reducing the intensity of TMS. All work that 
we will cover here have used a figure-of-eight coil and stimulated 
non-primary motor areas at reduced levels of stimulation so as to 
avoid encroaching on M1 and other adjacent cortical structures. 
Figure-of-eight coils are commercially available in different sizes 
so it might be worthwhile to invest in a smaller figure-of-eight coil 
to allow for more focal stimulation.

Despite these recommendations, TMS does not rival fMRI (or 
PET) in its spatial resolution. In fact, the gap between the two is 
widening. High-resolution fMRI (i.e., voxels smaller than 2 mm in 
isotropic size) is becoming increasingly more common. In compari-
son, the spread of current induced by TMS with a standard figure-
of-eight coil is ∼1.5 cm at motor-threshold intensities (Thielscher 
and Kammer, 2004). Nonetheless, the two techniques can be used 
in a complementary manner to make up for the shortcomings of 
the other. For example, the temporal response of the blood supply 
underlying fMRI (∼5 s) is much slower than the electrical signals 
that define neuronal communication. In contrast, TMS offers far 
better temporal resolution (∼1 ms). Also, fMRI is a measurement 
technique and, therefore, it can only measure correlates of behavior 
and does not allow one to make inferences about causality. In con-
trast, TMS is a perturbation technique and it can therefore be used 
to study causal relationships (Paus, 2005). The two approaches are 
therefore useful for providing converging evidence to argue for or 
against any functional attributions inferred by the other.

To illustrate the complementary roles of the perturbation 
approach using TMS and the activation approach using func-
tional neuroimaging, let us consider some of the first author’s fMRI 
(Chouinard et al., 2008) and TMS (Chouinard et al., 2009a) work 
on object identification. FMRI usually reveals that the presenta-
tion of objects in central vision engages extrastriate visual areas 
in the two hemispheres – “activation” is typically seen bilaterally 
in a ventral-stream area known as the lateral-occipital complex 
(LOC), which is thought to be important for analyzing the form 
of objects (Malach et al., 1995; Kanwisher et al., 1996). But it has 
been this author’s experience that TMS applied to LOC in either 
hemisphere (as defined by fMRI) has little effect in disrupting object 
identification when these objects are presented in central vision 
(unpublished data). Yet, when the same stimulation is applied when 
objects are presented in the contralateral but not in the ipsilateral 
hemifield, TMS applied over LOC in either hemisphere can pro-
duce deficits in identifying objects (Chouinard et al., 2009a). This 
finding is hardly surprising if one considers that extrastriate visual 
areas, such as LOC, are retinotopically organized (Op De Beeck 
and Vogels, 2000). It also suggests, however, that the unstimulated 
LOC could perhaps stand in for the stimulated LOC when objects 
are presented in central vision. This idea fits well with the notion 
that ventral-stream damage in the two hemispheres must occur to 
produce visual-form agnosia (Farah, 2004).

the non-priMary Motor areas in behavior
Tables 1– 4 provide a summary of all TMS experiments that exam-
ined the behavioral consequences of stimulating a non-primary 
motor area (N = 50). Here, we will focus our discussion on the 
most consistent findings. Our review highlights the importance 
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(Goldberg, 1985). But more recent work, including that carried 
out with TMS, highlights the importance of SMA in movement 
sequencing and in bimanual coordination. Gerloff et al. (1997) 
showed that TMS applied over SMA interferes with the genera-
tion of complex sequences of finger movements but not with the 
generation of simple repetitive finger movements. In a different 
TMS study, Verwey et al. (2002) examined whether or not SMA 
played a role in initiating “chunks” of movements in a complex 
sequence of finger movements. Behavioral research shows that peo-
ple bin complex movement sequences into motor chunks (Verwey, 
1996, 1999) in the same way that people bin phone numbers into 
shorter series. Contrary to the prediction, however, stimulating 
SMA did not disrupt the initiation of chunks but instead disrupted 
the execution of each finger movement. As we will see later, this 
finding differs from what was obtained in a different study that 
stimulated the pre-SMA (Kennerley et al., 2004). Other studies 
show that TMS applied over SMA can also disrupt performance 
on bimanual tasks as a function of task complexity (Obhi et al., 
2002; Serrien et al., 2002; Steyvers et al., 2003). For example, both 
Serrien et al. (2002) and Steyvers et al. (2003) showed that TMS 
applied over SMA disrupts bimanual movements of the index finger 

neurons is called mirror neurons (Rizzolatti and Luppino, 2001) 
and are thought by some to be important for understanding the 
meaning of actions (Umilta et al., 2001). In support of this idea, 
TMS studies show that PMv plays an important role in the dis-
crimination of bodily actions (Urgesi et al., 2007a,b; Candidi et al., 
2008). For example, Candidi et al. (2008) stimulated PMv while 
participants had to decide which of two images presented in either 
possible or impossible hand configurations corresponded to the 
same action that was presented to them in an earlier probe image. 
Stimulation of PMv impaired performance on this discrimination 
task but only when the possible hand postures were presented. Thus, 
PMv’s involvement in the discrimination of bodily actions seems 
to be specific to meaningful actions.

sMa in Motor behavior
In the early “activation” studies carried out with PET, it was reported 
that SMA is strongly activated when people imagine themselves 
performing complex sequences of finger movements (Roland 
et al., 1980). This observation, along with other lines of evidence, 
lead to theories that motor areas in the medial wall of the cortex 
are important for the internal generation of complex movements 

Table 1 | TMS studies of PMd.

reference TMS used Behavioral deficits induced

Brighina et al. (2002) HF-RTMS: 25 Hz, 10 stimuli, 115% rMT Visuospatial perception

Busan et al. (2009) SP-TMS: 110% rMT Response preparation, visually-guided reaching

Chouinard et al. (2005) LF-RTMS: 1 Hz, 900 stimuli, 90% rMT Response selection to arbitrary visual cues, object lifting

Davare et al. (2006) HF-RTMS: 10 Hz, 6 stimuli, 120% rMT Lift production on objects

Davare et al. (2006) DP-TMS: 120% rMT, ISI 5 ms Lift production on objects

Giovannelli et al. (2006) LF-RTMS: 1 Hz, 900 stimuli, 115% rMT Inhibition of mirror movements, finger movements

Herwig et al. (2003) HF-RTMS: 15 Hz, 45 stimuli, 110% rMT Verbal working memory

Koski et al. (2005) SP-TMS: 110% rMT Inhibition of automatic stimulus-response associations

Lee and Van Donkelaar (2006) SP-TMS: 110% rMT On-line control of movements, visually-guided reaching

Liuzzi et al. (2010) DS PMd-M1 TMS: c-TMS varied,  Response preparation, button pressing 

 t-TMS MEPs of 1 mV at rest, ISI 10 ms

Mochizuki et al. (2005) TBS: 50 Hz, 3 stimuli,  Response selection to arbitrary sound cues, button pressing 

 every 200 ms for 20 s, 90% aMT

Mochizuki et al. (2005) DP-TMS: 120% rMT, ISI 25 ms Response selection to arbitrary sound cues, button pressing

O’Shea et al. (2007a) LF-RTMS: 1 Hz, 900 stimuli, 90% aMT Response selection to arbitrary visual cues, button pressing

O’Shea et al. (2007b) DS PMd-M1 TMS: c-TMS 110% rMT, Response selection to arbitrary visual cues, button pressing 

 t-TMS MEPs of 1 mV at rest, ISI 8 ms

Pollok et al. (2008) LF-RTMS: 1 Hz, 1200 stimuli, 90% aMT Movement timing, finger tapping to sound cues

Praamstra et al. (1999) HF-RTMS: 20 Hz, 4 stimuli, 90% rMT Inhibition of automatic stimulus-response associations

Rushworth et al. (2002) HF-RTMS: 5 Hz, 4 stimuli, 105% rMT (foot) Response selection to arbitrary visual cues, button pressing

Schlaghecken et al. (2003) LF-RTMS: 1 Hz, 1200 stimuli, 80% aMT Response selection to directional visual cues, button pressing

Schluter et al. (1998) SP-TMS: 100% rMT Response selection to arbitrary visual cues, button pressing

Schluter et al. (1999) SP-TMS: 100% rMT Response preparation, button pressing

Schluter et al. (1999) SP-TMS: 100% rMT Response selection to arbitrary visual cues, button pressing

Tanaka et al. (2005) LF-RTMS: 0.9 Hz, 420 stimuli,  Udating spatial information 

 70% stimulator output

Taubert et al. (2010) DP-TMS: 100% rMT, ISI 100 ms Response selection to arbitrary visual cues, hand postures

Van den Berg et al. (in press) DP-TMS: 110% rMT Bimanual coordination, finger tapping

Van Donkelaar et al. (2002) SP-TMS: 110% rMT Eye-hand coordination, visually-guided reaching

aMT, active motor threshold; c-TMS, conditioning pulse TMS; DS, dual-site TMS; DP-TMS, double-pulse TMS; HF-TMS, High-frequency TMS; ISI, inter-stimulus 
interval; LF-TMS, Low-frequency TMS; MEPs, motor evoked potentials; rMT, resting motor threshold; SP-TMS, single-pulse TMS; t-TMS, test pulse TMS.
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Table 2 | TMS studies of PMv.

reference TMS used Behavioral deficits induced

Buch et al. (2010) DS PMv-M1 TMS: c-TMS 110% rMT,  Task switching, grasp production 

 t-TMS MEPs of 1 mV at rest, ISI 8 ms

Candidi et al. (2008) DP-TMS: 120% rMT, ISI 100 ms Discrimination of bodily postures

Cattaneo et al. (2010) SP-TMS: 65% of stimulator output Semantic processing specific to tools

Dafotakis et al. (2008) SP-TMS: 100% rMT Sensorimotor memory, object lifting

Davare et al. (2006) HF-RTMS: 10 Hz, 6 stimuli, 120% rMT Grasp production on objects

Davare et al. (2006) DP-TMS: 120% rMT, ISI 5 ms Grasp production on objects

Davare et al. (2008) DS PMv-M1 TMS: c-TMS 80% rMT, t-TMS 120% rMT, ISI 1–15 ms Grasp production on objects

Davare et al. (2009) DS PMv-M1 TMS: c-TMS 80% rMT, t-TMS 120% rMT, ISI 1–15 ms Grasp production on objects

Davare et al. (2010) DS PMv-M1 TMS: c-TMS 80% rMT, t-TMS 120% rMT, ISI 1–15 ms Grasp production on objects

Kansaku et al. (2007) DP-TMS: 70% of stimulator output, ISI 10 ms Counting long sequences of numbers

Lago et al. (2010) DS PMv-M1 TMS: c-TMS 90% aMT,  Action observation 

 t-TMS MEPs of 1 mV at rest, ISI 6 ms

Meister et al. (2007) LF-RTMS: 1 Hz, 900 stimuli, 90% rMT Speech perception

Sato et al. (2009) LF-RTMS: 1 Hz, 600 stimuli, 110% rMT Speech perception

Tunik et al. (2008) SP-TMS: 110% rMT Response selection to manipulable objects, 

  Manual tasks

Urgesi et al. (2007a) DP-TMS: 120% rMT, ISI 100 ms Discrimination of bodily postures

Urgesi et al. (2007b) DP-TMS: 120% rMT, ISI 100 ms Discrimination of bodily postures

aMT, active motor threshold; c-TMS, conditioning pulse TMS; DS, dual-site TMS; DP-TMS, double-pulse TMS; HF-TMS, High-frequency TMS; ISI, inter-stimulus 
interval; LF-TMS, Low-frequency TMS; MEPs, motor evoked potentials; rMT, resting motor threshold; SP-TMS, single-pulse TMS; t-TMS, test pulse TMS.

Table 3 | TMS studies of SMA.

reference TMS used Behavioral deficits induced

Gerloff et al (1997) HF-RTMS: 15–20 Hz, 1.4–2.4 s, 96–110% rMT Complex movement sequences, button pressing

Jones et al. (2004) HF-RTMS: 20 Hz, 4 stimuli, 90% aMT (leg) Time reproduction of movements, button pressing

Obhi et al. (2002) LF-RTMS: 1 Hz, 300 stimuli, 110% rMT Bimanual coordination, manual tasks

Perez et al. (2008) LF-RTMS: 1 Hz, 1200 stimuli, 80% rMT Intermanual transfer, button pressing

Serrien et al. (2002) HF-RTMS: 20 Hz, 50 stimuli, 90% aMT Bimanual coordination, finger tapping

Steyvers et al. (2003) HF-RTMS: 20 Hz, 10 stimuli, 120% rMT Bimanual coordination, finger tapping

Verwey et al. (2002) LF-RTMS: 1 Hz, 1200 stimuli, 90% rMT Complex movement sequences, button pressing

aMT, active motor threshold; HF-TMS, High-frequency TMS; LF-TMS, Low-frequency TMS; rMT, resting motor threshold.

when these movements are performed in the opposite anti-phase 
direction but not when these movements are performed in the same 
in-phase direction. TMS over SMA can also disrupt inter-manual 
transfer (Perez et al., 2008), which relates to a phenomenon whereby 
training one hand on a manual task can lead to improvements in 
the untrained hand.

pre-sMa in Motor behavior
The vertical anterior-commissural line is sometimes used to denote 
the boundary between SMA and pre-SMA. This division was pro-
posed by Picard and Strick (1996, 2001) based on a meta-analysis 
carried out to characterize functional activation on the medial wall 
of the cerebral cortex. They showed that “more complex” tasks 
tended to engage cortex anterior to this boundary while “less com-
plex” tasks tended to engage more posterior cortex. In support of 
this view, TMS applied over pre-SMA tends to disrupt processes that 

are “higher-order” than those that are disrupted from stimulating 
SMA. These include processes of “cognitive control” such as task 
switching, response inhibition, and conflict resolution. With respect 
to task switching, Rushworth et al. (2002) examined the role of pre-
SMA in a response selection task in which the stimulus-response 
rules were sometimes switched during the course of the experi-
ment. For example, participants could begin the experiment with 
a triangle instructing them to respond with their right hand and a 
square instructing them to respond with their left hand. After sev-
eral consecutive trials, they were then instructed to do the reverse. 
By doing this, Rushworth et al. (2002) revealed that TMS applied 
over pre-SMA affected response selection but only after a switch 
was introduced. Similarly, Kennerley et al. (2004) revealed that TMS 
over pre-SMA can disrupt the initiation of a complex sequence 
of finger movements but only after  participants were instructed 
to switch between two learned sequences. Interestingly, Kennerley 
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by electrical stimulation of the opposite M1, which is thought to 
activate corticospinal projections directly, nor did it have any effect 
on the H-reflex of ipsilateral hand muscles. Subsequent studies 
have revealed that a conditioning pulse applied over either PMv 
or pre-SMA can suppress or facilitate the excitability of M1 in the 
same hemisphere (Oliveri et al., 2003; Davare et al., 2008; Mars 
et al., 2009). Likewise, a conditioning pulse applied to PMd can 

et al. (2004) also revealed that TMS over pre-SMA applied at 
“chunk” points in these sequences could disrupt task perform-
ance, which is different than what Verwey et al. (2002) had shown 
from stimulating SMA. Chen et al. (2009) further revealed that the 
pre-SMA has a role to play in response inhibition. They found that 
stimulating pre-SMA impaired people’s performance to react to a 
stop signal (presented on 25% of the trials) that instructed them 
to refrain from responding to a cue that they had just seen. Other 
studies have shown that TMS applied over pre-SMA also plays a 
role in conflict resolution (Taylor et al., 2007; Mars et al., 2009).

paired-pulse tMs and dual-site tMs
Paired-pulse TMS consists of applying two TMS pulses separated 
closely in time. This type of TMS has been widely used to examine 
intra-cortical circuits in M1 (Kujirai et al., 1993). Typically, a sub-
threshold “conditioning” stimulus is applied over M1 at different 
time periods before applying a supra-threshold “test” stimulus 
through the same coil. Given that the intensity of the condition-
ing pulse is too small to produce motor output from M1, it is 
generally accepted that any influence that the conditioning pulse 
has on motor excitability (as assessed by the amplitude of muscle 
responses invoked by the test pulse) is at the level of neural circuits 
in M1 but not at the level of neural circuits in the spinal cord. The 
influence of the conditioning pulse on motor excitability can be 
either inhibitory, if the inter-stimulus interval (ISI) between the 
two pulses ranges between 1 and 4 ms, or facilitatory, if the ISI 
ranges between 8 and 20 ms.

One can also use paired-pulse TMS to examine the time course 
of interactions in a “two-node” neural circuit using two different 
coils (Figure 2); this approach is known as “dual-site” TMS. The 
first demonstration of this approach was carried out by Ferbert et al. 
(1992). Ferbert et al. (1992) showed that applying a conditioning 
pulse over M1 in one hemisphere suppressed the excitability of M1 
in the opposite hemisphere. Importantly, Ferbert et al. (1992) also 
demonstrated that this suppression was mediated by cortical but 
not by spinal mechanisms. Namely, the conditioning pulse applied 
over M1 in one hemisphere had no effect on motor  output induced 

Table 4 | TMS studies of pre-SMA.

reference TMS used Behavioral deficits induced

Chen et al. (2009) DP-TMS: 60% of stimulator output, ISI 100 ms Response inhibition, button pressing

Kennerley et al. (2004) HF-RTMS: 10 Hz, 5 stimuli, 110% aMT Complex movement sequences, button pressing

Kennerley et al. (2004) HF-RTMS: 10 Hz, 5 stimuli, 110% aMT Task switching, button pressing

Lau et al. (2007) SP-TMS: 105% aMT (foot) Perception of motor intention and actions

Mars et al. (2009) DS preSMA-M1 TMS: c-TMS 120% rMT,  Conflict resolution in response selection, button pressing 

 t-TMS MEPs of 1–1.5 mV at rest, ISI 6 ms

Oliveri et al. (2003) DS preSMA-M1 TMS: c-TMS 70–110% rMT,  Response execution to emotional cues, button pressing  

 t-TMS 110% rMT, ISI 4 ms

Rushworth et al. (2002) HF-RTMS: 5 Hz, 4 stimuli, 105% rMT (foot) Task switching, button pressing

Tanaka et al. (2005) LF-RTMS: 0.9 Hz, 420 stimuli,  Updating verbal information 

 70% of stimulator output

Taylor et al. (2007) HF-RTMS: 10 Hz, 3 stimuli, 110% rMT Conflict resolution in response selection, button pressing

Tremblay and Gracco (2009) HF-RTMS: 10 Hz, 5 stimuli, 110% rMT Verbal response production

aMT, active motor threshold; c-TMS, conditioning pulse TMS; DS, dual-site TMS; DP-TMS, double-pulse TMS; HF-TMS, High-frequency TMS; ISI, inter-stimulus 
interval; LF-TMS, Low-frequency TMS; rMT, resting motor threshold; SP-TMS, single-pulse TMS; t-TMS, test pulse TMS.

Figure 2 | Dual-site TMS approach. Dual-site TMS approach can be used to 
examine the time course of interactions in a particular neural circuit containing  
a non-primary motor area and M1. The idea is to stimulate a non-primary motor 
area with a conditioning pulse to examine its effect on a subsequent  
supra-threshold test pulse to M1. Changes in M1 can be inferred by measuring 
any possible changes in its motor excitability on a hand muscle using 
electromyography.
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and after applying TBS over the left anterior intra-parietal sulcus 
(aIPS); TBS to aIPS reduced all effects of the conditioning stimu-
lus to PMv. Based on these results, the authors suggested that the 
modulations of the PMv-M1 circuit observed before TBS (and in 
their earlier studies) might be driven by sensory information about 
the objects’ geometrical properties it receives from aIPS.

pre-sMa-M1 connectivity
Oliveri et al. (2003) examined whether or not functional connectiv-
ity between pre-SMA and the left M1 is differentially modulated by 
simple button responses to photographs that were either neutral 
or unpleasant in emotional content. They reasoned that pre-SMA 
might play a greater role in the execution of movements in response 
to visual stimuli with stronger emotional content. Consistent with 
their hypothesis, their results revealed that a conditioning pulse of 
TMS applied over pre-SMA facilitated motor excitability of M1 only 
when participants saw the emotionally unpleasant photographs as 
compared with either the presentation of these same photographs 
during TMS applied over M1 alone or when dual-site TMS was 
applied during the presentation of the emotionally neutral photo-
graphs. In a very different study, Mars et al. (2009) examined the 
timing of the pre-SMA effects on M1 in a response selection task 
during conflict resolution. Two different colored-flanker stimuli 
were presented in each hemifield (e.g., green on the left and red on 
the right) and participants were required to respond to a central cue 
that became either green or red, which instructed them to respond 
with the index finger of the hand that was on the same side as the 
flanker of the same color. The critical manipulation was that the 
central cue took the same color for several consecutive trials before 
switching to the next color. Their results revealed that a condition-
ing stimulus to pre-SMA facilitated motor excitability of the left M1 
during task performance but only during the switch trials. Based 
on these findings, the authors concluded that the pre-SMA influ-
ences the left M1 during a response selection task in cases when 
re-programming is necessary.

coMbining tMs and functional neuroiMaging in 
norMal individuals
The second half of the 1990s saw the emergence of studies that 
combined TMS and functional neuroimaging concurrently (Fox 
et al., 1997; Paus et al., 1997; Bohning et al., 1998; Siebner et al., 
1998). The underlying logic is simple. Using a perturb-and-meas-
ure approach, one can alter neural activity in one brain region to 
evaluate the effects that this manipulation has on neural activity 
elsewhere in the brain (Paus, 2005). Changes in neural activity in 
regions in the brain other than the one that was stimulated can be 
inferred as being connected to the region that was stimulated. In 
other words, one can examine connections in the brain by stimulat-
ing a target region of the cortex with TMS and measuring changes 
in neural activity elsewhere in the brain with either PET or fMRI. 
In this section, we will review some studies that used this combined 
approach for examining PMd connectivity.

In a combined TMS/PET study, we examined the effects of 
applying off-line 1-Hz repetitive TMS to either the left PMd or the 
left M1 on both the motor excitability of the left M1 and regional 
cerebral blood flow (CBF) throughout the brain (Chouinard et al., 
2003). Specifically, we mapped networks of brain regions in which 

suppress or facilitate the excitability of M1 in the opposite hemi-
sphere (Mochizuki et al., 2004; Baumer et al., 2006). Dual-site 
TMS can also be used to test whether or not these connections 
can be modulated by task demands. In the next three subsections, 
we provide examples of this type of modulation. We should point 
out that all these studies used figure-of-eight coils to achieve more 
focal stimulation.

pMd – M1 connectivity
O’Shea et al. (2007b) examined whether or not functional connec-
tivity between PMd and M1 can be modulated while participants 
performed a task that required them to choose between differ-
ent responses based on arbitrary visual cues. The authors revealed 
that dual-site TMS (conditioning pulse over PMd and test pulse 
over M1 in the opposite hemisphere) disrupted behavior when 
this stimulation was applied 100 ms after cue presentation. The 
authors also revealed that motor excitability of M1 was facilitated 
during task performance when dual-site TMS was applied 75 ms 
after cue presentation. Taken together, the authors concluded that 
selecting responses on the basis of arbitrary visual cues engages 
PMd 75–100 ms after cue presentation and that during this time 
period PMd exerts an influence on M1. It is worthwhile to point 
out that, at present, examination of PMd-M1 connectivity within 
the same hemisphere is not feasible with dual-site TMS. This is 
because the physical size of figure-of-eight coils precludes one to 
target PMd with one coil and M1 with the other coil. Although 
Civardi et al. (2001) did claim to have examined PMd-M1 con-
nectivity within the same hemisphere using dual-site TMS, it would 
appear from their figures that a more rostral area in the prefrontal 
cortex was primarily targeted with the conditioning pulse instead. 
The same issue also applies for targeting SMA (proper) and M1 
with dual-site TMS.

pMv – M1 connectivity
In three different studies, Davare et al. (2008, 2009, 2010) examined 
whether or not functional connectivity between PMv and M1 can 
be modulated differentially when people grasp objects using either a 
precision grip or a whole-hand grasp. In all three studies, TMS was 
applied over the left M1 either in isolation or after a conditioning 
stimulus was applied over the left PMv. In the first study, Davare 
et al. (2008) showed that a conditioning stimulus to PMv during 
no movement suppressed motor excitability of M1 whereas a con-
ditioning stimulus to PMv during a whole-hand grasp on a tennis 
ball caused this inhibition to disappear. They also showed that a 
conditioning stimulus to PMv during precision grip on a small 
cube facilitated motor excitability of M1. Given these differential 
effects exerted by the conditioning stimulus (to PMv) on motor 
excitability (of M1), the authors concluded that PMv-M1 circuits 
are differentially modulated under different types of grasps. In the 
second study, Davare et al. (2009) repeated a similar experiment in 
which they had participants grasp either a pen using a precision 
grip or a circular disk using a whole-hand grasp. They also recorded 
EMG activity in different hand muscles. In doing so, what they had 
found was that a conditioning stimulus to PMv facilitated motor 
excitability of M1 but only in the specific hand muscles that were 
employed in the types of grasp that were carried out. In the third 
study, Davare et al. (2010) repeated the same experiment before 
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during fMRI. Although this procedure is technically challenging, 
activation patterns induced by stimulating the left PMd concur-
rently during fMRI acquisition appears to be in agreement with 
those obtained in the TMS/PET studies.

In a different study, O’Shea et al. (2007a) demonstrated that a 
network of cortical regions can compensate for function when the 
left PMd is disrupted by TMS. In one experiment, without fMRI, the 
authors showed that after applying 1-Hz repetitive TMS over the 
left PMd, performance on a response-selection task was disrupted 
temporarily – but recovered after only 4 min. Equally important, 
this disruption in behavior did not coincide with reductions in 
motor excitability of the left M1, which remained suppressed for 
a considerable amount of time after performance had recovered. 
Taken together, this suggested to the authors that some sort of adap-
tive compensation had taken place. Namely, a different region might 
be taking over function of the left PMd, which they believed was still 
disrupted as indexed by the suppression in the motor excitability of 
the left M1. In a different experiment, the authors then used fMRI 
to measure changes in BOLD after performance had recovered from 
this TMS-induced disruption. They found changes in BOLD in 
the right PMd (as well as in other distal brain regions) during the 
 performance of the response-selection task. In a final experiment, 

changes in CBF correlated with changes in the motor excitability 
of the left M1 after applying repetitive TMS over either the left 
PMd or the left M1. We interpreted these correlations as an index 
of neural modulation induced by the repetitive TMS. Although 
repetitive stimulation at the two adjacent cortical sites produced 
the same effects on motor excitability, statistical maps of correla-
tions between the magnitude of MEP (motor evoked potential) 
suppression and changes in CBF revealed two distinct patterns of 
distal neural modulation (Figure 3). Neural modulation occurred 
in a small number of brain regions after 1-Hz repetitive TMS to the 
left M1, many of these confined to the non-primary motor areas 
and sub-cortical motor structures. In contrast, neural modulation 
occurred in multiple regions after 1-Hz repetitive TMS to the left 
PMd; these included motor areas in the frontal cortex as well as 
more associational regions in the parietal and prefrontal cortices. 
We concluded that these findings were consistent with known dif-
ferences between PMd and M1 in the extent of their anatomical 
connectivity in the macaque monkey. Lee et al. (2003) and Siebner 
et al. (2003) have also performed similar TMS/PET studies that 
examined the effects of applying off-line 1-Hz repetitive TMS over 
either the left PMd or the left M1. In addition, Bestmann et al. (2005, 
2008) have done some interesting work stimulating the left PMd 

Figure 3 | TMS/PeT study on M1 and PMd effective connectivity. In a 
combined TMS/PET study, we mapped networks of brain regions in which 
changes in cerebral blood flow correlated with changes in the motor excitability 
of the left M1 after applying repetitive TMS over either the left PMd or the left 
M1 (Chouinard et al., 2003). We interpreted these correlations as an index of 
neural modulation induced by the repetitive TMS. Although repetitive stimulation 

at the two adjacent cortical sites produced the same effects on motor 
excitability, statistical maps of correlations between the magnitude of MEP 
suppression and changes in cerebral blood flow revealed two distinct patterns of 
distal neural modulation. Abbreviations: MIP = medial intraparietal area; 
DL-PFC = dorsolateral prefrontal cortex; AIP = anterior intra-parietal area; 
VL-PFC = ventrolateral prefrontal cortex; VL Thalamus = ventrolateral thalamus.
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We analyzed the CBF data in the patients in two different ways. 
In the first analysis, we asked whether or not correlations between 
CBF and TMS trains differed for any brain regions after CI ther-
apy from those seen before CI therapy. This analysis (Figure 4B) 
revealed that both the stimulated ipsilesional M1 (i.e., M1 in 
the damaged hemisphere) and a more distal ipsilesional CMA 
reverted back to the more normal inverse relationship between 
CBF and TMS trains previously seen in healthy participants (Paus 
et al., 1998). We speculated that that these findings reflected a 
strengthening of local inhibitory neurons in the ipsilesional M1, 
which have been shown to be important for the fractionation 
or the isolation of proximal and distal muscles (Keller, 1993), as 
well as a strengthening of connections between the ipsilesional 
M1 and CMA in the same hemisphere. In the second analysis, 
we examined the relationship between motor improvement and 
changes in the CBF response to TMS between the two PET ses-
sions. This analysis revealed an inverse relationship locally in 
the stimulated ipsilesional M1 (Figure 4C) which suggested to 
us that the observed changes in M1 were adaptive. This rela-
tionship, however, did not reach significance in the ipsilesional 
CMA – which may relate to a lack of power from having only 
seven patients.

Also, we should mention that there is an emerging interest 
in the use of TMS as a therapeutic tool to drive motor recovery 
after stroke. Not all motor deficits after stroke relate directly to 
the damaged brain tissue. Abnormal interactions with cortical 
regions remote from the site of damage can also contribute to 
motor deficits (for review, see Nowak et al., 2009). There have 
been reports that capsular strokes can lead to greater trans-callosal 
inhibition in the ipsilesional M1 originating from the contral-
esional M1 as revealed by dual-site TMS (Murase et al., 2004). This 
observation has led some researchers to inquire whether or not 
TMS-induced down regulation of the contralesional M1 might aid 
motor recovery after capsular stroke. Nowak et al. (2008) revealed 
that 10 min of off-line 1-Hz repetitive TMS to the contralesional 
M1 can lead to motor improvements. The study also found that 
when the same patients performed a grip task with the affected 
hand, task performance after the TMS was applied invoked smaller 
blood  oxygenation-level dependent (BOLD) responses in the con-
tralesional motor areas and greater BOLD responses in ipsilesional 
motor areas as compared with task performance after a sham stim-
ulation was delivered. In a different paper, Grefkes et al. (2010) 
reanalyzed these data using dynamic causal modeling. The rean-
alysis revealed a reduction in neuronal “coupling” between the two 
primary motor areas and an increase in neuronal coupling between 
the ipsilesional M1 and the ipsilesional non-primary motor areas. 
In another study, Ameli et al. (2009) demonstrated that an off-line 
TMS protocol consisting of short bursts of 10-Hz TMS applied to 
the ipsilesional M1 over a period of several minutes can also lead 
to motor improvements. The study also revealed that when the 
same patients performed a grip task with the affected hand, task 
performance after the TMS was applied invoked smaller BOLD 
responses in the contralesional motor areas as compared with task 
performance after a sham stimulation. These studies concluded 
that TMS can drive motor improvements in patients with capsular 
strokes via a TMS-induced down regulation of the contralesional 
M1 and a TMS-induced up regulation of the ipsilesional M1.

without fMRI, O’Shea et al. (2007a) found that delivering TMS 
over the right PMd by itself did not disrupt response selection but 
doing exactly the same thing after first disrupting the left PMd did 
result in deficits. Taken together, the authors concluded from these 
series of experiments that the observed compensation in perform-
ance following TMS-induced disruption of neural processing in 
the left PMd depended critically on intact neural processing in 
the right PMd.

coMbining tMs and functional neuroiMaging in 
stroke patients
One of the biggest problems that researchers face in charting 
recovery in the brain after cerebral damage is how to disentangle 
compensatory mechanisms from “true” cerebral reorganization 
(Krakauer, 2007). Patients with brain damage are impaired in 
behavior and they will perform a task in a way that is, by necessity, 
different from that performed by neurologically intact controls. 
This difference in how a task is carried out can lead to differences 
in brain activation between these two groups of participants that 
might reflect different neural operations to complete the task 
– also known as compensatory mechanisms. Not only is this a 
problem for cross-sectional studies but it is also a problem for 
longitudinal studies. As patients make a meaningful recovery, by 
definition, their performance improves and they will perform a 
task differently after their recovery. It is often unclear whether 
any resulting differences in brain activation might reflect com-
pensatory mechanisms or cerebral reorganization or both. The 
question then arises as to how one can examine cerebral reor-
ganization without examining changes in compensation? One 
solution is to use TMS to examine the integrity of neural circuits 
independently of behavior. In this section, we present a study that 
we conducted a few years ago that illustrates how one can com-
bine TMS and functional neuroimaging concurrently to provide 
a behavior-independent assay of effective connectivity to chart 
motor recovery after stroke. The point that we wish to highlight 
is that TMS can offer the opportunity to chart changes in effec-
tive connectivity without any task confounds by examining its 
effects on hemodynamic measurements while patients are not 
engaged in a task.

In a TMS/PET study, we examined changes in the effective con-
nectivity of M1 in seven patients with capsular strokes who under-
went constraint-induced movement therapy (CI therapy; Taub 
et al., 2002) one year after their stroke (Chouinard et al., 2006). 
We adopted a TMS/PET paradigm that had previously been used 
by our research group. In normal volunteers, Paus et al. (1998) 
applied sub-threshold 10-Hz repetitive TMS over M1 and varied 
the number of TMS trains delivered during each block of PET scan-
ning. In doing so, the CBF response correlated negatively with the 
number of stimulus trains delivered both at the site of stimulation 
and in several distal brain regions known to be connected trans-
synaptically in the monkey (Figure 4A). Based on these findings, 
Paus et al. (1998) speculated that the trains of stimulation resulted 
in an activation of local inhibitory mechanisms and a subsequent 
reduction of excitatory synaptic activity in the stimulated region 
and in an interconnected network. Given the success of this protocol 
in normal volunteers, we carried out the same procedures before 
and after the stroke patients had their CI therapy.
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grasping while PMv plays a role in grasping but not in reaching; 
Chouinard et al., 2005 showed with TMS that when people lift 
objects, M1 but not PMd plays a role in scaling lifting forces based 
on information acquired during a previous lift and that PMd but 
not M1 plays a role in scaling forces based on arbitrary visual cues), 
many of the TMS studies that we reviewed only stimulated one 

Methodological challenges and future directions 
for using tMs
More work is needed to demonstrate functional specificity between 
non-primary motor areas through double dissociations. Although 
there have been some notable demonstrations (e.g., Davare et al., 
2006 showed that PMd plays a role in arm reaching but not in 

Figure 4 | TMS/PeT studies of M1 effective connectivity on normal 
volunteers and stroke patients. (A) Paus et al. (1998) applied sub-threshold 
10-Hz repetitive TMS over M1 and varied the number of TMS trains delivered 
during each block of PET scanning. In doing so, the CBF response correlated 
negatively with the number of stimulus trains delivered both at the site of 
stimulation and in several distal brain regions. Given the success of this protocol 
in normal volunteers, we carried out the same procedures before and after the 
stroke patients had their CI therapy. (B) In one analysis, we asked whether or not 

correlations between CBF and TMS trains differed for any brain regions after CI 
therapy from those seen before CI therapy. This analysis revealed that both the 
stimulated ipsilesional M1 and a more distal ipsilesional CMA reverted back to 
the more normal inverse relationship between CBF and TMS trains. (C) In 
another analysis, we examined the relationship between motor improvement 
and changes in the CBF response to TMS between the two PET sessions. This 
analysis revealed an inverse relationship locally in the stimulated ipsilesional M1, 
which suggests that the observed changes in M1 were adaptive.

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Frontiers in Human Neuroscience www.frontiersin.org October 2010 | Volume 4 | Article 173 | 93

Chouinard and Paus TMS on non-primary motor areas

used this approach to demonstrate category-specific  neuronal 
 representations in the left PMv in semantic processing for tools 
but not for animals.

Transcranial magnetic stimulation has two important advan-
tages over functional neuroimaging: TMS offers better tempo-
ral resolution and allows one to examine causality. These two 
strengths can make TMS more suitable for examining effective 
connectivity than functional neuroimaging alone. The temporal 
response of the blood supply, which is the basis of fMRI, is much 
slower than the electrical signals that underlie neuronal commu-
nication (Kim et al., 1997). As a result, it is difficult to infer with 
fMRI how brain areas are interconnected. Although a number 
of mathematical methods have been put forth to make infer-
ences about connections in fMRI data (e.g., structural equation 
modeling: McIntosh and Gonzalez-Lima, 1991; dynamic causal 
modeling: Friston et al., 2003; granger causality: Goebel et al., 
2003; graph theory: Reijneveld et al., 2007; Bullmore and Sporns, 
2009), results from these types of analyses, because they are based 
on computing correlations, may reflect relationships between dif-
ferent task components (and/or “third” parties) rather than true 
connections. Moreover, TBS offers potential to make the com-
bined TMS and functional neuroimaging approach more acces-
sible to laboratories that either do not have access to PET or do 
not wish to employ TMS inside an MRI scanner. This is because 
TBS protocols take less time to apply outside of the magnet than 
other off-line protocols such as in prolonged periods of stimula-
tion at 1-Hz. For these reasons, we foresee an increase in the use 
of TMS for examining effective connectivity in the brain.

Last, we discussed the use of TMS for charting and driving motor 
recovery processes after stroke. One of the biggest problems that 
researchers face in charting recovery in the brain after cerebral dam-
age is how to disentangle compensatory mechanisms from “true” 
cerebral reorganization (Krakauer, 2007). As we mentioned earlier, 
one solution would be to use TMS independently of behavior. The 
same principles that we discussed earlier can be equally applied for 
charting the progression of a number of brain disorders and the 
mechanisms of recovery that underlie their treatments. In recent 
years, we have seen a considerable amount of research devoted to 
developing TMS as a viable treatment option for stroke (Ridding and 
Rothwell, 2007; Nowak et al., 2009), movement disorders (Edwards 
et al., 2008), epilepsy (Kimiskidis, 2010), depression (Ridding and 
Rothwell, 2007; Kim et al., 2009), schizophrenia (Kim et al., 2009) 
and a number of other brain disorders (Ridding and Rothwell, 2007). 
This research has considered a number of ethical and safety issues: 
how to identify patients that might benefit from TMS treatment, how 
TMS might interact with concurrent treatments, what stimulation 
protocols are most effective in treating a particular disorder, what are 
the cost and benefits to the patients, and a better understanding of 
the physiological mechanisms that underlie changes in symptoms. 
Thus, we foresee a rise in the use of TMS in clinical practice.

closing reMarks
We reviewed the different approaches that one can use with TMS 
to study both its effects on motor behavior and neural connections 
in the brain. We also presented the evidence obtained from TMS 
showing that PMd, PMv, SMA, and pre-SMA each have differ-
ent roles to play in motor behavior. Namely, we highlighted the 

cortical site. Designing a TMS study aimed at testing for double 
dissociations is a good idea for a number of other reasons. One 
of the reasons is that stimulating two different cortical areas can 
serve as a better control than sham stimulation. Sham stimulation 
does not control for all peripheral effects associated with the real 
stimulation. It releases magnetic fields around the head (not in the 
brain) and it feels noticeably different to participants than real TMS. 
Another issue to consider is that non-primary motor areas along 
the medial wall of the brain (SMA and pre-SMA) require higher 
levels of stimulation than those located on the lateral surface of 
the brain (PMd and PMv). This is due to the fact that these medial 
areas are further away from the TMS coil. Thus, it is conceivable 
that targeting a non-primary motor area on the medial wall could 
result in concurrent disruption of neural processing in the medial 
aspect of PMd close to the interhemispheric fissure. One solution to 
this problem would be to use PMd as a control site (e.g., Rushworth 
et al., 2002; Kennerley et al., 2004; Mars et al., 2009).

As we mentioned earlier, an important limitation of the dual-
site approach is that the physical size of the figure-of-eight coils 
precludes one to target either the ipsilateral PMd or SMA (proper) 
with one coil and M1 with the other coil. Moreover, as we discussed 
in the Introduction, the more caudal portions of the non-primary 
motor areas exert a much stronger influence on M1 than the more 
rostral portions of the non-primary motor areas – at least in the 
monkey (Barbas and Pandya, 1987). It is therefore unclear as to 
whether or not conditioning TMS in dual-site TMS studies might 
encroach on more caudal regions of non-primary motor areas, 
which cannot be targeted directly, or whether or not the influences 
reported in studies reflect indirect connections between the corti-
cal area that is being stimulated with the conditioning TMS pulse 
and M1. One way to resolve this issue would be to carry out dual-
site TMS concurrently with functional neuroimaging. Also, the 
dual-site approach only enables one to examine the influence that 
one cortical area exerts over M1. In contrast, the combined TMS 
and functional neuroimaging approach enables one to  examine 
the influence that one cortical area exerts on more than one area 
in the brain.

The sensitivity of TMS could improve. One important avenue 
for future research would be to compare variability and effect sizes 
induced by different stimulation protocols, which is somewhat lack-
ing in the TMS literature, and to develop new approaches to TMS 
that might tap into more subtle forms of neuronal processing. For 
example, some researchers have started to incorporate principles 
similar to those underlying fMRI-adaptation as a way to tap into 
the processing of a small subset of neurons in a stimulated cor-
tical region (Silvanto et al., 2007; Cattaneo et al., 2010). FMRI-
adaptation is used in both vision (for review, see Grill-Spector 
et al., 2006) and motor (Chouinard and Goodale, 2009; Chouinard 
et al., 2009b) research as a way to tap into the processing of a small 
subset of neurons. In the case of fMRI, when a brain area contains 
neurons that code for a particular stimulus or action, the hemody-
namic response is higher during conditions in which the stimulus 
or action changes across trials as compared to conditions in which 
the stimulus or action remains the same. In a similar way, TMS can 
be used to disrupt behavioral priming effects to test whether or 
not a particular brain area contains a subset of neurons that code 
for a particular stimulus or action. Cattaneo et al. (2010) recently 
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importance of PMd in response selection based on arbitrary cues 
and in the  control of arm movements, PMv in grasping and in the 
discrimination of bodily actions, SMA in movement sequencing 
and in bimanual coordination, and pre-SMA in cognitive control. 
We also presented the evidence from dual-site TMS that each of 
these areas can influence M1. We then went on to show that the 
combination of TMS and functional neuroimaging can provide 
opportunities to examine how a non-primary motor area (or any 
other region that can be stimulated with TMS for that matter) is 
connected to regions other than M1. We discussed some of the 
challenges that imagers face when charting “true” cerebral reor-
ganization in the brain and proposed that the use of TMS can help 

eliminate these problems when used independently of task. We also 
discussed how TMS can be used as a therapeutic tool to aid motor 
recovery after stroke. We then ended our review by discussing some 
of the methodological challenges and future directions for using 
this tool in basic and clinical neuroscience.
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While these studies provide compelling evidence for an enhanced 
memory of stimuli which induce moderately negative emotions, 
this is not necessarily true for two problematic cases involving 
extremely negative emotions: the emergence of an unconscious 
conflict, which is subject to repression, and traumatic events that 
overstress a person’s executive capabilities and thus lead to disso-
ciation. As a result, conscious recall of these contents is impaired, 
but they continue to exert an unconscious effect which dramati-
cally influences subsequent life – for example, by uncontrollably 
occurring intrusions and dissociative flashbacks, panic attacks, or 
psychosomatic symptoms (see Box 1). In other instances, victims of 
a traumatic experience may be able to recall details from the trauma, 
but only in a contorted manner – for example, from a detached 
view outside of themselves, or without the associated emotions. 
These symptoms of people which have suffered from real traumatic 
experiences are subsumed under the diagnosis of post-traumatic 
stress disorder (PTSD; F43.1, ICD-10, World Health Organization, 
1992; DSM-IV-TR, American Psychiatric Association, 2000; Elbert 
and Schauer, 2002; Maercker, 2009).

Therapeutic interventions on patients suffering from symp-
toms due to repressed conflicts or traumatic experiences require 
an understanding of the mechanisms of repression and dissocia-
tion, not only on the psychological but also on the neurophysi-
ological level (for the general benefit of cognitive neuroscience 

IntroductIon
The current cognitive neurosciences have already revealed some 
mechanisms underlying the modulation of memory performance. 
However, several phenomena occurring in natural memory like 
memory distortions due to repression and due to trauma-related 
dissociations have not been adequately addressed yet by neuro-
cognitive research.

Many studies have shown convincingly that emotionally arous-
ing stimuli are better remembered than neutral images (Heuer and 
Reisberg, 1990; Bradley et al., 1992; Christianson, 1992; Ochsner, 
2000; Buchanan and Lovallo, 2001; Kensinger and Corkin, 2003). 
This effect depends on a facilitation of hippocampus-dependent 
memory processes by the amygdala (Seidenbecher et al., 2003; 
Dolcos et al., 2004; Kensinger and Corkin, 2004; Phelps, 2004; 
Smith et al., 2006; Figure 1A) and is related to the action of glu-
cocorticoids (Kim and Diamond, 2002; Sapolsky, 2003). Such an 
interaction between amygdala and hippocampus may be necessary 
for the enhanced declarative memory of emotional events because 
these two structures support complementary processes, as revealed 
by a hippocampal-amygdala double dissociation: While integrity 
of the hippocampus is necessary for the conscious memory that 
a particular stimulus was, during conditioning, associated with a 
shock, the amygdala is required for the unconsciously associated 
vegetative reaction (Bechara et al., 1995; LaBar et al., 1995).
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Naturally occurring memory processes show features which are difficult to investigate by 
conventional cognitive neuroscience paradigms. Distortions of memory for problematic contents 
are described both by psychoanalysis (internal conflicts) and research on post-traumatic stress 
disorder (PTSD; external traumata). Typically, declarative memory for these contents is impaired – 
possibly due to repression in the case of internal conflicts or due to dissociation in the case of 
external traumata – but they continue to exert an unconscious pathological influence: neurotic 
symptoms or psychosomatic disorders after repression or flashbacks and intrusions in PTSD after 
dissociation. Several experimental paradigms aim at investigating repression in healthy control 
subjects. We argue that these paradigms do not adequately operationalize the clinical process 
of repression, because they rely on an intentional inhibition of random stimuli (suppression). 
Furthermore, these paradigms ignore that memory distortions due to repression or dissociation 
are most accurately characterized by a lack of self-referential processing, resulting in an impaired 
integration of these contents into the self. This aspect of repression and dissociation cannot be 
captured by the concept of memory as a storage device which is usually employed in the cognitive 
neurosciences. It can only be assessed within the framework of a constructivist memory 
concept, according to which successful memory involves a reconstruction of experiences such 
that they fit into a representation of the self. We suggest several experimental paradigms that 
allow for the investigation of the neural correlates of repressed memories and trauma-induced 
memory distortions based on a constructivist memory concept.
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Figure 1 | emotional effects on memory. (A) Storage model of memory: 
Moderately arousing emotional events are better encoded than neutral events. 
(B) The narrative construction of a personal past relies on an interaction between 
the hippocampus and self-referential processes in the medial prefrontal cortex 

(mPFC). This process is facilitated by (moderately) emotional events due to inputs 
from the amygdala. (C) In contrast, in the case of extremely negative (conflictual 
or traumatic) experiences, the amygdala inhibits declarative memory formation 
by the hippocampus and an integration of these memories with the self-image.

There are at least two distinct processes leading to memory dis-
tortions in the case of problematic contents involving extremely 
negative emotions: repression and dissociation. Repression is the 
process by which internal conflicts are stored in the unconscious. 
Dissociation, on the other hand, is the process by which parts of 
external traumatic events are stored in a non-declarative memory 
system (see below). Repression is a typical defense mechanism 
thoroughly described by Freud to explain clinical symptoms such as 
neurotic depression or psychosomatic symptoms he observed in his 
patients. According to Freud, the starting point is an internal conflict 
arising when (mostly unconscious) wishes or drives are in a strict 
opposition to internalized norms or standards. If this conflict cannot 
be solved (e.g., because opposing elements cannot be integrated 
with self-referential processes), it automatically produces intense 
anxiety signaling danger for the subject (“Signalangst”). In an effort 
to avoid extremely negative emotions, the entire conflict and its 
associated emotions and memories are pushed into the unconscious 
(repression). This leads to a lack of declarative memory for the conflict 
and often the circumstances under which it emerged. The conflictual 
material itself, however, continues to exist in the unconscious and, 

more importantly, exerts a major influence on the subject by causing 
neurotic (e.g., depressed mood) or psychosomatic (e.g., paralyses) 
symptoms. According to Freud, the symptom is a symbolization of the 
internal conflict (for details, see Person et al., 2005). Dissociation is 
a process mainly investigated in the context of PTSD. When external 
traumata involving extremely negative emotions cannot be integrated 
with self-referential processes and no coherent narrative can be built, 
memories of this trauma become dissociated, i.e., they are stored in 
a system with no direct verbal access. Brewin (2001, 2003) uses the 
term “situationally accessible memory” to denote the memory sys-
tem where such dissociated elements are stored. Verbal memories 
of the traumatic event are often vague and include gaps. The contents 
stored in the SAM, on the other hand, are the source for situation-
ally triggered and hence not controllable intrusions and flashbacks 
typical for PTSD. Although distinct from the process of dissocia-
tion described here on a conceptual level, the clinical phenomena 
of “dissociations” in the traumatic situation (e.g., depersonalization, 
derealization) are empirically linked to the dissociation of memories 
in the SAM and hence the eventual development of a PTSD (Brewin 
and Holmes, 2003).

Box 1 | Memory distortions for problematic contents – repression and dissociation.
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(Promising Approaches for Studying Memory Distortions Due 
to Repression), we will suggest a paradigm for the investigation 
of memory distortions due to repression.

MeMory dIstortIons due to repressIon of an 
Internal conflIct
The concept of repression was originally suggested by Herbart 
(1824), but was introduced as a pathological process by Sigmund 
Freud (see Box 1). Most of his patients had symptoms that could 
not be explained by common logic or medical knowledge (e.g., 
paralyses of isolated limbs with no medical cause). In order to 
explain the etiology of such symptoms, he conceptualized the 
construct of repression as a mechanism being applied throughout 
child development. It means the storage of complete internal con-
flicts (mostly between drives or wishes and internalized norms or 
standards) and their surrounding emotions and memories in the 
unconscious (Freud, 1915). The developing child hence represses 
problematic content once an internal conflict is emergent. The 
classical view of repression as depicted in Box 1 was significantly 
advanced by an increased consideration of the child’s relationship 
to its parents and its developing self (Ferenczi, 1933; Balint, 1969). 
Internalization of a safe relationship to the parents is necessary for 
the development of agency and a stable self (Stern, 1985), and the 
infantile self is only developed through such parental feedback 
(Fonagy et al., 2005). In this new view, repression may occur when 
an internal conflict cannot be integrated with the image of the par-
ents and/or self-referential processes. It is hence mainly this prob-
lematic integration in self-referential processes that give conflicts 
their true “pathological” value and trigger repression as a means to 
cope with them for the moment. The price to pay for the relative 
peace the developing self obtains by repressing internal conflicts 
is high, though: Clinically, it is important that the repressed mate-
rial still exists in the unconscious and exerts a large influence on 
the subject by causing psychosomatic (e.g., paralyses) or neurotic 
(e.g., depressed mood) symptoms. The mechanism through which 
repressed conflicts gain access to the “outside” in the form of symp-
toms is called conversion (Breuer and Freud, 1895). By symbolizing 
the conflict or parts thereof in a symptomatic language, the patient 
can gain some relief at the price of clinical symptoms.

Although rooted in early twentieth century psychology and 
physiology, the concepts of repression and conversion via sym-
bolization are still of high clinical relevance for recent models of 
psychotherapy (for a current clinical textbook see Person et al., 
2005). Psychoanalytic therapies primarily working with the con-
cept of repression are highly effective in treating patients with 
severe psychiatric problems (e.g., chronic depression, personal-
ity disorders), as reviewed in a recent meta-analysis (Leichsenring 
and Rabung, 2008). The recent trend that problematic integra-
tion in self- referential processes is regarded as the main virulent 
component of repressed conflicts is reflected in newer manual-
ized psychodynamic treatments (e.g., Wöller and Kruse, 2010): 
The therapist should explicitly help the patient reorganize past 
experiences in a way that repressed conflicts can be integrated in 
self-referential processes. If successful, the patient not only gains 
clinical improvement on a symptomatic level (less or no need for 
conversion of an internal conflict in body symptoms), but also 
achieves a new and more coherent view of the self.

for understanding cognition see Henson, 2005; Axmacher et al., 
2009). A number of studies investigated brain regions activated 
during presentation of trauma-related cues in PTSD patients by 
functional MRI (for a review, see Shin et al., 2005). Other studies 
used MEG recordings to explore the neurophysiological basis of 
the “trauma network” in PTSD. Elbert and colleagues found that 
in these patients, processing of arousing stimuli (e.g., IAPS pic-
tures) relied more on a fast sensory processing pathway, which is 
uncoupled from prefrontal control, and less on elaborate process-
ing along the ventral visual stream (Rockstroh and Elbert, 2010). 
This may be due to a reduced connectivity with neural assemblies 
representing context-related (“cold”) and trauma-related (“hot”) 
information; as a result, trauma victims are unable to locate their 
trauma memories in time and space and experience them as flash-
backs (Elbert and Schauer, 2002). Psychotherapeutical treatment of 
PTSD patients (e.g., by narrative exposure therapy; Neuner et al., 
2004) aims at re-integrating this network by placing the traumatic 
memories in a coherent context. However, despite the incontestable 
value of such studies directly investigating PTSD patients, they 
are necessarily retrospective and do not allow for an experimen-
tal control of the emotionally disturbing situation itself. Several 
experimental paradigms have been developed to capture the proc-
esses occurring during PTSD-like memory distortions in healthy 
control subjects.

In this article, we will first describe memory distortions due 
to repression of internal conflicts (Memory Distortions Due to 
Repression of an Internal Conflict) and due to dissociation of 
external traumata (Memory Distortions Due to Dissociation After 
an External Trauma). In the Section “Experimental Paradigms of 
Repression,” we provide an overview of the experimental para-
digms currently used in the cognitive neurosciences to study 
the neural correlates of repression in healthy volunteers. We will 
argue that these paradigms do not convincingly operationalize 
repression because they fall short of capturing key aspects of 
this clinical phenomenon. Next, we will broaden our scope and 
demonstrate that the concept of memory itself usually implied 
in cognitive neuroscience studies represents only one aspect of 
real-life memory, but disregards others and is therefore unable 
to capture several complex features of memory (Storage and 
Constructive Models of Memory): The criteria for successful 
memory retrieval – namely accurate recollections of particu-
lar events – and the corresponding measures in the cognitive 
neurosciences such as analyses of subsequent memory effects 
only capture one relevant dimension of memory but disregard 
its constructive aspects. This becomes most obvious in stud-
ies of autobiographical memory, which involves integration of 
experiences with self-referential processes (Figure 1B). In the 
Section “Trauma-Related Memory Distortions Due to Lack of 
Self-Referential Processing,” we will argue that trauma-related 
memory distortions can only be adequately understood (and 
experimentally investigated) when they are conceptualized as a 
failure to construct autobiographical memories, i.e., to integrate 
these experiences with self-referential processes (Figure 1C). In 
other words, these memory distortions cannot be adequately 
understood as a failure to store memories, but as a failure to 
integrate them with self-referential processes. We will present a 
paradigm that takes these considerations into account. Finally 
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standpoint (e.g., Bremner and Brett, 1997; Lanius et al., 2002). 
The dual representation theory (Brewin, 2003) accounts for these 
trauma-related memory distortions by suggesting that memory 
contents can be encoded either via a hippocampus-dependent 
mechanism, which leads to a narrative integration of these contents 
with other experiences and makes them accessible for declarative 
recall (verbally accessible memory, VAM), or via an amygdala-
 dependent process, which does not allow for a conscious control 
of memory retrieval; however, unconscious experiences encoded 
by the amygdala are automatically recalled whenever an associated 
cue appears. According to the dual representation theory, this lat-
ter memory system has been described as situationally accessible 
memory (SAM). This theory further suggests that amygdala and 
hippocampus inhibit each other in the case of extremely negative 
events, such that the degree to which the amygdala supports encod-
ing of an event reduces the hippocampal contribution (Metcalfe 
and Jacobs, 1998; Brewin, 2001; Figure 1C). Indeed, functional 
MRI studies in PTSD patients indicate that recall of traumatic 
events is associated with an increased activation of the amygdala 
and a reduced activation of the hippocampus (Shin et al., 2005). 
Alternatively, it is possible that in this case the amygdala facilitates 
unconscious memory processes in the hippocampus (Henke et al., 
2003; Degonda et al., 2005).

Although the memory distortions described in psychoanalysis 
(repression) and in PTSD research (memory fragmentations and 
intrusions due to dissociation) appear to be very different at first 
sight, they converge in the idea that pathological forms of uncon-
scious memory replace declarative access to the problematic contents 
(Figure 2). In both cases, contents that are not verbally accessible 
(repressed conflicts or situationally accessible memories) exert a 
pathological influence on the subject by causing psychosomatic 
symptoms or intrusions and flashbacks, respectively. Thus, uncon-
scious memories are created that do not refer to familiarity-based 
recognition memory, but to memories that induce intrusions and 
flashbacks following a trauma or neurotic symptoms following a 
repressed conflict. As will be elaborated below, both phenomena gain 
their true pathological value by a failure to integrate the problematic 
contents (internal conflicts or traumata) in self-referential proc-
esses. Finally, successful treatment of both includes the integration 
of problematic contents in a more coherent self. Therefore, we sug-
gest that a common basis, or at least an overlap, exists for these two 
groups of phenomena, which might be defined in  neurobiological 

MeMory dIstortIons due to dIssocIatIon after an 
external trauMa
In contrast to the psychoanalytical focus on internal conflicts early 
in development, the concept of PTSD was primarily developed 
with regard to external later-life traumata, initially those during the 
Vietnam war. Memory distortions are, however, also among the main 
symptoms of PTSD. On the one hand, memories of the traumatic 
situation occur involuntarily as intrusions or even as flashbacks, in 
which patients do not remember the traumatic event as something 
past, but re-experience it as if it occurred again, similar to a dissocia-
tive state. On the other hand, declarative memory for details of the 
traumatic situation is often impaired (Brewin, 2007; Jones et al., 
2007): A large body of studies have reported general declarative 
memory deficits in PTSD patients (Clancy et al., 2000; Behrendt and 
Moritz, 2005; Jelinek et al., 2006; for a review, see Brewin, 2007), and 
in particular concerning verbal declarative memory (Yehuda et al., 
1995; Bremner et al., 2004). These memory impairments emphasize 
initial encoding and retention of new contents (Bremner, 2002), 
for instance, long lasting deficits in short-term memory have been 
shown in adults suffering from abuse during childhood (Bremner 
et al., 1995) as well as in Vietnam veterans diagnosed with PTSD 
(Bremner et al., 1993). Additionally, source memory referring to 
specific details of the traumatic event is often distorted in this 
population (Johnson et al., 1993). However, as we will elaborate 
below, the specific memory deformations following a trauma can 
be most accurately conceptualized not as failures to recall specific 
information, but as an impairment to integrate these experiences 
with self-referential processes, i.e., in the framework of constructiv-
ist memory theories (Trauma-Related Memory Distortions Due to 
Lack of Self-Referential Processing).

During the traumatic experience, limited time for conscious 
processing of accompanying sensory or vegetative perceptions 
inhibits an adequate integration thereof into autobiographical 
memory. This effect may depend on two mechanisms. First, an 
impaired processing of peripheral details during a traumatic situ-
ation due to a narrowing of the spotlight of attention is known 
as the weapon focusing effect (Christianson, 1992). This effect 
reduces the integration of all trauma-related information into a 
coherent representation. Second, traumatic experiences may be so 
overwhelming that the executive processing capabilities of trauma 
victims fail, leading to peri-traumatic dissociative states. In these 
states, subjects describe that they view themselves from a detached 

Figure 2 | Memory distortions caused by repressed conflicts (left) and 
traumatic experiences (right). Both psychoanalysis and PTSD theories suggest 
that extremely negative contents may cause memory distortions characterized 

by an impaired declarative memory for these events but pathological 
unconscious memories. The theories differ with respect to the relative 
contribution of the internal vs. external nature of the negative contents.
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reaction time as compared to stimuli which are in fact new, which 
could be interpreted as indirect evidence of an unconscious conflict 
during processing of these stimuli.

Alternative paradigms can take these critiques into account. In 
such paradigms, the process of repression should not be volun-
tarily controlled; instead, they should create a situation in which 
repression occurs automatically due to the emotional content of 
a stimulus. When the “repressed” stimuli are subsequently pre-
sented in a recognition memory test, it is hypothesized that they 
cannot be recalled consciously, but that they continue to exert an 
unconscious influence on the subject’s behavior, as indicated by a 
measure of unconscious memory. In addition, however, there is a 
more general problem with the existing paradigms that are meant 
to operationalize repression, because they measure memory as an 
impairment of successful recall, but do not investigate whether 
memories are successfully integrated into the self. In other words, 
the constructive nature of successful memories is not taken into 
account. In the next two sections, we will explain such a con-
structivist concept of memory, which is particularly relevant for 
autobiographical memorizing (Storage and Constructive Models 
of Memory) and is impaired in trauma-related memory distor-
tions (Trauma-Related Memory Distortions Due to Lack of Self-
Referential Processing). Finally, we will describe paradigms which 
are suited to capture memory distortions related to repression of 
conflicts (Promising Approaches for Studying Memory Distortions 
Due to Repression).

storage and constructIve Models of MeMory
In the cognitive neurosciences, memory is most often conceptual-
ized as the process of stimulus encoding, storage, and retrieval. 
In this framework, memory recall involves an identical repetition 
of the original experiences – or, as Tulving (1983) described it 
in his famous definition of episodic memory, as a “mental time 
travel” back to the original situation. Accordingly, the neural 
correlates of memory are usually studied by analyzing “subse-
quent memory”-effects, i.e., differences in brain activation pat-
terns associated with the initial presentation of subsequently 
remembered as compared to forgotten items. However, this 
storage model of memory only captures one relevant dimen-
sion of memory, which relies on the identity of encoded and 
remembered contents. In particular, it abstracts the specific func-
tion of memory retrieval for a subject. The cultural history of 
memory models has always consisted in a dichotomy of such 
storage models of memory on the one hand, models of construc-
tive memory on the other hand (Assmann, 2002). Constructive 
concepts of memory as re-interpretation of events were, e.g., 
investigated experimentally by Bartlett (1932). In a number of 
studies, he presented his British subjects a short story, “The War 
of the Ghosts,” which contains several seemingly illogical and 
irrational elements. When subjects were afterward asked to recall 
the story in as many details as possible, they modified it accord-
ing to their own cultural schemata; illogical elements were thus 
replaced by more coherent narratives. These studies illustrate 
the constructive nature of memory retrieval and suggest that 
memory is not only designed to retrieve events exactly as they 
happened, but supports specific functions in the interaction with 
the (internal or external) environment.

terms – possibly a modern replacement of the Freudian “metapsy-
chology,” which was deeply grounded in late nineteenth century 
neurophysiological knowledge (e.g., Stephan, 2002).

experIMental paradIgMs of repressIon
Cognitive neuroscience studies on repression have established two 
main experimental paradigms which aim at investigating repres-
sion in normal healthy subjects, the “Directed forgetting” and the 
“Think/No-Think” paradigm (Johnson, 1994; Anderson and Green, 
2001; Erdelyi, 2006). In these paradigms, forgetting is consciously 
and intentionally controlled by the participants, who are explic-
itly asked to voluntarily inhibit randomly selected subsets of items 
or “not to think” of them: “On some trials they (i.e., the partici-
pants) were instructed to think of the previously learned picture; 
on other trials they were instructed not to let the previously asso-
ciated picture enter consciousness.” (Think/No-Think paradigm, 
Depue et al., 2007). One might wonder whether these paradigms 
are actually aimed at investigating the psychoanalytical process of 
repression. However, this is explicitly stated; for example, the article 
by Anderson et al. (2004) using the Think/No-Think paradigm 
starts with the phrases: “Over a century ago, Freud proposed that 
unwanted memories can be excluded from awareness, a process 
called repression. It is unknown, however, how repression occurs 
in the brain.” (p. 232). In both paradigms, the instructions reliably 
lead to a decreased proportion of stimuli in the “voluntarily forgot-
ten” condition which can be recalled in a subsequent declarative 
memory test. The functional MRI results show a reduced BOLD 
response in the hippocampus and an increased activity in the lateral 
prefrontal cortex, which was interpreted as index for a recruit-
ment of inhibitory executive control processes. However, for three 
reasons we argue that these paradigms do not adequately opera-
tionalize the clinical process of repression. First, repression occurs 
specifically in situations which overload the executive processing 
capacities. During real repression, voluntary control is lacking; a 
person represses an experience because this experience induces 
an unbearable conflict. Therefore, attempting to induce repres-
sion by a recruitment of executive control processes is paradoxical. 
The process investigated by Anderson and colleagues can more 
precisely be termed “suppression,” the voluntary “forgetting,” or 
“keeping down” of unwanted content. Second, if the mechanism of 
repression is considered in isolation, it appears as if the contents of 
repression are only secondary. However, repression does not occur 
with regard to random situations or stimuli, but only if an intense 
negative emotion is evoked. Thus, repression should be automati-
cally induced by the experimental stimuli. Third, an experimental 
paradigm of repression should not only reduce conscious access 
to “repressed” stimuli, but also exclude that these stimuli are just 
forgotten. In fact, it should even be shown that unconscious mem-
ory for these items is enhanced: The concept of repression was 
introduced to explain clinical symptoms by experiences which are 
not consciously accessible for the patients, but which continue to 
exert an unconscious influence. Thus, in a non-declarative, implicit 
memory test, an increased proportion of these stimuli should be 
“remembered,” as shown in PTSD patients (e.g., McNally, 1997). 
For example, these stimuli may be erroneously classified as “new” 
during conscious recollection (because no conscious memory exists 
for them), but this (incorrect) response may be given with a delayed 
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the selective nature of encoding and retrieval, they do not require 
that experiences be integrated into a coherent and acceptable per-
sonal history for memory to be successful.

Recall of autobiographical memory is a prototypical example 
of a reconstructive memory process. Depending on situational 
requirements and personal aims, recollection of a personal expe-
rience serves specific functions. The main criterion for successful 
autobiographical memory recall is not whether a situation is exactly 
reproduced; instead, as it is one of the main functions of autobio-
graphical memories to serve the construction of a coherent and 
acceptable self-image, these memories have to fit into a coherent 
construction of the past – for this reason, the subjects in Bartlett’s 
studies modified the story according to their cultural expectations. 
Several more recent studies provide experimental evidence for this 
view. First, it has been shown in cross-cultural studies that auto-
biographical memory is influenced by the emphasis which is put in 
each culture on the self and on a unique life story (Nelson, 2003). 
Second, in each culture, autobiographical memory recall depends 
on an individual’s current view of herself/himself, and serves the 
construction of a coherent and positive self (Wilson and Ross, 
2003). For example, as improving selves are particularly gratifying 
(e.g., Frijda, 1988), subjects tend to view their own past abilities as 
inferior than their current abilities, and as lower than they viewed 
them before (Conway and Ross, 1984). Third, it was shown that 
the reported number of autobiographical memory recalls which 
aimed at creating self-continuity was higher in subjects with low 
degrees of self-concept clarity (corresponding to low levels of per-
ceived self coherence), suggesting that autobiographical memory 
recall indeed served to strengthen self coherence (Bluck and Alea, 
2008). Fourth, brain lesions which induce a loss of autobiographi-
cal memory may also lead to an impairment of the sense of one’s 
self (Schacter, 1996).

The functions of autobiographical memory retrieval have been 
described in a review by Bluck (2003). First, memorizing serves 
the creation of a continuous identity: “[T]hough we often think of 
memory as a series of events, it is also a record of a series of selves, 
or a record of the self across time, an autobiography.” (Bluck, 2003, 
p. 12). Second, memory is relevant for the creation and maintenance 
of social interactions: Often, personal statements are being justi-
fied by referring to autobiographical events, and a common past is 
created by evocation of situations that were experienced together. 
Finally, autobiographical memories serve a directive function, as 
they allow one to predict what will happen in the future and which 
actions will likely lead to the desired outcomes.

Cognitive neuroscience studies on the neuronal correlates of 
autobiographical memory recall support the view that this type 
of memory involves the construction of a self-image. These stud-
ies revealed an increased activation of both the hippocampus 
and the medial prefrontal cortex (mPFC) during processing of 
self-related autobiographical information (Cabeza et al., 2004; 
Summerfield et al., 2009). Activation of the mPFC was associated 
with self-referential processes, for example during presentation of 
photographs that subjects had taken themselves as compared to 
photographs taken by other subjects (Cabeza et al., 2004) or dur-
ing evaluation whether adjectives could be attributed to oneself 
instead of to another person (Gutchess et al., 2007). The theory that 
autobiographical memory depends on an integration of declarative 

Several current memory theories have incorporated aspects 
of such a constructive account on memory and also highlighted 
the relevance of self-referential processing. According to these 
views, it is not exact representations of external events that are 
encoded and retrieved, but the results from internal process-
ing, evaluation, and interpretation of these events. For example, 
the theory of transfer-appropriate processing (TAP) interprets 
learning as re-performing a previous act, i.e., successful learn-
ing is an appropriate transfer of underlying structures rather 
than an access of a memory trace (Morris et al., 1977; Bransford 
et al., 1979; Baddeley, 2002). According to TAP, recall is facilitated 
by similarity between the encoding and the retrieval state; this 
effect is related to both environmental contexts (e.g., if encod-
ing occurred in the library of the Psychology Department, recall 
will also be easier at that place) and internal variables such as 
current affective states and goals (events encoded in a sad mood 
will also be most likely retrieved in a sad mood). In addition, 
many studies investigated the effects of encoding conditions 
related to self-referential processing, e.g., by instructing sub-
jects to rate the pleasantness of items (Hunt and Einstein, 1981; 
McDaniel and Einstein, 1993). Such effects have been described, 
e.g., in the framework of the levels of processing theory (Craik 
and Lockhardt, 1972). Furthermore, several experimental para-
digms have investigated why events which have never happened 
are “recalled” (the false memory paradigm; see, e.g., Deese, 1959; 
Roediger III and McDermott, 1995), and why actual events are 
forgotten (e.g., retrieval-induced forgetting paradigms, Anderson 
et al., 1994; Macrae and MacLeod, 1999; Caroll et al., 2007). 
None of these theories and paradigms assumes a simple storage 
model of memory. Instead, they capture aspects of a constructive 
memory theory because they emphasize that memory encoding 
and retrieval depend on the construction of an integrated experi-
ence and the evaluation of its personal relevance. Furthermore, 
recall can be considered a “reconstruction” because it depends 
on the situational context during which it occurs.

However, there is a fundamental difference between these 
accounts and constructivist memory theories in a narrower sense, 
which is the criterion for successful memory: In storage models 
of memory, recall is successful if it recapitulates crucial aspects of 
a previous experience; according to constructivist memory theo-
ries, however, recall is successful if it allows the recalling person 
to build a coherent narrative about his/her past. Imagine that 
two people experience the same event, but afterward report two 
inconsistent versions of this event. According to the storage model 
of memory, there are objective criteria whether the report of the 
first or the second person is correct. In contrast, the constructive 
memory theory would assume that both reports may be correct 
as long as subjective coherence is achieved. This view differs con-
siderably from paradigms such as the false memory paradigm, the 
retrieval-induced forgetting paradigm, or paradigms of voluntary 
memory suppression such as the “think/no-think” or “directed for-
getting” paradigms: These paradigms investigate the conditions 
under which memory storage fails, but not the conditions under 
which a successful transformation into an acceptable narrative, 
and integration with self-referential processes, succeed. Similarly, 
even though theories such as the TAP theory or models such as the 
Adaptive Control of Thought model (Anderson, 1976) emphasize 
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The effect of dissociation on the development of trauma-related 
memory distortions was studied in healthy control subjects by use 
of the trauma film paradigm (for an overview of this method, see 
Holmes and Bourne, 2008). This paradigm builds on observations 
that intrusive thoughts do not only occur in PTSD patients, but also 
in many situations of everyday life after strong emotional events 
(Berntsen, 1996; Mace, 2005). In the trauma film paradigm, intru-
sions are induced by a movie which contains emotionally disturbing 
scenes (e.g., scenes of victims from car accidents). This paradigm 
has already been used in a number of studies and reliably induces 
intrusive memories, which disappear after a few weeks (of course, 
ethical reasons prohibit the induction of an actual PTSD which is 
defined by the persistence of symptoms, after a trauma, for more 
than a month). In addition to intrusions, declarative memory for 
the contents of the trauma film is impaired (Brewin, 2007; Jones 
et al., 2007). Using this paradigm, it was shown that spontaneously 
occurring states of dissociation predicted subsequent intrusions 
(Holmes et al., 2004; Kindt et al., 2005). However, any attempts to 
increase intrusion incidence by experimentally induced dissocia-
tion failed (e.g., Holmes et al., 2007), suggesting that dissociation 
may affect memory distortions via an underlying psychological or 
physiological process, which is not triggered by the experimentally 
induced dissociation – e.g., via reduced activation of brain regions 
supporting self-referential processing.

The neural basis of memory effects in the trauma film paradigm 
was investigated in two recent functional MRI studies (Henckens 
et al., 2009; van Marle et al., 2009). Physiological parameters as 
well as subjective reports confirmed that stress was induced by 
segments of a distressing movie. In the first study, IAPS pictures 
were presented interleaved with these segments and brain activ-
ity related to declarative encoding of IAPS pictures was analyzed 
(Henckens et al., 2009). In contrast to the impairment of declarative 
memory for traumatic events observed clinically, the authors found 
that stress increased subsequent recollection of pictures. However, 
hippocampal activity was reduced during successful encoding of 
images under stress, suggesting that memory formation required a 
hippocampal-independent mechanism. These results are therefore 
consistent with the dual representation theory and suggest that a 
high stress level shifts encoding from a hippocampus-dependent 
to an amygdala-dependent encoding mechanism (Brewin, 2003), 
although no implicit memory tests were performed, and thus the 
exact memory processes contributing to the stress-induced memory 
enhancement could not be resolved. In line with this interpretation, 
the second study showed increased responsiveness of the amygdala 
to facial stimuli presented interleaved with the movie, although 
memory for these items was not tested (van Marle et al., 2009). 
Further research using the trauma film paradigm will be extremely 
useful to test predictions from the dual representation theory more 
directly: First, it will be interesting to test memory for the movie 
segments themselves (instead of interleaved stimuli). Second, not 
only declarative memory but also intrusions should be captured 
using the diary method (Brewin and Saunders, 2001; Bisby et al., 
2009); i.e., intrusions during the weeks following the experiment 
should be collected by diaries given to the participants. Finally – 
and maybe most importantly – the effects of dissociation during 
the movie should be investigated. As described above, it appears 
to be extremely difficult to induce dissociation by experimental 

memory and self-referential processes is depicted in Figure 1B. It 
should be noted, however, that reverse inference from activation of 
a given region during one experimental condition to mental proc-
esses occurring in this condition may be problematic because these 
activations are usually not unequivocal (for reviews on the validity 
of this inference see Henson, 2005; Axmacher et al., 2009).

While constructive concepts of memory exerted a strong influ-
ence on research in social psychology, most studies in the cogni-
tive neurosciences (apart from autobiographical memory studies) 
followed the storage model. This is particularly problematic in 
the case of memory distortions due to repression and dissocia-
tion: Memory, conceptualized as a constructive process, serves 
to build personal identities. In contrast, repressed conflicts and 
traumatic events cannot become part of this personal identity; 
their subjective meaning is not re-evaluated and integrated into 
a narrative continuity with other events, but remains restricted 
to the situation when these events were experienced. Repressed 
conflicts and traumatic events remain permanently present in 
a pathological sense – they cannot be forgotten or temporarily 
dismissed. Thus, the case of memory distortions shows that con-
structive memory and storage memory are not only alternative 
concepts of memory, but are actually directly opposing each other 
in some respects. In the following two paragraphs, we describe 
further evidence for this view and present promising paradigms 
for the investigation of trauma-related and repression-related 
memory distortions.

trauMa-related MeMory dIstortIons due to lack of 
self-referentIal processIng
Several observations suggest that what is central for trauma-related 
memory distortions is not the lack of a memory for a traumatizing 
situation per se, but the lack of an integration of this memory with 
self-referential processes. First, during traumatic events, subjects 
may lose their sense of agency, i.e., they do not feel themselves 
as autonomous human beings but just as observers. Dissociation 
during the traumatic event is predictive for subsequent memory 
impairments and also for the development of PTSD – even more 
than trauma severity is (Maercker et al., 2000; Ozer et al., 2003). 
Second, PTSD patients often describe that the traumatic scenes are 
remembered from a detached view outside of themselves (Brewin 
and Saunders, 2001; Bohleber, 2008). Thus, they also recall them-
selves as lacking self-referential processing during the trauma. 
Third, loss of agency during traumatic events may also explain 
why traumatic events cannot only induce PTSD, but also a complex 
PTSD (Herman, 1992) or developmental trauma disorder (van der 
Kolk, 2005) which both involve changes to the self-image and an 
impaired feeling of identity. Finally, flashbacks can be understood 
as a dissociative re-living of the traumatic situation, i.e., re-living 
in a state of depersonalization and derealization (Maercker, 2009). 
Taken together, these considerations suggest that traumatic events 
mainly impair the integration of experiences with the internal 
perception and valuation of these events, and that the resulting 
memory distortions need to be conceptualized within a construc-
tive memory framework (Figure 1C).

How can the reduced self-referential processing during trau-
matic experiences, with the resulting impairment in the construc-
tion of memories for these events, be assessed experimentally? 
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behavioral result of the hypothesized repression – resistance against 
revelation of these contents – can be confirmed experimentally by 
an increase in skin conductance response (SCR) and reaction times. 
The link between repression and the hypothesized increase in skin 
conductance is an indirect one: It is known that psychological arousal 
(activation) leads to increased skin conductance (Lang et al., 1995). 
Clinical experience suggests that patients may show increased signals 
of stress and arousal when repressing critical contents (Person et al., 
2005). Thus, it is assumed that repression may be operationalized by 
increases in skin conductance. Next, the same list is presented again, 
but now subjects are not asked to name a new word by free association, 
but to recall the word they have initially generated. Finally, all initially 
associated words are presented again, and subjects are instructed to 
indicate the emotional valence and intensity of these words (as an 
indicator of conscious emotional content). In contrast to the often 
described increase in declarative memory for negative emotional mate-
rial (Heuer and Reisberg, 1990; Bradley et al., 1992; Christianson, 1992; 
Ochsner, 2000; Buchanan and Lovallo, 2001; Kensinger and Corkin, 
2003), this paradigm reliably results in an impaired memory for words 
whose initial generation is associated with physiological signs of resist-
ance (increase in skin conductance and reaction times) and which are 
subsequently rated as emotionally negative (Levinger and Clark, 1961; 
Köhler and Wilke, 1999; Köhler et al., 2002). In particular, Levinger 
and Clark (1961) found that high SCRs during association predicted 
failure of subsequent recall. Furthermore, recall was worse for words 
which were afterward labeled as emotional as compared to words 

modifications. Therefore, dissociation could be measured on the 
neural level, by a reduced activation of regions supporting self-
referential processing.

proMIsIng approaches for studyIng MeMory 
dIstortIons due to repressIon
The neural signature of self-referential processing during memory 
recall can be used as a measure of successful reconstructive recall – or 
the lack thereof – not only in the trauma film paradigm, but also in 
paradigms investigating memory distortions due to repression. In one 
important paradigm (see Figure 3), which was initially suggested by 
Jung (1918), words in a list are presented consecutively and subjects 
are instructed to generate an associated word to each word in the list 
using the psychoanalytical technique of “free association” – i.e., they 
are asked to say the first word which comes into their mind. The idea 
of “free association” is rooted in Freud’s psychoanalytical technique: 
When patients with neurotic symptoms say spontaneously what comes 
to their minds, they may eventually reveal material that can be linked by 
a skilled therapist to repressed conflicts which lead to or maintain their 
symptoms (Freud, 1913). The clinical usefulness of this technique has 
been shown many times (e.g., Person et al., 2005). According to Freud 
(1913), patients typically start to repress spontaneous thoughts once 
they may link to conflicts or memories that have to be kept unconscious. 
In Jung’s (1918) original experiment, the process of “free association” is 
believed to reveal contents that are primarily unconscious but relevant 
for the subjects because they may be related to repressed conflicts. The 

Figure 3 | repression of self-generated emotional words. (A) Presentation of cue words, participants were instructed to speak out loudly the first word which came to 
their minds while skin conductance response (SCR) and reaction latencies were recorded. (B) At memory test, the same cue words were presented again, and participants 
had to recall the word which they previously associated with the cue word during phase (A) of the experiment. (C) Emotional rating of the self-generated words.

Table 1 | experimental paradigms for studying memory distortions.

Paradigm Automatic implicit memory Declarative memory Self-referential 

 stimulus effects? enhanced? impaired? processing considered?

Directed forgetting;  No ? (not tested) Yes No 

Think/No-Think

Trauma film paradigm Yes Yes (intrusions) Yes Yes (dissociation)

Levinger/Clark/Köhler (Figure 3) Yes Yes (reaction times) Yes Yes (subject-specific cues)
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conflict probability and task instructions) as well as differences 
between groups of individuals (e.g., age, and clinical diagnoses like 
attention deficit/hyperactivity disorder [AD/HD] and Parkinson’s 
disease) that affect the initial activation and selective suppression 
of unwanted action tendencies. Finally, we present an overview of 
recent brain imaging studies that focus on the underlying neural 
mechanisms. As will become clear, activation and effective selec-
tive suppression of unwanted actions is expressed by subthresh-
old muscle activity that can be measured using electromyography 
(EMG) recorded from the incorrect response hand. Application 
of brain imaging techniques advanced our understanding of the 
cortical activation patterns, structural connectivity, and subcortical 
contributions that are associated with the voluntary selection of 
actions in the face of conflicting response impulses.

Paradigms that induce conflict
Over the years, several reaction time (RT) paradigms have been 
developed to study cognitive processing in conflicting situations 
in which competing response tendencies are simultaneously active. 
Widely used variants of such conflict paradigms are the Stroop task 
(Stroop, 1935) and the Eriksen flanker task (Eriksen and Eriksen, 
1974), that all share a common cognitive processing architecture, 
the dual-route model (Kornblum et al., 1990; Kornblum, 1994). 
Although these different tasks clearly induce interference produced 

imPulsive activation and selective suPPression of 
actions during conflict
“Look before you leap” and “haste makes waste” are just two exam-
ples of every-day expressions – not to say clichés – that point to the 
precarious balance between reacting impulsively on the one hand 
versus carefully weighing your response options before acting. The 
need for behavioral restraint during decision making is particularly 
relevant when confronted with irrelevant attributes or changes in 
the environment that activate unintentional response tendencies 
that conflict with the desired appropriate behavior. This review 
first introduces a theoretical framework, the activation–suppression 
model that describes the effects of processing conflicting informa-
tion on behavior. Importantly, the activation–suppression model 
generates two specific individual parameters that represent the 
temporal aspects of (1) the susceptibility to make fast impulsive 
reactions, and (2) the proficiency of selective inhibitory control over 
these unwanted actions to facilitate the selection of the appropriate 
response. This useful dissociation is illustrated by an overview of 
behavioral studies that helped identify experimental variables (e.g., 
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the facilitation from direct-route processing (Ridderinkhof et al., 
2004c). However, as will become clear in the next section, essential 
information about the temporal aspects of information processing 
in conflict situations is lost if behavioral analyses are restricted to 
the mean interference effect.

the activation–suPPression model
Interestingly, many Simon studies that compared fast versus slower 
responses reported a reduction of the Simon effect if RT is rela-
tively long. These essential temporal dynamics are revealed if the 
Simon effect is computed as a function of response time, but easily 
missed if the overall mean Simon effect is taken as the dependent 
measure of interference control. The activation–suppression model 
(see Figure 2), a recent extension of the dual-route architecture, 
and a related analytic technique were developed to incorporate 
the temporal dynamics that underlie the expression of impulsive 
errors followed by a gradual build-up of selective suppression as 
an act of cognitive control (Ridderinkhof, 2002b; Ridderinkhof 
et al., 2004c). Based on these temporal aspects, the model predicts 
that faster reactions on conflict trials should be more vulnerable 
to impulsive actions that are captured by the irrelevant stimulus 
dimension. Conversely, the model asserts that slower reactions 
on incompatible trials are less likely to be negatively impacted by 
incorrect action impulses because selective suppression had time 
to accrue to counteract these involuntary impulses. Given that the 
suppression mechanism needs time to become effective, slower 
responses benefit more from the effect of selective suppression than 
faster responses. Therefore, slow responses show a relatively less 
pronounced interference effect. For example, in the Eriksen flanker 
task, the interference effect increases with RT, but to a lesser extent 
for slower RT segments compared to faster segments (Wylie et al., 
2007, 2009a,b). In the Simon task, the interference effect reduces 
in absolute terms, and can even reverse (i.e., go below 0) over time. 
Here, the slowest RT segment is associated with the smallest Simon 
effect in absolute value.

Thus, the activation–suppression model refines dual-route 
models of interference effects by incorporating specific hypotheses 
about the temporal dynamics of incorrect response activation fol-
lowed by top-down suppression of unwanted impulsive actions. As 
illustrated next, the time-courses of these dissociable processes are 

by response conflict, the source that triggers interference may vary 
across conflict tasks. For example, the Stroop interference involves a 
number of potential sources of variance, such as response conflict, 
perceptual conflict (as in the Flanker task), and semantic interfer-
ence. Alternatively, the Simon task (Simon, 1967, 1990) induces 
response conflict and inherently avoids interference associated 
with perceptual or semantic conflict. The Simon task (Simon, 1967, 
1990) in particular provides a context in which irrelevant stimulus 
information can elicit a strong response impulse that interferes with 
goal-directed action (see Figure 1). The task typically requires a 
fast button-press to a goal-relevant stimulus aspect embedded in 
a goal-irrelevant stimulus dimension. For example, participants 
may be instructed to issue a discriminative response according to 
the color of a stimulus; to press the left response button when 
the circle is blue and to issue a right-hand button press to a green 
circle. Notably, the colored circles are presented to the left or right 
of a fixation point.

According to dual-route models of information processing, the 
spatial location of the stimulus, despite being irrelevant, automati-
cally and rapidly activates the spatially corresponding response 
via a direct processing route (Kornblum et al., 1990; de Jong et al., 
1994; Eimer et al., 1995; Ridderinkhof, 2002a; Ridderinkhof et al., 
2004c). In contrast, the relevant stimulus feature engages a deliber-
ate processing route that utilizes a slower controlled translation of 
relevant stimulus features into a correct response according to task 
instructions. On compatible trials, the direct route and the deliber-
ate processing route converge on activation of the same response 
and, in so doing, facilitate both RT and accuracy. In contrast, on 
incompatible trials, the two responses, that is, the one activated by 
the automatic processing of the circle’s spatial location and the 
one activated according to the deliberate processing of the cir-
cle’s color, are incompatible, thereby slowing RT and increasing 
error rates. The mean compatibility or interference effect is taken 
to reflect the extra demands and time required to overcome the 
interference caused by the incorrect response activation produced 
on incompatible trials that are absent in compatible trials due to 

Figure 1 | Simon task. Participants press the left button to a blue circle and 
a right button to a green circle (dashed line). Responses are also driven by an 
irrelevant stimulus dimension, circle location, as indicated by the solid line. For 
compatible trials, both relevant (color) and irrelevant (location) stimulus 
dimensions activate the correct action. On incompatible trials, the irrelevant 
dimension activates an incorrect response tendency, which interferes with 
selection of the correct response.

Figure 2 | Activation–suppression model. The relevant stimulus dimension 
(color blue) is processed by the slow deliberate route (represented in blue) 
while the irrelevant location dimension (right location activating the right hand) 
is processed by the fast direct route (in red). Selective suppression of the 
location-based activation by the inhibition module (represented in purple) 
needs time to build up, and facilitates the selection and execution of the 
correct left-hand response.
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incompatible flankers, quantified by the slope of the first segment 
of the CAF connecting the first two points (see Figure 3). Steeper 
CAF slopes reflect a higher proportion of fast errors, suggestive of 
stronger initial activation of the incorrect response (Ridderinkhof, 
2002b; Wylie et al., 2009b). As can be seen in Figure 3, responses 
on compatible trials are associated with near perfect accuracy. In 
contrast, incompatible flanker trials produced significantly more 
errors (i.e., steeper positive-going slope) in the fast proportion of 
the RT distribution. Interestingly, the effect of flanker incompat-
ibility on making impulsive errors was modified by task instruc-
tions. An emphasis on the importance of response speed greatly 
increased errors on conflict trials compared to the instruction con-
dition that stressed accuracy. This was especially true for the fast 
proportion of responses on incompatible trials (Band et al., 2003; 
Wylie et al., 2009b).

The speed-accuracy study by Wylie et al. (2009b) showed that 
response strategies affect the susceptibility to making fast impul-
sive errors in conflict situations. In addition to these macro-ad-
justments that involve long-term modifications in speed-accuracy 
strategy, CAFs also revealed micro-adjustments on a trial-by-trial 
level. These between-trial adjustments in interference control on 
trial N are triggered by incompatibility on trial N-1. Ridderinkhof 
(2002b) administered a version of the Simon task to a sample of 
healthy participants and focused on accuracy rates on trials that 
were preceded either by a correct response or by a response error. 
Between-trial adjustments were evidenced by an increase in accu-
racy for fast responses from chance level on post-correct trials to 
about 75% on trials that followed an error. This increase in accuracy 
on post-error trials relative to post-correct trials might be related 
to a top-down controlled shift in speed-accuracy trade-off because 
of post-error slowing. Another example of between-trial control 
is presented by Stins et al. (2007) who also plotted accuracy as a 
function of response speed. They observed that the accuracy of 
fast responses to incompatible flanker trials that were preceded by 
compatible trials was as low as 26%, which is well below chance 

masked using overall mean interference effects, but exposed using 
RT distributional analyses of fast errors and interference effects, 
respectively. These analyses empirically show that incompatible tri-
als yield an early automatic response impulse that is distinct from a 
later controlled top-down response suppression mechanism.

conditional accuracy functions reveal imPulsive resPonse 
activation
According to the activation–suppression model, the susceptibility 
to react impulsively is revealed by the relation between fast errors 
and response speed. Stronger initial impulsivity on incompatible 
trials is expressed by an increase in the proportion of fast errors 
as less time is available for the build-up of suppression to counter 
this incorrect activation (Kornblum et al., 1990). Thus, plotting 
accuracy rates for incompatible trials as a function of RT, using the 
conditional accuracy function or CAF, provides a means for studying 
the strength of automatic responses that are captured in conflicting 
situations, with stronger capture associated with a higher frequency 
of fast response errors.

   Notably, the strength of automatic response capture is sensitive 
to various experimental factors that directly affect conflict process-
ing. Wylie et al. (2009b) used an Eriksen flanker paradigm that 
required participants to respond to a central arrow stimulus while 
ignoring flanking arrow distracters. These flanking arrows signaled 
either the same (i.e., are compatible → → → → →) or signaled 
the opposite response as the target arrow (i.e., are incompatible 
→→←→→). Responses are typically slowed and less accurate 
when the flanking arrows point to the opposite direction as the 
central arrow, thus inducing conflict. Participants performed the 
Flanker task under instructions that either emphasized speed or 
accuracy of responses. Distributional analyses were used to inves-
tigate the temporal dynamics of direct response activation on con-
flict trials on which target and flankers signal opposite responses. 
According to the activation–suppression hypothesis, the proportion 
of fast errors reflects the strength of initial response capture by the 

Figure 3 | Task instructions affect fast errors. Conditional accuracy functions illustrate the increased tendency to commit fast errors to incompatible flanker (black 
circles) compared to compatible flanker trials (white circles). The proportion of fast errors on conflict trials increases under instructions that emphasize speed (A) 
compared to accuracy of responding (B). Figure modified after Wylie et al. (2009b).
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delta Plots reveal the dynamics of selective action inhibition
A delta plot is a graphical representation that displays the temporal 
dynamics of the RT difference between two experimental conditions 
(the delta value) as a function of response speed (see Figure 5A; 
(de Jong et al., 1994; Ridderinkhof, 2002a,b). Take two hypothetical 
experimental conditions, X and Y, where one condition is associ-
ated with slower responses than the other. The typical pattern is 
that the proportional difference in RT between the two conditions 
is similar across RT segments (cf. Luce, 1986). Consequently, the 
absolute RT difference between conditions X and Y increases from 
fast to slower segments and the slope values of the lines connecting 
the delta values are positive going (see Ridderinkhof et al., 2005; 
Wagenmakers et al., 2005; Speckman et al., 2008). If the two RT 
distributions belong to the same family, the delta plot should be 
linear. In contrast, conflict paradigms like the Eriksen flanker task 
and the Simon task typically yield a different delta-plot pattern. 
Here, delta slopes in the slower RT segments tend to level off or 
even go negative, indicating that the differences between response 
latencies in the X and Y conditions decrease instead of increase as 
a function of RT.

The activation–suppression hypothesis postulates that this lev-
eling-off is indicative of selective suppression by a top-down con-
trol mechanism. This selective suppression acts to resolve response 
interference by counteracting the initial (incorrect) response acti-
vation that is activated by the direct processing route. In contrast 
to the rapid engagement of the response capture mechanism, top-
down suppression takes time to build-up and, therefore, is most 
effective for responses that are relatively slow (Burle et al., 2002; 
Ridderinkhof, 2002a; Ridderinkhof et al., 2004c; Forstmann et al., 
2008a,b; Wylie et al., 2010). For instance, the faster one responds, the 
less likely it is that suppression will have accrued to a level that is suf-
ficient to counteract response capture. Rather, slower responses are 
more likely to benefit from the build-up of suppression to resolve 
interference. Consequently, correct slow responses to compatible 

level. In contrast, accuracy for fast incompatible trials following 
incompatible trials increased to up to 50%. Wylie et al. (2010) con-
firmed that this between-trial conflict adaptation is preserved in 
individuals diagnosed with Parkinson’s disease. Figure 4 illustrates 
that healthy participants as well as Parkinson’s patients performing 
on a Simon conflict task essentially show a comparable pattern of 
reduced direct response activation on incompatible trials follow-
ing an incompatible trial (i.e., after a conflict situation, Figure 4B) 
compared to incompatible trials preceded by a compatible trial 
(Figure 4A).

That same clinical study also revealed individual differences 
in the susceptibility to making fast impulsive errors within the 
group of Parkinson’s patients (Wylie et al., 2010). Forty-five patients 
with mild to moderate motor symptoms performed the Simon 
task and were divided into three subgroups that reflected relatively 
less severe, moderately severe, and most severe motor symptoms 
according to a clinical motor rating scale. CAFs were computed 
to study impulsive errors on incompatible trials. Group analyses 
revealed that patients with the most severe motor symptoms com-
mitted a significantly higher proportion of fast impulsive errors 
compared to the two subgroups with less severe motor symptoms. 
Thus, the activation of unwanted response impulses, as measured 
by CAFs in the Simon task, is sensitive to individual as well as 
group differences in the susceptibility to impulsive action selection 
(Wylie et al., 2010).

The above studies illustrate the usefulness of distributional anal-
yses to reveal a pattern of within- and between-trial adjustments 
that affect the susceptibility of making fast impulsive errors that 
are driven by irrelevant information. Note that analyses of over-
all accuracy performance do not reveal these temporal effects on 
behavior. The next section provides an overview of studies that used 
distributional analyses to quantify the temporal aspects of selec-
tive suppression to counteract the activation of unwanted response 
tendencies in an attempt to resolve response conflict.

Figure 4 | effect of preceding trial on fast errors. Conditional accuracy 
functions for incompatible trials preceded by compatible trials (A) or 
by incompatible trials (B) for individuals diagnosed with Parkinson’s 
disease (black circles) and healthy controls (white circles). For both 

groups, fast responses on incompatible trials are associated with increased 
error rates, notably on trials that follow compatible trials. Both groups 
displayed these between-trial adjustments. Figure modified after Wylie 
et al. (2010).
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trials generally reduces the overall mean Simon effect (Stürmer 
et al., 2002) and yields stronger selective suppression of location-
driven activation for slower responses, reflected by a steeper neg-
ative-going delta-plot slope as RT slows (Ridderinkhof, 2002b). 
Similarly, a dramatic negative-going delta slope occurs much earlier 
in the RT distribution on trials that follow incompatible trials com-
pared to trials following compatible trials (Ridderinkhof, 2002b; 
Wylie et al., 2010). A compelling illustration that confirms the link 
between delta-slope values and inhibitory control is provided by a 
study comparing Flanker effects in children diagnosed with AD/HD 
and matched controls (Ridderinkhof et al., 2005). Although overall 
group differences in mean flanker effects were marginal, delta-plot 
analyses uncovered a pattern of less proficient interference con-
trol among children with AD/HD. Moreover, among children with 
AD/HD, delta slopes were more negative-going after administra-
tion of methylphenidate, suggesting an ameliorative effect on the 
response inhibition deficit. These findings support current theories 
that emphasize a deficit in response inhibition as a fundamental 
neurocognitive impairment in AD/HD (Nigg, 2001).

The studies above confirmed the notion that variations in the 
temporal dynamics of interference effects reflect demands on 
selective suppression that are sensitive to experimental manipu-
lations as well as group differences in inhibitory proficiency. 
The activation–suppression model inspired several experiments 
that used the delta-plot technique to further probe variations in 
selective suppression. For example, Burle et al. (2005) explored 
the time-course of selective suppression by systematically vary-
ing the temporal overlap between the onsets of the relevant and 
irrelevant stimulus dimensions. They revealed a clear reversal of 
the interference effect (i.e., negative slope values) if the irrelevant 
information was presented before the relevant information; long 
RTs were associated with a negative interference effect, consistent 
with more effective suppression. Furthermore, manipulation of the 
spatial configuration of stimuli in a Simon task (e.g., vertical versus 

stimuli will be less facilitated by position-driven response capture, 
whereas correct slow responses to incompatible stimuli will be less 
delayed. Thus, given these dynamics over the course of a trial, inter-
ference effects are reduced by selective response inhibition more in 
slow than in fast responses. Consequently, Simon delta plots should 
reveal a pattern of reduced interference in slower segments of the 
RT distribution as the suppression mechanism becomes more fully 
engaged (de Jong et al., 1994; Ridderinkhof, 2002a,b).

Given that effective selective inhibition results in a more pro-
nounced reduction of interference effects for slow responses, as 
argued above, then the attenuation of interference effects (i.e., the 
leveling-off of the delta-plot slope) should be more pronounced in 
experimental conditions that require selective suppression (Burle 
et al., 2002; Ridderinkhof, 2002b; Wijnen and Ridderinkhof, 2007; 
Wylie et al., 2009b). Moreover, the slope value that quantifies the 
reduction of interference at the slowest segment of the RT dis-
tribution serves as a sensitive metric of the proficiency of selec-
tive response inhibition (Burle et al., 2002; Ridderinkhof, 2002b; 
Ridderinkhof et al., 2004c, 2005). On the basis of the assump-
tions of the temporal dynamics of online control, derived from 
the activation–suppression model, we take the slope value of the 
slowest delta-plot segment to best capture the proficiency of selec-
tive suppression. This does not mean that the effects of selective 
suppression may not become evident in earlier RT segments, but 
this depends on several factors like the strength of initial response 
capture, the number of RT segments and the strength of the 
 suppression mechanism.

First, we focus on studies that establish the basic validity of inter-
preting these delta patterns as reflecting selective suppression, and 
then cover studies that have used delta-plot measures as a probing 
tool. Several behavioral studies provided proof of principle for the 
notion that the delta-slope value at the slowest portions of the delta 
plot varies as a function of experimental manipulations of inhibi-
tory demands. Increasing the relative probability of incompatible 

Figure 5 | Delta plot for rT. (A) Delta plot illustrating impaired selective suppression in patients diagnosed with Parkinson’s disease (black) compared to 
age-matched healthy controls (white). (B) Delta plot illustrating impaired selective suppression in mild to moderate PD patients associated with relatively more 
severe clinical symptoms compared to patients with less severe symptoms. Figure modified after Wylie et al. (2010).
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passive decay of the initial response activation by the direct route, 
instead of the activation of a top-down suppression mechanism 
(Hommel, 1994). Although passive decay might potentially result 
in an attenuation of interference effects, mere decay is unlikely to 
account for reversals of the Simon effect. Such negative Simon inter-
ference effects are evident in the delta plot for a group of healthy 
control participants (see Figure 5A), and for both controls and 
Parkinson patients when plotting the Simon delta values for trials 
that are preceded by incompatible trials (e.g., Wylie et al., 2010). An 
interference effect below 0 would require an active process of sup-
pression of the incorrect response activation during incompatible 
trials that leads to faster response selection on these trials. Similarly, 
computational modeling architectures that do not take into account 
active suppression units have not been very successful in describing 
negative interference effects (e.g., Davelaar, 2008).

Support for the involvement of active top-down suppression to 
resolve conflict is provided by psychophysiological experiments that 
focused on neurocognitive mechanisms that underlie the expres-
sion and suppression of impulsive actions. The next sections pro-
vide a selective review of studies that used individual differences in 
RT-distribution parameters to probe the efficiency and temporal 
dynamics of selective response inhibition and to guide the detailed 
analysis of neuroimaging data.

emg errors rePresent detected and corrected 
imPulsive activation
The notion of incorrect response activation refers to a covert proc-
ess that is not directly observable in behavior. Electrophysiological 
measures provide a useful tool to reveal such covert processes. In 
this respect, recording the electromyographic activity of the muscles 
involved in response execution has proved useful (Coles et al., 1985; 
Smid et al., 1990; Burle et al., 2002). Compared to other poten-
tial measures of response activation like electroencephalography 
(EEG), EMG provides several major advantages. First, EMG activity 
can unequivocally be associated with motor responses, whereas it is 
harder to map EEG measures directly to motor responses because 
of volume conduction. Second, thanks to its excellent signal-to-
noise ratio, EMG activity can be detected on a trial-by-trial basis, 
hence avoiding spurious effects of averaging (see Burle et al., 2008; 
Figure 6 for an example).

activation of incorrect actions: Partial emg errors
In the context of conflict tasks, EMG recordings have revealed that 
on a proportion of trials in which the correct response was issued, 
phasic EMG activities occurred in both the correct and incorrect 
response agonist muscles (Coles et al., 1985; Eriksen et al., 1985). 
Following these seminal papers, incorrect EMG was studied in more 
detail by Smid et al. (1990) who distinguished trials on which the 
incorrect EMG occurred before the correct response, from trials 
on which the incorrect EMG occurred after it (see Figure 6A). 
They reported that only the first trial category was contributing 
to conflict effects, making this category of special interest, whereas 
the second category likely reflects mere motor noise. Follow-up 
studies, although sparse, have largely confirmed the particular inter-
est of such “partial error” trials. Table 1 presents the percentage 
of partial errors on compatible and incompatible trials observed 
across different tasks and studies. Although the absolute  percentage 

 horizontal displacement) yields a negative-going delta-plot pattern 
for horizontally displaced stimuli, but a positive slope for vertically 
displaced stimuli (Wiegand and Wascher, 2005, 2007). This sug-
gested a stronger need for selective suppression when stimuli are 
presented in the left or right visual field that is directly correspond-
ing to the location of the required response hand. Furthermore, 
compared to a rest condition, physical exercise reduced the profi-
ciency of selective suppression (Davranche and McMorris, 2009). 
Finally, selective suppression, as revealed by negative-going delta 
slopes, is not restricted to manual actions since a similar pattern 
has been obtained for foot responses (Davranche et al., 2009) and 
for eye movements (Wijnen and Ridderinkhof, 2007).

Delta-plot analyses are not only sensitive to experimental factors, 
but also provide a sensitive quantitative metric to study individual 
differences in the proficiency to suppress interference that arises 
from the activation of conflicting responses. In their developmen-
tal study of participants ranging in age between 19 and 82 years, 
Juncos-Rabadán et al. (2008) applied the delta-plot technique on 
data obtained with a variant of the Simon task. They observed that 
for 19- to 26-year-old participants the magnitude of the Simon 
interference effect decreased with response speed (i.e., showing 
a negative-going delta slope). However, interference increased as 
a function of RT among 70- to 82-year-olds. This developmental 
pattern supports the conclusion that selective suppression declines 
with older age. Focusing on children, Bub et al. (2006) presented the 
standard Stroop task (Stroop, 1935) to a group of children between 
7 and 11 years of age. Interference was induced by having the chil-
dren name the print color of a (non-color) word while resisting 
the prepotent tendency to read the word aloud. Younger children 
displayed increased mean interference on conflict trials, both in 
terms of increased error rates and RT slowing. However, plotting 
Stroop interference effects as a function of response speed revealed 
a reduction of the interference effect for slower responses that was 
at least as pronounced for younger as for older children (Bub et al., 
2006). Taken together, these developmental studies indicate that the 
proficiency of selective suppression emerges across the early years 
of development but is vulnerable to decline with advanced age. 
In addition, several clinical studies that employed the delta-plot 
technique have pointed to increased difficulty in resolving interfer-
ence in several populations, such as patients diagnosed with mild 
cognitive impairment (Wylie et al., 2007) and Parkinson’s disease 
(see Figures 5A,B; Wylie et al., 2009a,b, 2010).

alternative accounts
The behavioral studies discussed above illustrate the effectiveness 
of distributional analyses of response errors and response speed 
to quantify the temporal aspects and to dissociate the activation 
of incorrect responses and its subsequent selective suppression. 
The activation–suppression model provides a powerful framework 
to interpret the present results; the patterns derived from distri-
butional analyses conform accurately to the model’s predictions 
and the results point to the hypothesized variations in inhibitory 
control as a function of experimental factors. However, we recog-
nize that accounts other than the activation–suppression model 
may potentially explain the reduction of interference effects over 
time. For example, the leveling-off of interference effects toward 
the slow end of the RT distribution might result from a process of 

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Frontiers in Human Neuroscience www.frontiersin.org December 2010 | Volume 4 | Article 222 | 114

van den Wildenberg et al. To head or heed?

Further arguments supporting the idea that those incorrect 
response activations are true partial errors come from EEG and 
sequential effect analysis. First, incorrect EMG occurring before 
the response (i.e., partial errors) are followed by a small but robust 
error negativity (Scheffers et al., 1996; Vidal et al., 2000; Masaki 
et al., 2007; Burle et al., 2008; Roger et al., 2010), whereas incorrect 
EMG occurring after the correct response are not (Allain et al., 
2004). Furthermore, we recently showed that, like overt errors, 
partial errors are followed by response slowing, expressed as a RT 
lengthening after a trial containing a partial error (although this 
post-error slowing is much smaller than after an overt error; Allain 
et al., 2009).

Besides this rather “static” view of incorrect response activa-
tion, a more dynamic view is obtained by the CAF that plots the 
percentage of correct responses as a function of the latency of the 
response. Instead of taking into account only overt behavior (i.e., 
RT), one can plot the frequency of incorrect response activation 
(EMG measure), as a function of the activation latency. An example 
of such an analysis in a Simon task is presented in Figure 6B. As for 
“traditional” CAFs, it appears that relatively slow response activa-
tions are mainly correct, with an asymptote around 5% errors, but 
that fast response activations are much less accurate. Interestingly, 
CAFs based on partial-errors reveal that fast incorrect response 
activations are clearly above chance level on incompatible trials 
(70% partial EMG errors), whereas classical CAFs of RT often 
indicate chance level accuracy. Such a high percentage of incor-
rect response activation discards the possibility that partial errors 
simply reflect guesses, since guesses should yield accuracy rates 
around chance level. To the contrary, such a pattern clearly indicates 
that these incorrect EMGs are mainly stimulus driven, and hence 
reflect the activation of response by the irrelevant dimension of 
the  stimulation display.

may vary from study to study, it is clear that the percentage of 
partial EMG errors is always larger on incompatible compared to 
compatible trials. Such an increase in incorrect response activation 
on incompatible trials directly supports a key assumption of the 
dual-route model (Kornblum et al., 1990), namely that the irrel-
evant aspect (position, flankers, etc.), more or less automatically, 
activates the response to which it is associated, either by instruction 
(e.g., in the Eriksen task) or by habit strength (e.g., in the Simon 
and Fitts tasks).

Figure 6 | Partial eMg errors. (A) Electromyogram (EMG) from muscles 
controlling the incorrect (upper trace) and the correct response (lower trace). The 
vertical dashed line indicates the mechanical button-press response. The correct 
overt response was preceded by partial EMG activity in the muscle that controls 

the incorrect response that is too weak to trigger an overt error. (B) Fast 
responses on incompatible trials yield a high percentage of stimulus-driven 
partial EMG errors of the incorrect hand before the correct button press is 
emitted. Re-analyzed data published by Burle et al. (2002).

Table 1 | Percentage of partial eMg errors for compatible and 

incompatible trials reported in the literature.

 Compatible  incompatible  

 (%) (%)

SiMoN TASK

Burle and Bonnet (1999) 15 28

Hasbroucq et al. (1999) 10 17

Burle et al. (2002, exp. 1) 4 7

Burle et al. (2002, exp. 2) 5 13

Hasbroucq et al. (2009, exp. 1) 15 26

Hasbroucq et al. (2009, exp. 2) 17 23

eriKSeN TASK

Smid et al. (1990) 8 23

Burle et al. (2008) 14 22

Burle and Hasbroucq (submitted, exp. 1) 12 27

Burle and Hasbroucq (submitted, exp. 2) 20 26

FiTTS TASK

Hasbroucq et al. (2001) 11 19

A few other studies recorded partial errors in conflict tasks but did not report 
percentages.
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neural mechanisms underlying activation and 
interference control
Despite the wealth of literature on conflict tasks such as the Stroop 
task and Eriksen flanker variants, neuroimaging studies using the 
Simon task are still relatively rare. The activation pattern most 
commonly reported in conflict tasks consists of a fronto-parietal 
and fronto-striatal network, including the medial frontal cortex, 
the lateral prefrontal cortex, the posterior parietal cortex, as well as 
the dorsal striatum and the subthalamic nucleus (STN) (e.g., Pardo 
et al., 1990; Peterson et al., 2002; Hazeltine et al., 2003; Schumacher 
et al., 2007; for a meta-analysis see Nee et al., 2007; for a reviews see 
Ridderinkhof et al., 2004b, 2010). More specifically, processes like 
monitoring of response conflict and response selection are believed 
to play a crucial role in task performance and have been associated 
with functioning of the medial frontal cortex (Ridderinkhof et al., 
2004a). Others have pointed to the essential role of the lateral pre-
frontal cortex in implementing top-down control after experiencing 
response conflict or suppressing unwanted response tendencies 
(Kerns et al., 2004). Finally, the posterior parietal cortex subserves 
visuo-motor transformations via middle occipital and inferior 
temporal cortices important for attentional control (Kastner and 
Ungerleider, 2000).

A central question is to what extent this general network reveals 
task-specific or task-independent selection, control, and suppres-
sion of actions (see also Schumacher et al., 2003). The Stroop task 
engages several putative control processes, including monitoring 
of response conflict, selection between competing responses, and 
selective response inhibition, but the relevant contrast in this task 
may capture other processes as well (e.g., conflict at the semantic 
level). A recent quantitative meta-analysis by Nee et al. (2007) that 
included fMRI data from several Stroop tasks revealed a strong 
left lateralized network including the left middle frontal gyrus, 
the insula, as well as the left posterior parietal cortex. Contrary 
to Stroop stimuli, the target and flanker stimuli in the Eriksen 
flanker paradigm are presented within the same stimulus dimen-
sion without requiring semantic processes. With respect to Flanker 
task performance, meta-analyses shows mainly right lateralized 
activation clusters in the middle frontal gyrus and the insula (Nee 
et al., 2007). Interestingly, these patterns are somewhat comparable 
to activations found with stimulus–response compatibility tasks 
such as the Simon task (Peterson et al., 2002; Liu et al., 2004).

data-driven versus covariate-based fmri aPProach
The heterogeneity of the activation patterns on conflict tasks 
reported above might be driven by two underlying sources of 
variance. First, most studies do not take into account consider-
able differences in interference control across individuals. When 
activation levels are pooled over participants, the variance related to 
individual differences may mask the detection of activation patterns 
that emerge when contrasting incompatible and compatible trial 
types. The second source of variance that might have contributed 
to inconsistent findings across fMRI reports relates to the calcula-
tion contrasting brain activation derived from incompatible trials 
and compatible trials, i.e., the mean interference effect on brain 
activity. As outlined in the previous sections, overall mean interfer-
ence effects mask the vital dynamic aspects of response impulse 
activation followed by selective suppression of this activation. A 

selective suPPression of incorrectly activated  
emg resPonses
Since partial EMG errors truly reflect stimulus-driven incorrect 
response activation, as argued above, they offer an opportunity to 
directly test the response suppression hypothesis. Indeed, on trials 
with a partial EMG error, the incorrect response has been largely 
activated (as it reached late stages of the reaction process) but was 
nonetheless appropriately suppressed, since the correct response 
was finally issued. According to the activation–suppression model 
(Ridderinkhof, 2002a), one should thus predict steeper negative-
going delta-plots for trials containing partial EMG errors. This 
prediction was tested directly (Burle et al., 2002), and the results 
are presented in Figure 7. As one can see, when all trials are taken 
into account, that is pooled across trials with and trials without 
partial EMG, the delta-plot slopes are negative-going (black circles) 
as usually reported in the literature. Interestingly, when excluding 
trials with partial EMG activation of the incorrect response, the 
last delta-plot slope is much less negative going (white circles). 
This finding supports the idea that the reduction of the interfer-
ence effect, reflected by the delta slope, is related to the detection 
and suppression of incorrect responses that are activated up to the 
level of the incorrect muscles.

In sum, analysis of EMG patterns has provided direct evidence for 
the subthreshold activation of impulsive actions up to the level of the 
muscles that control the motor response and its subsequent selective 
suppression. The following section presents an overview of func-
tional as well as structural imaging studies that used the parameters 
generated by the activation–suppression model in search of brain 
areas that are associated with activation and selective suppression.

Figure 7 | rT delta plots including and excluding partial error trials. RT 
delta plots for trials with a correct button-press response. Including trials with 
partial EMG errors yields a steeper negative slope value (black circles) 
compared to excluding EMG error trials (white circles). Re-analyzed data 
published by Burle et al. (2002).
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inferior frontal cortex (IFC, BA 44) bordering the right anterior 
insula (Forstmann et al., 2008b). This pattern reveals that indi-
viduals showing relatively negative-going delta-slope values derived 
from the slowest segment of the RT distribution present enhanced 
activation in the right IFC. The specificity of taking into account 
the temporal aspects of interference control is underscored by the 
null-results of two additional analyses. First, the two delta-slope 
values derived from faster RT segments did not co-vary significantly 
with brain activation. A second null finding was obtained when 
individual mean interference effects (i.e., overall average Simon 
effects) were entered as covariates in the fMRI regression model. 
These findings provide direct evidence that activation in the right 
IFC varies as a function of individual efficacy to resolve response 
conflict that arises from involuntary action tendencies.

structural contributions to selective suPPression
The fMRI studies discussed above capitalized on individual dif-
ferences in the activation and selective suppression of incorrect 
responses and identified the involvement of the pre-SMA and the 
right IFC, respectively. This section highlights a study that has speci-
fied the relationship between behavioral parameters derived from 
the RT distributions and the structural integrity of the brain. The 
specific fMRI activation patterns in the pre-SMA and right IFC were 
replicated and extended in a second covariate-based study using a 
modified version of the Simon task (Forstmann et al., 2008a). Again, 
individual distribution parameters (i.e., the delta-slope value of the 
slow RT segment) predicted activation in the right IFC, confirming 
the close match between the proficiency of selective suppression 
and right IFC function. As a novel approach, structural data on 
the density of coherent white matter tracts were obtained using 
diffusion tensor imaging (DTI). The dependent measure of interest 
was fractional anisotropy (FA), reflecting the degree of diffusion 
anisotropy within a voxel that depends on microstructural features 
of the tissue that includes fiber properties and tract coherence. 
First, individual RT distribution parameters were used to classify 
subgroups of good and poor inhibitors based on a median split of 
the slopes from the slowest segment of the delta plot. The connectiv-
ity data revealed higher FA values in the right anterior part of the 
inferior fronto-occipital fasciculus (FOF) and in the precuneus for 
good versus poor performers (see Figure 9). This pattern reveals a 
tight linkage between brain structure (FA values in the anterior part 
of the FOF) and the proficiency of selective response inhibition. 
This pattern of connectivity differences in the anterior part of the 
FOF closely resembled the corresponding pattern for functional 
activation of the right IFC. Finally, our third hypothesis stated that 
the right IFC BOLD activation and the right IFC local structural 
differences should correlate positively. This hypothesis was also 
confirmed by the present data pattern (Figure 9). These finding 
reflect a systematic linkage of individual differences in selective 
response inhibition at the behavioral, functional, and structural 
level, as supported by independent techniques (Aron et al., 2007; 
Forstmann et al., 2008a,b; Neubert et al., 2010).

the subthalamic nucleus: deeP-brain stimulation
According to many contemporary views, the implementation of 
action selection and inhibition processes is accomplished by cor-
tical–subcortical interactions. To this point, the reviewed  studies 

potentially more effective approach is to relate brain activation with 
specific behavioral parameters as specified by the activation–sup-
pression model and as revealed by distributional analyses. Recent 
neuroimaging studies by Forstmann et al. (2008a,b) adopted this 
approach by focusing on individual differences in interference 
control, taking into account the temporal dynamics of activa-
tion and subsequent suppression of incorrect response activation. 
Twenty-four participants performed a variant of the Simon task 
(see Figure 1) in which the designated response is indicated by an 
aspect of the imperative signal (its color), but competing response 
impulses were elicited by the task-irrelevant spatial location of the 
stimulus. In a separate neutral block without spatial interference, 
the participants responded to the color of a circle presented in 
the middle of the screen. The following sections provide answers 
to questions like, “does the activation of certain brain areas co-
vary with the strength of initial capture by an incorrect response 
impulse?” and “are there dissociable brain areas whose activation 
is linked to the proficiency of selective suppression as revealed by 
negative-going delta slopes?”

imPulsive errors: activation in the right Pre-sma
In line with the predictions of the activation–suppression model, 
fast responses on conflict trials were considerably more prone to 
errors than slower incompatible responses. The error slope value 
derived from the fast RT segment for incompatible trials was used 
to infer the individual’s susceptibility to making fast, impulsive 
errors (red slope depicted in Figure 8, upper panel). Individuals 
showing a relatively steeper positive-going error slope value for the 
fast RT segment had a stronger tendency to emit fast and uninten-
tional impulsive responses that are driven by the irrelevant stimulus 
dimension. Analyses of brain activation focused on the contrast 
between incompatible versus neutral trials. To study the neural sub-
strates of impulsive action selection, individual slope values derived 
from the fast segment of the CAF for incompatible responses were 
entered as covariates in the fMRI regression analyses. Steeper posi-
tive-going error slopes were associated with enhanced activation in 
the right pre-supplementary motor area (pre-SMA, see Figure 8, 
middle panel). The pre-SMA was found to be active on correct 
incompatible trials that are associated with increased error rates 
(Forstmann et al., 2008b). This pattern indicates that individuals 
who are highly susceptible to making fast impulsive errors show 
increased pre-SMA activity reflecting the elevated need to select 
a correct response in conflicting situations. Notably, the relation 
between errors and percent signal change derived from the pre-
SMA was evident only for the fast RT segment, and was absent for 
slower responses, a dynamic pattern that is in line with the tenets 
of the activation–suppression model.

selective suPPression: activation in the right ifc
Next, the covariate-based fMRI approach was used to identify the 
neurocognitive correlates of selective response inhibition to resolve 
conflict arising from the activation of involuntary action impulses. 
To this end, the individual reduction of the Simon effect was quanti-
fied as a function of RT; the value of the delta slope derived from the 
slow segment of the RT distribution (red slope depicted in Figure 8, 
upper-right panel). Entering individual delta-slope values into the 
fMRI regression analyses revealed significant activations in the right 
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may be unique among basal ganglia structures in its involvement 
in both rapid action selection and top-down selective suppression 
processes (Frank, 2006; van den Wildenberg et al., 2006).

Studies of patients diagnosed with Parkinson’s disease who have 
been surgically implanted with deep-brain stimulation (DBS) elec-
trodes in the STN offer a unique opportunity to examine the role of 
STN modulation on action selection and inhibition processes. In a 
recent study, we used distributional analyses of the Simon effect to 
investigate the role of STN stimulation in medicated Parkinson’s 

indicate key involvement of cortical activity in pre-SMA and right 
IFC in action selection and selective inhibition of action, respec-
tively. Both of these cortical areas project directly to the basal 
ganglia, a network of subcortical structures whose involvement 
in releasing or preventing movement has been firmly established 
(see Mink, 1996, for a review). Of particular interest in the present 
review are so-called hyper-direct pathways connecting pre-SMA 
and right IFC to the STN that have been postulated to play an 
important role in action control processes. As a result, the STN 

Figure 8 | Slope values predict brain activation. Covariate analyses with 
individual behavioral parameters from 24 participants. Top row displays the 
average conditional accuracy function (CAF) and average delta slopes separated 
in fast, middle, and slow RT segments. Middle row left shows Pearson 

correlations between the first CAF slope for incompatible trials and the % signal 
change (x-axis) derived from the pre-SMA. Middle row right shows Pearson 
correlations between the last delta slope (y-axis) and % signal change (x-axis) 
derived from the right IFC. Figure modified after Forstmann et al. (2008b).
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impulses and a later phase associated with the engagement and 
build-up of top-down, selective inhibitory control over conflicting 
responses. These results fit well with human and animal studies that 
have linked STN activity and its manipulation to changes in both 
impulsive behavior and response suppression across a variety of 
experimental tasks (Eagle et al., 2008; Ballanger et al., 2009). It will 
be important for future imaging studies to investigate the potential 
role of pre-SMA and right IFC projections to STN as mediators of 
action selection and inhibition circuits, respectively.

conclusion
This selective review of behavioral and psychophysiological correlates 
of performance on conflict tasks shows that distributional analyses 
can isolate vital processes that are involved in the cognitive control of 
interference effects with greater precision than can mean performance 
measures. A merit of the activation–suppression model is the func-
tional dissociation between the susceptibility of making fast impulsive 
actions (response capture), and subsequent cognitive control that is 
engaged to keep unwanted action activation in check to facilitate the 
selection of the correct action (selective action inhibition). The first 
process is indexed by a pattern of fast errors on incompatible trials 
(depicted in a CAF). The second process is reflected by a decrease in 
the interference effect for slower responses (depicted in a delta plot). 
Importantly, the activation–suppression model yields behavioral 
parameters that are sensitive to these temporal dynamics and, as such, 
provided a useful tool to study the impact of experimental factors and 
individual differences in action control during conflict.

Model-based analyses that capitalize on individual differences 
in response capture and subsequent suppression revealed struc-
tural as well as functional differences related to specific brain 

patients on the strength of capture by response impulses and the 
proficiency of selective suppression (Wylie et al., 2010). Parkinson’s 
patients performed the Simon task under conditions in which their 
STN was and was not being stimulated. Whereas mean values did 
not disclose differences in interference effects attributable to STN 
stimulation, distributional analyses revealed important effects on 
response capture and selective suppression dynamics. When the 
STN was not being stimulated, patients showed similar rates of 
fast errors as healthy controls, suggesting normal susceptibility to 
impulsive behavior. However, Parkinson’s patients were less pro-
ficient at suppressing the interference with goal-directed action 
caused by the activation of the incorrect response impulse (i.e., they 
showed less reduction of the Simon effect as RT slowed), a finding 
that replicated previous results in medicated Parkinson’s disease 
patients who were not treated with STN DBS (Wylie et al., 2010). 
Turning on stimulation to the STN produced two significant effects 
on performance. First, patients reacted more impulsively compared 
to when their STN stimulation was turned off as well as compared 
to healthy controls. That is, they showed an appreciable increase 
in fast errors on conflict trials. Second, on conflict trials that were 
responded to correctly, STN stimulation improved the patients’ 
ability to suppress the interference that was generated by the activa-
tion of the impulsive action. Thus, STN stimulation both increased 
impulsive action selection yet improved inhibitory control over the 
conflict produced by impulsive action tendencies that did not lead 
to overt response errors. These seemingly paradoxical effects can be 
understood within the activation–suppression model by asserting 
that STN stimulation influences two temporally and neurally dis-
sociable aspects of conflict processing, an initial phase related to an 
individual’s susceptibility to response capture by incorrect response 

Figure 9 | relation between delta slope, riFC activation, and structural 
measures. (A) Axial view showing the inferior fronto-occipital fasciculus 
(FOF, in green). Contrasting good versus poor inhibitors shows increased 
connectivity in the anterior FOF (in red) and increased BOLD activation in the 
right IFC (blue). (B, upper plot) Pearson correlation between connectivity in 

the anterior part of the FOF and slope values derived from the delta plot of 
the last RT segment. (B, lower plot) Pearson correlation between 
connectivity in the anterior part of the FOF and percentage BOLD signal 
change derived from the right IFC. Figure modified after Forstmann 
et al. (2008a).
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during active episodes but when in remission (e.g., Henriques and 
Davidson, 1990, 1991; Allen et al., 1993, 2004b; Gotlib et al., 1998); 
(2) it is heritable (Anokhin et al., 2006; Smit et al., 2007); and (3) 
it is seen at elevated rates among non-depressed relatives of those 
with a history of depression (e.g., Dawson et al., 1997, 1999; Jones 
et al., 1997; Tomarken et al., 2004; Diego et al., 2010).

Prefrontal brain asymmetry in these contexts, however, has 
been measured almost exclusively with assessments of resting EEG 
alpha activity (Allen et al., 2004a; Coan and Allen, 2004), deriving 
summary metrics that may reflect anywhere from 2 to 12 min of 
resting brain electrical activity. Such resting assessments are often 
viewed from the somewhat endemic model that resting frontal 
EEG asymmetry taps trait-like dispositions for affective responses 
(Davidson, 1998b) of approach (indexed by relatively greater left 
frontal activity) or withdrawal (indexed by relatively greater right 
frontal activity; Coan et al., 2006). Although there is now a substan-
tial literature of more than 80 studies to suggest that resting frontal 
EEG activity may serve as an indicator of a trait-like diathesis to 
respond to emotional situations with a characteristic pattern of 
emotional negativity and behavioral withdrawal (for review, see 

IntroductIon
Prefrontal brain asymmetry has been proposed to serve as an indica-
tor of risk for major depressive disorder (MDD; Allen et al., 2004b; 
Stewart et al., 2010) as well as internalizing disorders more generally 
(e.g., Allen et al., 1993; Bruder et al., 1997; Nitschke et al., 1999; 
Wiedemann et al., 1999; Davidson et al., 2000; Accortt and Allen, 
2006; Mathersul et al., 2008; Stewart et al., 2008), and individuals 
low on this risk factor demonstrate significant signs of well-being 
(e.g., Kang et al., 1991; Schmidt and Fox, 1994; Fox et al., 1995; 
Davidson et al., 1999; Urry et al., 2004). Such findings support the 
proposition that prefrontal brain asymmetry indexes a dimension 
that spans risk for or resilience from depression and internalizing 
psychopathology, and that it provides an easily measured endo-
phenotype (Iacono, 1998; Gottesman and Gould, 2003), a measur-
able endogenous characteristic of an individual that is related to 
underlying mechanisms conferring risk. Prefrontal brain asym-
metry demonstrates several characteristics to support its promise 
as an endophenotype for depression(for overviews, see Allen et al., 
2004b; Coan and Allen, 2004; Stewart et al., 2010) including that: (1) 
it differentiates depressed from non-depressed individuals not only 
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Asymmetry in frontal electrocortical alpha-band (8–13 Hz) activity recorded during resting situations 
(i.e., in absence of a specific task) has been investigated in relation to emotion and depression 
for over 30 years. This asymmetry reflects an aspect of endogenous cortical dynamics that is 
stable over repeated measurements and that may serve as an endophenotype for mood or other 
psychiatric disorders. In nearly all of this research, EEG activity is averaged across several minutes, 
obscuring transient dynamics that unfold on the scale of milliseconds to seconds. Such dynamic 
states may ultimately have greater value in linking brain activity to surface EEG asymmetry, thus 
improving its status as an endophenotype for depression. Here we introduce novel metrics for 
characterizing frontal alpha asymmetry that provide a more in-depth neurodynamical understanding 
of recurrent endogenous cortical processes during the resting-state. The metrics are based on 
transient “bursts” of asymmetry that occur frequently during the resting-state. In a sample of 306 
young adults, 143 with a lifetime diagnosis of major depressive disorder (62 currently symptomatic), 
three questions were addressed: (1) How do novel peri-burst metrics of dynamic asymmetry 
compare to conventional fast-Fourier transform-based metrics? (2) Do peri-burst metrics adequately 
differentiate depressed from non-depressed participants? and, (3) what EEG dynamics surround 
the asymmetry bursts? Peri-burst metrics correlated with traditional measures of asymmetry, 
and were sensitive to both current and past episodes of major depression. Moreover, asymmetry 
bursts were characterized by a transient lateralized alpha suppression that is highly consistent 
in phase across bursts, and a concurrent contralateral transient alpha enhancement that is less 
tightly phase-locked across bursts. This approach opens new possibilities for investigating rapid 
cortical dynamics during resting-state EEG.
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Coan and Allen, 2004), this literature is not without studies that 
fail to support this notion (e.g., Bruder et al., 1997; Reid et al., 1998; 
Debener et al., 2000; Pizzagalli et al., 2002).

Such inconsistencies have inspired a healthy debate in this 
literature about the psychometric properties of the metrics of 
frontal asymmetry and the importance of various EEG refer-
ence montages for assessing prefrontal brain asymmetry (e.g., 
Davidson, 1998a; Hagemann et al., 2001, 2002; Allen et al., 
2004a,b; Coan and Allen, 2004; Towers and Allen, 2009). 
Although resting frontal brain asymmetry shows high internal 
consistency (Towers and Allen, 2009) and reasonable stability 
over time (Hagemann et al., 2002; Allen et al., 2004b), there exists 
considerable variability within the resting assessment period, 
with non-depressed individuals demonstrating relatively greater 
left frontal activity approximately 70% of the time, and relatively 
greater right activity the remainder (Baehr et al., 1998; Allen 
et al., 2001). Such findings suggest that there may indeed be 
meaningful variability within the resting assessment period that 
deserves greater scrutiny, and that the assumption that resting 
EEG asymmetry is a trait may need to be reframed to reflect a 
recurring series of states within the resting period. Thus, investi-
gations of this variability would be motivated by the assumption 
that the resting-state does not reflect a homogeneous psychologi-
cal or physiological condition, but instead comprises multiple 
dynamic states, some of which may predominate sufficiently to 
produce meaningful, albeit suboptimal, summary metrics over 
the entire resting period. Further, some of these dynamic states 
may have greater relevance to questions of interest, such as iden-
tifying individuals at greatest risk for depression. Thus a finer-
grained analysis of the resting-state may ultimately improve the 
status of prefrontal brain asymmetry as an endophenotype for 
depression. This assumption of dynamic networks active over 
the resting interval has a profitable precedent, as this assump-
tion is the basis for analysis of resting fMRI data, which led to 
the characterization of the default mode network (Raichle et al., 
2001; Smith et al., 2009).

Additionally, a finer-grained analysis of the resting-state may aid 
in linking the currently coarse and highly global metrics of prefron-
tal brain asymmetry to more specific aspects of neural function. 
Although resting frontal EEG asymmetry has been linked repeat-
edly to psychological traits and thus has reasonable psychological 
construct validity (Allen and Kline, 2004; Cacioppo, 2004), there 
is a conspicuous absence of links to functional or structural brain 
imaging data or brain neurochemistry, thus revealing that rest-
ing frontal EEG asymmetry has impoverished neurophysiological 
construct validity (Allen and Kline, 2004; Davidson, 2004). Because 
the measure of frontal EEG asymmetry suffers from both relatively 
crude temporal and also spatial resolution, a finer-grained analysis 
of temporal dynamics of the resting-state EEG, utilizing a spatially 
more specific approach, has promise in linking resting frontal EEG 
asymmetry to other aspects of neurophysiology. Addressing the 
spatial specificity, a recent investigation reduced the contribution 
of distal volume-conducted signals to frontal cortex via the use of 
the current-source-density (CSD) transformation (Stewart et al., 
2010). In that study, the CSD derivation yielded a more robust rela-
tionship to a history of depression than did other traditional refer-
ence montages (i.e., average reference, averaged mastoids reference, 

Cz reference); CSD-based frontal EEG asymmetry differentiated 
individuals with any history of depression – current or previous 
episodes – from never-depressed individuals, independent of the 
current level of depressive symptoms. Still lacking from that study, 
however, was a fine-grained temporal analysis of frontal asymmetry, 
as the measures reflected the average activity across several minutes 
of resting sessions.

In the present investigation, therefore, we sought to improve 
both the spatial and temporal precision of resting frontal EEG 
asymmetry, characterizing this asymmetry in terms of a set of 
features that recurred dynamically during the resting period, and 
leveraging the improved anatomical specificity and sensitivity to 
depression history provided by the use of the CSD reference. By 
comparing metrics based on these recurring features to the con-
ventional global metrics of resting EEG asymmetry, it was possible 
to assess whether the novel metrics retain the construct validity of 
the extant global metrics in terms of differentiating depressed and 
non-depressed individuals. Should these novel metrics that reflect 
the dynamics of the resting period show adequate correspond-
ence to extant metrics and similarly differentiate depressed from 
non-depressed individuals, they may hold advantages for future 
investigations that can explore brain state dynamics and neural 
bases of activity that portends risk for depression.

MaterIals and Methods
PartIcIPants
Participants were 306 young adults also reported in a recent 
report (Stewart et al., 2010). Prospective participants were iden-
tified using Beck depression inventory (BDI; Beck et al., 1961) 
scores, and were initially telephoned by a post-baccalaureate 
project manager to determine if they met exclusionary criteria: 
left handedness, history of head injury with loss of conscious-
ness >10 min, concussion, epilepsy, electroshock therapy, use of 
current psychotropic medications, and active suicidal potential 
necessitating immediate treatment. Individuals receiving current 
psychotherapy were not excluded. Participants not excluded by 
this screen were invited for an intake interview. All participants 
accepted into the study were required to be strongly right handed 
(a score of greater than 35 on the 39 point scale of Chapman and 
Chapman, 1987). Figure 1 provides a detailed flow chart summa-
rizing study recruitment across a 4-year period. Participants were 
screened during the intake interview for Axis I psychopathology 
using the structured clinical interview for DSM-IV (SCID, First 
et al., 2002), and excluded if they met criteria for any current 
comorbid DSM-IV Axis I disorder other than lifetime MDD or 
current dysthymia. Inter-rater reliability was high for both cur-
rent and past MDD diagnoses (κ = 0.81 and 0.91, respectively). 
The final sample of 306 participants (95 male) ranged in age from 
17 to 34 years (M = 19.1, SE = 0.1), of whom 143 met criteria 
for the lifetime MDD. All participants provided informed con-
sent, using procedures and a form approved by the Institutional 
Review Board of the University of Arizona.

Figure 1 summarizes the flow of recruitment, Table 1 provides 
participant demographics and symptom characterization, and 
Table 2 provides diagnostic information about those with lifetime 
MDD. Depression severity was assessed during the intake interview 
with the BDI II (Beck et al., 1996) and the 17-item Hamilton rat-
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amplifier, and imported into Matlab using the EEGLab Toolbox 
(Delorme and Makeig, 2004). A vertical electrooculogram (EOG) 
channel (superior and inferior orbit of the left eye) was recorded 
for later ocular artifact rejection. All impedances were kept under 
10 kΩ. Data for each resting session were digitized continuously at 
1000 Hz, amplified 2816 times, and filtered with 200 Hz low pass 
filter prior to digitization. EEG data were acquired with an online 
reference site immediately posterior to Cz and subsequently re-
referenced offline to a CSD derivation using the CSD Toolbox of 
Kayser and Tenke (2006a,b) that is based on the spherical spline 
approach summarized by Perrin et al. (1989, 1990). CSD is a spa-
tial filter that minimizes the contributions of deep and/or distant 
sources. It therefore provides a more accurate depiction of the 
topography of electrocortical dynamics (Srinivasan et al., 1996, 
2007), and is appropriate for localizing time-frequency dynamics 
of cognitive processes at the level of the scalp (Cavanagh et al., 

ing scale for depression (HRSD; Hamilton, 1960), the latter that 
had an intra-class correlation of inter-rater agreement of 0.95 for 
a randomly selected sample of 10% of HRSD interviews.

eeG data collectIon and reductIon
Participants visited the laboratory on four separate days within 
a 2-week period. Two resting EEG sessions were completed each 
day. Nine participants attended fewer than all four EEG assess-
ment days but all subjects were included in mixed linear model 
analyses that successfully handle missing data (Bagiella et al., 
2000). During each resting EEG session, eight 1 min baselines 
were recorded, with eyes-open (O) or eyes-closed (C), in one of 
two counterbalanced orders (OCCOCOOC or COOCOCCO). 
Sessions within day were separated by approximately 20 min. All 
EEG data were acquired using a 64-channel NeuroScan Synamps2 

Table 1 | Participant demographics.

MDD status Biological Caucasian,  BDI-II,  HRSD,  

 sex % M (SE) M (SE)

Lifetime MDD+ Men (N = 39)  71.8 15.2 (1.3) 9.6 (0.9)

 Women (N = 104) 77.9 17.6 (0.8) 11.7 (0.5)

Lifetime MDD− Men (N = 56) 66.1 5.7 (1.1) 3.9 (0.7)

 Women (N = 107) 71.0 6.2 (0.8) 4.0 (0.5)

MDD, major depressive disorder; BDI-II, Beck depression inventory II; HRSD, 
Hamilton rating scale for depression.

FIGuRE 1 | Flowchart of participant screening and enrollment. Note: BDI, Beck depression inventory; LOC, loss of consciousness; MDD, major depressive disorder; 
PTSD, posttraumatic stress disorder; NOS, not otherwise specified; OCD, obsessive compulsive disorder; GAD, generalized anxiety disorder; ADHD, attention deficit 
hyperactivity disorder. After Stewart et al. (2010).

Table 2 | DSM-IV diagnoses endorsed in lifetime MDD+ group (N = 143).

Diagnosis Male Female

Current MDD only 5 9

Past MDD only 20 55

Current MDD and past MDD 10 29

Current MDD and current dysthymia 0 2

Past MDD and current dysthymia 1 5

Current MDD, Past MDD, and current dysthymia 3 4
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Conventional Data Reduction
The standard data processing steps, and the rationale behind them, 
have been described in detail elsewhere (Allen et al., 2004a; Stewart 
et al., 2010). For this approach, summarized in Figure 2, data are 
segmented into short epochs, tapered with a Hamming window, 
transformed via fast-Fourier transform (FFT) to power spectra, 
and then the average across all spectra is derived and total alpha 
power is extracted for each site. In the present data, each resting 
session was segmented into 1 min EEG blocks and further into 
117 epochs of 2.048 s per block, overlapping by 1.5 s. Overlapping 
epochs offsets the minimal weight applied to the end of the epoch 
due to the Hamming window function. Next, a power spectrum 
for each artifact-free epoch was derived via FFT, following which 
all power spectra across all 8 min were averaged to provide a 
summary spectrum for each resting session. At each site, from 
each resting session, total alpha power (8–13 Hz) was extracted 
and an asymmetry score for each resting session was computed 
with natural-log transformed scores [i.e., ln(Right) − ln(Left)] for 
homologous left and right leads (e.g., F7 and F8, F5 and F6, F3 and 
F4, F1 and F2), with higher scores interpreted to reflect relatively 
greater left activity (i.e., greater right than left alpha; cf. Allen 
et al., 2004a). Results from this approach on the present participant 

2009; Cohen et al., 2009a). Modeling (Winter et al., 2007) and 
empirical (Srinivasan et al., 2007) papers suggest that volume con-
duction artifacts extend to less than 3 cm across the scalp (typical 
distance between two electrodes in a 128-channel cap, or 1/2 of 
an electrode in a 64-channel cap). It is believed that after CSD/
Laplacian processing, each electrode measures activity from ∼3 cm 
underneath the electrode. Thus, it is likely that the effects reported 
here are generated by tissue close to the surface of the brain. This is 
not meant to imply that deeper generators of alpha do not exist or 
are irrelevant; rather, our choice of methods helps topographically 
localize clinically relevant cortical dynamics.

After acquisition, epochs with movement and muscle artifacts 
were removed via visual inspection, following which segments were 
automatically rejected if vertical ocular activity exceeded ±75 μV. 
Finally, a custom artifact rejection algorithm rejected segments 
with large fast deviations in amplitude in any channel (e.g., DC 
shifts and spikes) that may have eluded human inspection. After 
these preprocessing steps, data were then processed in the stand-
ard fashion to derive the customary metrics of asymmetry (details 
below), and also processed using a novel approach that is based 
on identifying spontaneous asymmetrical bursts in the ongoing 
EEG (details below).

FIGuRE 2 | Schematic depiction of the data reduction steps for the 
conventional EEG asymmetry data reduction. (A) depicts a 10-s segment of 
raw data from a single channel on the left, and the spectral representation of this 
epoch on the right. (B) illustrates the process of epoching the longer segment 
into shorter overlapping 2 s epochs. (C) depicts the impact of the Hamming 
window (dotted bell curve) on a single epoch, with the gray line representing the 
raw signal and the black line representing the signal after the application of the 

window. Panel D illustrates the extraction of individual power spectra via FFT, 
and finally the averaging of those spectra across epochs. The top nine gray lines 
are the spectral representation of nine 2 s epochs, and the lower black line is the 
average spectrum. Note that alpha power (8–13 Hz) is somewhat variable from 
epoch to epoch, but that the average spectrum reveals a distinct alpha peak. 
Vertical axis in (D) is power in microvolts-squared. Figure modeled after Allen 
et al. (2004a).

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Frontiers in Human Neuroscience www.frontiersin.org December 2010 | Volume 4 | Article 232 | 125

Allen and Cohen Deconstructing the “resting” state

typically reported. We  consider each of these bursts to be an event 
of interest, and  conducted time-frequency decomposition analyses 
surrounding each of these events to investigate these dynamic alpha 
asymmetries and link them to depression.

To identify endogenous lateralized alpha bursts (Figure 3), the 
ongoing EEG signal at sites F5 and F6 were filtered with an 8–13 Hz 
FIR bandpass filter. Next the Hilbert transform was applied, which 
provides the analytic representation of the data, from which esti-
mates of instantaneous power (the natural log of the squared mag-
nitude of the analytic signal) were taken for each site. Finally, the 
difference between sites F6 and F5 (F6–F5; right–left hemisphere) 
was taken as a continuous time-varying signal of alpha asymmetry. 
Sites F6 and F5 were selected as they were centrally positioned 
among sites examined with the conventional FFT-based metrics 
(Stewart et al., 2010).

To identify asymmetry bursts, we examined the distribution 
of the absolute value of alpha asymmetry values over time, and 
selected time points that were on the extreme upper 1% tail of 
the distribution for each recording session for each participant1. 
This gives both “positive” (greater relative right alpha power) and 
“negative” (greater relative left alpha power) bursts. Finally, if, after 

sample have been previously reported (Stewart et al., 2010), and 
a subset of those findings will be repeated here for comparison 
to the novel metrics.

Novel data reduction based on endogenous asymmetry bursts
In cognitive/perceptual studies, transient as well as sustained 
alpha dynamics are thought to be related to “pulsed inhibition,” a 
potential mechanism by which neural processing can be tempo-
rally organized and cognitive dynamics can be shaped (Klimesch 
et al., 2007; Palva and Palva, 2007; Handel et al., 2010). Many of 
these studies focus on transient (100 s of milliseconds) stimulus-
induced alpha activity. On the other hand, the study of frontal 
alpha asymmetry as it relates to depression has focused on glo-
bal measures of EEG recorded over several minutes (see previous 
section). Thus, we adopted methods from cognitive neuroscience 
to examine whether frontal alpha asymmetry fluctuates dynami-
cally over time. Indeed, during exploratory data investigations, we 
noticed that alpha asymmetry is not stable over time, but rather is 
characterized by fluctuations at multiple time scales, and punctu-
ated by “bursts” of increased or decreased power. An example of this 
can be seen in Figure 3. The reasoning behind the analyses reported 
here is that these bursts of frontal alpha asymmetry might reflect a 
phasic endogenous process related to the global alpha asymmetry 

FIGuRE 3 | Schematic depiction of the identification of asymmetrical 
bursts in the ongoing resting EEG session. Sites F5 and F6 were chosen 
based on previous findings as the sites of interest. Top row depicts 5 s of data 
after current-source density transformation. Next row is alpha-band (8–13 Hz) 
filtered version of the same data. The natural log of squared Hilbert-transformed 
alpha-band-pass filtered signals is depicted in the third row. Finally, the 

subtraction (Right−Left) of these two signals is depicted in the bottom panel, 
revealing the dynamic nature of frontal alpha asymmetry, with bursts identified 
by the red circles, and lines linking to the corresponding features in the right or 
left channel. The leftmost two bursts in this bottom panel are positive bursts, and 
the rightmost two bursts are negative bursts. Vertical axis for the upper two 
rows is μV/cm2, and for the bottom two rows is log-μV2/cm2.

1A subsequent re-analysis using a 5% cutoff yielded nearly identical results.
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pattern of the correlations of peri-burst alpha power at F5 and F6 
with conventional FFT-based power estimates across the scalp was 
similar for both positive and negative bursts, the magnitude of the 
correlations were substantially larger for F5 during negative bursts 
and F6 during positive bursts than for F5 during positive or F6 during 
negative bursts. Finally, as evident in Figure 4, there is a general pattern 
of positive correlations across the scalp, likely due to the fact that both 
measures capture individual differences in overall power.

Of greater interest, however, is how the asymmetry in peri-burst 
alpha power relates to conventional and widely used asymmetry 
scores derived via FFT. Depicted in Figure 5 are correlations between 
the peri-burst alpha power asymmetry [ln(F6)−ln(F5)] and conven-
tional asymmetry scores [ln(Right)−ln(Left)] derived via FFT from 
the entire resting period. As seen in Figure 5,  anatomical specificity 
is observed in the relationship of peri-burst alpha asymmetry to 
conventional asymmetry for positive bursts, negative bursts, and 
the pooled set of bursts, but the relationship is notably stronger for 
the combined dataset. Combining across both positive and negative 
bursts produces a peri-burst alpha power asymmetry metric that is 
most closely aligned with the conventional FFT-based asymmetry 
scores, accounting for 42% of the variance in conventional asym-
metry scores at F6–F5.

Together, these findings demonstrate peri-burst alpha power 
from a small subset of the recording epoch is remarkably similar to, 
although not redundant with, conventional FFT-based power.

trial removal/rejection (using the procedure described above), there 
were fewer than 10 bursts in any one of the four conditions (eyes-
open/closed × positive/negative bursts), then the entire session was 
removed from analyses. Although this might seem overly stringent 
because there might be valid data in the other conditions, because 
of the multitude of data from over 300 subjects, we decided to use 
a cautious approach that would favor selectivity. This procedure 
resulted in discarding 784 out of 2448 sessions. This does not imply 
that alpha asymmetry dynamics on different time scales or at less 
extreme values are irrelevant; rather, we chose to focus this ini-
tial investigation on endogenous events that can be unequivocally 
defined and differentiated.

To quantify the electrophysiological dynamics surrounding 
these endogenous asymmetry bursts, EEG data from each “trial” 
(i.e., burst, from 3 s before to 3 s after each burst) were convolved 
with a family of complex Morlet wavelets, defined as a complex sine 
wave windowed by a Gaussian: i fte te2 22 2π σ* /( * )−  where t is time, 
f is frequency, which increased from 2.5 to 50 Hz in 40 logarithmi-
cally spaced steps, and σ defines the width of each frequency band 
and is set to 4.5/(2πf). Estimates of frequency-specific instantane-
ous power (real[z(t)]2 + imag[z(t)]2) and phase (arctan(imag[z(t)]/
real[z(t)])) were extracted from the resulting analytic signal. Long 
epochs were extracted in order to discard data points contami-
nated by edge artifacts; visual inspection confirmed that no edge 
artifacts contaminated the data subjected to statistical analyses or 
shown in figures. Power was averaged across bursts and converted 
to decibel scale relative to the average power from −500 to +500 ms 
surrounding the burst; phase values were used for inter-burst phase 
coherence: | / * |1 1n et

n i tΣ =
φ . For statistical analyses, data from −26 to 

+26 ms surrounding bursts were entered into repeated-measures 
ANOVA and regressions, using the procedures described below2.

The analyses were designed to address three central questions: 
(1) How do the novel peri-burst metrics of dynamic asymmetry 
compare to the conventional FFT-based metrics? (2) Do the peri-
burst metrics adequately differentiate depressed and non-depressed 
participants? and (3) What EEG dynamics surround the asym-
metry bursts that are captured by the novel peri-burst metrics? To 
address these questions, a combination of approaches was utilized. 
Correlations between the novel peri-burst metrics and conven-
tional asymmetry metrics were examined, and mixed linear mod-
els assessed whether the metrics differentiated those with lifetime 
depression from never-depressed individuals, and further whether 
these metrics would differentiate never-depressed individuals only 
from those with current depression (indicative of a state effect) or 
from those with any lifetime history of depression (indicative of a 
potential marker of risk).

results
a coMParIson of PerI-burst dynaMIcs wIth conventIonal 
fft-based MetrIcs
As depicted in Figure 4, peri-burst alpha power at sites F5 and F6 was 
most closely related to conventional FFT-derived power from the entire 
resting period at those same sites. And although the  topographical 

FIGuRE 4 | Correlation of peri-burst alpha power at sites F5 and F6 with 
the conventional FFT-derived metrics of power over the entire scalp. 
Correlations are shown separately for positive bursts (top row) and negative 
bursts (bottom row). All individual site power values (both conventional and 
peri-burst power) were natural-log transformed prior to correlation, in keeping 
with the tradition of log-transformed power values in the EEG asymmetry 
literature. Against the backdrop of modest positive correlations, reflecting 
global power differences between subjects, there is anatomical specificity 
such that peri-burst power from F5 correlates most highly with conventional 
FFT power at F5, and similarly for these metrics at F6. This anatomical 
specificity is, in part, due to the effective high-pass spatial filter provided by 
CSD transformation. Note that the range of correlations differs such that 
positive bursts for F5 and negative bursts for F6 are on a common scale, and 
negative bursts for F5 and positive bursts for F6 are on a common scale. Maps 
were constructed by mapping Pearson correlations using the function topoplot 
from EEGLab (Delorme and Makeig, 2004).

2Matlab scripts to process data using these steps are available from www.psychofizz.
org or from the authors. These scripts work with data imported to Matlab using the 
EEGLab data structure (Delorme and Makeig, 2004).
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where peri-burst metrics were computed. In a model that included 
lifetime MDD status (past and/or current MDD = lifetime MDD+, 
never depressed = lifetime MDD−), recording day (4), and session 
within day (2), the FFT-derived EEG asymmetry score based on 
total 8–13 Hz alpha power was the dependent variable. Only effects 
involving MDD status were of interest. In the absence of any sig-
nificant interactions involving Lifetime MDD status, there was a 
main effect of Lifetime MDD status [F(1,2359.9) = 14.0, p < 0.001], 
with Lifetime MDD participants having significantly lower fron-
tal asymmetry scores than never-depressed individuals. To deter-
mine if these findings were due to currently depressed individuals 
among the Lifetime MDD group, the model was rerun, but instead 
of lifetime MDD status, current MDD status was used (current 
MDD+ = all participants with current MDD, regardless of past 
MDD status; past MDD+ = participants with past MDD but not 
current MDD or current dysthymia; MDD− = participants with-
out current or past MDD or dysthymia; six participants with past 
MDD but current dysthymia were not included in these analyses). 
Again, there was a main effect of MDD status [F(2,2307.2) = 5.9, 
p < 0.001], which indicated that both current and past MDD+ 
participants had lower frontal EEG asymmetry scores than never-
depressed controls (Figure 7), and did not differ significantly from 
one another.

Peri-burst alpha power asymmetry
An identical approach was used to examine peri-burst alpha asym-
metry. In a model that included lifetime MDD status (past and/
or current MDD = lifetime MDD+, never depressed = lifetime 
MDD−), recording day (4), and session within day (2), the peri-
burst EEG asymmetry score was the dependent  variable. Only 

Finally, the relationship between the number of positive and neg-
ative bursts and conventional FFT-derived metrics was examined. 
Because bursts were identified by selecting the extreme 1% of all 
activity, the number of positive or negative bursts reflects whether, 
among an individual’s extreme amplitude bursts, the individual had 
more positive or negative bursts. As shown in Figure 6, anatomical 
specificity is observed in the relationship of number of positive and 
negative bursts to conventional asymmetry and power at individual 
sites, but the overall relationships are modest in magnitude.

exaMInInG whether PerI-burst dynaMIcs are sensItIve to 
lIfetIMe dePressIon
To examine whether asymmetry metrics would differ as a function 
of depression status, mixed linear models were used, first with the 
conventional FFT-based EEG asymmetry and then with metrics 
of peri-burst dynamics.

Previous findings: conventional FFT-based alpha power asymmetry
As previously reported (Stewart et al., 2010), conventional FFT-
based frontal EEG alpha asymmetry differentiated individuals on 
the basis of lifetime MDD. A subset of the data (sites F5 and F6) 
from that report was used here to provide an analysis comparable 
to those planned for the peri-burst metrics. In the Stewart et al. 
report, CSD-referenced EEG asymmetry scores that were derived 
from the conventional FFT method were examined across a broad 
frontal region (F2–F1, F4–F3, F6–F5, F8–F7). For the model here, 
the specific electrode-pair F6–F5 was examined, as that is the site 

FIGuRE 5 | Correlations of peri-burst alpha asymmetry from sites F5 and 
F6 [ln(F6)−ln(F5)] with the conventional FFT-derived asymmetry score 
from all homologous EEG sites [ln(Right)−ln(Left)]. Correlations are shown 
separately for positive bursts (top left) and negative bursts (bottom left) and 
combined (right). Because asymmetry scores are difference scores, only one 
side of the head is depicted, as the opposite side would show identical 
topography. Anatomical specificity is observed for positive and negative 
bursts, and all bursts combined, but note that the scale for the combined is 
larger than either the positive or negative bursts alone, indicating that 
combining across both positive and negative bursts produces a metric that is 
most closely aligned with the conventional asymmetry scores, accounting for 
42% of the variance in conventional asymmetry scores at F6–F5. Maps were 
constructed by mapping Pearson correlations using the function headplot 
from EEGLab (Delorme and Makeig, 2004).

FIGuRE 6 | Correlations of number of positive and negative bursts with 
the conventional FFT-derived metrics. Left panel: correlation with the 
asymmetry score from all homologous EEG sites [ln(Right)−ln(Left)]; Right 
panel: correlations with ln-transformed alpha power at individual sites. 
Correlations are shown separately for the number of positive bursts (top) and 
for the number of negative bursts (bottom). A greater number of positive 
bursts is associated with relatively greater ln(R)−ln(L) FFT-derived asymmetry 
scores, and less left frontal alpha. A greater number of negative bursts is 
associated with relatively lower ln(R)−ln(L) FFT-derived asymmetry scores, 
and less right frontal alpha.
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comparable for the two approaches; by computing the confidence 
interval for the effect size of the conventional EEG alpha asym-
metry (Hedges and Olkin, 1985), the effect size for peri-burst 
alpha asymmetry was well within the confidence interval of the 
conventional alpha power asymmetry for each of the effects sizes 
in Table 3. Thus the novel metrics do not incur any disadvantage 
in terms of reduced effect size for discriminating depressed from 
non-depressed participants.

Number of negative and positive bursts
The number of positive and negative bursts was also examined, in 
two separate models, one for positive and one for negative bursts. 
Each model included lifetime MDD status (past and/or current 
MDD = lifetime MDD+, never depressed = lifetime MDD−), 
recording day (4), and session within day (2), and the number of 
bursts was the dependent variable. Only effects involving MDD 
status were of interest. For negative bursts, in the absence of any 
significant interactions involving Lifetime MDD status, there was 
a main effect of Lifetime MDD status [F(1,1608.2) = 7.7, p < 0.01], 
with Lifetime MDD participants having significantly more negative 
bursts than never-depressed individuals. Following-up the model 
using current MDD status instead of Lifetime MDD status revealed 
a main effect of current MDD status [F(2,1558.7) = 4.1, p < 0.02], 
which indicated that both current and past MDD+ participants had 
a greater number of negative bursts than never-depressed controls 
(Figure 9), and did not differ significantly from one another. For 
positive bursts, no significant effects involving either lifetime or 
current MDD status emerged.

Inter-burst phase coherence
Inter-burst phase coherence was examined in a slightly different 
model, as an asymmetry score based on phase coherence had no ana-
log in the conventional EEG asymmetry literature. Thus, peri-burst 
phase coherence values at each site were examined in a model that 
included lifetime MDD status (past and/or current MDD = lifetime 
MDD+, never depressed = lifetime MDD−), recording day (4), ses-
sion within day (2), burst direction (positive/negative) and hemi-
sphere (Left = F5, Right = F6) as factors. Interactions involving Day 
or Session were not of interest and were not specified in the model 
in the interest of parsimony. Only effects involving MDD status 
were of interest and thus reported. In the absence of any signifi-
cant interactions involving Lifetime MDD status, there was a main 
effect of Lifetime MDD status [F(1,11071.7) = 9.8, p < 0.001], with 
Lifetime MDD participants having significantly higher peri-burst 
phase coherence than never-depressed individuals. This indicates 
that the fine timing of alpha activity surrounding alpha bursts is 
more consistent over repeated bursts in MDD+ individuals com-
pared to that of MDD− individuals.

effects involving MDD status were of interest. In the absence of 
any significant interactions involving Lifetime MDD status, there 
was a main effect of Lifetime MDD status [F(1,1537.5) = 11.2, 
p < 0.001], with Lifetime MDD participants having significantly 
lower frontal asymmetry scores than never-depressed individu-
als. Following-up the model using current MDD status instead 
of Lifetime MDD status revealed a main effect of current MDD 
status [F(2,1492.8) = 4.9, p < 0.01], which indicated that both 
current and past MDD+ participants had lower peri-burst frontal 
EEG asymmetry scores than never-depressed controls (Figure 8), 
and did not differ significantly from one another.

To directly compare the conventional frontal EEG alpha asym-
metry to the peri-burst alpha power asymmetry, effect sizes were 
computed comparing lifetime and current MDD+ groups to never-
depressed controls. Table 3 shows that the effect sizes were roughly 

Table 3 | Effect sizes (Cohen’s d) comparing depressed groups to 

never-depressed controls.

Diagnosis Conventional Peri-burst

Lifetime MDD 0.43 0.38

Past MDD only 0.43 0.27

Current MDD (with or without Past MDD) 0.35 0.45

FIGuRE 7 | Conventional frontal alpha asymmetry scores as a function of 
MDD status. Error bars reflect standard error. Y-axis is ln μV2/cm2. Both 
currently and previously depressed individuals had significantly lower 
asymmetry scores than never-depressed individuals.

FIGuRE 8 | Peri-burst frontal alpha asymmetry scores as a function of 
MDD status. Error bars reflect standard error. Y-axis is ln μV2/cm2. As with 
conventional metrics (Figure 7), both currently and previously depressed 
individuals had significantly lower peri-burst asymmetry scores than 
never-depressed individuals.
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eeG dynaMIcs surroundInG asyMMetry bursts
The previous sets of analyses demonstrate that transient asymmetry 
bursts are correlated with conventional measures of asymmetry and 
are related to current and past depression in similar ways as are con-
ventional measures. Thus, transient asymmetry bursts may potentially 
open new doors for examining the neural dynamics that underlie fron-
tal asymmetry, while maintaining a link to clinically relevant outcome 
measures. Our initial investigations focus on time-frequency dynamics 
in the power (amplitude of signal) and phase (timing of oscillations) 
of oscillations before and after bursts, and also the topographical dis-
tributions of these effects. Although exploratory in nature, the large N 
ensures that these patterns are robust across individuals.

Topography of peri-burst alpha power and inter-burst phase coherence
We first examined the topographical distribution of alpha charac-
teristics in the time frame surrounding bursts. Figure 11 displays 
topographical distributions of the peri-burst dynamics for alpha 
oscillation power and alpha oscillation inter-burst phase coherence 
(the extent to which alpha oscillations have the same phase value 
over many bursts), separately for positive and negative bursts. Two 
features of these topographies are striking: First, each burst is char-
acterized by a topographically focal inverse relationship between 
alpha power at F5 and F6, the sites that comprise the time-varying 
asymmetry waveform from which bursts were identified. Second, the 
bursts, which are defined solely on the basis of relative left-vs.-right 
hemisphere power, are accompanied by strong inter-burst phase 
coherence in the hemisphere that shows alpha suppression.

Temporal dynamics of peri-burst alpha power and inter-burst phase 
coherence
The temporal dynamics of power and inter-burst phase coher-
ence can also be seen in Figure 12. These dynamics begin 
approximately 200 ms (about two alpha cycles) prior to and 

Following-up the model using current MDD status instead 
of Lifetime MDD status again revealed a main effect of MDD 
status [F(2,10832.0) = 6.1, p < 0.01], but in this model with cur-
rent MDD status, this main effect was further qualified by both 
MDD by burst direction [F(2,10827.9) = 5.9, p < 0.01] and MDD 
by burst direction by hemisphere [F(2,10827.9) = 3.2, p < 0.05] 
interactions. This interaction was decomposed by examining 
positive and negative bursts separately. For negative bursts, 
no significant effects involving current MDD status emerged. 
By contrast, for positive bursts, and as depicted in Figure 10, 
there was a significant main effect of current MDD status 
[F(2,5342.2) = 10.3, p < 0.001] and also a significant Current 
MDD Status by hemisphere interaction [F(2,5440.0) = 7.1, 
p = 0.001]. Greater inter-burst phase coherence was seen among 
currently depressed participants compared to previously and 
never-depressed participants, but only at the left hemisphere 
site during positive bursts.

FIGuRE 10 | Inter-burst phase coherence as a function of MDD status for 
positive bursts. The effect of MDD status is episode dependent, with only 
currently depressed individuals showing enhanced inter-burst phase 
coherence, and only for left frontal activity.

FIGuRE 9 | Number of negative bursts as a function of MDD status. Error 
bars reflect standard error. Both currently and previously depressed individuals 
had significantly more negative bursts than never-depressed individuals. 
*p < 0.05; †p < 0.07.

FIGuRE 11 | Topographical distribution of positive (A) and negative (B) 
bursts for alpha oscillation power and alpha oscillation inter-burst 
phase coherence.
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 hemisphere (Figures 12A,C). The robust alpha in the event-re-
lated potentials in Figure 12C is striking considering no temporal 
filters were applied to the data.

Peri-burst oscillatory dynamics
Finally, we examined the oscillatory dynamics in a broader fre-
quency range through wavelet convolution techniques. Note that 
because the entire time period (−500 to +500 ms) was used for 
decibel conversion, in/decreases in peri-burst alpha power imply 
a relative de/increase in alpha power before and after the burst. 
As depicted in Figure 13, clear alpha modulation surrounds each 
burst, with F5 and F6 revealing effects of similar size but opposite 
direction. As also shown in the figure, there were lower theta-band 
dynamics that were similar at both F5 and F6, during both positive 
and negative bursts. Although blinks were rejected from the raw 
data prior to any signal processing, we suspected that given the 
low-frequency and ubiquitous nature of these lower theta-band 
dynamics, that they may be ocular in origin. Thus we examined 
oscillatory dynamics separately for bursts that occurred during 
eyes-open and eyes-closed resting periods. As shown in Figure 14, 
the site-specific alpha-band dynamics are highly consistent across 
eyes-open and eyes-closed resting periods, but the lower theta-
band dynamics predominate only when eyes are open, with a 
relative theta-band suppression accompanying both positive and 
negative bursts.

To examine more specifically the topography of the lower theta-
band peri-burst suppression, Figure 15 shows the scalp topography 
of theta-band (4–7 Hz) power preceding and following the bursts. 
The topography is highly consistent for both positive and negative 
bursts, with relative theta-band suppression occurring surrounding 
the time of the alpha asymmetry bursts.

dIscussIon
Conventional FFT-based approaches to the analysis of frontal 
EEG asymmetry acquired during the resting-state produce metrics 
that lack temporal and spatial precision. As an initial endeavor to 
improve both the temporal and spatial precision by which fron-
tal EEG asymmetry is assessed, we present metrics that capture 
a recurrent dynamic endogenous neural process – asymmetry 
 bursts – that transpires during the lengthy resting-state. Moreover, 
these metrics were based on a CSD transformation, which had 
advantages for time-frequency dynamics at the level of the scalp 
(Cavanagh et al., 2009; Cohen et al., 2009a). These metrics, although 
reflecting a distinct minority of the resting assessment period, 
nonetheless account for a substantial proportion of variance in 
the conventional metrics that sum across the entire interval.

Peri-burst alpha power was found to be relatively closely related 
to conventional FFT-derived alpha power, at constituent target sites 
F5 and F6, as well as in terms of asymmetry in alpha power between 
F5 and F6. In the latter case of power asymmetry, peri-burst alpha 
power asymmetry, which represented but a small fraction (1%) of 
the total resting period, accounted for 42% of the variance in FFT-
derived alpha power asymmetry across the entire resting period. 
Moreover, peri-burst alpha asymmetry, like FFT-derived alpha 
power asymmetry, was sensitive to a history of major depression, 
with both current and previously depressed individuals showing 
relatively lower scores, indicating greater relative left frontal alpha 

decay approximately 200 ms following each burst. This enhance-
ment of contralateral phase coherence may lead to the seem-
ingly paradoxical observation that event-related potentials  
(Figure 12C) appear to contain more alpha activity in the con-
tralateral hemisphere. That is, the burst-phase-locked alpha 
activity (giving rise to event-related potentials) is strongest when 
total peri-burst alpha power actually decreases. This effect was 
more pronounced in the right hemisphere compared to the left 

FIGuRE 12 | The temporal dynamics of power and inter-burst phase 
coherence for left (F5) medial (FCz) and right (F6) loci. Bursts were defined 
based on the power difference ln(F6)−ln(F5), with positive bursts representing 
extreme positive values on this metric, and negative bursts representing 
extreme negative values on this metric. (A) displays peri-burst alpha power; 
(B) displays inter-burst phase coherence; (C) displays event-related potentials, 
created by time-locking unfiltered EEG to each burst.
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FIGuRE 13 | The oscillatory dynamics of a wider frequency range for sites F5 and F6, displayed as a function of positive and negative bursts.

FIGuRE 14 | The oscillatory dynamics of a wider frequency range for sites 
F5 and F6, as a function of positive and negative bursts, depicted 
separately for eyes-open and eyes-closed epochs. Clear alpha modulation 
surrounds each burst, with F5 and F6 revealing effects of similar size but 

opposite direction. These effects are highly consistent across both eyes-open 
(A) and eyes-closed (B) conditions, but a relative theta-band suppression 
accompanying both positive and negative bursts is seen only in the eyes-open 
(A) condition.

and by inference less left frontal activity, than never-depressed indi-
viduals. Thus peri-burst alpha power asymmetry is consistent with 
a rather sizable literature linking altered frontal EEG asymmetry to 
emotion and depression (Coan and Allen, 2004; Thibodeau et al., 
2006), yet as a temporally more sensitive measure, peri-burst alpha 
power asymmetry holds the promise that future investigations may 
uncover more precisely what transpires in terms of neural dynamics 
that ultimately may create risk for depression.

The inter-burst phase metrics were also sensitive to MDD status, 
and in this case only to current, but not past, MDD status, and only 
over left frontal cortex during positive bursts. The findings with 
inter-burst phase coherence were exploratory but provocative, and 
further suggest altered neural dynamics in left frontal cortex as a 
feature of MDD, consistent with findings using a wide variety of 
methodologies including EEG (Coan and Allen, 2004; Thibodeau 
et al., 2006), positron emission tomography (e.g., Bench et al., 1993), 
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and transcranial magnetic stimulation (e.g., George et al., 2010). 
The functional significance of the inter-burst phase metrics in 
MDD must await future research, but the specificity to current 
MDD suggests that such measures might be worth exploring within 
the context of treatment studies to observe is successful treatment 
is reflected in normalized inter-burst phase coherence, and whether 
baseline inter-burst phase coherence might predict treatment 
response. These findings also further highlight the rich temporal 
dynamics of the endogenous processes that underlie conventional 
FFT-based metrics to studying frontal asymmetry.

This initial investigation into characterizing the neural dynamics 
surrounding the bursts indicates that the asymmetry bursts are char-
acterized by a transient lateralized alpha suppression that shows a 
highly consistent phase relationship across bursts, and a concurrent 
contralateral transient alpha enhancement that is less tightly phase-
locked across bursts. These findings may be similar to those seen in 
event-related desynchronization investigations (e.g., Pfurtscheller, 
1992), where regions involved in active processing show alpha sup-
pression (desynchronization) while regions uninvolved in such 
processing show alpha enhancement (event-related synchroniza-
tion; e.g., Pfurtscheller, 1992). Indeed, alpha has been implicated 
in the active suppression of irrelevant or distracting information 
during active task engagement (Klimesch et al., 2007; van Dijk 
et al., 2008). Speculatively, then, the recurrent burst-related alpha 
suppression may reflect recurrent bouts of active lateralized cortical 
processing across analogous frontal regions. In absence of an active 
task it is challenging to link these dynamics to specific cognitive/
emotional processes; simultaneous autonomic recordings may help 
(e.g., to examine whether pupillary or cardiac responses coincide 
with asymmetry bursts). Examining such asymmetry bursts during 
specific cognitive tasks may also help elucidate candidate mental 
operations that underlie bursts. Nonetheless, the fact that the alpha 
suppression is particularly tightly phase-locked across bursts raises 
the possibility that the lateralized alpha suppression may drive or 
regulate cortical processing. It is possible that the reach of frontal 
alpha bursts extends beyond frontal cortical areas. For example, 
the human nucleus accumbens exhibits strong alpha-linked cross-
frequency coupling, such that transient increases in gamma power 

occur preferentially at specific phases of nucleus accumbens alpha 
oscillations (Cohen et al., 2009b). Nucleus accumbens alpha was 
also phase-synchronized with frontal cortical alpha (unpublished 
observations in that same dataset), suggesting the possibility that 
alpha asymmetry dynamics regulate active processing in the ventral 
striatum, which has been implicated in depression and is one of 
the main targets for deep-brain-stimulation treatment of major 
depression (Schlaepfer et al., 2008).

We observed a decrease in theta activity at anterior frontal and 
lateral sites during alpha asymmetry bursts only during eyes-open 
condition. Although we cannot completely rule out that ocular activ-
ity contributed to these dynamics, they do not appear to be entirely 
driven by eye movements, for the following reasons: epochs with 
blinks were removed from the data, the extreme lateral and medial 
frontal spatial components are atypical of eye movements, and non-
blink oculomotor artifacts in EEG have been associated with higher 
frequency (gamma) power (Yuval-Greenberg et al., 2008) and nose-
reference (we used a CSD reference, which is a local referencing 
scheme and therefore minimizes contribution of ocular artifacts 
on EEG electrodes). Importantly, it is clear from both Figures 13 
and 14 that the lower theta-band effects do not extend into the 
alpha range, suggesting that the peri-burst alpha effects observed 
here are not influenced by the lower frequency modulations during 
eyes-open conditions, and, moreover, the alpha-band dynamics are 
robust during both eyes-open and eyes-closed conditions.

In the spirit of exploration, the present investigation may raise 
more questions than it answers, but it also lays a foundation for new 
directions in research on resting-state frontal brain asymmetry. The 
novel metrics presented here retain the advantage of the conven-
tional metrics in terms of accounting for substantial variance in the 
conventional metrics and retaining sensitivity to a history of major 
depression, but these metrics provide the possibility to examine the 
spatio-temporal dynamics of brain activity that may underlie the 
resting-state, and thus give rise to risk for depression. Moreover, 
the ability to characterize specific relevant time points within the 
ongoing resting-state provides the possibility to utilize EEG-defined 
events, in the form of asymmetry bursts, to define time windows 
of interest with other concurrent imaging modalities that may 
reveal clues as to the localized origin of these bursts (e.g., concur-
rent fMRI, or ICA decomposition of EEG surrounding bursts), 
as well as autonomic and behavioral correlates of these recurrent 
endogenous events. The promise of this approach is bolstered by 
a recent investigation linking EEG-defined microstates to BOLD 
activation patterns, many within the widely studied resting-state 
networks (Musso et al., 2010). Alpha burst-driven transcranial mag-
netic stimulation may also be an important avenue of exploration 
not only for examining the neural dynamics surrounding bursts, 
but also as a possible improvement over TMS-guided depression 
treatment (e.g., Schutter, 2009; George et al., 2010).

The present approach is illustrative for future investigations of 
resting-state brain activity, including those utilizing frontal EEG 
asymmetry as well as other approaches such as fMRI investigations 
of resting-state activity (e.g., “default mode network,” Raichle et al., 
2001; Smith et al., 2009). Although much has been gleaned about 
neural systems under tightly controlled exogenous presentation 
of experimental stimuli, there remains much to be learned about 
how the brain functions under its own endogenous control. The 

FIGuRE 15 | Topographical distribution of theta (4–7 Hz) activity during 
eyes-open condition. The scalp topography of theta-band (4–7 Hz) power 
preceding and following the bursts is highly consistent for both positive 
(A) and negative (B) bursts, with relative theta-band suppression occurring 
at frontal and lateral frontal regions surrounding the time of the alpha 
asymmetry bursts.
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resting-state approaches have gained some traction in that pursuit, 
but have also suffered from the virtually inevitable decrease in pre-
cision that accompanies investigating lengthy uncontrolled time 
periods. By parsing relatively long resting time periods according 
to meaningful and recurrent endogenous signals such as asym-
metry bursts or autonomic responses (e.g., Critchley et al., 2002; 
Siegle et al., 2003), or perhaps patterns of interconnectivity using 
the BOLD signal (cf., De Luca et al., 2006), greater progress in the 
elucidation of the neural basis of endogenous brain activity may be 
possible. It is with that hope that we offer the present exploration 
with endogenous EEG alpha asymmetry bursts.

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Frontiers in Human Neuroscience www.frontiersin.org December 2010 | Volume 4 | Article 232 | 134

Allen and Cohen Deconstructing the “resting” state

Handel, B. F., Haarmeier, T., and Jensen, 
O. (2010). Alpha oscillations corre-
late with the successful inhibition of 
unattended stimuli. J. Cogn. Neurosci. 
doi: 10.1162/jocn.2010.21557. [Epub 
ahead of print]. 

Hedges, L., and Olkin, I. (1985). Statistical 
Methods for Meta-Analysis. New York: 
Academic Press.

Henriques, J. B., and Davidson, R. J. 
(1990). Regional brain electrical 
asymmetries discriminate between 
previously depressed and healthy 
control subjects. J. Abnorm. Psychol. 
99, 22–31.

Henriques, J. B., and Davidson, R. J. 
(1991). Left frontal hypoactivation in 
depression. J. Abnorm. Psychol. 100, 
535–545.

Iacono, W. G. (1998). Identifying psy-
chophysiological risk for psychopa-
thology: examples from substance 
abuse and schizophrenia research. 
Psychophysiology 35, 621–637.

Jones, N. A., Field, T., Fox, N. A., Lundy, 
B., and Davalos, M. (1997). EEG 
activation in 1-month-old infants of 
depressed mothers. Dev. Psychopathol. 
9, 491–505.

Kang, D. H., Davidson, R. J., Coe, C. L., 
Wheeler, R. W., Tomarken, A. J., and 
Ershler, W. B. (1991). Frontal brain 
asymmetry and immune function. 
Behav. Neurosci. 105, 860–869.

Kayser, J., and Tenke, C. E. (2006a). 
Principal components analysis of 
Laplacian waveforms as a generic 
method for identifying ERP genera-
tor patterns: I. Evaluation with audi-
tory oddball tasks. Clin. Neurophysiol. 
117, 348–368.

Kayser, J., and Tenke, C. E. (2006b). Principal 
components analysis of Laplacian 
waveforms as a generic method for 
identifying ERP generator patterns: 
II. Adequacy of low-density estimates. 
Clin. Neurophysiol. 117, 369–380.

Klimesch, W., Sauseng, P., and Hanslmayr, 
S. (2007). EEG alpha oscillations: the 
inhibition-timing hypothesis. Brain 
Res. Rev. 53, 63–88.

Mathersul, D., Williams, L. M., 
Hopkinson, P. J., and Kemp, A. H. 
(2008). Investigating models of 
affect: relationships among EEG alpha 
asymmetry, depression, and anxiety. 
Emotion 8, 560–572.

Musso, F., Brinkmeyer, J., Mobascher, 
A., Warbrick, T., and Winterer, G. 

(2010). Spontaneous brain activity 
and EEG microstates. A novel EEG/
fMRI analysis approach to explore 
resting-state networks. Neuroimage 
52, 1149–1161.

Nitschke, J. B., Heller, W., Palmieri, P. A., 
and Miller, G. A. (1999). Contrasting 
patterns of brain activity in anxious 
apprehension and anxious arousal. 
Psychophysiology 36, 628–637.

Palva, S., and Palva, J. M. (2007). New vis-
tas for alpha-frequency band oscilla-
tions. Trends Neurosci. 30, 150–158.

Perrin, F., Bertrand, O., Giard, M. H., and 
Pernier, J. (1990). Precautions in topo-
graphic mapping and in evoked poten-
tial map reading. J. Clin. Neurophysiol. 
7, 498–506.

Perrin, F., Pernier, J., Bertrand, O., and 
Echallier, J. F. (1989). Spherical splines 
for scalp potential and current den-
sity mapping. Electroencephalogr. Clin. 
Neurophysiol. 72, 184–187.

Pfurtscheller, G. (1992). Event-related 
synchronization (ERS): an electro-
physiological correlate of cortical 
areas at rest. Electroencephalogr. Clin. 
Neurophysiol. 83, 62–69.

Pizzagalli, D. A., Nitschke, J. B., Oakes, 
T. R., Hendrick, A. M., Horras, K. A., 
Larson, C. L., Abercrombie, H. C., 
Schaefer, S. M., Koger, J. V., Benca, 
R. M., Pascual-Marqui, R. D., and 
Davidson, R. J. (2002). Brain electri-
cal tomography in depression: the 
importance of symptom severity, 
anxiety, and melancholic features. 
Biol. Psychiatry 52, 73–85.

Raichle, M. E., MacLeod, A. M., Snyder, 
A. Z., Powers, W. J., Gusnard, D. A., 
and Shulmani, G. L. (2001). A default 
mode of brain function. Proc. Natl. 
Acad. Sci. U.S.A. 98, 676–682.

Reid, S. A., Duke, L. M., and Allen, J. 
J. (1998). Resting frontal electro-
encephalographic asymmetry in 
depression: inconsistencies suggest 
the need to identify mediating factors. 
Psychophysiology 35, 389–404.

Schlaepfer, T. E., Cohen, M. X., Frick, C., 
Kosel, M., Brodesser, D., Axmacher, 
N., Joe, A. Y., Kreft, M., Lenartz, D., 
and Sturm, V. (2008). Deep brain 
stimulation to reward circuitry alle-
viates anhedonia in refractory major 
depression. Neuropsychopharmacology 
33, 368–377.

Schmidt, L. A., and Fox, N. A. (1994). 
Patterns of cortical electrophysiology 

and autonomic activity in adults’ shy-
ness and sociability. Biol. Psychol. 38, 
183–198.

Schutter, D. J. (2009). Antidepressant effi-
cacy of high-frequency  transcranial 
magnetic stimulation over the left dorso-
lateral prefrontal cortex in double-blind 
sham-controlled designs: a meta-anal-
ysis. Psychol. Med. 39, 65–75.

Siegle, G. J., Steinhauer, S. R., Stenger, V. A., 
Konecky, R., and Carter, C. S. (2003). 
Use of concurrent pupil dilation 
assessment to inform interpretation 
and analysis of fMRI data. Neuroimage 
20, 114–124.

Smit, D. J., Posthuma, D., Boomsma, D. I., 
and De Geus, E. J. (2007). The relation 
between frontal EEG asymmetry and 
the risk for anxiety and depression. 
Biol. Psychol. 74, 26–33.

Smith, S. M., Fox, P. T., Miller, K. L., 
Glahn, D. C., Fox, P. M., Mackay, C. 
E., Filippini, N., Watkins, K. E., Toro, 
R., Laird, A. R., and Beckmann, C. F. 
(2009). Correspondence of the brain’s 
functional architecture during acti-
vation and rest. Proc. Natl. Acad. Sci. 
U.S.A. 106, 13040–13045.

Srinivasan, R., Nunez, P. L., Tucker, D. 
M., Silberstein, R. B., and Cadusch, P. 
J. (1996). Spatial sampling and filtering 
of EEG with spline laplacians to esti-
mate cortical potentials. Brain Topogr. 
8, 355–366.

Srinivasan, R., Winter, W. R., Ding, J., and 
Nunez, P. L. (2007). EEG and MEG 
coherence: measures of functional 
connectivity at distinct spatial scales 
of neocortical dynamics. J. Neurosci. 
Methods 166, 41–52.

Stewart, J. L., Bismark, A. W., Towers, 
D. N., Coan, J. A., and Allen, J. J. B. 
(2010). Resting frontal EEG asymme-
try as an endophenotype for depres-
sion risk: sex-specific patterns of 
frontal brain asymmetry. J. Abnorm. 
Psychol. 119, 502–512.

Stewart, J. L., Levin-Silton, R., Sass, S. M., 
Heller, W., and Miller, G. A. (2008). Anger 
style, psychopathology, and regional 
brain activity. Emotion 8, 701–713.

Thibodeau, R., Jorgensen, R. S., and 
Kim, S. (2006). Depression, anxiety, 
and resting frontal EEG asymmetry: 
a meta-analytic review. J. Abnorm. 
Psychol. 115, 715–729.

Tomarken, A. J., Dichter, G. S., Garber, J., 
and Simien, C. (2004). Resting  frontal 
brain activity: linkages to maternal 

depression and socio-economic  status 
among adolescents. Biol. Psychol. 67, 
77–102.

Towers, D. N., and Allen, J. J. (2009). A bet-
ter estimate of the internal consistency 
reliability of frontal EEG asymmetry 
scores. Psychophysiology 46, 132–142.

Urry, H. L., Nitschke, J. B., Dolski, I., Jackson, 
D. C., Dalton, K. M., Mueller, C. J., 
Rosenkranz, M. A., Ryff, C. D., Singer, B. 
H., and Davidson, R. J. (2004). Making 
a life worth living: neural correlates of 
well-being. Psychol. Sci. 15, 367–372. 

van Dijk, H., Schoffelen, J. M., Oostenveld, 
R., and Jensen, O. (2008). Prestimulus 
oscillatory activity in the alpha band 
predicts visual discrimination ability. 
J. Neurosci. 28, 1816–1823.

Wiedemann, G., Pauli, P., Dengler, W., 
Lutzenberger, W., Birbaumer, N., and 
Buchkremer, G. (1999). Frontal brain 
asymmetry as a biological substrate of 
emotions in patients with panic disor-
ders. Arch. Gen. Psychiatry 56, 78–84.

Winter, W. R., Nunez, P. L., Ding, J., and 
Srinivasan, R. (2007). Comparison of 
the effect of volume conduction on 
EEG coherence with the effect of field 
spread on MEG coherence. Stat. Med. 
26, 3946–3957.

Yuval-Greenberg, S., Tomer, O., Keren, 
A. S., Nelken, I., and Deouell, L. Y. 
(2008). Transient induced gamma-
band response in EEG as a manifes-
tation of miniature saccades. Neuron 
58, 429–441.

Conflict of Interest Statement: The 
authors declare that the research was con-
ducted in the absence of any commercial or 
financial relationships that could be con-
strued as a potential conflict of interest.

Received: 23 July 2010; accepted: 11 
December 2010; published online: 29 
December 2010.
Citation: Allen JJB and Cohen MX (2010) 
Deconstructing the “resting” state: explor-
ing the temporal dynamics of frontal alpha 
asymmetry as an endophenotype for depres-
sion. Front. Hum. Neurosci. 4:232. doi: 
10.3389/fnhum.2010.00232
Copyright © 2010 Allen and Cohen. This is 
an open-access article subject to an exclusive 
license agreement between the authors and 
the Frontiers Research Foundation, which 
permits unrestricted use, distribution, and 
reproduction in any medium, provided the 
original authors and source are credited.

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Frontiers in Human Neuroscience www.frontiersin.org February 2011 | Volume 5 | Article 17 | 135

HUMAN NEUROSCIENCE

Yet, research also shows that learning is typically highly specific 
(Salomon and Perkins, 1989; Kramer and Willis, 2003; Green and 
Bavelier, 2008; Roelfsema et al., 2010). While individuals trained on 
a task will improve on that very task, other tasks, even very similar 
ones, often show little or no improvement. For example, in visual 
learning tasks, improvements are often not observed if the untrained 
test stimulus has a different orientation or contrast than the trained 
stimulus (Roelfsema et al., 2010). Similarly, memory training often 
enhances memory for the trained content, but not memory skills 
themselves. In the example of the taxi drivers, follow-up research 
showed that the taxi drivers did not exhibit improved perform-
ance on other memory tasks (Woollett and Maguire, 2009). Thus, 
training benefits are often stimulus or content specific rather than 
process specific, a fact that is well documented in the perceptual 
(Roelfsema et al., 2010), cognitive (Kramer and Willis, 2003), and 
motor (Bachman, 1961) domain. This is obviously a potentially 
severe impediment for training programs in educational or clini-
cal settings, where the goal is to improve performance in everyday 
life and which thus necessarily require a general improvement 
in skills.

The aim of this paper is twofold: (i) to examine the hypothesis 
that systematic mental training can induce process-specific learn-
ing, that is, learning that generalizes to novel stimuli and task 
contexts, and (ii) to identify aspects of training contexts that may 
contribute to process-specific learning from the vantage point of 
mental training. If plasticity is indeed the obligatory consequence 
of not only each sensory input or motor act, but also of each 
thought process, changes in brain circuitry due to mental training 

INTRODUCTION
The ability to learn is a function of brain plasticity and essential to 
the survival of all animals. Humans appear remarkable in this respect, 
as they can acquire a wide range of skills given appropriate training. 
Neuroscience research within the last few decades confirms that the 
human brain is plastic, and much more so than once thought possible 
(Buonomano and Merzenich, 1998). One of the most salient find-
ings is perhaps the observation that the adult brain can still change 
significantly in both structure and function as a result of experience 
(e.g., Maguire et al., 2000; Draganski et al., 2004; Boyke et al., 2008). 
For example, taxi drivers, who obtain extensive navigational experi-
ence as adults, have larger posterior hippocampi, a brain structure 
important for spatial representation of the environment (Maguire 
et al., 2000). Not only long-term expertise, but also relatively short 
practice has been associated with neural changes in adults. For exam-
ple, performing a five-finger piano exercise for 2 h on five consecutive 
days resulted in an enlargement of primary motor areas representing 
the finger muscles, which was accompanied by improved perform-
ance (Pascual-Leone et al., 1995, 2005). Remarkably, this study also 
showed that mental practice of the same finger exercise resulted in a 
similar reorganization of the motor cortex to the one observed in the 
group of participants that physically practiced the movements. Thus, 
plasticity appears to be an intrinsic property of the nervous system 
retained throughout a lifespan and the obligatory consequence of 
all neural activity, including mental practice. Indeed, it is now com-
monly held that the brain undergoes continuous changes in response 
to each sensory input, motor act, association, reward signal, action 
plan, and awareness itself (Pascual-Leone et al., 2005).
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should lead to process-specific learning. Here, we use the term 
“process-specific learning” to denote learning effects that do not 
only improve performance on the trained task or tasks, but also 
transfer to new tasks and domains (cf. Green and Bavelier, 2008), 
i.e., learning that is not specific to the trained stimuli or tasks. 
The main focus of the paper will be on effects of mental train-
ing of cognitive control processes. “Cognitive control” refers to a 
collection of processes that allow us flexibly adapt our behavior 
in the pursuit of an internal goal, and includes processes such as 
selection of goal-relevant information, performance monitor-
ing, interference resolution, and storage and manipulation of 
information in working memory. These processes are generally 
considered to be largely independent from one another, because 
they are differentially affected by independent variables, and can 
be behaviorally and neurally dissociated. There is an emerging 
consensus in the literature that this conglomerate of largely inde-
pendent, but constantly interacting control processes is domain 
general (e.g., Baddeley, 1996; Fuster, 1997; Smith and Jonides, 
1999; Miyake et al., 2000). Specifically, the general proposal is that 
the engagement of a particular cognitive control process (e.g., 
performance monitoring) within any one cognitive task is simply 
a matter of the degree to which load is exercised on that control 
mechanism and should extend to any cognitive challenge that 
incorporates sufficient control requirements of the same kind. 
The focus of this paper on the amenability of cognitive control 
processes to training is thus especially valuable because these 
abilities are fundamental to higher cognition and contribute to 
performance across cognitive domains (e.g., attention, working 
memory, long-term memory; Smith and Jonides, 1999; Duncan 
and Owen, 2000).

This paper will focus in particular on mental training of cog-
nitive control processes as cultivated by meditation. Little is cur-
rently known about the amenability of cognitive control processes 
to mental training. Most studies to date have focused on mental 
training in the motor domain (for recent reviews, see, e.g., Guillot 
and Collet, 2005; Munzert et al., 2009). This is likely related to the 
fact that it is difficult to design controlled mental training contexts 
in which an individual can consistently practice a specific cognitive 
control skill. Yet, being able to enhance cognitive control function 
through training is especially valuable since, as mentioned above, 
cognitive control skills, such as the ability to focus attention in 
face of distraction, contribute to performance on virtually any task 
(Smith and Jonides, 1999; Duncan and Owen, 2000). Notably, many 
meditation practices are based on precisely descriptive and highly 
detailed theories (Gyatso and Jinpa, 1995; Gunaratana, 2007) and 
are explicitly designed to train such core cognitive skills, and typi-
cally in the absence of performing some external task (Lutz et al., 
2007, 2008). Furthermore, many of these practices include a focus 
on maintaining optimal levels of arousal and motivation, and 
ascending stages through which the practitioner passes, ensuring 
continuously challenging training conditions. These are all factors 
that may foster more general learning (e.g., Green and Bavelier, 
2008), as will be discussed in more detail below. The neuroscientific 
study of meditation may thus provide important insights into the 
potential of mental training to strengthen cognitive control skills, 
and the factors that contribute to, and the mechanisms that underlie 
process-specific learning.

The paper is organized as follows. First, to demonstrate the ability 
of purely mental training to influence brain function and structure, 
and thereby, behavior, we will briefly review findings from studies of 
mental practice in the motor domain. We will then focus on mental 
training in the cognitive domain. To this end, we will introduce 
standard cognitive-based meditation practices, and discuss recent 
key findings to illustrate the usefulness of mental training as culti-
vated by these meditation practices in the neuroscientific study of 
brain and cognitive plasticity. Next, we will review characteristics of 
mental training contexts that may promote process-related learning 
from the vantage point of meditation. In this context, we will also 
discuss recent findings from studies using other complex training 
protocols in non-laboratory settings, such as action video gaming, 
that have reported learning that appears more general than once 
thought possible. Then, we will discuss methodological challenges 
that the neuroscientific study of meditation faces in particular. The 
paper will end with a discussion in which important avenues for 
future meditation research are identified.

MENTAL TRAINING IN THE MOTOR DOMAIN
Research has convincingly shown that mental training using motor 
imagery, like physical practice, can produce changes in brain struc-
ture and function that are associated with improved subsequent 
performance of a motor skill (Guillot and Collet, 2005; Munzert 
et al., 2009). In a seminal study, mentioned above, Pascual-Leone 
et al. (1995) showed that mental practice alone is sufficient to pro-
mote the modulation of neural circuits involved in the early stages 
of motor skill learning. Two hours of mental practice of a finger 
tapping sequence on five separate days was associated with both 
an enlargement of the representations of the fingers in primary 
motor cortex, as well as improved motor performance. In another 
study, Ranganathan et al. (2004) found that strength gains follow-
ing mental training were related to increases in the amplitude of 
scalp-recorded brain potentials over midline and lateral motor and 
midline frontal regions. They proposed that mental training may 
have affected higher-order motor cortical regions, such as sup-
plementary motor and prefrontal regions, which may in turn have 
influenced primary motor areas. A recent study using the high 
spatial resolution of functional magnetic resonance imaging (fMRI) 
confirmed that gains in motor behavior after mental training are 
associated with changes in higher-order motor cortical regions 
(Nyberg et al., 2006). Mental training-related changes in neural 
activity were observed in the supplementary motor area, as well as in 
visual cortex. Thus, mental practice of a motor act has been shown 
to produce changes in brain function and improve performance. 
Not surprisingly, therefore, mental practice has long found wide 
acceptance in the training of athletes (e.g., Suinn, 1984).

An important question is how mental training using motor 
imagery may improve motor performance (Jeannerod, 1996). 
Behavioral studies have shown that there is a strong correlation 
between imagined and executed actions along various behavioral 
dimensions, suggesting that mental and physical training rely in 
part on common mechanisms (Jeannerod, 1994; Grush, 2004). 
For example, the time it takes to imagine an action is closely cor-
related with the execution time of the action (Decety et al., 1989). 
In line with the idea that the contents of the representations that 
are formed and strengthened through the two types of practice 
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are explicitly designed to train specific, well-defined cognitive con-
trol skills. The neuroscientific study of meditation may thus provide 
important insights into the usefulness of mental training as a tool 
in the study of brain and cognitive plasticity (see also Tang and 
Posner, 2009; Xiong and Doraiswamy, 2009).

Despite a large number of scientific reports and theoretical pro-
posals, the neurophysiological processes involved in meditation 
and the long-term impact of meditation on the brain and cognitive 
function are still largely unknown. The lack of statistical evidence, 
control populations and tasks, and the heterogeneity of the studied 
meditative states can, in part, account for the limited contributions 
made by neuroscience-oriented research on meditation. Therefore, 
rather than providing an exhaustive review of this literature, we will 
only discuss recent key findings that speak to the idea that mental 
training of cognitive skills can induce process-specific learning. 
Other articles have recently reviewed this literature more exhaus-
tively (see, e.g., Cahn and Polich, 2006; Lutz et al., 2007). Specifically, 
in the below, we will first define meditation, and review recent key 
findings from neuroimaging studies of meditation. Modern neu-
roimaging techniques provide a new possibility for understanding 
process-specific learning by revealing its underlying mechanisms. 
We will then identify aspects of mental training as cultivated by 
meditation that may foster process-specific learning.

MEDITATION
The term “meditation” refers to a broad variety of practices, rang-
ing from techniques designed to promote relaxation or improve 
attentional function to exercises performed with more far-reaching 
goals such as a heightened sense of well-being or the cultivation of 
altruistic behaviors. Not all practices thus focus on explicit training 
of specific cognitive skills, and it is therefore essential to be specific 
about the type of meditation practice under investigation. Here we 
focus on two common styles of Buddhist contemplative techniques, 
because (1) Buddhist traditions offer extensive, precisely descriptive 
and highly detailed theories about these practices in a manner that 
lends itself readily to appropriation into a neuroscientific context 
(Gyatso and Jinpa, 1995; Gunaratana, 2007; Lutz et al., 2007), and 
(2) these techniques are now being applied in clinical settings (e.g., 
Kabat-Zinn et al., 2000; Teasdale et al., 2000). These two meditation 
styles are often combined, whether in a single session or over the 
course of practitioner’s training, and are explicitly designed to train 
specific cognitive processes. The first style, focused attention (FA) 
meditation, entails voluntary focusing attention on a chosen object 
in a sustained fashion, such as a visual object, a visualized image, or 
breath sensations (Lutz et al., 2007, 2008). To sustain this focus, the 
practitioner must also constantly monitor and regulate the qual-
ity of attention. Thus, FA meditation is thought to not only train 
one’s ability to sustain attention, but also to develop three regula-
tory skills; the first is the monitoring faculty that remains vigilant 
to distractions without destabilizing the intended focus. The next 
skill is the ability to disengage from a distracting object without 
further involvement. The last involves the ability to redirect focus 
promptly to the chosen object. One may note remarkable paral-
lels between the processes involved in FA meditation, as described 
above, and recent cognitive (neuro)science conceptualizations of 
attention. Western scientists also recognize that the ability to focus 
and sustain attention on an intended object requires skills involved 

overlap to some extent, neuroimaging research has shown that 
motor imagery and motor execution activate similar, although 
not identical, neural networks (e.g., Jeannerod, 1995; Decety, 
1996; Lotze et al., 1999; Kosslyn et al., 2007; Munzert et al., 2009). 
Yet, there are important differences between mental and physical 
practice. Mental training using motor imagery heavily depends 
on cognitive aspects of action control, such as motor planning, as 
well as on working memory to transform, maintain, and inspect 
information about a motor act. In addition, in contrast to physical 
practice, although a motor plan is generated, it is prevented from 
operating on the body (Jeannerod, 1994; Grush, 2004). These dif-
ferences between mental and motor training are substantiated by 
neuroimaging research showing that mental and motor training 
can affect distinct neural networks (Lacourse et al., 2005; Nyberg 
et al., 2006; Olsson et al., 2008).

It has been proposed that mental training may be more likely 
to develop and strengthen effector-independent representations, 
rather than effector-dependent representations, whereas for physi-
cal practice, the reverse may be true (Olsson et al., 2008). It is 
notable in this respect that several studies have reported benefits 
of mental training using motor imagery on tasks that are largely 
cognitive (Minas, 1978; Driskell et al., 1994). Of further importance, 
in some studies, mental practice (Wohldmann et al., 2008), as well as 
combined mental and motor practice (Olsson et al., 2008) has been 
associated with greater transfer of learning than physical practice, 
that is, better performance on novel tasks that call upon the trained 
skill. These data support the idea that mental practice using motor 
imagery may strengthen more abstract representations that do not 
involve specific effectors, thereby fostering process-specific learning 
that more easily generalizes across stimuli and tasks. Initial evidence 
for this idea comes from an fMRI study by Olsson et al. (2008), 
who showed facilitated transfer of learning after combined motor 
and mental training that was related to changes in the connections 
from both motor and cognitive systems to the cerebellum.

To conclude, mental training of motor skills leads to changes 
in brain circuitry and behavior, just as physical training produces 
changes in brain circuitry and behavior. Yet, the mechanisms under-
lying mental and physical training of motor skills are not identi-
cal. Notably, mental training may improve motor performance by 
strengthening more abstract representations, and thereby promote 
transfer of learning to novel task contexts.

MENTAL TRAINING IN THE COGNITIVE DOMAIN
We will now turn to mental training that is specifically focused 
at enhancing cognitive function rather than at improving motor 
performance. Just like processes related to motor control, processes 
related to the control of cognitive processes should be amendable to 
mental training. As mentioned in the introduction, we focus here 
on cognitive control processes, as their amenability to training is 
especially valuable because these abilities are fundamental to higher 
cognition and contribute to performance across a wide range of 
cognitively demanding tasks (Smith and Jonides, 1999; Duncan and 
Owen, 2000). Yet, unfortunately, relatively little is known about the 
amenability of such processes to mental training. As mentioned 
above, this is likely due to the fact that it is difficult to design control-
led mental training contexts. Notably, many meditation  practices 
are based on precisely descriptive and highly detailed theories and 
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compared to novices (Brefczynski-Lewis et al., 2007). More impor-
tantly, neuroimaging work suggests that FA and OM meditation 
may not only during meditation activate brain regions involved in 
the psychological processes that are allegedly evoked, but may also 
produce lasting changes in brain and mental function that translate 
to improved performance in novel task contexts. For instance, sev-
eral recent studies of FA meditation have reported improvements 
in sustained voluntary attention during performance of external 
tasks that do not require meditation. In one longitudinal study, in 
which participants were randomly assigned to a meditation-retreat 
group or a waiting-list control group, 5 h/day of meditation practice 
that involved voluntary focusing attention on a chosen object in 
a sustained fashion for 3 months was found to improve sustained 
visual attention (MacLean et al., 2010). Specifically, compared to 
the waiting-list control group, meditation-retreat participants 
showed enhanced perceptual discrimination and vigilance on a 
sustained visual attention task requiring participants to discrimi-
nate a rare threshold-level short line from a standard long line. 
Notably, these enhancements in sustained attention ability were still 
observed 3 months after the retreat ended, demonstrating endur-
ing changes in sustained attention. In another recent longitudinal 
study, Lutz et al. (2009) found that 3 months of intensive FA and 
OM meditation was associated with enhanced moment-to-moment 
stability of attention during FA meditation, as measured both by 
reduced response time variability to rare target events in an audi-
tory sustained attention task (Figure 1A) and increased trial-to-
trial consistency of oscillatory neural responses over frontal scalp 
regions to these events as recorded with electroencephalography 
(EEG; Figure 1B). Furthermore, those individuals who showed 
the greatest training-induced increase in neural response consist-
ency showed the largest decrease in behavioral response variability 
(Figure 1C). In addition, this study reported that intense men-
tal training affected cortical engagement, as reflected by a con-
comitant reduction in event-related desynchronization (ERD) to 
target tones (Figure 1D). ERD is usually viewed as a correlate of 
increased cellular excitability in thalamocortical systems during 
cortical information processing (Pfurtscheller and da Silva, 1999). 
Within this framework, previous studies have interpreted reduc-
tions in ERD after practice of external tasks as decreased cognitive 
effort (Pfurtscheller and da Silva, 1999; Romero et al., 2008). A 
mental training-related reduction in task effort would be consistent 
with traditional accounts of progress in this practice (Gyatso and 
Jinpa, 1995; Gunaratana, 2007). In these accounts, the regulative 
attentional skills allegedly are invoked less and less frequently with 
more advanced level of training, and the ability to sustain focus is 
said to become progressively “effortless.” Since these effects were 
observed over time within the same individual and during external 
task performance, together the above findings suggest that purely 
mental training of FA generalizes to improvements in performance 
on novel tasks that call upon the trained skills. These longitudinal 
findings also indicate that the enhanced sustained attention ability 
most likely reflects plasticity in the adult brain, and more generally, 
that attentional skills are subject to training.

Long-term practice of OM meditation is also thought to result 
in enduring changes in cognitive and brain function. Specifically, 
because OM meditation fosters non-reactive awareness of the 
stream of experience without deliberate selection of a primary 

in monitoring the focus of attention and detecting distraction, dis-
engaging attention from the source of distraction, and (re)directing 
and engaging attention to the intended object (e.g., Posner and 
Petersen, 1990).

The second style of meditation, open monitoring (OM) medita-
tion, involves non-reactively monitoring the content of experience 
from moment-to-moment, without focusing on any explicit object 
(Lutz et al., 2007, 2008). OM meditation typically starts by calm-
ing the mind and reducing distractions using FA meditation. The 
practitioner then gradually reduces the focus on an explicit object 
in FA, and the monitoring faculty is correspondingly emphasized. 
Usually, there is also an increasing emphasis on cultivating a “reflex-
ive” awareness that grants one greater access to the rich features of 
each experience, such as the degree of phenomenal intensity, the 
emotional tone, and the active cognitive schema. OM meditation 
is thought to enhance non-reactive meta-cognitive monitoring, as 
well as increase awareness of automatic cognitive and emotional 
interpretations of sensory, perceptual, and endogenous stimuli, and 
thereby cognitive flexibility and reappraisal (Bishop et al., 2004; 
Lutz et al., 2008; Chambers et al., 2009).

Both FA and OM meditation are assumed to induce a predict-
able and distinctive state (or set of states) whose occurrence is 
clearly indicated by certain cognitive and emotional features. These 
states, which arise during practice and are relatively short-term, can 
allegedly result in enduring changes in mental function, i.e., in the 
development of certain traits (Lutz et al., 2007, 2008). For example, 
FA meditation is said to develop, as one advances, the three regula-
tive skills to the point that, for example, advanced practitioners have 
an especially acute ability to notice when the mind has wandered. 
Eventually, this induces a trait change, whereby the attention rests 
more readily and stably on the chosen focus. At the most advanced 
levels, the regulative skills are invoked less and less frequently, and 
the ability to sustain focus thus becomes progressively “effortless.” 
It should be noted that this explicit focus on inducing a particular 
state of mind (or set of mental states) comprises an important 
difference between meditation practices, like FA and OM, and com-
puterized task training of cognitive function. While computerized 
task training might also lead to changes in mental state (e.g., being 
focused), this is typically not its primary aim. To summarize, FA and 
OM practices are designed to train specific mental processes and 
such changes are thought to gradually endure through time, i.e., 
result in process-specific learning and the development of traits.

NEUROIMAGING sTUDIEs Of MEDITATION
Although the systematic study of meditation is still in its infancy, 
recent findings suggest that experience in FA and OM meditation 
is associated with changes in brain and cognitive function both 
during meditation and during performance of external tasks that 
do not require meditation (Cahn and Polich, 2006; Lutz et al., 2007, 
2008; Chambers et al., 2009). Neuroimaging studies examining the 
neural correlates of meditation indicate that task demands of the 
two meditation styles are reflected in characteristic neural activity 
patterns. For example, a recent cross-sectional study found that FA 
meditation on an external visual point compared to a rest condition 
was associated with greater activation in multiple brain regions, 
implicated in attentional processing, including the superior frontal 
sulcus and the intraparietal sulcus, in long-term meditation experts 
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greater activity in network of brain areas involved in interocep-
tion, including the anterior insula and the somatosensory cortex, 
during a monitoring state relative to a narrative generation state 
in participants who were randomly assigned to an 8-week course 
incorporating OM meditation compared with a group of waitlist 
controls (Farb et al., 2007).

Next to these functional changes, several studies have also 
reported structural changes in the brain of long-term FA and OM 
meditators compared to novices in regions that are typically acti-
vated during these meditations (Lazar et al., 2005; Hölzel et al., 
2008; Grant et al., 2010). For example, a study by Hölzel et al. (2008) 
found greater gray matter concentration in the anterior insula, 
a brain region, as mentioned above, important for awareness of 
internal experience, in experienced Vipassana meditators (mean 
practice: 8.6 years; 2 h daily). In another study, more than 1000 h 
of Zen meditation was associated with increased cortical thickness 
in the dorsal anterior cingulate, a region important in the adaptive 
control of behavior, and bilaterally, in the secondary somatosensory 
cortex. It is important that these cross-sectional findings are sup-
plemented by findings from prospective studies to show that these 
structural changes result from meditation rather than, e.g., pre-
existing individual differences. In addition, because both Vipassana 
and Zen meditation include forms of FA and OM meditation, future 
studies are necessary to determine how FA and OM meditation may 
each contribute to these anatomical changes.

object, intensive practice can be expected to reduce the elaborative 
thinking that would be stimulated by evaluating or interpreting 
a selected object (Cohen et al., 1996; Lutz et al., 2007, 2008). 
In line with this idea, Slagter et al. (2007, 2009) recently found 
that 3 months of intensive OM meditation reduced elaborative 
processing of the first of two target stimuli (T1 and T2) pre-
sented in a rapid stream of distracters, as indicated by a smaller 
T1-elicited P3b, a brain potential index of resource allocation 
(Figure 2A). Moreover, this reduction in resource allocation to 
T1 left neural resources more rapidly available for T2, as indexed 
by an increase in trial-to-trial phase consistency of neural oscil-
latory activity in the theta frequency range (Figure 2B), and was 
associated with improved detection of T2 when it followed T1 
within half a second (Figure 2C). Because participants were not 
engaged in formal meditation during task performance in this 
study, these results provide support for the idea that one effect of 
an intensive training in OM meditation might be a general reduc-
tion in the propensity to “get stuck” on a target, as reflected in less 
elaborate stimulus processing, and the development of efficient 
mechanisms to engage and then disengage from target stimuli 
in response to task demands. OM meditation is also thought 
to cultivate a reflexive awareness of the subjective features of a 
given moment, such as its emotional tone, by engaging processes 
involved in interoception or awareness of bodily responses (Lutz 
et al., 2008). In line with this idea, a recent fMRI study found 
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Figure 1 | effects of FA meditation. (A) Intensive mental training reduced 
intra-individual variability of behavioral performance. Average SD of reaction 
time in response to target (attended deviant) tones, separately for each session 
(time 1, time 2) and group [practitioners (Pract), novices (Nov)]. (B) Intensive 
mental training increased trial-to-trial consistency of brain responses to 
attended deviant tones. The scalp maps show the spatial distribution of the 
mental training-related increase in theta-band (4–7 Hz) phase consistency 
(indexed by normalized PLF) to target tones, as indexed by a three-way 
interaction between group, session, and condition (attended, unattended 
deviant tones). F values are averaged between 300 and 500 ms. The time 
course of normalized PLF values averaged across the electrodes sites showing 
this significant three-way interaction is shown separately for each group, 

session, and attended (Att) and unattended (Unatt) deviant tones. Note that the 
observed increase in phase consistency to attended deviant tones over time 
was only observed for the practitioner group. (C) The correlation plot shows 
that the observed change in the trial-to-trial variability of brain responses 
predicted the observed behavioral change in the trial-to-trial variability of the RT. 
(D) Mental training selectively reduced cognitive effort as indexed by ERD. Time 
course of the ERD for attended and unattended deviant tones (Dev.) shown for 
the practitioners and novices separately. The scalp maps show the spatial 
distribution of the mental training-related decrease in beta-band (13–30 Hz) 
ERD to attended vs. unattended deviant tones [three-way interaction between 
group, session, and condition]. F values are averaged between 580 and 
750 ms. Figure is adopted from Lutz et al. (2009).
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from the vantage point of mental training as cultivated by medita-
tion. It should be noted that these factors are not specific to medita-
tion training contexts, and likely represent common determinates 
of more generalized learning (e.g., Schmidt and Bjork, 1992; Ahissar 
and Hochstein, 2004; Green and Bavelier, 2008; Ahissar et al., 2009). 
Other non-laboratory training settings that appear to produce more 
general learning, such as action video gaming and musical training, 
also embody many of these characteristics (see Green and Bavelier, 
2008 for an extensive review).

 COMpLExITy Of THE TRAINING CONTExT
From the above descriptions of FA and OM meditation, it is clear 
that each of these practices taps several cognitive skills in parallel. 
For example, FA meditation involves processes involved in directing 
and sustaining attention on a selected object (e.g., breath sensa-
tion), detecting mind wandering and distractors (e.g., thoughts), 
and disengagement of attention from distractors and shifting of 
attention back to the selected object. This is a key difference between 
mental training as cultivated by meditation and typical laboratory 
training settings that generally have been designed to train one spe-
cific cognitive skill, but not others. Like-wise, action video gaming, 
which has been shown to promote process-specific learning (e.g., 
Green and Bavelier, 2003, 2006; Donohue et al., 2010), naturally 
taps into many processes in parallel (Green and Bavelier, 2008). 

To summarize, mental training of cognitive skills as cultivated by 
FA and OM meditation has been associated with changes in brain 
structure and function, as well as improved task performance. These 
findings provide initial support for the idea that systematic mental 
training of cognitive skills, as cultivated by meditation, can improve 
performance on external tasks that call upon the trained skills, and 
hence can strengthen specific cognitive processes. These findings 
also add to a growing body of literature demonstrating plasticity 
in the adult brain, and may provide initial insights into the basic 
mechanisms that underlie cognitive process-specific learning.

fACTORs THAT DETERMINE pROCEss-spECIfIC LEARNING
A long-standing issue in cognitive training is how to get training 
benefits to generalize to different stimuli and tasks (e.g., Schmidt 
and Bjork, 1992; Kramer and Willis, 2003; Green and Bavelier, 2008). 
As mentioned above, transfer of learning to novel task contexts has 
generally been the exception rather than the rule. Yet, purely mental 
training, as cultivated by meditation, as discussed above, appears 
to improve performance on novel, external tasks that call upon 
the trained skills but do not require meditation, and hence, induce 
process-specific learning. An important question is therefore what 
aspects of the meditation context may promote process-specific 
learning. In the below, we will discuss several factors that appear 
particularly important determinants of process-specific learning 

Figure 2 | effects of OM meditation. (A) Brain potentials from electrode Pz, 
time-locked to T1 onset in short-interval trials as a function of session (time 2 vs. 
1), T2 accuracy (no-blink vs. blink), and group (practitioners vs. novices). This figure 
panel illustrates that intensive OM meditation was associated with a selective 
reduction in T1-elicited P3b amplitude, a brain potential index of resource 
allocation, in no-blink trials in the practitioner group. The scalp map shows 
electrode sites where this three-way interaction between session, T2 accuracy, 
and group was significant between 420 and 440 ms. Adopted from Slagter et al. 
(2007); (B) Target locking of the theta frequency band phase at electrodes Fz and 
FT8, time-locked to T1 onset, shown for short-interval no-blink trials and separately 
for each session and group. Neural activity in the theta frequency band 
phase-locked robustly to consciously perceived target stimuli over frontal scalp 
regions. Importantly, a significant meditation-related increase in T2 phase 

consistency was observed over midline frontal and right lateral frontal and 
centro-parietal scalp regions (see scalp map). This increase in phase consistency 
over time was only observed for the practitioner group, indicating that intensive 
OM meditation may have reduced trial-to-trial variability in the recruitment of 
processes leading toward the conscious perception of T2. Adopted from Slagter 
et al. (2009); (C) Relationship between the observed change in brain resource 
allocation to T1, as indexed by T1-elicited P3b amplitude (for no-blink trials), and the 
corresponding the change in attentional blink magnitude over time. Note that 
those individuals that showed the largest decrease in T1-elicited P3b amplitude 
over time generally showed the largest increase in T2 accuracy over time. Adopted 
from Slagter et al. (2007); together, these data support the notion that the ability to 
accurately identify T2 depends upon the efficient processing of T1, and that OM 
meditation may reduce elaborate object processing.
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are designed explicitly to train core cognitive skills (see above). This 
may provide another factor that fosters process-specific learning 
in meditation.

 TAsk DIffICULTy
Learning is more likely to occur when the task remains challeng-
ing, albeit not too difficult, throughout the training (Ahissar and 
Hochstein, 2004). This is the case for example, in action video 
gaming, where the player advances from one level of difficulty to 
the next as expertise develops (Green and Bavelier, 2008). This is 
also true for meditation, where a practitioner is gradually intro-
duced to more refined aspects of a technique while he or she gains 
more and more familiarity with the practice. Indeed, many con-
templative traditions speak of ascending stages through which the 
practitioner passes, and a single practice may progress gradually 
through a number of meditative states, that might significantly 
differ from each other both phenomenally and in terms of the 
appropriate technique to be applied (Lutz et al., 2007). This pro-
gression ensures that the practice remains engaging and may also 
contribute to process-specific learning.

 AROUsAL AND MOTIVATION
Arousal and motivation are important principles guiding learning. 
It is well known that training paradigms that lead to low levels 
of arousal will tend to lead to low amounts of learning, as will 
training paradigms that lead to excessively high levels of arousal 
(Frankenhaeuser and Gardell, 1976). Between these extremes is 
some level of arousal that leads to a maximum amount of learning 
(Green and Bavelier, 2008). Notably, central to both FA and OM 
meditation is maintenance of an optimal level of arousal or alert-
ness via the regulation of attention or emotions (Lutz et al., 2007). 
For example, in most styles of FA meditation, after having placed the 
attention on the object, the practitioner seeks to avoid two overall 
“flaws” that represent under- and over-arousal. The first, dullness, 
is detected, in its most gross form, as a sensation of drowsiness. 
The second, excitement, manifests itself in distraction or atten-
tion wandering to other mental events. When suboptimal levels 
of arousal are detected, the practitioner can apply counteracting 
methods. For instance, to counteract drowsiness, the practitioner 
may add intensity to a visualized object or tension to the body. 
There are a variety of findings in the literature that already suggests 
that autonomic changes occur during FA and OM meditations. 
A frequent finding is a decrease in arousal during these practices 
(Cahn and Polich, 2006; Lutz et al., 2007). For instance, Takahashi 
et al. (2005) in a study of Zen meditation found changes in heart 
rate variability (reflecting parasympathetic nervous system activ-
ity) that were associated with changes in specific EEG oscillatory 
activity patterns. Yet, little is still known on the effect of FA and OM 
meditations on the maintenance of an optimal balance between 
excitement and dullness.

Like actively monitoring and regulating arousal levels, motiva-
tion is an inherent feature of many meditation practices. A for-
mal meditation session will often begin and end with deliberately 
invocating some forms of soteriological or altruistic motivations 
(Gyatso and Jinpa, 1995; Gunaratana, 2007). Such deliberate 
practice, typically on a daily basis, is known to be a critical factor 
for the continued improvement of performance (Ericsson, 1996; 

Many action video games require players to simultaneously focus 
attention on task-relevant information, while ignoring distracting 
events, to monitor the environment and performance, and to track 
multiple moving objects. Thus, the complexity of training setting 
may be an important determinant of process-specific learning.

sTIMULUs AND TAsk VARIAbILITy
Another important determinant of process-specific learning appears 
to be variability of input and task (Schmidt and Bjork, 1992). High 
variability at the level of the exemplars or movements to be learned, 
and the context in which they occur likely prevents learning at the 
level of specific stimuli/effectors, or stimulus- response relation-
ships, thereby fostering learning at a higher or more abstract level 
of representation (Seidler, 2004; Green and Bavelier, 2008). It is 
notable in this respect that the observed structural brain changes 
in taxi drivers have not been observed in bus drivers, who operate 
along a constraint set of routes, unlike taxi drivers, who navigate 
widely around the city (Maguire et al., 2006). Of further impor-
tance, although many studies have reported lack of transfer of 
training benefits to new task contexts, recent studies of external 
task training in laboratory settings have reported improvements 
in cognitive task performance and transfer of learning to novel 
cognitive tasks when the training used a battery of tasks that all 
called upon the same (to-be-trained) cognitive skill, but involved 
different stimuli and task contexts (Olesen et al., 2004; Dahlin et al., 
2008; Jaeggi et al., 2008; Persson and Reuter-Lorenz, 2008). For 
example, Dahlin et al. (2008) used six different training tasks, which 
all required working memory updating, a basic cognitive control 
skill. Five weeks of training resulted in enhanced performance not 
only on the trained task, but importantly also on a novel task, which 
required updating, but differed in terms of memorial content, set 
size, presentation rate, and response format. This transfer effect was 
mediated by the striatum, a subcortical brain structure important 
for updating. Thus, variability of input and task appears to be an 
important determinant of process-related learning and therefore, 
whether or not transfer of learning will occur. Mental training 
as cultivated by FA and OM meditation naturally includes many 
stimuli of various type and domain (e.g., auditory/somatosensory, 
cognitive/emotional, internal/external) that occur in different men-
tal contexts. For example, OM meditation consists in being attentive 
moment by moment to anything that occurs in experience, whether 
it be a sensation, thought, or feeling. Such variability in stimulus 
and mental content may contribute to process-specific learning as 
a function of meditation.

TypEs Of pROCEssEs TRAINED
It has been proposed that cognitive learning is most likely to occur 
when training programs focus on strengthening cognitive control 
functions that orchestrate thoughts and actions to make them con-
sistent with internal goals (Persson and Reuter-Lorenz, 2008). As 
mentioned above, these include processes such as focusing atten-
tion, meta-cognitive monitoring, and switching between tasks. 
These processes are shared by many tasks and are widely viewed 
as amodal (Smith and Jonides, 1999; Duncan and Owen, 2000). 
Benefits of training programs focusing on such core cognitive skills 
may therefore more easily extend across materials and stimulus 
modalities, and hence, across tasks. Notably, FA and OM meditation 
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 comparing meditation experts with non-meditators or less-ex-
perienced meditators, and the fact that it is impossible to blind 
participants to the nature of the study (in this case, meditation). 
Researchers should therefore be sensitive to potential confound-
ing effects of motivation, demand characteristics, and outcome 
expectations on study outcomes. For example, participants with 
an interest or belief in meditation may be more likely to consent 
to participate and more motivated to follow the study procedure. 
They may also more strongly believe in positive study outcomes. 
It is well known that such non-specific factors can significantly 
influence study outcomes (e.g., Baskin et al., 2003).

One way to deal with these issues is to choose a control group 
with a clear conception of the research question and the hypoth-
esized mechanism, and thorough consideration of how threats to 
validity may be best addressed for a given, clearly defined training 
procedure. For instance, a study may benefit from using an active 
control group that receives a structurally comparable, but differ-
ent treatment than the meditation group, for example a physical 
exercise program (e.g., MacCoon et al., 2011). An active control 
group controls not only for factors related to the fact that partici-
pants cannot be blinded to the meditation intervention, such as 
expectancy effects, but also for other non-specific factors, such as 
social interactions, attention given by instructors, and time spend 
in the study. In studies of meditation to date, including most of the 
studies reviewed in this article, active control groups have been very 
rarely used. If we ultimately wish to attribute the changes observed 
in studies of meditation-based interventions to the active ingredi-
ent of meditation per se rather than the many non-specific factors, 
it is imperative to utilize active control groups that permit such a 
rigorous comparison. The state of research in this area is still in 
its infancy, but as the field moves forward, it will be increasingly 
important to use rigorous comparison groups to which partici-
pants are randomly assigned. Of course, in studies of long-term 
practitioners, this is not possible, but these studies need to be sup-
plemented with longitudinal studies in less-experienced individuals 
where changes over time can be tracked (see below).

Next to choosing an appropriate control group, inclusion of a 
proper control task or task condition for which one does not expect 
to find meditation-related improvements, may also control for 
some of the above variables, in particular motivation and expect-
ancy effects. For instance, based upon theoretical models of the 
attentional blink, we predicted that 3 months of Vipassana medita-
tion, a form of OM meditation, (1) would selectively modulate later 
brain processes related to attentional resource allocation, but not 
early, sensory-driven brain processes (as indicated by early visual 
brain potential components), and (2) would only affect T2 process-
ing, not T1 processing, in trials in which T2 followed T1 within the 
time-window of the attentional blink (in short-interval, but not 
long-interval trials; Slagter et al., 2007; see above). As predicted, we 
only found meditation-related improvements in T2 performance 
in short-interval trials that were associated with selective changes 
in higher-order T2 processing. Such a theoretically founded, selec-
tive effect is difficult to explain in terms of, for example, a placebo 
effect. Yet, it should be noted that alternate explanations, such as 
changes in working memory capacity, mood, or arousal, cannot 
be fully excluded in this study. For example, behavioral studies 
have reported a relationship between working memory capacity 

Ericsson and Lehmann, 1996). This feature, as well as the active 
monitoring and regulation of arousal levels, may be an additional 
aspect of meditation regimens important for inducing process-
specific learning.

DURATION Of TRAINING
In most laboratory manipulations cognitive training typically is 
no longer than several weeks, and total training duration in most 
previous neuroimaging studies of cognitive task training amounted 
to less than 20 h, even in studies demonstrating transfer of learn-
ing (e.g., Dahlin et al., 2008). This duration of training might be 
too short to induce long-lasting process-specific learning. Indeed, 
the attainment of an expert level of performance requires about 
10,000 h of deliberate practice in the case of non-laboratory, 
domain-specific learning, such as performance of chess, surgery, 
music, and sports (Ericsson and Lehmann, 1996). Because the tradi-
tional duration of training in meditation also involves many hours 
of intensive practice over years (Lutz et al., 2007), the study of long-
term meditators may provide a unique opportunity to investigate 
the development of process-specific learning. Reported differences 
in brain function between meditation experts (>10,000 h in life) vs. 
control subjects highlight the ability of meditation experts to gen-
erate new data that might not exist without such sustained mental 
training (Lutz et al., 2004; Carter et al., 2005; Brefczynski-Lewis 
et al., 2007). These data will need to be supplemented with data 
from studies that examine meditation-related changes over long 
time periods within the same individuals, from novice to expert. 
Such longitudinal data are necessary to exclude the possibility that 
observed training effects are due to pre-existing differences between 
groups (i.e., experts and novices) and will allow for a more precise 
delineation of the developmental trajectory of the trained abilities 
and the mechanisms that underlie process-specific learning. Thus, 
duration of training may represent a final determinant of process-
specific learning.

Meditation has both short-term, intermediate, and long-term 
effects. Many studies have reported changes in cognitive task per-
formance after relatively brief practice in the order of several days 
to weeks (e.g., Jha et al., 2007; Tang et al., 2007, 2010) or after 
a training period of several months (e.g., MacLean et al., 2010; 
Sahdra et al., in press). The extent to which these shorter-term 
changes are enduring and reflect lasting changes in brain function 
or structure is still unclear. Furthermore, the relationship between 
short- and long-term effects of meditation is at this point unknown, 
and longitudinal studies, that follow the same individual over 
time over longer time periods (i.e., years), are necessary to clarify 
this relationship.

METHODOLOGICAL CHALLENGEs
The problem of determining whether a treatment or intervention 
has an effect is ubiquitous in science, and the golden standard is 
to evaluate effects using randomized, double-blind experimental 
designs, in which participants are randomly assigned to either the 
experimental group or a control group, and neither the participants 
nor the experimenters know which group the participants are in. 
The neuroscientific study of meditation faces several methodo-
logical challenges in particular related to the fact that randomized 
assignment is not always possible, as in cross-sectional studies 
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and attentional blink size (Colzato et al., 2007), as well as between 
mood and arousal and the size of the attentional blink (Olivers and 
Nieuwenhuis, 2006; Jeffries et al., 2008). It is thus possible that OM 
meditation in this study affected the size of the attentional blink by 
modulating one of these factors next to, or rather than by training 
attentional processes itself. This example illustrates the need for 
future research to determine the precise mechanisms that underlie 
effects of FA and OM meditation on cognitive phenomena, such 
as the attentional blink, and their underlying brain circuitry. This 
research would benefit from including questionnaires and/or tests 
that measure changes in, e.g., mood and working memory capacity, 
as well as psychophysiological measures of mood and arousal, such 
as skin conductance and heart rate variability, to shed further light 
on the precise mechanisms that may underlie observed effects, and 
to better control for possible confounding variables.

To summarize, since individuals cannot be blinded with respect 
to the fact that they are participating in a meditation study, control 
groups and tasks are essential for validating the effects of medita-
tion. Ideally, participants are randomly assigned to a practitioner 
and control group, and groups are matched in all aspects other 
than the factor of interest, most importantly in age, gender, race, 
socioeconomic status intelligence, motivation and study outcome 
expectancies. Questionnaires and psychophysiological measures 
may aid in interpreting observed effects of meditation.

CROss-sECTIONAL Vs. LONGITUDINAL sTUDIEs
There are two fundamental strategies for examining the effects of 
mental training, that each have distinct advantages and disadvan-
tages: cross-sectional and longitudinal approaches. In the cross-
sectional approach, individuals with varying levels of a given skill 
are compared and differences in some variables related to their 
skill level are identified. For example, neural function of long-term 
practitioners is compared with that of matched control subjects or 
less-experienced practitioners. This approach is useful for study-
ing mental training-related changes over longer time periods (e.g., 
many years), where the longitudinal study of individuals may be 
difficult. Yet, as randomized group assignment is not possible in this 
approach, cross-sectional designs may suffer from cohort effects, 
in which different groups (i.e., expert vs. novice meditators) differ 
from each other by factors of no-interest, for instance in sleep or 
nutritional habits, or with respect to pre-existing differences in per-
sonality characteristics. For example, although lower neuroticism 
scores are reported by QiGong meditators, who have practiced for 
a greater number of years (Leung and Singhal, 2004), meditation 
training is more likely to be discontinued by people with higher trait 
neuroticism (Delmonte and Kenny, 1985; Delmonte, 1988).

The longitudinal approach studies the same individual at every 
point. This approach therefore does not necessarily suffer from 
cohort effects, and provides optimal power to identify training-
related changes, because within-subject variability is typically 
smaller than across-subject variability. Yet, spending a number of 
months in a retreat environment, as is the case in many longitu-
dinal meditation studies, including some of the studies discussed 
above (Slagter et al., 2007, 2009; Lutz et al., 2009; MacLean et al., 
2010), also brings with it changes in for instance, sleep-wake cycle, 
mood, and arousal, and may require participants to practice in 
silence and with their eyes closed, depriving the senses of their 

usual stimulation. These confounding factors may well influence 
results. For example, it has been proposed that reduced sensory 
load does not only affect low-level sensory stimulus processing, for 
example, by increasing visual cortex excitability (e.g., Boroojerdi 
et al., 2000; Pitskel et al., 2007) or by modifying loudness percep-
tion (e.g., Formby et al., 2003; Munro and Blount, 2009), but can 
also lead to changes in higher-order cognitive information process-
ing (e.g., Mahon and Caramazza, 2008). Most meditation practices 
are performed either with defocused open eyes, defocused half-
open (hooded) eyes, or with closed eyes. It is possible that intensive 
meditation with defocused (half-) open eyes by reducing sensory 
load causes changes in the visual cortex similar to sensory depri-
vation. Notably, the longitudinal study by MacLean et al. (2010), 
discussed above, reported decreased visual perceptual threshold 
after 3 months of intensive meditation, and only found improved 
sustained attention task performance when retreat participants 
were allowed to use their pre-retreat visual stimuli. Improvements 
in sustained attention were not observed when perceptual thresh-
olds were individually adjusted post-retreat to match each partici-
pant’s pre-retreat perceptual threshold in difficulty. In this study, 
meditation-related reductions in sensory load may thus in part 
explain the observed changes in attentional function. The con-
found of reduced sensory load during some meditative practices 
is one that needs to be addressed in future studies. Neuroimaging 
measures may also be useful in this respect. For example, in the 
aforementioned Slagter et al. (2007) study, meditation was not 
associated with changes in early sensory processing (as indexed by 
the early visual brain potential components P1 and N1), suggesting 
that reduced sensory load likely did not contribute to the observed 
meditation-related changes in higher-order target processing in 
this study.

To summarize, meditation researchers should be circumspect 
of possible confounds related to the fact that individuals cannot be 
blinded to the meditation intervention, confounds that are asso-
ciated with using cross-sectional and longitudinal study designs, 
and caveats, such as sensory deprivation or changes in sleep-wake 
cycle, that are more specific to the study of meditation. The above 
emphasizes the importance of conducting single-blind meditation 
studies. Those involved in data collection and analysis should be 
blinded with regard to group assignment and/or the specific study 
predictions to prevent experimenter biases (the favoring of certain 
outcomes over others) from influencing results. Of course, this is 
not possible in all cases, for example, when participants are studied 
in retreat settings.

It should be emphasized that many of the above challenges are 
not unique to the study of meditation. For example, one should 
always insure that effects of cognitive training cannot be explained 
by differences in motivation, arousal, mood, or expectancy bias 
between training and control groups, or by pre-existing differ-
ences between groups in age, intelligence, etc. Thus, in general, any 
cognitive training study should be designed with a clear concep-
tion of the research question and the hypothesized mechanism, 
and thorough consideration of how threats to validity may be 
best addressed for a given, clearly defined training procedure. 
Nevertheless, the development of adequate comparison groups 
against which to compare mental training as cultivated by medita-
tion remains an important avenue for future research. Only when 
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DIsCUssION AND CONCLUsION
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flow (Lee et al., 2010), other studies have reported that input to and 
activity within local neuronal circuits are both better predictors of 
the hemodynamic response than output from pyramidal cells (e.g., 
Logothetis et al., 2001; Goense and Logothetis, 2008), suggesting 
that the hemodynamic response does not simply reflect the level of 
spiking activity. Indeed, in some cases the hemodynamic response 
has been observed in the absence of spiking output (Logothetis 
et al., 2001; Thomsen et al., 2004; Goense and Logothetis, 2008). 
A further complication is that both excitatory and inhibitory input 
create metabolic demands (Buzsáki et al., 2007), making it even 
harder to interpret the concomitant vascular response as a simple 
measure of neural firing rate (Logothetis, 2008; although in some 
cases, neuronal inhibition may produce metabolic and hemody-
namic down-regulation; Stefanovic et al., 2004). Overall, the hemo-
dynamic response is likely to reflect an average response to a range 
of metabolic demands imposed by neural activity, including both 
excitatory and inhibitory post-synaptic processing, neuronal spik-
ing, as well as neuromodulation (Logothetis, 2008; Palmer, 2010).

Bearing these caveats in mind, the reminder of the paper will 
focus on statistical methods for separating noise from systematic 
fluctuations of the BOLD signal induced by experimental stimula-
tion. Following a brief review of the general linear model (GLM) 
framework, the paper will focus on the degree by which single-
subject fMRI time-series conform to the assumptions of the frame-
work, and on the approaches used to mitigate infringements of 
these assumptions. Finally, the paper will also discuss methods 
to combine datasets from multiple subjects, with respect to their 
inferential scope and validity.

For clarity, the rest of the manuscript will use the term “volume” 
to refer to an individual data acquisition point, typically a three 
dimensional image of the MRI signal at multiple points throughout 

IntroductIon
Over the past 20 years the study of human cognition has benefited 
greatly from innovations in magnetic resonance imaging, in partic-
ular the development of techniques to detect physiological markers 
of neural activity. The most widely used of these techniques capital-
izes on the changes in blood flow and oxygenation associated with 
neural activity (the hemodynamic response), and on the differing 
magnetic properties of oxygenated and deoxygenated blood. The 
paramagnetic properties of deoxyhemoglobin (dHb) create local 
field inhomogeneities, leading to reduced transverse (T2) relaxation 
times and therefore to a reduction in image intensity. Conversely, 
increased concentrations of oxyhemoglobin produce increased T2 
relaxation times and a relative increase in image intensity. This 
blood oxygen level-dependent (BOLD) contrast mechanism forms 
the basis of functional magnetic resonance imaging (fMRI; Ogawa 
et al., 1990, 1992; Kwong et al., 1992).

While the idea of a hemodynamic response spatially local-
ized to sites of neural activity dates back to Roy and Sherington 
(1890), the mechanisms by which neural activity triggers changes 
in cerebral blood volume, flow, and oxygenation are still not fully 
understood (c.f., Logothetis et al., 2001; Logothetis, 2002) posing 
a significant constraint on the interpretation of fMRI studies of 
cognition (Logothetis and Wandell, 2004; Logothetis, 2008). At 
the level of measurement, the degree to which changes in BOLD 
signal co-localize with neural activity depends on various imaging 
parameters, including the magnetic field strength and the imaging 
sequence used (Ugurbil et al., 2003; Logothetis, 2008). On a more 
fundamental physiological level, it is also unclear which aspects of 
neural activity are most closely linked to the hemodynamic response 
(see Logothetis, 2008, for an excellent overview). While activation of 
excitatory neurons has been shown to trigger changes in local blood 
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the brain acquired over the course of several seconds. Multiple 
volumes acquired as one continuous stream of data are referred to 
as a “run” or “scan.” Each subject usually undergoes multiple runs, 
sometimes with brief interruptions in between, but usually whilst 
remaining inside the bore of the magnet. A set of multiple runs is 
referred to as a “session.” A standard fMRI dataset for a complete 
experiment usually consists of one (or more) session from each of 
a number of subjects.

SIngle-Subject AnAlySIS (I): the generAl lIneAr Model 
ApproAch
An fMRI dataset, can be seen as a set of cuboid elements (i.e., voxels) 
of variable dimension, each of which has an associated time-series 
of as many time-points as volumes acquired per session. The aim 
of a (conventional) statistical analysis is to determine which voxels 
have a time-course that correlates with some known pattern of 
stimulation or experimental manipulation. The first step in fMRI 
data analysis is to apply a series of “pre-processing” transformations 
with the aim of correcting for several potential artifacts introduced 
at data acquisition. Each transformation can be applied as required 
depending on the specific experimental design or acquisition pro-
tocol. The most typical steps include adjusting for differences in the 
acquisition time of individual image slices, correction for subject 
motion, warping individual subjects data into a common space 
(“normalization”), and temporal and spatial smoothing (see Jezzard 
et al., 2002). Following pre-processing, data analysis is often car-
ried in two steps: a separate first-level analysis of data from each 
individual subject, followed by a second-level analysis in which 
results from multiple subjects are combined.

In the GLM approach, the time-course associated with each 
voxel is modeled as a weighted sum of one or more known predictor 
variables (e.g., the onset and offset of an experimental condition) 
plus an error term. The aim of the analysis is to estimate if, and to 
what extent, each predictor contributes to the variability observed 
in the voxel’s time-course. Consider, for example, an experiment 
in which the BOLD response, y, is sampled n times (i.e., volumes). 
The intensity of the BOLD signal at each observation (y

i
) can be 

modeled as the sum of a number of known predictor variables 
(x

1
…x

p
) each scaled by a parameter (b):

y x x x
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The aim of the first-level statistical analysis is to determine how 
large the contribution of each predictor variable x

i
 is to the observed 

values of y. That is to say, how large each scaling parameter b
i
 is, 

and whether it is significantly different from zero. Using the more 
compact matrix notation, the GLM can be re-expressed, in its sim-
plest formulation, as:

Y = Xb + e (1)

Where Y is an n × 1 column vector (i.e., n rows, 1 column) 
representing the BOLD signal time-series associated with a sin-
gle voxel. X is the n × p design matrix, with each column repre-
senting a different predictor variable. Of interest are the columns 

 representing manipulations or experimental conditions, although 
the matrix typically also includes regressors of non-interest, mod-
eling nuisance variables such as low-frequency drifts and motion. b 
is the p × 1 vector of unknown weights setting the magnitude and 
direction of the (unique) association between each given predic-
tor variable and the data Y. Finally, e is an n × 1 vector containing 
the error values associated with each observation (i.e., the value 
of each observation that is not explained by the weighted sum of 
predictor variables).

Figure 1 depicts the GLM model for an imaginary voxel with 
associated time-series Y, as the linear combination of three regres-
sors of interest (e.g., tasks A,B,C) and a number of nuisance vari-
ables (here six motion regressors and a linear drift), each scaled by 
a vector of unknown amplitudes (b), plus an error term e.

The standard approach to fMRI analysis is to fit the same model 
independently to the time-course of each voxel. Spatial covariance 
between neighboring voxels is thus typically ignored at the model 
fitting stage. The presence of more response variables (i.e., voxels) 
than observations (i.e., volumes), together with the aim of making 
topographically specific claims about BOLD activity, has tradition-
ally motivated this “massive-univariate” approach. Recently, how-
ever, a lot of effort has gone into developing multivariate techniques 
to address the question of what information specific brain areas 
represent (as opposed to the “localizationalist” approach typical of 
univariate analysis; c.f., Kriegeskorte et al., 2006, 2008; Bowman, 
2007; Bowman et al., 2007).

Several methods are available to estimate the value of the 
unknown parameter b, and therefore assess whether a given pre-
dictor variable significantly explains some portion of the vari-
ance observed in a voxel’s time-course, including the ordinary 
least squares (OLS), (feasible) generalized least squares (GLS), 
and the so-called Smoothing and “Sandwich” approaches (see 
Waldorp, 2009, for a clear overview of these methods). In its 
simplest OLS form, the optimal parameters are defined as those 

Figure 1 | Depiction of the gLM model for an imaginary voxel with 
time-series Y predicted by a design matrix X including 10 effects (three 
regressors of interest – e.g., tasks A,B,C – and seven nuisance 
regressors – e.g., six motion parameters and one linear drift) of unknown 
amplitude bi, and an error term.
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estimates of the error variance. This can in turn lead to biased test 
statistics (e.g., t or F values), and affect statistical inferences based 
on those statistics.

In fMRI data, the problem is typically one of systematically 
over-estimating the error degrees of freedom, since the presence 
of serial correlations means that the true number of independ-
ent observations (the effective degrees of freedom) will be lower 
than the apparent number of observations. In turn, this produces 
an underestimate of the error variance and thus an inflated test 
statistics (since the error variance is included in its denominator). 
The artificially liberal nature of inferences drawn in the absence of 
correction for autocorrelation was demonstrated by Purdon and 
Weisskoff (1998) who found false positive rates as high as 0.16 could 
occur for a nominal a-level of 0.05. Several different approaches 
have been suggested to minimize this problem.

Temporal smoothing (“pre-coloring”)
Friston et al. (1995) and Worsley and Friston (1995) suggest an 
extension of the GLM to accommodate serial correlation via “tem-
poral smoothing.” Their proposal is to re-frame (1) as:

Y = Xb + Σe (4)

where Σ represents some process hidden in the residual character-
izing the serial correlation, and e represents a “well-behaved” error 
term ∼N(0, s2I). By then imposing a linear transformation S to (4) 
the idea is to “swamp” and thereby minimize the endogenous – 
unknown – correlation structure with some exogenously imposed, 
therefore known, correlation structure S, obtaining:

SY = SXb + SΣe (5)

The assumption underlying this method is that the S trans-
formation is robust enough so that SΣST∼SST, thereby effectively 
“swamping” the unknown endogenous serial correlation. If this 
assumption holds, the “colored” noise is identically distributed 
∼N(0, s2ST) (Friston et al., 1995). The derived b-estimates remain 
unbiased but do not retain maximal efficiency, thus degrading 
power, as a function of how (in)effectively the endogenous correla-
tion is swamped. In addition, the pre-coloring smoothing function 
acts as a low-pass filter, and may risk attenuating experimentally 
induced signals of interest (Marchini and Ripley, 2000; Woolrich 
et al., 2001). Partly as a response to these problems, the pre-coloring 
approach has now been largely superseded by the pre-whitening 
approach.

Pre-whitening
Rather than attempting to mask an unknown covariance structure 
with a known one, the pre-whitening strategy attempts to esti-
mate and remove the autocorrelation prior to estimating the model 
parameters (Bullmore et al., 1996). This technique makes use of a 
two-pass procedure. In the first pass, a GLM is fit to the data under 
the infringed i.i.d. error assumption. The residuals derived from 
this model are then used to estimate the autocorrelation structure 
actually present. The autocorrelation is then modeled with a simple 
Auto-Regressive model of order 1 [AR(1)], in which the error at 
each time-point is assumed to be a combination of the error at the 
previous time-point and some “fresh” error. Once the parameters 
for this model have been estimated, the raw data is “pre-whitened” 

that minimize the sum of squared residuals1: ∑ − ×( )=i
n

i iY X1

2

b̂  
(i.e., the squared difference between the observed signal Y and 
the expected signal as specified by the X matrix scaled by the b 
parameters). The unknown parameter and its variance are thus 
estimated as follows2:

b̂ = ( )−
X X X YT T1

 
(2)

var b̂ s( ) = ( )−2 1
X XT

 
(3)

According to the Gauss–Markov (GM) theorem, the OLS will 
correspond to the best linear unbiased estimator (BLUE) of the 
population parameters, in the class of unbiased estimators, pro-
vided the following assumptions relating to the properties of the 
error term and the parameters hold true3:

(A1)  Errors are independently and identically distributed (i.i.d.) 
∼N(0, s2I )

(A2)  he regressors in the X matrix are independent of error 
[i.e., E(e,X) = 0], non-stochastic (i.e., deterministic), and 
known.

(A3)  No regressor is a linear transformation of one (or more) 
other regressors.

It should be noted that (A1) is in fact a three-part assumption 
requiring that (A1a) the errors for different observations (time-
points) are not correlated [i.e., Cov(e

i
,e

j
) = 0]; (A1b) the expected 

value of the error term is zero [i.e., E(e) = 0]; and (A1c) the variance 
of the error is s2 at all observations.

Crucially, a statistical model is only valid inasmuch as its assump-
tions are met. When this is not the case, inferences drawn from it 
will be biased and can even be rendered invalid. The reminder of 
this paper focuses on the degree to which fMRI data abide by the 
above assumptions, the consequences of their infringement, and 
describes the main methods currently available to adjust for such 
situations.

SIngle-Subject AnAlySIS (II): the GM ASSuMptIonS 
And fMrI tIMe-SerIeS
AutocorrelAtIon
One major potential violation of the model’s assumptions arises 
from the fact that fMRI data represent a time-series. In particu-
lar, correlations between residuals at successive time-points can 
violate the i.i.d. assumption (A1a). Common sources of noise 
that can introduce serial correlations include hardware related 
low-frequency drifts, oscillatory noise related to respiration and 
cardiac pulsation, and residual movement artifacts not accounted 
for by image registration (c.f., Weisskoff et al., 1993; Friston et al., 
1994; Boynton et al., 1996). The presence of serial correlation does 
not directly affect unbiasedness of the b̂, but can produce biased 

1As we will discuss in the remainder of the paper, several sophistications on top of 
this simple approach are necessary to compensate for specific features of BOLD 
time-series.
2Where the superscript “T” denotes the transposed matrix.
3In addition to the unbiasedness and maximal efficiency, the BLUE is asymptotical-
ly normal, a desirable property for subsequent parametric testing.
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were greatly reduced, although there was again a slight increase 
in negative correlations. The best performance was obtained with 
non-regularized non-parametric and AR(2) algorithms, which 
decreased the number of non-white residuals to an average of 1.6 
and 0.5%, respectively. Overall, this supports the idea that the major 
source of autocorrelation in BOLD time-series is successfully cap-
tured by an AR(2) model.

Explicit noise modeling
Finally, an alternative approach to the data driven estimation of 
serial correlation has been proposed by Lund et al. (2006). In their 
interpretation, autocorrelation amongst residuals can often be 
taken as evidence of unmodeled, but potentially known, sources 
of variance. In their “nuisance variable regression” (NVR) approach 
they attempt to explicitly model within the design matrix several 
factors believed to induce autocorrelation, including hardware 
related low-frequency drift, residual movement effects, and aliased 
physiological noise (i.e., cardiac pulsation and respiration; see also 
Lund et al., 2006). Empirical tests suggested that the approach is 
effective in capturing the modeled sources of noise such as cardiac 
and respiratory effects (see also Razavi et al., 2003). Indeed, the 
NVR approach resulted superior to both the AR(1) and the simple 
high-pass filtering approaches for dealing with serial correlation. 
However, despite the potential appeal of this approach, it is highly 
dependent on the sources of noise being well characterized, and will 
still require some form of data cleaning to account for additional 
unmodeled sources of temporal correlation.

heteroScedAStIcIty
Assumption (A1c) requires the variance of residuals to be constant 
across observations (i.e., time-points), and the covariances (i.e., 
the off-diagonal elements of the variance–covariance matrix) to be 
all equal to zero [i.e., var(e) = s2I]. Violation of such assumption 
is referred to as heteroscedasticity. When this assumption is not 
upheld the estimator (b̂) is still unbiased, but no longer efficient, 
usually resulting in confidence intervals that are either too wide 
or too narrow. As for the case of autocorrelation, if the variance is 
biased subsequent parametric testing will yield incorrect statistics. 
In the fMRI literature heteroscedasticity has received relatively little 
attention. As a notable exception, Luo and Nichols (2002, 2003) dis-
cuss the possibility of heteroscedasticity in fMRI data, for example 
due to a dependency of the variances on the response, or because 
of other factors such as time or physical ordering (in Luo and 
Nichols, 2002, violations of homoschedasticity are indeed found, 
mostly due to artifacts).4

MultIcollIneArIty And X MAtrIx MIS-SpecIfIcAtIon
Multicollinearity
Assumption (A3) requires that none of the explanatory vari-
ables (i.e., columns of the X matrix) is perfectly correlated with 
any other explanatory variable, or any linear combination of. In 
the presence of perfect multicollinearity the X matrix is rank- 
deficient, the inverse of (XTX) does not exist, and infinite solutions 

by removing the estimated covariance structure. Finally, a second 
pass of the GLM estimation is carried out on the whitened data. The 
intuition underlying such an approach is that if a good estimate of 
the autocorrelation structure can be obtained and removed from 
the data, the i.i.d. assumption (A1a) will hold. As a parallel to (5), 
this approach can be expressed as:

K−1Y = K−1Xb + K−1Σe (6)

where K ≈ Σ. Thus, instead of the convolution with a temporal 
smoothing matrix S as in Friston et al. (1995), the pre-whitening 
approach uses a de-convolution matrix obtained by data driven 
estimation of the Σ structure. Unlike the pre-coloring approach, 
pre-whitening also has the advantage that the resulting parameter 
estimates will be the BLUEs. Thus, equations (2) and (3) can be 
re-written as:

ˆ ( )b = − − −X K X X K YT T1 1 1

var b̂ s( ) = ( )− −2 1 1
X K XT

If the process Σ is exactly characterized by K, then in the trans-
formed data the error variance is equal to s2I again. Compared with 
pre-coloring, pre-whitening has the advantage of being more effi-
cient (Woolrich et al., 2001) across different experimental designs, 
and particularly for rapid event-related designs where much of the 
experimentally induced signal is concentrated in high temporal fre-
quencies. The approach, however, relies heavily on accurately char-
acterizing the endogenous correlation structure and non- optimal 
modeling can reduce efficiency and induce significant bias, affecting 
the magnitude of test statistics (Friston et al., 2000a). In response 
to these problems, several authors have suggested the use of more 
complex models allowing for serial correlations over longer periods 
of time (Worsley et al., 2002), greater flexibility in the local noise 
modeling (e.g., Locascio et al., 1997; Purdon et al., 2001), and non-
parametric approaches (Woolrich et al., 2001).

Lenoski et al. (2008) compared the performance of several 
different strategies for whitening residuals, including the global 
linearized AR(1) algorithm implemented in SPM2/5 (Frackowiak 
et al., 2004), a regularized non-parametric correction (Woolrich 
et al., 2001) similar to the one implemented in FSL (Smith et al., 
2004), and a voxel-wise, regularized AR(m) autocorrelation algo-
rithm (Worsley et al., 2002) as implemented in fMRIStat. Across 
six algorithms, the global linearized AR(1) model proved to be 
the least effective, decreasing the count of non-white residuals to 
about 47%. Notably, the algorithm was effective at eliminating 
positive autocorrelation structures. Due to the inflexibility of the 
global approach, in which the same, positive correlation structure 
is assumed to exist at every voxel, white and negative autocor-
relations were poorly modeled. As a consequence, this approach 
induced negative correlations that were not originally in the data 
(the practical implications of this remain debatable however, as 
Lenoski et al. (2008) also report that positive autocorrelations are 
present in the overwhelming majority of voxels; see also Woolrich 
et al., 2001; Worsley et al., 2002). Regularized algorithms, including 
AR(1) and non-parametric methods, successfully reduced non-
whitened residuals to about 41 and 37% of the total voxels. As 
with the global linearized AR(1) approach, positive correlations 

4Consequently, Luo and Nichols (2003) include a specific diagnostic test to as-
sess the homoschedasticity assumption in their diagnostic package (see Luo and 
 Nichols, 2003, p. 1016).
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Overall, the consequences of even minor cases of mis-modeling, 
can result in severe loss of statistical power and inflation of the false 
positive rate far beyond the nominal a-level (Loh et al., 2008). Along 
similar lines, Razavi et al. (2003) analyze the importance of model 
building with respect to the impact of model mis-specification 
(by either excluding appropriate effects or including inappropriate 
effects) on its goodness of fit and validity. Using a forward selection 
approach, inclusion of appropriate regressors (e.g., task and several 
noise sources) increased both statistics. Inclusion of an inappropri-
ate term, on the other hand, increased the model goodness of fit, but 
strongly decreased the model validity. Finally, the authors also point 
out that the sheer number of activated voxels under each model, a 
heuristic often used for model selection, was often in conflict with 
model validity and goodness of fit statistics. In particular, inclu-
sion of an inappropriate effect in the model reduced its validity, 
but increased the number of active voxels.

X matrix mis-specification (II): the hemodynamic response function
Once the X matrix is properly specified, the regressors are typi-
cally convolved with a hemodynamic response function (HRF), in 
order to transform neural responses to on–off stimulation into an 
expected vascular signal (see Boynton et al., 1996). The HRF thus 
characterizes the input–output behavior of the system (Stephan 
et al., 2004), imposing an expectation on how the BOLD signal 
in a voxel should vary in response to a stimulus. Even for a well 
specified X matrix, incorrect modeling of the HRF might cause sig-
nificant discrepancy between the expected and the observed BOLD 
signal, increasing the variance of the GLM coefficients, degrading 
power, and decreasing the model validity (c.f., Aguirre et al., 1998; 
Loh et al., 2008; Waldorp, 2009). Indeed, even minor model mis-
specification can result in substantial power loss and bias, possibly 
inflating Type I errors (Lindquist et al., 2009). It is then all the 
more problematic that the HRF is known to be highly variable 
across individuals, and, within individuals, across tasks, regions 
of the brain, and different days (Aguirre et al., 1998; Handwerker 
et al., 2004). The input–output relationship between stimulation 
and BOLD response can be modeled in one of several ways. The 
most typical approach is to assume a linear time-invariant sys-
tem, where the HRF is modeled by a set of smooth functions that, 
when overlapping, add up linearly (Friston et al., 1994; Boynton 
et al., 1996). In this approach, many models have been proposed, 
with various degrees of flexibility. At the low end of the spectrum, 
the HRF is considered to have a fixed shape (e.g., the difference 
between two gamma functions) except for its amplitude (Worsley 
and Friston, 1995). A popular alternative is to employ a canonical 
HRF together with two derivatives, to allow for (small) variations in 
latency and dispersion (Friston et al., 1998). Even greater flexibility 
can be afforded by using a larger set of basis functions, typically 
constrained to the space of plausible HRF shapes (Woolrich et al., 
2004; Penny and Holmes, 2007) and its relevant parameters (Liao 
et al., 2002). At the top end of the flexibility spectrum, finite impulse 
response (FIR) basis sets allow estimation of the height of the BOLD 
response at each time-point (Glover, 1999; Ollinger et al., 2001).

In general, inclusion of multiple parameters has the advantage 
of acknowledging and allowing for known HRF variability, thus 
increasing sensitivity (Woolrich et al., 2004). At the same time, 
however, the increased flexibility comes at the cost of potentially 

equally satisfy the GLM system of equations. In reality, however, 
the problem with multicollinearity is one of degree. The impact 
of multicollinearity on the b-estimates of the correlated columns 
is to reduce their efficiency (i.e., increase var b̂( )) as a positive 
function of the degree of collinearity present. The fundamental 
problem is that as two columns become more and more corre-
lated it becomes impossible to disentangle the unique impact of 
each on the dependent measure. The confidence intervals for the 
coefficients thus become wide, possibly including zero, making 
it difficult to assess whether an increase in a regressors is associ-
ated with a positive or negative change in the dependent measure 
(i.e., Y). The consequence of this issue is then a strong bias in the 
inferential statistics (e.g., t-test – which can be either positive or 
negative). It should be noted, however, that multicollinearity only 
affects the repartition of variance among the individual regressors. 
Overall model statistics such as R2 and the significance of the model 
remain unaffected, possibly leading to the seemingly paradoxical 
situation where individual bs have low significance but the overall 
model fit is high. A clear example of the impact of multicollinearity 
in functional neuroimaging experiments is provided in Andrade 
et al. (1999), where, in a PET experiment, the activations associated 
with a given regressor in the presence, or absence, of a strongly 
covarying second effect are qualitatively different. As the authors 
remark, the results obtained from the correlated and uncorrelated 
models could lead to qualitatively different conclusions (Andrade 
et al., 1999). Overall, this example shows that in the presence of 
multicollinearity functional neuroimaging results can be mislead-
ing and misinterpreted.

As for the homoscedasticity assumption, the multicollinear-
ity issue did not find, so far, much space in the fMRI methodol-
ogy literature. There may be at least two reasons for this: first, the 
standard use of the pseudo-inverse method; second, this problem 
is typically dealt with at the creation of the experimental design 
(i.e., the X matrix). Indeed, much more energy has been spent on 
the issue of design efficiency (including multicollinearity mini-
mization; c.f., Dale, 1999; Wager and Smith, 2003; Henson, 2007; 
Smith et al., 2007).

X matrix mis-specification (I): model building
Mis-characterizing the expected BOLD signal, by mis-modeling 
the X matrix, can be an important source of error. According to 
Petersson et al. (1999), the specification of the X matrix faces 
two connected trade-offs related to the cases of over- and under- 
specification. On the one hand, inclusion of a maximum number 
of effects in the model would be desirable to increase fit, though 
at the cost of reducing power (by consuming one df for each addi-
tional effect), while the marginal increase of explained variance 
decreases with each additional factor. Further, over-modeling of the 
signal may degrade the generalizability of the results. On the other 
hand, exclusion of relevant factors from the model may have the 
effect of inflating the error variance, reducing power, and possibly 
introducing serial dependencies in the error term, thus infringing 
assumption (A1a). At the same time, however, exclusion of irrel-
evant effects from the model has the (positive) consequence of 
increasing power via increase of the df

model
 (one per each excluded 

variable; see Petersson et al., 1999, pp. 1246–1247 for a complete 
discussion on the point).
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of shorter duration yield dramatic overestimates of the response 
amplitude at longer durations, as a positive function of the time 
difference between the predictor and the predicted stimulus length 
(see Robson et al., 1998, Figure 4, p. 191). The authors thus suggest 
including in the model an adaptive component that may discount 
the response amplitude for short stimulations specified as:

E(t) = (1 − A) + Ae−ta (7)

Equation (7) essentially represents a scaling factor to be applied 
to the amplitudes of short latency stimuli in order to correct for 
“transient” non-linearity. In Robson et al. (1998), this approach 
reduced the discrepancy between the observed response at the 
longest latency (25.5 s) and the predicted one (from the shortest 
latency – 100 ms) from 11.09% signal change to only 0.88%.5

Friston et al. (1998) used parametric variations in the rate of 
word presentation to assess the presence of non-linear BOLD 
effects. The observed departure from linearity was interpreted 
in terms of a hemodynamic “refractoriness,” according to which 
a prior stimulus interacts with a following – temporally con-
tiguous – stimulus by modulating its response amplitude. As 
a solution, the authors proposed “linearizing the problem,” by 
employing Volterra series to overtly characterize the non-linear 
component of the response. The observed BOLD signal Y(t) can 
then be modeled as:

Y t g g X t g X t X t e ti i
i

P

ij i j
j

P

i

P

( ) ( ) ( ) ( ) ( )= + + ⋅ +
= ==
∑ ∑∑0 1

1

2

11  

(8)

The second term of the equation represents the change in 
output (i.e., Y) for a given change in input. The third term is 
the part of the model that describes the effect of the response 
at one time-point on a temporally contiguous time-point, with 
the parameters g0, g1, g2 representing the scaling factor of a series 
of P basis functions approximating the zeroth, first, and second 
Volterra smoothing kernels (see Friston et al., 1998, p. 42). One 
criticism to this approach raised in Calvisi et al. (2004) and Friston 
et al. (2000b) is that while data driven computation of Volterra 
series parameters may allow for a better input–output mapping, 
it does so in a black-box fashion without being informative on 
what are the processes generating the non-linearities. In response 
to these criticisms Friston et al. (2000b) present evidence for the 
non-linearities expressed in the Balloon model of hemodynamic 
signal transduction (see Buxton et al., 1998) being compatible with 
a second order Volterra characterization, thus adding biological 
plausibility to the model.

A different approach has been proposed by Wager et al. (2005) 
who report substantial non-linearities in the magnitude, peak delay, 
and dispersion of the response for a stimulus presentation rate 
of 1 s. Noting the consistency of such non-linearities across the 
brain they suggest empirically deriving the functional form of each 
of these characteristics of the response as a function of stimulus 
history. The authors approximate the non-linearities with a biex-
ponential model:

y = Ae−aX + Be−bX

fitting physiologically ambiguous or implausible shapes (Calhoun 
et al., 2004; Woolrich et al., 2004), fewer degrees of freedom, and 
decreased power (Lindquist et al., 2009). Furthermore, when multi-
ple HRF shapes are tested, it is not clear how to aggregate the results 
for group-level analysis (c.f., Calhoun et al., 2004; Steffener et al., 
2010), nor it is clear how to interpret differences between tasks 
when spread over a multitude of parameters (Lindquist et al., 2009). 
A different approach is to adopt physiologically informed models 
of BOLD response, such as the Balloon model (Buxton et al., 1998; 
Friston et al., 2000b). In this model, a set of differential equations 
specifies a dynamic link between neuronal activity and transient 
increases in the rate of cerebral blood flow, in terms of volume and 
dHb content. The elicited BOLD signal is then considered to be pro-
portional to the ratio of these two quantities (Friston et al., 2000b). 
While more biologically plausible, this approach face several dif-
ficulties relating to estimation of a large number of parameters, 
unreliability of estimates in the presence of noisy data, and the 
lack of a direct framework for inference-making (Lindquist, 2008).

Overall, most cognitive fMRI research to date appears to be 
exclusively focused on estimating the magnitude of evoked activa-
tions (Lindquist and Wager, 2007; Lindquist et al., 2009), and does 
not pay much attention to HRF variability. Indeed, as revealed by 
a recent survey of 170 fMRI studies, 96% of experiments adopting 
an event-related design used a canonical HRF model, thus ignor-
ing differences in shape between individuals or areas of the brain 
(Grinband et al., 2008). As noted by Lindquist (2008), building of 
more sophisticated HRF models is likely to be, in the coming years, 
one of the areas of great multidisciplinary focus.

lIneArIty
The GLM approach also assumes effects to add linearly to com-
pose the response measurements. Boynton et al. (1996) tested this 
assumption by parametrically varying a visual stimulus’ duration 
and contrast. Investigating the additivity of the noise in V1, they 
concluded that although deviations from linearity were measur-
able, these were not strong enough to reject the GLM. Support 
for the use of a linear approach was also offered in Cohen (1997), 
where response amplitudes to parametric variations of the stimuli 
were well modeled by a piecewise linear approximation. Despite 
this initial evidence, it has now been extensively shown that there 
are at least two sources of non-linearities in the BOLD signal: the 
vascular response, especially the vasoelastic properties of the blood 
vessels (see Buxton et al., 1998), and adaptive behavior in neuronal-
response (e.g., Logothetis, 2003).

Vazquez and Noll (1998) tested the linearity of the BOLD 
response to (visual) stimulation of varying length. Under the lin-
earity assumption, it should be possible to predict the amplitude 
of the response at a given duration by multiplying the amplitude of 
the response at a shorter duration an appropriate number of times. 
When stimuli of at least 5 s were used to predict the BOLD response 
amplitude at longer intervals, this expectation was met. However, 
when stimuli of 4 s or less were used to predict the response at longer 
durations, these were found to greatly overestimate the observed 
amplitudes. A similar result was reported, using auditory stimuli, 
by Robson et al. (1998). Consistently with the results in Vazquez 
and Noll (1998), it was possible to predict the BOLD response 
amplitude at long durations with stimuli of at least 6 s. Stimuli 

5The values of parameters A and a were computed empirically by minimizing the 
discrepancy between predicted and actual signal.
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to determining canonical responses to a single stimulus rather than 
to exploring interactions among multiple stimuli. Finally, most 
proposed solutions (e.g., Volterra series; see Friston et al., 1998, 
2000a) require fitting of a large number of parameters which may 
cause severe degradation of power.

MultIple SubjectS AnAlySIS
Once single-subject data has been analyzed for a set of participants, 
individual results are aggregated to assess commonality and sta-
bility of effects within or across groups of interest (Holmes and 
Friston, 1998; Worsley et al., 2002). Prior to group analysis, how-
ever, for datasets to be comparable across subject, individual results 
are warped into a common reference space (typically either the 
Talairach, Talairach and Tournoux, 1988, or the MNI152, Evans 
et al., 1997), in order to “align” corresponding cerebral structures 
across subjects with differing brain anatomy. This normalization 
procedure is all but uncontroversial, especially in relation to its 
effectiveness (see Brett et al., 2002), however, a discussion of the 
issue extends beyond the scope of this review.

One of the central issues in group analysis concerns the scope 
of the inferences one may validly draw from aggregate statistics. As 
will be discussed below, some group analysis strategies only afford 
making valid inferences about the specific sample (i.e., participants) 
one has tested. Other strategies, however, afford making valid, and 
typically more interesting, inferences about the population from 
which the sample was drawn.

fIxed effectS
As Holmes and Friston (1998) nicely put, classical statistical 
hypothesis testing proceeds by comparing the difference between 
the observed and hypothesized effect against the “yardstick” of 
variance (p. S745). The scope of an inference is then bound by the 
yardstick employed. In a fixed effects (FFX) analysis, the variance 
considered is that derived from scan-to-scan measurement error, 
and represents the within-subject variability (sw

2 ). This variability 
may include physiological task-related (e.g., adaptation, learning, 
and strategic changes in cognitive or sensory-motor processing) 
and task non-related effects (e.g., changes in global perfusion sec-
ondary to vasopressin secretion in the supine position), as well as 
non-physiological noise, such as gradient instabilities (c.f., Friston 
et al., 1999a). In this approach statistical testing assesses whether a 
response is significant with respect to the precision with which it can 
be measured (Friston et al., 2005). Paraphrasing the very intuitive 
example offered in Mumford and Nichols (2009), if one were to 
measure the length of hair from the same set of participants twice, 
it is reasonable to assume that the only difference across the two 
measurements should relate to small variation around the aver-
age hair length of each participant. In this sense, for each subject 
the magnitude of the effect is considered to be fixed. FFX analyses 
thus represent the population variance as being a sole function of 
within-subject variability divided by the product of subjects (N) and 
number of observations per subject (n) (c.f., Penny and Holmes, 
2007). For a given subject i, the observed response in trial j (i.e., 
y

ij
) is modeled as varying around the subject’s mean effect d

i
 plus 

a within-error component e
ij
 (with mean zero and variance sw

2 ):

y
ij
 = d

i
 + e

ij
 (9)

By fitting the parameters A and a, B and b, the scaling and 
exponent of two exponential curves, the authors empirically char-
acterize the non-linear changes in BOLD magnitude, onset time, 
and peak delay. The idea is to first run an experiment from which 
to derive the fixed parameters estimates and then use the non-
linear characterizations as scaling factors for individual responses – 
according to the history of stimulation up to each response – in 
following experiments.

The issue of non-linearity is particularly relevant to fast event-
related designs. When short intervals separate periods of stimu-
lation, the response to the individual stimuli will superpose, and 
will do so sub-additively, reducing the observed signal, presumably 
as a consequence of neuronal and vascular factors (e.g., Birn and 
Bandettini, 2005; Heckman et al., 2007; Zhang et al., 2008). Several 
studies have now documented the decrease in the estimated response 
amplitude at short inter-stimulus intervals (ISI). In Miezin et al. 
(2000), for example, average ISIs of about 5 s (with a minimum 
of 2.5 s) resulted in a decrease of 17–25% of the signal obtained 
in widely spaced trials (e.g., 20 s). Similarly, Zhang et al. (2008) 
reported significant decreases in response amplitude for ISIs of 1 
and 2 s, as compared to longer spacing (i.e., 4, 6, and 8 s). At the 
lower end of stimulus spacing, Heckman et al. (2007) compared 
BOLD response in visual cortex to stimuli of varying contrast under 
a “spaced” (3 s ISI) and a rapid (1 s ISI) presentation. Qualitatively, 
the patterns of response across designs were similar. Quantitatively, 
however, the rapid presentation had the effect of scaling the strength 
of the response. In particular, the response reduction observed when 
switching from a spaced to a rapid presentation was found to be 
similar to the reduction observed when decreasing the stimulus 
contrast (under the same presentation condition). In primary visual 
cortex, for example, switching to a rapid design induced a response 
reduction equivalent to that observed when decreasing the stimulus 
contrast by 84%. Finally, while the response non-linearity appears 
stable within a given region (Miezin et al., 2000), it may vary greatly 
across different primary cortices (e.g., Miezin et al., 2000; Soltysik 
et al., 2004) and may increase in associative areas (Huettel and 
McCarthy, 2001; Boynton and Finney, 2003; Heckman et al., 2007).

Overall, as noted by Wager et al. (2005) non-linearities are 
largely ignored in the neuroscientific and psychological BOLD-
fMRI literature. Several reasons may underlie this observation. First, 
there exists an “envelope” within which the linearity assumption 
holds (e.g., ISIs ≥ ∼4 s). An informal PubMed survey of 20 papers 
published in 2010 mentioning the words “rapid/fast event-related 
fMRI” in the abstract revealed that half the designs used an average 
ISI of at least 4 s. Of the remaining, half the designs made use of an 
ISI between 3.5 and 4 s, and the remaining employed even shorter 
intervals. The large majority of studies thus falls at the boundary 
of the envelop, or well within it. No single study mentioned non-
linearities in BOLD response at short ISIs. All studies except for one, 
however, made use of stimuli (pseudo-)randomization and/or ISI 
random jittering, with the aim of maximizing power and mitigating 
non-linear effects by making each stimulus category equiprobable 
at each trial (c.f., Dale, 1999; Henson, 2007). Second, the increased 
statistical power conferred by a greater number of trials, under 
fast designs, may well outweigh the amplitude reduction induced 
by overlapping BOLD responses (calculated to be about 20% in 
Miezin et al., 2000). Third, the bulk of the work has been devoted 

Monti Statistical analysis of fMRI time-series

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Frontiers in Human Neuroscience www.frontiersin.org March 2011 | Volume 5 | Article 28 | 154

any (and any interaction) of several factors such as general subject 
differences in neural or hemodynamic response to stimulation, 
and/or differing underlying anatomy (c.f., Friston et al., 1999a). 
Further, any of the above-mentioned within-subject variations may 
be of different magnitude across subjects and, finally, many non-
physiological noise sources could affect the way in which a BOLD 
effect (even assuming this was actually the same across several sub-
jects) could give rise to different data (e.g., radio-frequency and 
gradient instabilities, re-calibration of the scanner, repositioning 
effects or differential shimming effects). It should be noted, how-
ever, that unless the true vector of (single subject) bs is known, it 
is not possible to draw pure random effects inferences (Bianciardi 
et al., 2004). The standard approach (often incorrectly referred to 
as a RFX nonetheless; see Smith et al., 2005) is then to include a 
mixture of within-session fixed effects and across-session random 
effect, thus generating a so-called mixed effect model (MFX; c.f., 
Beckmann et al., 2003; Smith et al., 2005). In this approach, the sin-
gle observation for each individual (i.e., y

ij
) is still centered around 

the subject’s true mean d
i
 plus a within-subject error component 

e
ij
, as in equation (9). The subject’s mean d

i
 itself, however, is now 

characterized as a random variable that is centered around the real 
population mean d

pop
 plus a between-subjects error component z

i
 

(with zero mean and variance sb
2). If we restate d

i
 in equation (9) 

as d
pop

 + z
i
 we obtain the “all-in-one” model:

y
ij
 = d

pop
 + z

i
 + e

ij
 (14)

The group effect estimate, and its associated variance, are now 
equal to (see Penny and Holmes, 2007, for the full derivation):

d̂
Nn

dpop
j

n

ij
i

N

=
==

∑∑1

11  
(15)

Var d
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(16)

It is immediately clear from (16) that in MFX analyses the 
yardstick used for statistical testing results from a mixture of the 
“within” (sw

2 ) and “across” (sb
2) sources of variability. It is also 

important to notice that, in equation (16), both sources of vari-
ance are scaled by the total number of subjects (N), while only the 
within-subject variance is scaled by the number of observations per 
subject (n). Thus, as a general rule, more subjects may be better 
than more observations per subject (Penny and Holmes, 2007).

Summary statistics: the hierarchical approach
A straight-forward strategy to perform group analysis is to formu-
late a “single-level” GLM in which various parameters of interest at 
the group level are estimated directly from all of the original single 
sessions’ time-series data (Beckmann et al., 2003). This all-in-one 
model can be specified as:

Y
G
 = XX

G
b

G
 + g (17)

where Y
G
 is now the full data vector [composed of all the individual 

subjects’ time-series Y
i
 from equation (1)], X is the single-subject 

design matrix, X
G
 is a group-level matrix specifying how the indi-

vidual subjects’ data are to be related (e.g., all averaged in a sin-
gle group, divided into two groups of interest), and g is the error 

For a single subject i, then, the (maximum likelihood) parameter 
estimate and its variance are:

d̂
n

yi ij
j

n

=
=

∑1

1  
(10)

var d
ni

wˆ( ) = s
2

 
(11)

As shown in equation (11), the variance of the effect for each 
subject i is the within-error divided by the number of observations 
n. To compute the group-level analysis of the population effect 
(d

pop
), then, it suffices to aggregate the individuals’ effects ( d̂i ) for 

all N subjects, yielding (see Penny and Holmes, 2007, Section 3 for 
the full derivation):

ˆ ˆd
N

dpop i
i

N

=
=
∑1

1  
(12)

Var d
Nnpop

wˆ( ) = s
2

 
(13)

The crucial point shown in (13) is that the group estimate’s 
variance in an FFX approach is a function of the scan-to-scan (i.e., 
within-subject) variability sw

2  only. This group analysis is thus con-
ceptually equivalent to concatenating all data and performing a 
single GLM on a “super-subject” with N × n observations.

Importantly, the inferences drawn from a FFX analysis are not 
invalid, rather they are only valid with respect to the yardstick 
employed (i.e., sw

2 ). Inferences are thus supported at the level of 
the sample analyzed, but not at the level of the population from 
which the sample is drawn (given that there is no consideration of 
“sampling variability”). As noted by Friston et al. (1999a), a FFX 
approach makes the assumptions that each subject makes the same 
contribution to the observed activation thus discounting random 
variation from subject to subject (see the data presented in Penny 
and Holmes, 2007, Figure 2 for a dramatic example of subject-to-
subject variability). This type of analysis can thus be seen as relevant 
in “single case” studies (Penny and Holmes, 2007), but seems unac-
ceptable for “standard” fMRI experiments of healthy volunteers, 
and their (desired) inferential scope.

rAndoM effectS, MIxed effectS, And SuMMAry StAtIStIcS
Random and mixed effects
For inferences to apply at the population level it is necessary to 
account for the fact that individual subjects themselves are sam-
pled from the population and thus random quantities with asso-
ciated variances (c.f., Mumford and Nichols, 2006; Mumford and 
Poldrack, 2007, for a very clear explanation and examples). The 
yardstick of variance must thus account for the subject-to-subject 
variation (sb

2). In the random effects (RFX) approach, the mag-
nitude of the effect in each subject is no longer considered fixed, 
as in FFX analyses, but rather is a random variable itself. In this 
approach, statistical testing assesses whether the magnitude of an 
effect is significant with respect to the variability across subjects. 
There are several reasons for assuming that across-subject variation 
is present in fMRI data. In particular, this variation can be due to 
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the X matrix is dependent on subject-specific  performance (e.g., 
post hoc classification of trials in “remembered” or “forgotten”), 
or when one or more subjects exhibit particularly high variance, 
compared to the rest of the sample. Friston et al. (2005) thus 
propose a summary statistics model formally identical to that 
described by Penny and Holmes (2007), except for the use of a 
restricted maximum likelihood (ReML) approach to estimate, 
from the first level, the amount of non-spehricity induced by the 
individual subjects’ variance components. The ReML estimates of 
non-sphericity (over responsive voxels only) can then be entered 
in the group-level parameter estimation as a known quantity (see 
Friston et al., 2005, p. 247, for a schematic representation of this 
approach) removing the dependence on the sphericity assump-
tion. The authors then address in real data the performance of 
the Holmes and Friston (1998) summary statistic approach under 
the violation of group-level sphericity, and the performance of 
the ReML approach under the same conditions. Interestingly, the 
Holmes and Friston (1998) approach appeared to be robust to 
heterogeneity in first-level design matrices and unequal first-level 
variance. However, the ReML approach did perform marginally 
better, in terms of group-level statistics and associated p-values.

In contrast to the Friston et al. (2005) results, numerical 
simulations conducted by Beckmann et al. (2003) show that the 
conventional Holmes and Friston (1998) approach can indeed 
yield suboptimal group-level statistics across a wide variety of 
designs (e.g., mean group activation, paired t-tests, F-tests) when 
the second-level assumption of sphericity is not met. Beckmann 
et al. (2003) thus propose a generalization of the summary statistic 
approach that retains mathematical equivalence with the all-in-one 
analysis also when group-level sphericity is violated. In particular, 
they show that the summary statistic approach described in (19) 
can be made equivalent to the all-in-one approach [equation (17)] 
if the group-level variance is set equal to the sum of the estimated 
between-subjects variance and the first-level parameter variance 
structures (c.f., Beckmann et al., 2003, Section II.C). According 
to this approach, it suffices to carry forward to the group-level 
analysis both the first-level estimates (i.e., b̂ or c b̂) and their 
(co)variance structures to correctly implement the hierarchical 
equivalent of the all-in-one model. The mathematical argument 
is empirically supported by a substantial increase in group-level 
Z-scores in the generalized model, as compared to the Holmes and 
Friston (1998) approach, under different violations of the group-
level sphericity. More importantly, as Beckmann et al. (2003) point 
out, the increase in Z-scores is about typical threshold values (i.e., 
from values of 2.0 to ∼3.0), thus likely to affect inferences made 
on thresholded images.

In a more recent study, Mumford and Nichols (2009) compared, 
with respect to power and specificity (i.e., Type I error rates), the 
performance of the Holmes and Friston (1998) approach with 
models that include first-level variances. Over a range of sample 
sizes and non-sphericity (induced by outlier variance), their sim-
ulated data shows that while the weighted approaches are more 
optimal in ensuring outlier down-weighting, in the case of a one-
sample t-test, the conventional summary statistics model is robust 
to group-level sphericity violations. In particular, while this latter 
strategy does suffer some power loss (up to about 9% at the lower 
end of the simulated sample sizes), it still correctly controls (if 

term (comprised of within-subject and across-subject variance; 
see below). This approach, though simple, is computationally very 
inefficient because of the size of matrices for datasets of more than 
100 time-points (i.e., volumes) for more than 100,000 voxels, for 
one or more sessions, for each of 15 (or more) subjects (Mumford 
and Poldrack, 2007). For this reason, Holmes and Friston (1998) 
first proposed a computationally simpler hierarchical model of 
group analysis. This approach, typically referred to as the Summary 
Statistics approach, is based on a two-level strategy. First, a single 
GLM is carried out for each subject individually (i.e., first-level 
analysis). Following, the single-subject estimates (e.g., the b̂s or 
a contrast of interest c b̂), and not the time-series themselves, are 
carried forward to the second step where a group-level test is per-
formed (these ideas are further developed in Penny and Holmes, 
2007, and in Beckmann et al., 2003, though with some important 
differences, as discussed below).

A hierarchical two-level linear model of (fMRI) data analysis 
can be written as follows (c.f., Bianciardi et al., 2004):
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As mentioned above, however, the true vector of effect size b 
is not known, hence, in the summary statistics approach it is the 
estimated parameters (i.e., b̂, or c b̂) that are brought forward from 
the first-level analysis to the second. The hierarchical model in (18) 
can thus be restated as:
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where the error term h is not equal to the random effect com-
ponent e

G
, but contains a mixture of both the within (i.e., fixed) 

and between (i.e., random) variability (hence the characterization 
as a MFX).

It is important to notice that the summary statistics strat-
egy is equivalent to the all-in-one model described by equation 
(17) only under the assumption that the first-level variances are 
homoschedastic, and can thus be assumed to be equal across sub-
jects (Beckmann et al., 2003; Penny and Holmes, 2007). More in 
general, the concern is whether sphericity can be assumed (i.e., 
error terms are identically and independently distributed). When 
this assumption is not met, the error term will no longer be a 
scalar multiple of the identity matrix (i.e., s2I), which will reduce 
efficiency of the estimators. As discussed in Friston et al. (2005), 
three main factors determine whether the sphericity assumption 
is tenable in group analysis. First, the within-session error (co)
variance must be the same for all subjects (i.e., subjects must 
exhibit the same amount of measurement error). Second, the 
first-level X matrix must be the same for all subjects (i.e., the 
design must be “balanced”). Third, a one-dimensional contrast 
is brought forward from the first-level to the group-level analysis. 
Under these circumstances, non-sphericity at the second level 
induced by differences in first-level variances can be ignored (and 
the group-level effect can be computed using the efficient hierar-
chical summary statistic approach). These conditions, however, 
cannot always be met, as in the case where the specification of 
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amplitude reduction due to non-linearities. Other assumptions, 
such as homoschedasticity, have received little attention, also 
because they have not been found to be overly problematic (e.g., 
Razavi et al., 2003; Mumford and Nichols, 2009). With respect to 
second-level analysis, the most discussed issue is whether subjects 
can be assumed to have similar variance or not, and the possibility 
of unbalanced designs (Holmes and Friston, 1998; Beckmann et al., 
2003). While there still is debate concerning the extent and sever-
ity of sphericity violations, some analyses show that it is generally 
not a problem in the context of 1-sample t-tests (Mumford and 
Nichols, 2009), although it may well be in other designs. Finally, it 
should be noted that there are many other important issues that 
could not be reviewed here (e.g., gaussianity of the BOLD signal, 
Hanson and Bly, 2001, and correction for multiple comparison, 
e.g., Thirion et al., 2007).

WhAt IS the AlternAtIve?
One last question relates to what alternatives to the GLM are avail-
able. Exploratory approaches (e.g., ICA) notwithstanding, there are 
at least three alternatives that, while making use of the GLM for 
the purposes of estimation, do not rely on it for inference-making. 
Non-parametric approaches, for example, can be employed to this 
end under the main constraint of exchangeability of observations 
(Holmes et al., 1996; Nichols and Holmes, 2001). This strategy 
has been recently argued to be generally preferable to parametric 
testing (Thirion et al., 2007). Bayesian methods have also been 
proposed, where “posterior probability maps” (i.e., images of the 
probability that an activation exceeds some specific threshold, given 
the data) can be used for inference-making (Friston and Penny, 
2003). Posterior inference also has the advantage (among others) 
of not suffering from the multiple comparison problem since, as 
false positives cannot occur, the probability that activation has 
occurred, given the data, at any particular voxel is the same, irre-
spective of the number of analyzed voxels (see Friston et al., 2002, 
for an overview of advantages of Bayesian inference over classical 
one). Finally, a different approach is to derive b-estimates from a 
GLM but then assess significance of spatial distribution of acti-
vations, rather than individual voxels (Kriegeskorte et al., 2006). 
This strategy, by switching from a massive-univariate to a (local) 
multivariate approach has the promising advantage of assessing 
patterns of information representation, rather than localization 
of information, something that may be of great interest from a 
cognitive neuroscience point of view.

concluSIon
Overall, the GLM approach to fMRI time-series remains a relatively 
intuitive and highly flexible tool, especially in light of the many 
sophistications that have been introduced to resolve assumption 
infringements. Nonetheless, it is also clear that in the current lit-
erature some problems are almost entirely ignored (e.g., HRF mis-
specification; see Grinband et al., 2008), while others, because of 
different approaches to correction, can still lead to substantially 
different results (e.g., autocorrelation; see Lenoski et al., 2008). 
The main problem, however, is typically not one of bias, but rather 
one of variance of the estimators, power, and false positive rate. 
Furthermore, even though the first-level assumptions are typically 
the most problematic, assumption infringement in single-subject 

slightly conservatively) for Type I errors. It is important to stress, 
however, that these results are unlikely to replicate in other cases 
(e.g., simple linear regression).

Finally, a last issue relates to the sensitivity of R/MFX analyses. 
Indeed, while this approach has the desirable property of allowing 
valid inference at the population level, comparing the magnitude 
of an effect of interest to both the within- and the across-subject 
variability may result in significantly less sensitivity, as compared to 
FFX approaches (Friston et al., 1999b). To achieve sufficient power 
and acceptable reliability, it might thus be necessary to obtain a 
sample of 25–27 participants (Desmond and Glover, 2002; Thirion 
et al., 2007), which is about 30% more than the current typical 
sample size of 15–20.

dIScuSSIon
Throughout the past 20 years, the GLM has arguably become the 
most widely employed approach to analyzing fMRI data. One 
of the main advantages of this framework is its great flexibility, 
which allows for a multitude of testing strategies (e.g., t/F-test, 
ANOVA, ANCOVA). However, for the statistical model to be valid 
the assumptions on which it relies must be met.

hoW Well do fMrI tIMe-SerIeS conforM to the Model’S 
ASSuMptIonS?
Overall, some of the GM assumptions appear to be particularly 
problematic for fMRI datasets; however, the increased (but vari-
ously implemented) sophistication of fMRI analysis strategies 
mitigates this issue. At the first-level analysis, the presence of 
autocorrelation in the residuals, its biasing effects on the preci-
sion of the estimates, and its (possibly severe) inflation of Type I 
errors, has been long discussed and addressed in a variety of ways. 
Currently, the pre-whitening approach seems to be the standard 
choice. However, even within the domain of pre-whitening strate-
gies, different algorithms can yield substantially different results 
in terms of power and false positives rate, possibly leading to very 
different inferences (Lenoski et al., 2008). Furthermore, it should 
also be stressed that results produced assuming white residuals (as 
done by some fMRI analysis software) should be interpreted with 
great caution due to the inflated effective a-level. This is particularly 
true for studies conducted at the single-subject level, as in single-
patient reports. The specification of the X matrix also appears to 
be problematic. Correlation among the columns, for example, can 
lead to entirely erroneous qualitative interpretation of the data (see 
Andrade et al., 1999), stressing the importance of employing tools 
to assess and build experimental designs as efficiently as possible 
(see Dale, 1999; Wager et al., 2005; Smith et al., 2007). In addition, 
even for well specified and efficient designs, mis-specification of 
the HRF, something that – simply stated – occurs regularly in the 
cognitive fMRI literature (c.f., Grinband et al., 2008), can also result 
in substantial power loss and bias (Lindquist et al., 2009). The lin-
earity assumption appears to be only partially problematic since it 
is only really violated in a specific subspace of experimental designs 
(e.g., stimuli spacing < ∼4 s), and even when violated it does not 
result in excessive amplitude reduction (c.f., Miezin et al., 2000). 
Furthermore, the increase in power obtained by including a greater 
number of trials (at shorter ISIs), in conjunction with condition 
randomization and ISI jittering, may well outweigh the response 
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