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Editorial on the Research Topic

Mathematical Modeling of Cardiovascular Systems: From Physiology to the Clinic

Biomedical research has enjoyed an eruption of reductionism where organs are reduced to
their respective tissues, cells, and molecules. Although reductionism (including proteomic and
genomic) is a powerful approach to provide information on the components of the system,
integration of the components and their interactions are necessary to reveal organ phenotype
and function (Kassab et al., 2016; Heikhmakhtiar and Lim, 2018). Biological integration is
inherently complex and requires mathematical “gluing” of numerous components of the system
with numerous variables. Physics-based mathematical modeling is well-tailored for the task where
the number of variables is so great that it eludes intuition. The past several decades have enjoyed
enormous advancements in mathematical modeling as computational capabilities have advanced
substantially and experimental databases to inform and calibrate the computational models have
become available to minimize the number of ad hoc assumptions. Applications of mathematical
models have ranged from understanding basic biological systems to generate new hypotheses to
patient-specific modeling and simulation studies that can aid medical diagnosis and help design
optimal treatments (Wenk et al., 2009). Modeling and simulation studies have an important role
here because they provide knowledge and insights not available from existing data modalities and
make evidence-generation more efficient by reducing the number of real patients needed in clinical
studies. Furthermore, the utility of mathematical models remains largely removed from the clinic.
The objective of this issue of “Frontiers in Physiology” is to place the spotlight on computational
integration with emphasis on validation and clinical translation of mathematical models.

The cardiovascular system which includes the heart and blood vessels has enjoyed prodigious
efforts on both reduction and integration for understanding physiology and pathophysiology.
For example, it is now clinical practice to compute pressure drop in the coronary arteries
using computerized tomography (to determine fractional flow reserve; Tan et al., 2017),
and non-invasively measure regional heart wall motion and strain in patients by using
echocardiography or cardiac magnetic resonance imaging, in order to solve the inverse problem
and quantify regional myocardial diastolic compliance and systolic contractility. On the latter, there
still is no reliable force transducer or strain gauge for directly measuring forces or stresses in the
intact heart wall without interfering with heart function. Clinicians, engineers, and physiologists
have been interested in measurement and/or computation of heart wall stress since the early
1900s. Myocardial stress is an important boundary condition for coronary blood flow, and it is
directly related to myocardial oxygen consumption (Yin, 1981). The working hypothesis is that
early and late cardiovascular disease treatment outcomes will be improved by using surgical and/or
percutaneous techniques that reduce forces or stresses to homeostatic levels (Grossman, 1980).
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Since regional heart wall stress cannot be measured reliably,
mathematical modeling based on the conservation laws of
continuum mechanics is needed. Because heart wall geometry
(including its fibrous architecture) is fully 3D and the mechanical
properties of beating myocardium are non-linear, there are
no exact solutions of the governing differential equations of
motion. Thus, numerical methods are required to find numerical
approximations. The most versatile numerical method for
simulation of cardiovascular system is the finite element (FE)
method (Guccione et al., 2010), which is widely used in the
automotive and aerospace industries. Most FE models concerned
with heart disease include only the left ventricular (LV) heart
chamber because it is under the greatest stress (highest pressures)
and thus, most prone to failure.

Currently, numerous computational models can simulate
the behavior of the LV, a few models can simulate both
ventricles, and even fewer can simulate all full four-chambered
heart (Baillargeon et al., 2014). The response of FE model
is governed by realistic electrical, structural, and fluid flow
physics. Significant recent improvements have been made in
determination of diastolic (Sack et al.) and systolic (Sack et al.,
2016) myocardial material properties in FE models of normal
human LV (Genet et al., 2014). Relatively few computational
studies have investigated the effects of mechanical circulatory
support devices on cardiac function using realistic geometries
(Lim et al., 2012; McCormick et al., 2013). A recent study of the
effects of an LV assist device on acute left heart failure (Sack et al.,
2016) presented stress results in both ventricles.

Demands for medical device evidence development
addressing patient safety, therapeutic efficacy, and cost-
benefit determination are increasing. These demands are
well-documented drivers of medical device clinical trial size,
complexity, timelines, and costs. At the same time, and seemingly
paradoxically, patient and provider demands for faster treatment
access, and more innovative treatment options are increasing.
Given the legitimacy of these stakeholders’ data demands,
combined with the realities of resource limitations (budget and
time), historic data acquisition techniques will soon no longer
meet patient and provider needs. While numerous solutions have
been hypothesized, the adoption of clinical trial solutions which

make clinical trials more efficient and provide the data necessary
to show safety and efficacy has been scarce. Modeling and
simulation add value to the medical device innovation ecosystem
by providing knowledge and insights not available from existing
data modalities and making evidence generation more efficient
by reducing the need for more burdensome types of data and
information. We can more fully utilize modeling and simulation
to minimize burden on patients, investigators, manufacturers
and regulators, with mechanisms that support efficient review
of novel products and approaches without compromising safety
or effectiveness. “In the future, computer-based modeling may
change the way we think about device validation in other ways,
allowing for much smaller clinical trials, . . . , in that some
‘clinical’ information may be derived from simulation (Faris and
Shuren, 2017).” Stated another way, digital evidence (evidence
from well-controlled modeling and simulation studies) could
serve as “clinical” information to support the evaluation of
medical devices.

It is our hope that this edition of “Frontiers in Physiology”
titled “Mathematical Modeling of Cardiovascular Systems: From
Physiology to the Clinic” will serve to highlight powerful
analytical tools that may advance to the clinic to improve
safety and efficacy of existing treatments and advance novel
diagnostics and therapeutics. In this spirit, we are delighted to
include 23 articles contributed by 101 authors to this special
issue. The topics range from models of cardiac and vascular
system in health and disease from molecular to the organ system
including simulations of cardiovascular devices. To promote
these and other translational and transformational efforts, it is
important to encourage further computational modeling that
range from molecular, to cellular, to tissues and organs in
partnership with experimental validations. Validation is key to
this effort as it will boost confidence in the computational
simulations that will translate from the academic laboratories to
the clinic.
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Ventricular-Arterial Coupling
Sheikh Mohammad Shavik, Zhenxiang Jiang, Seungik Baek and Lik Chuan Lee*

Department of Mechanical Engineering, Michigan State University, East Lansing, MI, United States

While it has long been recognized that bi-directional interaction between the heart and the

vasculature plays a critical role in the proper functioning of the cardiovascular system, a

comprehensive study of this interaction has largely been hampered by a lack of modeling

framework capable of simultaneously accommodating high-resolution models of the

heart and vasculature. Here, we address this issue and present a computational modeling

framework that couples finite element (FE) models of the left ventricle (LV) and aorta to

elucidate ventricular—arterial coupling in the systemic circulation. We show in a baseline

simulation that the framework predictions of (1) LV pressure—volume loop, (2) aorta

pressure—diameter relationship, (3) pressure—waveforms of the aorta, LV, and left atrium

(LA) over the cardiac cycle are consistent with the physiological measurements found

in healthy human. To develop insights of ventricular-arterial interactions, the framework

was then used to simulate how alterations in the geometrical or, material parameter(s)

of the aorta affect the LV and vice versa. We show that changing the geometry and

microstructure of the aorta model in the framework led to changes in the functional

behaviors of both LV and aorta that are consistent with experimental observations. On the

other hand, changing contractility and passive stiffness of the LV model in the framework

also produced changes in both the LV and aorta functional behaviors that are consistent

with physiology principles.

Keywords: left ventricle, finite element modeling, ventricular-arterial coupling, arterial mechanics, cardiac

mechanics, systemic circulation

INTRODUCTION

The heart and vasculature are key components of the cardiovascular system that operate
in tandem to deliver oxygen and nutrients to the human body. Physiological adaptation,
deterioration, and/or malfunctioning of one component often affects the operation of the other.
Indeed, optimal ventricular-arterial interaction (or coupling) is critical to the normal functioning
of the cardiovascular system. Any deviations from optimal ventricular-arterial interaction in
the cardiovascular system (as indexed by the ratio between arterial stiffness and ventricular
elastance) are usually associated with heart diseases (Borlaug and Kass, 2011). In the pulmonary
circulatory system, interactions between the right ventricle and the pulmonary vasculature are
key determinants of the clinical course of pulmonary hypertension (Naeije and Manes, 2014),
specifically, in the transition from compensated to decompensated remodeling. Similarly, in the
systemic circulatory system, heart failure with preserved ejection (HFpEF) has been associated
with a progressively impaired ventricular-arterial interaction between the left ventricle (LV) and the
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systemic arteries (Kawaguchi et al., 2003; Borlaug and Kass,
2011). Ventricular-arterial interaction is also reflected at
the microstructural level. In particular, remodeling of the
vasculature found in these diseases (e.g., smooth muscle
hypertrophy/proliferation and deposition of the collagen)
(Shimoda and Laurie, 2013; Giamouzis et al., 2016) are often
accompanied by similar remodeling in the heart (e.g., myocyte
hypertrophy and cardiac fibrosis) (Rain et al., 2013; Hill et al.,
2014; Su et al., 2014).

Computational modeling is particularly useful for
understanding ventricular-arterial interaction, especially as there
are potentially many parameters that can affect this interaction
bi-directionally. While ventricular-arterial interactions may be
described using electrical analog (or lumped parameter) models
of the cardiovascular system (Smith et al., 2004; Arts et al.,
2005), the heart and vasculature in such models are represented
using highly idealized electrical circuit elements such as resistor,
capacitor, and voltage generator. It is difficult, if not impossible,
to separate or distinguish between geometrical, material, and
microstructural changes from the parameters of these electrical
elements. Previous finite element (FE) modeling efforts of the
cardiovascular system, however, have focused on either the heart
or the vasculature. Specifically, FE models of the heart were
developed either in isolation (Wenk et al., 2011; Lee et al., 2013;
Gao et al., 2014; Genet et al., 2014), or coupled to an electrical
analog of the circulatory system in open (Usyk et al., 2002;
Trayanova et al., 2011; Wall et al., 2012; Lee et al., 2016; Xi et al.,
2016) or closed loop fashions (Kerckhoffs et al., 2007; Shavik
et al., 2017). In an open-loop circulatory modeling framework,
the FE ventricular model is generally coupled to a Windkessel
model via outlet boundary conditions to simulate the ejection of
blood, while the filling and isovolumic phases are, respectively,
simulated by increasing and constraining the ventricular
cavity volume. Parameters in the modeling framework are
then adjusted so that the four distinct cardiac phases form a
closed pressure-volume loop. On the other hand, coupling the
FE ventricular model to a closed loop circulatory modeling
framework is (arguably) more physical since the total blood
volume is naturally conserved in the cardiovascular system.
Simulation of multiple cardiac cycles is required, however, to
obtain a steady state solution. Conversely, FE models of the
vasculature were developed either in isolation (Hsu and Bazilevs,
2011; Zeinali-Davarani et al., 2011) or coupled to simplified
representation of the heart based on a time-varying elastance
function (Kim et al., 2009; Lau and Figueroa, 2015). Although
able to describe the heart or vasculature in greater details, these
FE modeling frameworks cannot be used to simulate detailed
bidirectional ventricular-arterial interactions e.g., how changes
in the vasculature mechanical properties affect the deformation
and function of the heart and vice versa.

To overcome these limitations, we describe here a novel
computational framework that is capable of coupling high
spatial resolution FE models of both the vasculature and
the heart to describe bidirectional ventricular-arterial coupling
in the systemic circulation. Using realistic geometries and
microstructure of the LV and aorta, we show that the
framework is able to reproduce features that are consistent with

measurements made in both compartments. We also performed
a parameter study to show how mechanical and geometrical
changes in the aorta affect the heart function and vice versa.

METHODS

Closed-Loop Systemic Circulatory Model
Finite element models of the aorta and LV were coupled
via a closed-loop modeling framework describing the systemic
circulatory system. Other components of the circulatory system
weremodeled using electrical analogs (Figure 1A). Mass of blood
was conserved by the following equations relating the rate of
volume change in each storage compartment of the circulatory
system to the inflow and outflow rates

dVLA(t)

dt
= qven (t) − qmv (t) ; (1a)

dVLV (t)

dt
= qmv (t) − qao (t) ; (1b)

dVart(t)

dt
= qao (t) − qper (t) ; (1c)

dVven(t)

dt
= qper(t)− qven(t), (1d)

where VLA, VLV , Vart , and Vven are volumes of each
compartment, and qven, qmv, qao, and qper are flow rates at
different segments (Figure 1A). Flowrate at different segments
of the circulatory model depends on their resistance to flow (Rao,
Rper , Rven, and Rmv) and the pressure difference between the
connecting storage compartments (i.e., pressure gradient). The
flow rates are given by

qao(t) =

{

PLV ,cav(t)−Part,cav(t)
Rao

when,PLV ,cav(t) ≥ Part,cav(t)

0 when, PLV ,cav(t) < Part,cav(t)
;(2a)

qper (t) =
Part,cav (t) − Pven (t)

Rper
; (2b)

qven (t) =
Pven (t) − PLA (t)

Rven
; (2c)

qmv(t) =

{

PLA(t)−PLV ,cav(t)
Rmv

when, PLA(t) ≥ PLV ,cav(t)

0 when, PLA(t) < PLV ,cav(t)
. (2d)

Pressure in each storage compartment is a function of its volume.
A simplified pressure volume relationship,

Pven(t) =
Vven(t)− Vven,0

Cven
, (3)

was prescribed for the veins, where Vven,0 is a constant resting
volume of the veins and Cven is the total compliance of the
venous system. On the other hand, pressure in the left atrium
PLA (t) was prescribed to be a function of its volume VLA(t)
by the following equations that describe its contraction using a
time-varying elastance function e(t):

PLA(t) = e(t)Pes,LA(VLA(t)) + (1− e(t)) Ped,LA(VLA(t)), (4)
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FIGURE 1 | (A) Schematic diagram of the ventricular-arterial modeling framework; the LV and aorta were modeled using FE models, rest of the systemic circulation

compartments were modeled using their electrical analog. (B) unloaded aorta geometry with ek (k = 1–4) showing the directions of the four collagen fiber families, (C)

unloaded LV geometry with fiber directions varying from 60◦ at the endocardium to −60◦ at the epicardium wall (all dimensions are in cm).

where

Pes,LA(VLA(t)) = Ees,LA(VLA(t)− V0,LA), (5a)

Ped,LA(VLA(t)) = ALA (eBLA(VLA(t)−V0,LA) − 1), (5b)

and,

e (t) =







1
2

(

sin
[(

π
tmax

)

t−
π

2

]

+1
)

; 0 < t ≤ 3/2 tmax

1
2 e

−(t−3/2tmax)/τ ; t > 3/2 tmax

.(5c)

In Equations (5a,b), Ees,LA is the end-systolic elastance of the
left atrium, V0,LA is the volume axis intercept of the end-systolic
pressure volume relationship (ESPVR), and both ALA and BLA
are parameters of the end-diastolic pressure volume relationship
(EDPVR) of the left atrium. The driving function e (t) is
given in Equation (5c) in which tmax is the point of maximal
chamber elastance and τ is the time constant of relaxation. The
values of Ees,LA, V0,LA, ALA, BLA, tmax, and τ are listed in
Table 1.

Finally, pressure in the other two storage compartments,
namely, LV and aorta, depends on their corresponding volume
through non-closed form functions

PLV ,cav(t) = f LV (VLV (t)), (6)

Part, cav (t) = f art (Vart (t)) . (7)

The functional relationships between pressure and volume in the
LV and aorta were obtained using the FE method as described in
the next section.

TABLE 1 | Parameters of time varying elastance model for the left atrium.

Parameter Unit Values

End-systolic elastance, Ees,LA Pa/ml 60

Volume axis intercept, V0,LA ml 10

Scaling factor for EDPVR, ALA Pa 58.67

Exponent for EDPVR, BLA ml−1 0.049

Time to end-systole, tmax ms 200

Time constant of relaxation, τ ms 35

TABLE 2 | Parameters of the closed loop lumped parameter circulatory

framework.

Parameter Unit Values

Aortic valve resistance, Rao Pa ms ml−1 2,000

Peripheral resistance, Rper Pa ms ml−1 125,000

Venous resistance, Rven Pa ms ml−1 2,000

Mitral valve resistance, Rmv Pa ms ml−1 2,000

Venous compliance, Cven ml Pa 0.3

Resting volume for vein, Vven,0 ml 3,200

Finite Element Formulation of the Left
Ventricle and Aorta
Finite element formulation of the other two storage
compartments can be generalized from the minimization
of the following Lagrangian functional with the subscript
k = LV denoting the LV and k = art denoting the
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aorta

Lk

(

uk, pk, Pk,cav, c1,k, c2,k
)

=
∫

�0,k

Wk (uk) dV

−
∫

�0,k

pk (Jk − 1) dV − Pk,cav
(

Vk,cav (uk) − Vk

)

−c1,k·
∫

�0,k

uk dV − c2,k·
∫

�0,k

Xk × uk dV . (8)

In the above equation, uk is the displacement field, Pk,cav
is the Lagrange multiplier to constrain the cavity volume
Vk,cav(uk) to a prescribed value Vk (Pezzuto and Ambrosi,
2014), pk is a Lagrange multiplier to enforce incompressibility
of the tissue (i.e., Jacobian of the deformation gradient
tensor Jk = 1), and both c1,k and c2,k are Lagrange multipliers
to constrain rigid body translation (i.e., zero mean translation)
and rotation (i.e., zero mean rotation) (Pezzuto et al., 2014).
The functional relationship between the cavity volumes of the
LV and aorta to their respective displacement fields is given
by

Vk,cav (uk) =
∫

�inner

dv = −
1

3

∫

Ŵinner

xk.nk da , (9)

where �inner is the volume enclosed by the inner surface Ŵinner

and the basal surface at z = 0, and nk is the outward unit normal
vector.

Pressure-volume relationships of the LV and aorta
required in the lumped parameter circulatory model [i.e.,
Equations (6, 7)] were defined by the solution obtained
from minimizing the functional. Taking the first variation
of the functional in Equation (8) leads to the following
expression:

δLk

(

uk, pk, Pk,cav, c1,k, c2,k
)

=
∫

�0,k

(Pk − pkFk
−T) :∇δuk dV

−
∫

�0,k

δpk (Jk − 1) dV − Pk,cav

∫

�0,k

cof (Fk) :∇δuk dV

−δPk,cav
(

Vk,cav (uk) − Vk

)

− δc1,k·
∫

�0,k

uk dV

−δc2,k·
∫

�0,k

Xk × uk dV − c1,k·
∫

�0,k

δuk dV

−c2,k·
∫

�0,k

Xk × δuk dV . (10)

In Equation (10), Pk is the first Piola Kirchhoff stress tensor,
Fk is the deformation gradient tensor, δuk, δpk, δPk,cav,
δc1,k, δc2,k are the variation of the displacement field,
Lagrange multipliers for enforcing incompressibility and
volume constraint, zero mean translation and rotation,
respectively. The Euler-Lagrange problem then becomes finding
uk ∈ H1

(

�0,k

)

, pk ∈ L2
(

�0,k

)

, Pk,cav ∈R, c1,k ∈R
3, c2,k∈R

3 that
satisfies

δLk

(

uk, pk, Pk,cav, c1,k, c2,k
)

= 0 (11)

and uk . nk|base = 0 (for constraining the basal deformation
to be in-plane) ∀ δuk ∈ H1

(

�0,k

)

, δpk∈L2
(

�0,k

)

,
δPk,cav ∈ R, δc1,k ∈ R

3, δc2,k ∈ R
3.

An explicit time integration scheme was used to solve
the ODEs in Equation (1). Specifically, compartment volumes
(VLA, VLV , Vart , Vven) at each timestep ti was determined
from their respective values and the segmental flow rates
(qven, qmv, qao, qper) at previous timestep ti−1 in Equation (1).
The computed compartment volumes at ti were used to update
the corresponding pressures (PLA, PLV , Part , Pven). Pressures
in the left atrium (PLA) and veins (Pven) were computed from
Equations (4) and (3), respectively. On the other hand, pressures
in the LV (PLV ,cav) and aorta (Part,cav) were computed from
the FE solutions of Equation (11) (for k = LV and art) with
the volumes (VLV , Vart) at timestep ti as input. We note here
that (PLV ,cav, Part,cav) are scalar Lagrange multipliers in the FE
formulation for constraining the cavity volumes to the prescribed
values (VLV , Vart). The computed pressures at timestep ti were
then used to update the segmental flow rates in Equation (2) that
will be used to compute the compartment volumes at timestep
ti+1 in the next iteration. Steady-state pressure-volume loop was
established by running the simulation over several cardiac cycles,
each with a cycle time of 800ms (equivalent to 75 bpm). All
the parameter values used in the circulatory model are listed in
Table 2.

Geometry and Microstructure of the LV
The LV geometry was described using a half prolate ellipsoid that
was discretized with 1325 quadratic tetrahedral elements. The
helix angle associated with the myofiber direction ef0 was varied
with a linear transmural variation from 60◦ at the endocardium
to −60◦ at the epicardium in the LV wall based on previous
experimental measurements (Streeter et al., 1969) (Figure 1C).

Constitutive Law of the LV
An active stress formulation was used to describe the LV’s
mechanical behavior in the cardiac cycle. In this formulation,
the stress tensor PLV can be decomposed additively into a
passive component PLV ,p and an active component PLV ,a (i.e.,
PLV=PLV ,a+PLV ,p). The passive stress tensor was defined by
PLV ,p=dWLV/dFLV , where WLV is a strain energy function of a
Fung-type transversely-isotropic hyperelastic material (Guccione
et al., 1991) given by

WLV =
1

2
C

(

eQ − 1
)

, (12a)

where,

Q = bff E
2
ff + bxx

(

E2ss + E2nn + E2sn + E2ns
)

+ bfx

(

E2fn + E2nf + E2fs + E2sf

)

. (12b)

In Equation (12), Eij with (i, j) ǫ (f, s, n) are components of
the Green-Lagrange strain tensor ELV with f, s, n denoting the
myocardial fiber, sheet and sheet normal directions, respectively.
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Material parameters of the passive constitutivemodel are denoted
by C, bff , bxx, and bfx.

The active stress PLV ,a was calculated along the local fiber
direction using a previously developed active contraction model
(Guccione et al., 1993; Dang et al., 2005),

PLV ,a = Tmax
Ca20

Ca20 + ECa250
Ct ef ⊗ ef0 . (13)

In the above equation, ef and ef0 are, respectively, the local
vectors defining the muscle fiber direction in the current
and reference configurations, Tmax is the isometric tension
achieved at the longest sarcomere length and Ca0 denotes the
peak intracellular calcium concentration. The length dependent
calcium sensitivity ECa50 and the variable Ct are given by

ECa50 =
(Ca0)max

√

exp
(

B
(

l− l0
))

− 1
, (14a)

Ct =
1

2
(1− cosω) . (14b)

In Equation (14a), B is a constant, (Ca0)max is the maximum peak
intracellular calcium concentration and l0 is the sarcomere length
at which no active tension develops. The variable ω in Equation
(14b) is given by

ω =







π t
t0
, 0 ≤ t < t0;

π t−t0+tr
tr

, t0 ≤ t < t0 + tr;
0 , t0 + tr ≤ t .

(15)

In the above equation, t0 is the time taken to reach peak tension
and tr is the duration of relaxation that depends linearly on the
sarcomere length l by

tr = ml+ b, (16)

where m and b are constants. The sarcomere length l can be
calculated from the myofiber stretch λLV by

λLV =
√

ef0 ·CLVef0 , (17a)

l = λLV lr . (17b)

In Equation (17a), CLV = FLV
TFLV is the right Cauchy-

Green deformation tensor and lr is the relaxed sarcomere length.
Parameter values associated with the LV model are tabulated in
Table 3.

Geometry and Microstructure of the Aorta
An idealized geometry of the aorta extending from the heart to
the thoracic region from a previous study (Vasava et al., 2012) was
used here. The geometry was discretized using 1020 quadratic
tetrahedral elements. The aorta diameter was assumed to be
constant in the first segment starting from the aortic root to the
middle of the aortic arch, and then gradually decreased toward
the thoracic region. Aortic wall thickness was kept constant
(Figure 1B).

TABLE 3 | Parameters of the LV model.

Parameter Description Value

C material parameter, kPa 0.10

bff material parameter 29.9

bxx material parameter 13.3

bfx material parameter 26.6

Tmax isometric tension under maximal activation, kPa 200.7

Ca0 peak intracellular calcium concentration, µM 4.35

(Ca0)max maximum peak intracellular calcium concentration, µM 4.35

B governs shape of peak isometric tension-sarcomere

length relation, µm−1
4.75

l0 sarcomere length at which no active tension develops,

µm

1.58

t0 time to peak tension, ms 171

m slope of linear relaxation duration-sarcomere length

relation, ms µm−1
1,049

b time-intercept of linear relaxation duration-sarcomere

length relation, ms

1,500

lr relaxed sarcomere length, µm 1.85

TABLE 4 | Parameters of the aorta model.

Elastin c1 = 160 kPa, φe = 0.306

Collagen families c2 = 0.08 kPa, c3 = 2.54, φc = 0.544 (φ1 = 0.1φc,

φ2 = 0.1φc, φ3 = 0.4φc, φ4 = 0.4φc)

SMC c4 = 0.01 kPa, c5 = 7.28, φm = 0.15

Others ρ = 1050 kg/m3, Sm = 54 kPa, λM = 1.4, λ0 = 0.8

Constitutive Law of the Aorta
Stress tensor in the aortic wall was defined by Part=dWart/dFart,
where Wart is the sum of the strain energy functions associated
with those from the key tissue constituents, namely, elastin-
dominated matrix We, collagen fiber families Wc,k and vascular
smooth muscle cells (SMC) Wm (Baek et al., 2007; Zeinali-
Davarani et al., 2011), i.e.,

Wart = We +
4

∑

k=1

Wc,k +Wm. (18)

Strain energy function of the elastin-dominated amorphous
matrix is given by

We = Me

( c1

2

)

(tr (Cart) − 3) , (19)

whereMe is the mass per unit volume of the elastin in the tissue,
c1 is a material parameter and, Cart = FTartFart is the right
Cauchy-Green deformation tensor associated with the aorta.

Four collagen fiber families were considered here. The first
and second families of collagen fibers (k= 1 and 2) were oriented
in the longitudinal and circumferential directions, whereas the
third and fourth families of collagen fibers (k = 3 and 4) were
oriented, respectively, at an angle α = 45◦ and−45◦ with respect
to the longitudinal axis (Figure 1B). We assumed the same strain
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FIGURE 2 | Effects of a change in aorta wall thickness on (A) its ex-vivo pressure–diameter relationship, (B) LV pressure–volume loop and (C) pressure—diameter

both operating in-vivo.

energy function for all the families of collagen fibers that is given
by

Wc,k = Mk
c2

4c3

{

exp
[

c3
(

λk
2 − 1

)2
]

− 1
}

. (20)

In Equation (20), Mk is the mass per unit volume of kth family
of collagen fibers, λk is the corresponding stretch of those fibers,
and both c2 and c3 are the material parameters. The stretch in the
kth family of collagen fibers was defined by λk =

√
ek0·Cartek0,

where ek0 is the local unit vector defining the corresponding
fibers orientation.

Strain energy function of the smooth muscle cells Wm was
additively decomposed into one describing its passivemechanical
behavior Wm,p and one describing its active behavior Wm,a(i.e.,
Wm = Wm,p+Wm,a). The passive strain energy function is given
by

Wm,p = Mm
c4

4c5

{

exp
[

c5
(

λm
2 − 1

)2
]

− 1
}

. (21)
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FIGURE 3 | Pressure in LV, aorta, and LA during cardiac cycle with increasing aorta wall thickness in ascending order from the Baseline to T3 case (PES and PED are

respectively, the end-systolic and end-diastolic pressure for the baseline case).

Here, Mm is the mass per unit volume of the smooth muscle in
the tissue, λm is the stretch of the smooth muscle, whereas c4
and c5 are the material parameters. The smooth muscle cells were
assumed to be perfectly aligned in the circumferential direction.
Its stretch is therefore equivalent to that of the second family of
collagen fibers, i.e., λm = λ2. We used the following strain energy
function (Zeinali-Davarani et al., 2011) to describe the active tone
of vascular smooth muscle,

Wm,a = Mm
Sm

ρ

[

λm +
(λM − λm)3

3 (λM − λ0)
2

]

. (22)

In Equation (22), Sm is the stress at maximum contraction, ρ is
the density of the tissue, λM is the prescribed stretch at which the
contraction is maximum and λ0 is the prescribed stretch at which
active force generation ceases. Mass per unit volume for the
different constituents were calculated using following relations

Me = φeρ, (23a)

Mm = φmρ, (23b)

Mk = φk (1− φe − φm) ρ, (23c)

where φe, φm, and φk denote the mass fraction for elastin, smooth
muscle cells and kth family of collagen fibers. It was assumed
that 20% of the total collagen mass was distributed equally
toward the longitudinal and circumferential fiber families and
the remaining 80% was distributed equally to the α = 45◦ and
−45◦ fiber families. Constitutive parameters, mass fraction of
each constituents and other parameters of the aorta model are
listed in Table 4.

The coupled LV-aorta modeling framework, including the
solving of FE equations associated with the LV and aorta models,
was implemented using the open-source FE library FEniCS
(Alnæs et al., 2015).

RESULTS

A baseline case was established using the LV-aorta coupling
framework so that LV pressure-volume loop and aorta pressure-
diameter curve were consistent with measurements in the
normal human systemic circulation under physiological
conditions. Specifically, model prediction of the LV ejection
fraction (EF) was 56%, which is within the normal range
in humans (Figure 2B). Similarly, end-diastolic (ED) and
end-systolic (ES) diameters of the aorta in the baseline
case (Figure 2C) were comparable to in-vivo measurements
(Greenfield and Patel, 1962; Muraru et al., 2014). We note
here that diameter of the aorta mentioned in subsequent
text refers to its inner diameter. Pressure waveforms of
the LV, aorta, and LA (Figure 3) in the baseline case
were also within the normal range with an aortic pulse
pressure of 50 mmHg (systolic: 128 mmHg, diastolic:
78 mmHg).

Effects of a Change in Aorta Wall
Thickness
Varying the wall thickness in the aorta model led to changes
in not only the aorta mechanical behavior but also the LV
function (Figure 2). The aorta became stiffer (less compliant)
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FIGURE 4 | Effects of active tone and aorta constituent mass fractions on (A)

its ex-vivo pressure–diameter relationship, (B) LV pressure–volume loop and

(C) pressure—diameter both operating in-vivo. (Refer to Table 5 for cases).

with increasing wall thickness as reflected by an increase
in the slope of the pressure-diameter curves (Figure 2A).
When operating in vivo as simulated in the LV-aorta coupling
framework, increasing the aorta wall thickness led to a
lower LV EF, a higher peak systolic pressure of the LV
(Figure 2B) and a leftward shift in the aorta pressure—
diameter relationship with smaller diameter at ED and ES
(Figure 2C). Specifically, an increase in aorta ED wall thickness
from 1.8mm (baseline) to 5.4mm (T3 case) was accompanied
by an increase in pulse pressure from 50 mmHg (in the
baseline case) to 120 mmHg. In comparison, the mean
aortic pressure changed by only about 10 mmHg (decreased
from 102 to 93mm Hg) for the same increase in wall
thickness.

TABLE 5 | Mass fractions of the aorta constituents for different cases investigated

in the study.

Case Mass fractions of the constituents Comment

Baseline Same as Table 4 No change

Without

active

Same as Table 4 No active tone in SM,

Sm = 0

M1 φe = 0.122, φm = 0.061, φc = 0.816 Collagen increased by 50%,

Elastin and SMC decreased

proportionally

M2 φe = 0.49, φm = 0.24, φc = 0.272 Collagen decreased by

50%, Elastin and SMC

increased proportionally

For collagen fibers, the distribution of mass in four collagen fiber families was kept the

same, i.e., φ1 = 0.1φc, φ2 = 0.1φc, φ3 = 0.4φc, φ4 = 0.4φc for all cases.

Effect of Changes in Mass Fractions of the
Aorta Constituents
Similarly, varying mass fraction of the constituents in the aorta
wall (see Table 5 for the different cases) also led to changes
in both the aorta and LV functions. Increasing collagen mass
fraction with a corresponding decrease in SMC and elastin mass
fractions (case M1) led to a predominantly exponential pressure
- diameter response of the aorta that became extremely steep
at larger diameter (i.e., >28mm) (Figure 4A). This is because
the collagen fibers are stiffer than other constituents at large
strain. Under in vivo operating condition (as simulated in the LV-
aorta coupling framework), an increase in collagen mass fraction
resulted in a higher peak systolic pressure and a reduced LV
EF (Figure 4B). The exponential mechanical response (shown in
Figure 4A) of the aorta with higher collagen mass fraction was
also reflected in the ejection phase of the LV pressure-volume
loop, where the pressure-volume curve became steeper toward
end-of-systole. With a higher collagen mass fraction, the aorta
also operated at a larger diameter than the baseline in vivo
(Figure 4C). Pulse pressure in the aorta with higher collagen
mass fraction was much higher and decayed more rapidly when
compared to the baseline case (Figure 5).

Conversely, reducing collagen mass fraction and increasing
elastin and SMC mass fraction proportionally (case M2) led to
a dominant neo-Hookean type pressure - diameter behavior,
particularly, at smaller diameter (<25mm). Under in vivo
operating condition, the peak pressure increased slightly but EF
remained nearly unchanged in the LV (Figure 4B). The aorta also
appeared to be more compliant in vivo with a larger change in
aortic diameter (∼8.1mm), especially when compared to caseM1

that has a higher collagen mass fraction (∼1.3mm) (Figure 4C).
On the other hand, the aorta also operated at smaller ED and ES
diameters than the baseline. Pressure waveforms of the aorta, LV,
and LA were not significantly changed compared to the baseline
(Figure 5).

In the absence of SMC’s active tone, the aorta became slightly
more compliant than the baseline at diameter smaller than
27mm (Figure 4A). Thus, for a given pressure, the diameter
was larger than the baseline. Under in vivo operating condition,
this change led to a slight increase in the LV and aorta pressure
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FIGURE 5 | Pressure in LV, aorta, and LA during cardiac cycle for different aorta constituent mass fractions and active tone (PES and PED are respectively, the

end-systolic and end-diastolic pressure for the baseline case).

at ES than the baseline (Figures 4B,C). On the other hand, LV
and aorta pressure at ED decreased without the active tone
(Figures 4B,C), resulting in an increase in the aortic pulse
pressure compared to baseline (Figure 5).

Effects of a Change in LV contractility
Reducing LV contractility (Tmax) led to a decrease in its peak
systolic pressure, end systolic volume and EF (Figure 6A).
Pressure also dropped accordingly (Figure 6B) in the aorta
together with the peak stress (Figure 6C). With a reduction in
LV contractility by 50% (from 200.7 to 100.4 kPa), aorta peak
stress was reduced by about 50% compared to the baseline case
(from 214 to 110 kPa). The stress was calculated as a root of
the sum of the square of all components of the Cauchy stress
tensor. Reducing LV contractility also led to changes in the aorta
diameter. As a result of lower LV contractility, the aortic pressure
decreased that led to less expansion and a decrease in both its
ED (from 24.0mm in baseline to 22.5mm in case C2) and ES
diameter (from 27.5mm in baseline to 27.0mm in case C2).

Effects of a Change in LV Passive Stiffness
Increasing the LV passive stiffness (parameter C) in Equation
(12a) led to a stiffer end diastolic pressure—volume relationship
that was accompanied by a reduction in preload, peak systolic
pressure, and EF (as end systolic volume remained nearly
unchanged) in the chamber (Figure 7A). These changes were
translated to a decrease in aortic pressure and peak stress
(Figures 7B,C) as well as a reduction in its ED (from 24.0mm in

baseline to 22.4mm in case P2) and ES (from 27.5mm in baseline
to 27.1mm in case P2) diameters.

DISCUSSION

Finite element models of the LV have been widely used in
the literature to study its mechanics as well as organ-scale
physiological behaviors in the cardiac cycle (Usyk et al., 2002;
Kerckhoffs et al., 2007; Lee et al., 2016; Xi et al., 2016; Shavik et al.,
2017). In these models, the aorta is usually represented within
the lumped parameter circulatory model by its electrical analog,
which cannot separate the effects its geometry, microstructure,
and constituents’ mechanical behavior have on the LV’s operating
behavior in vivo and vice versa. To the best of our knowledge,
this is the first computational modeling framework in which FE
models of the aorta and LV are coupled in a closed-loop fashion.
This framework enables us to take into detailed account of the
geometrical, microstructural, and mechanical behavior of the LV
and aorta. We have shown here that the coupled LV—aorta FE
framework is able to capture physiological behaviors in both the
LV and aorta that are consistent with in vivo measurements.
We also showed that the framework can reasonably predict the
effects of changes in geometry andmicrostructural details the two
compartments have on each other over the cardiac cycle.

Using a detailed FE model of the aorta has enabled us to
separate the contributions of the key load bearing constituents
(elastin, collagen fibers, and SMCs) have on its mechanical
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FIGURE 6 | Effects of changes in LV contractility on (A) pressure-volume loop, (B) pressure waveform in LV, aorta, and LA during cardiac cycle, and (C) peak stress in

aorta. Contractility decreases in the following order: Baseline, C1, C2.

behavior. The aorta FE model predicted a pressure—diameter
response in which the mechanical behavior of each constituent is
clearly detectable (Figure 2A). For instance, mechanical behavior
of aorta at lower diameter range (low stretch) is relatively
compliant as it is largely endowed by elastin, but exhibits a very
stiff behavior at the higher diameter range (high stretch) when
more collagen fibers are recruited. The behavior is consistent
with previous experimental studies (Roach and Burton, 1957;
Schriefl et al., 2012; Kohn et al., 2015). The pressure—diameter
relationship predicted by our model (Figure 2A) resembled a

S-shaped curve with a very stiff response after the inflection point
that is a typical feature of large proximal arterial vessels (Bader,
1967; Towfiq et al., 1986).

Our model predicted that an increase in aortic wall thickness
led it to become more constricted with smaller ED and ES
diameter under in vivo operating conditions when coupled to
the LV in our modeling framework (Figure 2C). Systolic blood
pressure and pulse pressure in the aorta increased as a result,
and was accompanied by a reduction in stroke volume and
an increase in LV peak systolic pressure (Figure 2B). Although
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FIGURE 7 | Effects of changes in LV passive stiffness on (A) pressure-volume loop, (B) pressure waveform in LV, aorta, and LA during cardiac cycle, and (C) peak

stress in aorta. Passive stiffness increases in the following order: Baseline, P1, P2.

previous vascular studies suggest that an increase in arterial
wall thickness (that may be accompanied by an increase in
stiffness) is a result from an increase blood pressure during
aging, more recent evidence have suggested that stiffening is
a cause for the increase in blood pressure in which a positive
feedback loop between them proceeds gradually (Humphrey
et al., 2016). These features are consistent with those found in
clinical and experimental studies. Specifically, it has been found
that the mean aortic wall thickness increases with age (Li et al.,
2004; Rosero et al., 2011) in human, which increases the risk of

hypertension and atherosclerosis. Similarly, our model predicted
that an increase in aortic wall thickness by 70% elevates the aortic
pressure over the hypertensive range (>140 mmHg) (Figure 3).

Changes in the aorta microstructure is a feature of
pathological remodeling as well as aging. In the systemic
vasculature, the proximal aorta has a compliant behavior that
helps to keep the systolic blood pressure down. With aging,
however, elastin degenerates and is replaced (i.e., compensated)
by collagen in the aorta wall (Schlatmann and Becker, 1977;
Tsamis et al., 2013; Kohn et al., 2015). Consequently, the
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collagen fibers bear more of the load that substantially increases
the aorta wall stiffness, especially at high stretch. A stiffer
aorta leads to many adverse effects including elevated systolic
and pulse pressure during ejection, faster decay in the aortic
pressure waveform during diastole, and an increase in ventricular
afterload that reduces the LV EF (Borlaug and Kass, 2011).
These behaviors are all captured in our framework when
collagen and elastin mass fractions were increased and decreased,
respectively. Specifically, these microstructural changes led to
a reduction in EF (Figure 4B) and an increase in the aortic
systolic and pulse pressure with a faster decay of aortic
pressure waveform (Figure 5). Our framework also predicted
that the aorta underwent more expansion in vivo and have a
larger operating diameter when collagen mass fraction increases
(Figure 4C), which is another key characteristic of aging (Bader,
1967; Mao et al., 2008; Craiem et al., 2012). Interestingly, changes
in the aorta collagen mass fraction (that lead to it stiffen at
high stretch) also affects the shape of the LV pressure volume
loop (Figure 4B, case M1). Specifically, a rapid steepening of the
LV pressure-volume curve near end-of-systole is predicted by
our model when collagen mass fraction is increased. This result
suggests that the shape of the LV pressure-volume loop may also
reflect, to some extent, the accumulation of collagen fibers in the
aorta during remodeling.

Our framework also predicted how changes in the contractility
and passive stiffness of the LV affects the aorta function.
A decrease in LV contractility led to lower LV EF, lower
aortic systolic and pulse pressures, as well as a reduction in
the aorta peak stress during the cardiac cycle (Figure 6). A
change in contractility (or inotropic state of the myocardium)
produced expected changes (Katz, 1988; Burkhoff, 2005) in the
LV pressure—volume loop and aortic pulse pressure. Similarly,
the model predicted results from a change in the LV passive
stiffness that are consistent with experimental observations
(Figure 7). With increasing passive stiffness, LV EF decreases and
is accompanied by a corresponding decrease in aortic systolic and
pulse pressure, as well as peak stress. A change in the passive
stiffness of LV (due to such as an alteration in lusitropy), also
shows similar changes in the LV pressure—volume loops (Katz,
1988; Burkhoff, 2005) as well as the aortic pressure.

Most clinical studies focus either on the behavior of the LV or
aorta. While a number of studies have investigated ventricular—
arterial coupling (Kawaguchi et al., 2003; Borlaug and Kass, 2011;
Antonini-Canterin et al., 2013; Ky et al., 2013), simplified indices
(such as the ratio of end-systolic volume to stroke volume)
were used in them to describe this coupling. It is, however,
impossible to separate the contribution of microstructure,
mechanical behavior, and geometry of the aorta (e.g., diameter
or thickness) and LV to any changes in ventricular—arterial
coupling. The framework described here helps overcome this
limitation and may be useful for developing more insights of
the ventricular—arterial interaction. This framework will be
extended in future to include the pulmonary vasculature for
a more complete understanding of the interactions between
the heart and vasculature under different physiological or
pathological conditions.

MODEL LIMITATIONS

We have shown that our coupled LV-aorta FE modeling
framework is capable of predicting behaviors that are consistent
with measurements. There are, however, some limitations
associated with our model. First, idealized geometries were
used to represent the aorta and LV models. The idealized
half-prolate geometry of the LV used here neglected any
asymmetrical geometrical features while the aorta geometry was
also simplified and had uniform wall thickness. Because wall
thickness decreases slightly along the aorta (Mello et al., 2004), its
displacement with the given material parameters may be under-
estimated. Second, we have assumed homogeneous material
properties in our models. Given that studies have suggested
that the mechanical properties may be inhomogeneous in the
aorta (Kermani et al., 2017) and LV (Khokhlova and Iribe,
2016), the prescribed material parameters are bulk quantities.
While thoracic aortic wall thickness and its stiffness varies,
previous experimental studies reported that the aortic structural
stiffness (product of intrinsic stiffness and aortic wall thickness)
is relatively uniform in the circumferential and longitudinal
directions (Kim and Baek, 2011; Kim et al., 2013). Third, the
dynamical behavior of fluid and its interaction with the vessel
wall were neglected here, and as such, the framework did not
take into account the spatial variation of pressure waveform
along the aortic tree and shear stress on the luminal surface
of the vessel. However, we do not expect this limitation to
severely affect our result because wall shear stress in the human
aorta (∼50 dyn/cm2 or 0.037 mmHg) (LaDisa et al., 2011)
is substantially lower than the pressure (normal stress) (60–
120mm Hg), and the arterial pressure increases by only about
10% from the ascending to the abdominal aorta (Smulyan and
Safar, 1997). Fourth, a rule based myofiber orientation in which
the helix angle varies linearly across the myocardial wall was
used to describe the LV microstructure. Fifth, remodeling of
the aorta and LV was simulated by directly manipulating the
parameters without consideration of any growth and remodeling
mechanisms. Last, we have considered only systemic circulation
in this model and ignored the presence of the right ventricle
and pulmonary circulatory system that may affect LV and aorta
mechanics.
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We propose a detailed CellML model of the human cerebral circulation that runs faster

than real time on a desktop computer and is designed for use in clinical settings

when the speed of response is important. A lumped parameter mathematical model,

which is based on a one-dimensional formulation of the flow of an incompressible

fluid in distensible vessels, is constructed using a bond graph formulation to ensure

mass conservation and energy conservation. The model includes arterial vessels

with geometric and anatomical data based on the ADAN circulation model. The

peripheral beds are represented by lumped parameter compartments. We compare the

hemodynamics predicted by the bond graph formulation of the cerebral circulation with

that given by a classical one-dimensional Navier-Stokes model working on top of the

whole-body ADAN model. Outputs from the bond graph model, including the pressure

and flow signatures and blood volumes, are compared with physiological data.

Keywords: cardiovascular system, circulation model, bond graph, CellML, OpenCOR, ADAN model, 0D model,

blood flow

1. INTRODUCTION

Two challenges for biophysically based physiological modeling are to link the model parameters to
patient-specific data and to make the models fast enough to become useful and accessible both, to
reach a wide community of users, and to fit a clinical setting. For the prediction of pressure and flow
in the patient-specific vascular system there is also the need to “close the loop” to ensure continuity
of blood flow, and this requires a systems level model that includes arteries, veins and the capillary
networks within specified tissue beds. The appropriate level of granularity for a model depends
of course on the clinical or scientific question being studied. Available formulations for blood
flow include three-dimensional (3D) FSI models (Heil and Hazel, 2011; Brown et al., 2012), rigid
domain 3D fluid models (Shojima et al., 2004; Cebral et al., 2005), one-dimensional (1D) models
(Reymond et al., 2009; Blanco et al., 2014), and zero-dimensional (0D) or “lumped-parameter”
models (Korakianitis and Shi, 2006). In this paper we address the issue of execution time and the
question of granularity in the context of a model of the cerebral circulation which will make it
possible to model the exchange of solutes between blood and various tissue beds under conditions
where vasodilation can also occur.
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The analysis of pressure and flow in the vascular system is
usually based on the incompressible direct Navier-Stokes (DNS)
equations that ensure mass conservation and energy balance. We
assume laminar flow since the Reynolds numbers are below the
transition to turbulence in our example. The model parameters
for the incompressible fluid considered here, blood, viscosity,
and density, are both well understood and measurable. The
compliance of the vessel wall is described by a constitutive
relation that links the vessel diameter (and temporal deformation
rate in the case of viscoelastic vessel wall models) to the fluid
pressure. 1D blood flow equations are derived from 3D DNS
by assuming negligible radial flow and integrating axial fluid
velocity over the vessel cross-section. Moreover, an additional
assumption must be made about the time-varying radial profile
of the axial velocity. For a steady state well developed flow, such
profile is of course parabolic, but a more realistic assumption
is a flatter-than-parabolic profile, which then requires at least
one more empirical parameter to be specified (Hunter, 1972).
These empirically determined parameters imply that, given the
uncertainty in geometrical and biophysical parameters for the
patient specific modeling, there is always uncertainty in the
predicted pressure and flow results and the need to include
computationally expensive fluid calculations (e.g., solving 3D
DNS) must be balanced against this uncertainty.

The primary goal of this paper is to compare flow and pressure
waveforms predicted by a 1D blood flow model, consisting of
partial differential equations, with the output of a bond graph
based model, which generates a system of ordinary differential
equations (ODEs) that can be solved approximately 200x faster
than the 1D model and at close to real time on a desktop
computer. The model used here is based on the ADAN cerebral
circulation model (Blanco et al., 2015), along with a relatively
simple model of flow through the heart and lungs, as an example.
The results show the bond graph solution to be within 5% of the
1D model solution for flow and pressure at every point in the
cerebral circulation model.

This paper is organized as follows. In section 2.1, the
bond graph method is introduced and various components are
presented. In section 2.2, the architecture of the cardiovascular
system model is described. The software, model structure and
simulation setup are presented in the section 3.1. The simulation
results of the bond graph arterial model (open-loop) and
comparisons against the 1D model are presented in section 3.2
and section 3.3. Then the simulation results for the closed-loop
bond graphmodel of the cardiovascular system are demonstrated
in section 3.4. Finally, concluding remarks and future works are
outlined in section 4.

2. MATERIALS AND METHODS

2.1. Bond Graph Approach
The bond graph approach to formulating models dealing with
mass and energy transfer was developed by Henry Paynter in the
1960s to represent electro-mechanical control systems (Paynter,
1961). It was later extended to include chemical processes
by Breedveld (1984), including concepts from the theory of
network thermodynamics by Aharon Katchalsky and colleagues
(Oster et al., 1971). Papers by Peter Gawthrop and Edmund

Crampin have brought the approach into the bioengineering
domain (Gawthrop and Crampin, 2014; Gawthrop et al., 2015a,b;
Gawthrop and Crampin, 2016).

The first key idea, based on recognizing that energy and
power are the only quantities that are common across different
physical systems, is to separate energy transmission from
storage and dissipation, and to provide the concept of potential
(called “effort” in the engineering literature) with units of
Joules per some_quantity as the common driving force behind
the flow of that some_quantity per second. The product of
potential and flow is then always power in units of Joules
per second. The “some_quantity” has units of meters, meters3,
Coulombs, Candela, moles, or entropy for, respectively, rigid
body mechanics, continuum mechanics (including fluid flow),
electrical, electromagnetic, chemical, and heat transfer processes.
As explained further below, the second key concept is that of a 0-
junction, where potential is defined and mass balance is applied,
and a 1-junction, where flow is defined and energy balance is
applied. The extraordinary utility of these concepts is to recognize
that Kirchhoff’s voltage law in electrical circuits, Newton’s force
balance in a mechanical system, and stoichiometric balance in
a biochemical system, are all just different manifestations of
the same underlying principle of energy conservation and can
therefore be represented by the same bond graph equation.

2.1.1. Units
Many physical systems can be described by a driving potential
expressed as Joules per unit of some quantity, and a flow
expressed as that quantity per second. The quantity could be
coulomb, meters, moles, etc., in different physical systems. The
power is always the product of the driving force and the flow
expressed as Joules per second. The seven units of the SI system
under the newly proposed definitions are now based on constants
that are consistent with the use of Joules and seconds (together
covering energy and power), meters, moles, entropy, Coulombs,
and Candela. Table 1 in Supplementary Material displays the
bond graph concepts in the fluid mechanics domain.

2.1.2. Bond Graph Formulation
In bond graph formulation, there are four basic variables. In
the fluid mechanics domain these are given by: potential µ is
energy density or pressure (J.m−3), flow υ is volumetric flow
(m3.s−1), time integral of potential p is momentum (J.s.m−3)
and time integral of flow q is quantity or volume (m3). Product
µ.υ is power (J.s−1) which is a generalized coordinate to model
the complete systems residing in several energy domains. A
bond with covariables µ and υ is therefore used to represent
transmission of energy. The bond represents a mechanism for the
transmission of energy and power, and the arrow head indicates
the assumed direction of power flow (see Figure 1). The flow υ

and potential µ must satisfy conservation laws.
There are also the concept of 0-junction and 1-junction for

conservation laws. The 0-junction defines a common potential
µ which ensures that the potential is identical at each port and
imposes mass conservation constraint based on υ . The 1-junction
defines a common flow υ which ensures that the flow is identical
at each port and imposes energy conservation constraint based on
µ. Since sum of the flows is zero with µ constant for 0-junction
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FIGURE 1 | Representation of energy bond.

and sum of the potentials is zero with υ constant for 1-junction,
the transmission of power through junction is conserved for both
kinds of junctions, that is:

∑

µ.υ = 0. (1)

2.1.3. Bond Graph Elements
Bond graph formulation is a graphical notation for the set
of linear constraint equations (the conservation laws), but the
constitutive relations (to be addressed next) can be nonlinear.

2.1.3.1. R-element
Energy µ can be dissipated by a resistor R in proportion to the
flow υ with an empirical relation which can be a simple linear
relation such as Equation 2 or a complex nonlinear relation:

µ = υR. (2)

In the fluid mechanics systems, the R-element represents the
viscous resistance in opposition to the blood flow and for a
cylindrical vessel can be analytically calculated using Poiseuille
relation:

R =
8νl

πr4
, (3)

where ν is the blood viscosity, l is the vessel length and r is the
vessel radius.

2.1.3.2. C-element
Energy µ can be stored statically by a capacitor C without
any loss. In the bond graph terminology, a one-port capacitor
relates energy to the quantity q or time integral of flow by an
empirical relation such as Equation 4. The C-element stores q by
accumulating the net flow υ to the storage element:

µ =
q

C
, (4)

q̇ = υ , (5)

in which the dot stands for time derivative. In the fluidmechanics
systems, and particularly in the cardiovascular system, the C-
element represents the vessel wall compliance and can be
calculated from blood vessel properties. For a homogeneous
linear elastic material and for a cylindrical vessel, the compliance
is characterized as follows:

C =
2πr3l

hE
, (6)

where E is the Young’s modulus and h is the vessel thickness.

2.1.3.3. I-element
Energyµ can be stored dynamically by an inductor I without any
loss. In bond graph formulation, a one-port inductor relates flow
to the momentum p or time integral of potential by an empirical
relation such as Equation 7. The I stores p by accumulating the
net potential µ to the storage element.

υ =
p

I
, (7)

ṗ = µ. (8)

In the fluid mechanics systems, the I-element is used to model
the mass inertial effects in a pipe and can be defined for straight
cylindrical vessels as:

I =
ρl

πr2
, (9)

where ρ is the blood density and l is the vessel length.
Figure 2 shows the relation of the state variables to the

constitutive relations.

2.1.4. Causality
Causality establishes the cause and the effect relationship. It
specifically implies that either the potential or flow variable
on that bond is known. Causality is generally indicated by
a causal stroke at the end to which the potential receiver is
connected. Elements which store or dissipate energy do not
impose causality on the system, but they have preferred causality
for computational reasons. These elements with their preferred
causality are shown in Figure 3.

In the bond graph approach, junctions interconnect the
corresponding elements and constrain the possible causalities of
the element ports connected to it. A 0-junction can only have one
potential output. In a similar way, a 1-junction can only have one
flow output. Figure 4 illustrates causality in four-port 0-junction
and 1-junction.

2.1.5. Vessel Segments
In this section, we developed a library of bond graph elements for
modeling the blood flow in distensible vessels. The modularity of
the bond graph approach enables us to develop a wide range of
elements and incorporate them into the model based on a set of
assumptions. There are four basic types of elements for a vessel
segment depending on whether potential or flow BC is prescribed
at the inlet and the outlet (see Figure 5). Each vessel segment is
represented by a parallel combination of one C-element and a
series combination of one R-element and one I-element. The C,
R, and I represent the vessel wall compliance, the viscous friction
and the inertia of the blood, respectively. These elements are
interconnected by a 0-junction for same blood pressure and a
1-junction for the same blood flow.

The set of equations for µυ-type (see Figure 5A) after
rearrangements is:

µ̇ =
υ − υout

C
, (10)
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FIGURE 2 | State variables and constitutive relations in the bond graph

approach.

FIGURE 3 | Preferred causality for R, C, and I elements.

FIGURE 4 | Causality in four-port 0-junction and 1-junction.

υ̇ =
µin − µ − υR

I
. (11)

Also a similar set of equations can be derived for υµ-type (see
Figure 5B). For µµ-type (see Figure 5C) we have:

µ̇ =
υ − υd

C
, (12)

υ̇ =
µin − µ − υ (R/2)

I/2
, (13)

υ̇d =
µ − µout − υd (R/2)

I/2
. (14)

In a similar way, we can write the equations for υυ-type (see
Figure 5D).

2.1.6. Viscoelastic Vessel Wall
The bond graph representation makes it very easy to implement
the viscoelasticity effect of the vessel wall into the model. Two
common existing models in the literature are the Voigt model
and the Maxwell model. A more sophisticated model is the
generalized model developed by Westerhof and Noordergraaf
(1970). However, the generalized model is complex and

computationally expensive to solve, and for this reason we chose
the Voigt model to represent the viscoelastic effect of the vessel
wall in this work. The classical Voigt model in mechanical
symbols is shown in Figure 6.

Bond graph representation of the Voigt model is illustrated in
Figure 6. By taking advantage of the modular nature of the bond
graph technique we can easily plug in the Voigt model into any
configuration of the vessel elements described before. Figure 6
shows the viscoelasticµυ-type element. The governing equations
for this element are described below:

µ = µv + (υ − υout)Rv, (15)

µ̇v =
υ − υout

C
, (16)

υ̇ =
µin − µ − υR

I
. (17)

As can be seen, by adding only one equation to the basic set of
equations we can take into account the viscoelastic effect of the
vessel wall. Using a similar approach, other basic elements can
also be equipped with the viscoelastic effect accounted for by Cv.

2.1.7. Junctions
The 0-junction is a powerful concept in the bond graph approach
that allows us to model the splitting or merging flows in
blood vessels. It satisfies the conservation of flow and also
imposes a common potential on all the branches to make sure
pressure is continuous throughout the junction, which is a good
approximation of branching in arterial vessels. It is important to
know that only µυ-type and υυ-type elements can be used as
the parent vessel in a junction. In a similar way, only µυ-type
and µµ-type elements can be implemented as daughter vessels
in a junction. These restrictions are due to arranging compatible
segment types into a structure, with inlets and outlets coupled
appropriately in the sense that BCs are settled by the state of their
adjacent compartments.

2.1.7.1. Splitting flow
In the splitting flow junctions, a 0-junction represents the
separation point at the end of the parent vessel and the daughter
vessels are connected via this port to the parent vessel (see
Figure 7).

We created another element specifically for splitting flow
junctions and called it µυ-split-type. To implement the splitting
flow junction, only the parent vessel element needs to use µυ-
split-type and the daughter vessels remain basic µυ-type. The
governing equations for this element type are stated below:

µ̇ =
υ − υ1 − υ2

C
, (18)

υ̇ =
µin − µ − υR

I
, (19)

where υ1 and υ2 are the daughter branches flow.
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FIGURE 5 | Different configurations of bond graph model for a vessel segment, (A) the µυ-type has inlet pressure BC and outlet flow BC, (B) the υµ-type has the

reversed characteristics, (C) coupling these two configurations with the C in the middle gives us a µµ-type with inlet and outlet pressure BCs. The R and I values are

divided equally between the two resistors and two inductors at both ends, (D) coupling these two configurations with the R and I in the middle gives us a υυ-type with

inlet and outlet flow BCs. The C-value is divided equally between the two capacitors at both ends.

FIGURE 6 | Mechanical representation of the Voigt model consisting of a parallel arrangement of a spring C and a dash pot Rv, which represent elastic, and viscous

material behavior, respectively.

2.1.7.2. Merging flow
In the merging flow junctions, a 0-junction represents the
adjoining point at the beginning of the parent vessel and the
daughter vessels are connected via this port to the parent vessel
(see Figure 8).

We created another element specifically for merging flow
junctions and called it υυ-merge-type. To implement themerging
flow junction, only the parent vessel element needs to use υυ-
merge-type and the daughter vessels remain basic µµ-type. The
governing equations for this element type are stated below:

µ̇ =
υ1
d
+ υ2

d
− υ

C/2
, (20)

υ̇ =
µ − µd − υR

I
, (21)

µ̇d =
υ − υout

C/2
, (22)

where υ1
d
and υ2

d
are the flows through the daughter branches.

2.1.8. Peripheral Circulation
The cumulative effects of all distal vessels (small arteries,
arterioles, and capillaries) at terminal locations of the truncated
arteries are modeled using RCRWindkessel elements (Westerhof
et al., 1969; Stergiopulos et al., 1992). For this purpose, a bond
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graph model of the RCR element is developed and attached to
a µυ-type element to create a special bond graph element µµ-
BC-type for terminal vessels. RCR element contains a proximal
terminal resistance RTP in series with a parallel arrangement of a
terminal capacitor CT and a distal terminal resistance, RTD (see
Figure 9).

The governing equations for the µµ-BC-type element are:

µ̇ =
υ − υd

C
, (23)

υ̇ =
µin − µ − υR

I
, (24)

µ̇d =
υd −

µd

RTD
CT

, (25)

FIGURE 7 | Bond graph model for a bifurcating branch.

υd =
µ − µd − µout

RTP
. (26)

2.2. Cardiovascular System
The cardiovascular system is composed of three parts - heart,
systemic circulation loop, and pulmonary circulation loop. In this
section, we briefly explain how these components are modeled
using the bond graph approach. Table 2 in Supplementary
Material shows the bond graph elements that have been
developed for modeling blood flow in the cardiovascular system.
Based on the assumptions and locations, we import vessel
segments with the appropriate element type as a newmodule and
connect it to the system.

2.2.1. Pulmonary Circulation
The pulmonary circulation is modeled as described in Blanco and
Feijóo (2013). We divide it into 2 main compartments, arteries
(par) and veins (pvn). The arteries are highly elastic and the flow
is pulsatile in these compartments, so the resistance, compliance
and inductance effects must be considered and υµ-type is the
most suitable bond graph element based on the prescribed
BCs. Veins also are modeled using the υµ-type element (see
Figure 10).

2.2.2. Systemic Circulation
The systemic circulation loop consists of a reduced version
of the ADAN model Blanco et al. (2014, 2015) and the
veins compartment which is similar to the pulmonary veins
compartment. Such a reduced version of the ADAN model is
composed of a 218-segment arterial model which consisted of
the integration between the ADAN-86 model (Safaei et al., 2016)
and the anatomically detailed cerebral vasculature of the ADAN
model Blanco et al. (2015). Figure 11 displays the entire model
with a detail of the cerebral vasculature.

We constructed a bond graph model using the geometrical
properties of the ADAN model (i.e., vessel radius and wall

FIGURE 8 | Bond graph model for a merging branch.
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FIGURE 9 | Bond graph model for an RCR terminal.

thickness). Figure 12A,B illustrate the bond graph model of the
systemic arteries and cerebral circulation, respectively.

2.2.3. Heart
The heart is modeled as a four-chamber pump with variable
elastance and four valves: tricuspid valve, pulmonary valve,
mitral valve and aortic valve. The basic pressure-flow relation
in each valve is represented with an orifice model which is
an advancement over the diode models (Korakianitis and Shi,
2006). The left and right atria and ventricles are modeled as
capacitors with time-varying elastance which is a function of the
characteristic elastance and an activation function. The activation
function represents the contraction and relaxation changes in
each cardiac chamber (see Figure 10).

2.2.3.1. Ventricles
The left ventricle is represented by a special type of C-element
which has a time-varying compliance function Clv(t). υla and υlv
represent flow through the mitral and aortic valves, respectively,
qlv is the blood volume andµlv is the blood pressure inside the left
ventricle. The differential equations governing the left ventricle
model are as follows:

q̇lv = υla − υlv, (27)

µlv =
qlv − qo

lv

Clv(t)
, (28)

where qo
lv
refers to the dead volume of the chamber. The time-

varying compliance function Clv(t) is the inverse of time-varying
elastance function Elv(t) and it has been used so as to be
consistent with the basic C-element constitutive relation:

Clv(t) =
1

Elv(t)
. (29)

Elv(t) is a function of the characteristic elastance and an activation
function ev(t):

Elv(t) = EBlv + ev(t)E
A
lv. (30)

Here, EA
lv

and EB
lv

are the amplitude and baseline values of
the elastance, and ev(t) is the ventricle activation function and
expresses the contraction and the relaxation changes in the
ventricular muscle:

ev(t) =











































1

2

[

1− cos

(

π
t

Tvc

)]

, 0 ≤ t ≤ Tvc

1

2

[

1+ cos

(

π
(t − Tvc)

Tvr

)]

, Tvc < t ≤ Tvc + Tvr

0, Tvc + Tvr < t ≤ T

(31)
where T is the duration of a cardiac cycle. Tvc and Tvr

represent the durations of contraction and relaxation of
the ventricles, respectively. The right ventricle is also
modeled in a similar manner to the left ventricle model,
with different values for system parameters (see Table 3 in
Supplementary Material).

2.2.3.2. Atria
The bond graph model of the atrium is also developed in a
similar way to that of the ventricle. The only difference is that the
atrium activation function which expresses the contraction and
the relaxation changes in the atrial muscle. For the left atrium
ea(t) is:

ea(t) =



































































1

2

[

1+ cos

(

π
(t + T − tar)

Tar

)]

, 0 ≤ t ≤ tar + Tar − T

0, tar + Tar − T < t ≤ tac

1

2

[

1− cos

(

π
(t − tac)

Tac

)]

, tac < t ≤ tac + Tac

1

2

[

1+ cos

(

π
(t − tar)

Tar

)]

, tac + Tac < t ≤ T

(32)
where Tac and Tar are the durations of contraction and relaxation
of the atria, and tac and tar represent the times when the atria start
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FIGURE 10 | Schematic of the cardiovascular system.

to contract and relax, respectively. An analogous relation applies
to the right atrium activation function.

2.2.3.3. Valves
Heart valves are modeled by a special type of R-element which
instead of the conventional constitutive relation (Equation 2),
uses a nonlinear pressure-flow relation of the orifice model. For
the aortic valve we have:

υlv = Raoαao

√

⌊µlv − µroot⌋, (33)

where υlv is the blood flow through the aortic valve, µlv is the
blood pressure inside the left ventricle,µroot is the blood pressure

in the aortic root, Rao is the aortic valve resistance, and αao is the
aortic valve opening coefficient. Depending on which side of the
valve has higher pressure, the coefficient αao can switch between
fully closed and fully open states:

αao =

{

1, µlv > µroot

0, µlv ≤ µroot
(34)

The rest of the valves are modeled in the same way with different
system parameters (see Table 3 in Supplementary Material).
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FIGURE 11 | Anatomically Detailed Arterial Network (ADAN) model with detail of the cerebral vasculature. The varying colors represent the vessel radii.

2.2.4. Physiological Data
The geometrical parameters of the 218 arteries were prescribed
based on the data reported in Blanco et al. (2015). Vessel wall
thickness h is calculated using the following relation:

h = ro(ae
bro + cedro ), (35)

where ro is the lumen radius. a, b, c, and d are the fitting
parameters (see Table 3 in Supplementary Material). The elastic
modulus of the arteries were calculated from Blanco et al.
(2015). The viscoelastic wall properties are calculated using the
relationship between the Voigt model components (Westerhof
and Noordergraaf, 1970):

Rv =
f

C
, (36)

where Rv is the viscous damping of the wall, C is the vessel wall
compliance evaluated using Equation 6, and f is the time constant
for stress relaxation (see Table 3 in Supplementary Material). The
peripheral resistances (RTP and RTD) and compliances (CT) were
derived from Blanco et al. (2015). The parameters used in the
heart, pulmonary loop and venous system have been assigned
or estimated based on the data reported in Liang et al. (2009)

and Blanco and Feijóo (2013). The cardiac valve model and the
parameters have been adopted from Korakianitis and Shi (2006)
(see Table 3 in Supplementary Material).

3. SIMULATIONS AND RESULTS

3.1. OpenCOR Simulation
OpenCOR (opencor.ws) is an open source modeling
environment that works on Windows, Linux and OS X and
can be used to organize, edit, simulate and analyse models
of ODEs or differential algebraic equations encoded in the
CellML format (Garny and Hunter, 2015). It relies on a modular
approach, which means that all of its features come in the form
of plugins. The bond graph model of the cardiovascular system
has been developed using OpenCOR in four separate CellML
files:

3.1.1. BG_Modules.cellml
This file is the bond graph library and the elements listed in
Table 2 in Supplementary Material including all the governing
equations exist in this file. The modules defined in this file can be
imported into the main file to represent a specific vessel segment
or any other element in the fluid mechanics domain.
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FIGURE 12 | (A) The bond graph model of the ADAN-86 model, (B) the bond graph model of the ADAN-brain model. These two models are detached in this figure

for clarity.

FIGURE 13 | Overall structure of the cardiovascular system model showing the CellML model imports and the other key parts (units, components, and mappings) of

the top level CellML model.

3.1.2. Parameters.cellml
All the parameters have been defined in this file. These
parameters include the geometric properties of all the ADAN
vessels (length, radius, thickness, Young’s modulus), resistance
and capacitance at the ADAN terminal locations, and all the
system parameters for the heart and the pulmonary circulation
path models.

3.1.3. Units.cellml
The basic units are implemented in CellML inherently,
while any alternative unit system required needs to be
constructed. This file contains all the constructed units in
the bond graph approach that have been used in the present
model.

3.1.4. Main.cellml
This is the executable file which runs the simulations using
OpenCOR software. It imports all the required modules and
contains the information about the model structure, elements
connectivity, and mappings between different components.

Figure 13 shows schematically how components are
connected and communicate with each other. The full model is
made publicly available at https://models.physiomeproject.org/
workspace/4ac.

3.2. One-Dimensional ADAN Model
As stated at the beginning of this work, one of the primary goals
in this contribution is to provide a comparison of the predictions
delivered by the bond graph model and the predictions of the
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complete ADAN model. The latter is therefore regarded as a
reference solution in the present context, and will be referred
simply as the “ADAN solution.”

The ADANmodel incorporates 2, 142 arterial vessels (yielding
overall over 4, 000 arterial segments), 1, 598 of which have a well
determined name according to the Anatomical Terminology.
The disposition of these vessels correspond to a generic male
individual of approximately 1.7 m in height. The model supplies
blood to 28 specific organs, plus the supply to 116 vascular
territories which accommodate the distributed organs. Each of
these territories packs the bones, nerves, muscles, fascia and
skin. The ADAN model also includes the additional vessels
reported in Blanco et al. (2016). As for the calibration, peripheral
resistances are determined according to the peripheral blood
flow distribution reported in Blanco et al. (2014), while the
calibration of arterial vessel behavior (including elastin and
collagen constituents as well as viscoelastic phenomena) follow
Blanco et al. (2015). The inflow condition is defined below.
Finally, blood density and viscosity are taken to be µ =
0.004 J.s.m−3 and ρ = 1040 J.s2.m−5. Finally, the 1D equations
for modeling the flow of an incompressible fluid in compliant
vessels and the numerical technology employed to solve these 1D
equations are reported in Müller and Blanco (2015) and Müller
et al. (2016a,b).

The ADANmodel was simulated for 10 s, and the results of the
last cardiac cycle are considered in the comparisons performed in
next section.

3.3. Open-Loop Bond Graph Model vs.
ADAN Model
In this first case, we are comparing the results of the bond graph
arterial model (open-loop) for ADAN (see Figure 12) with the
reference solution provided by the ADAN 1D model. All the
parameters incorporated in the bond graph arterial model for this
simulation are adopted from the ADAN 1D model. The inflow
BC at the aortic root is prescribed using the flow curve shown in
Figure 14A acquired from Blanco et al. (2014). Overall, pressure
and flow rate waveforms as predicted by the bond graph model
aligns closely with the ADAN solution. Qualitative comparisons
of pressure and flow waveforms at different arterial locations
are given in Figure 14. A quantitative assessment of the relative
error is performed by computing the root mean square of the
error (RMSE) of the predicted waveforms compared with ADAN
solution.

In the main aortic segments, the pressure and flow waveforms
are very similar to the ADAN solution in the aortic root,
thoracic aorta, and proximal abdominal aorta. In the lower and
upper limbs, waveform predictions at the femoral and radial
arteries are in agreement with ADAN solution, however by
refining the model and increasing the number of bond graph
modules in the peripheral arteries we would be able to obtain
a better match. Regarding the cerebral circulation, the pressure
and flow waveforms predicted by the bond graph model are
compared with ADAN solution in the internal carotid artery,
vertebral artery, prefrontal artery, middle cerebral artery, anterior
cerebral artery, posterior cerebral post-communicating artery,

and posterior parietal artery. We observe that, the amplitude and
shape of the pressure and flow waveforms in the cerebral arteries
are well captured by the bond graph model.

3.4. Closed-Loop Bond Graph Model
Now the case in which we have a closed-loop bond graph model
is simulated (see Figure 10). The model was run for ten cardiac
cycles (T = 1 s) using a 0.001 s time step, with tolerance
10−7 and CVODE solver. For the full model with 258 modules
(244 modules for ADAN, 8 modules for the heart, 3 modules
for pulmonary and systemic circulation loops), the computation
took about 23 s, which is near real-time simulation. With a
simpler model (only ADAN-86 without ADAN-brain), the same
simulation takes 5 s which is faster than real-time simulation. The
simulation time has been measured within OpenCOR, running
on a Linux Ubuntu 17.10 machine with Intelr Core i7-6820HK
Processor @ 2.70 GHz.

One cardiac cycle of the cardiovascular system model already
in the periodic state is visualized in Figure 15.

4. DISCUSSION AND FUTURE WORK

In this paper, we have used the bond graph concept for
constructing 0D models. We utilized the bond graph formalism
to assemble a system of ODEs in a structured way that satisfies
mass and energy conservation for flow in an anatomically
detailed model of the cerebral circulation. The most important
feature that the bond graph approach provides is the sub-
division and reticulation of a network, which is equivalent
to the system decomposition or disaggregation, facilitating the
introduction/application of hierarchical modeling concepts. We
have compared the predicted flow and pressure at a number of
points in the vascular model against the solution delivered by a
1D blood flow model and, as an illustrative proof-of-concept, we
have shown that the pressure and flow rate waveforms predicted
by the bond graph model are within 5% of the 1Dmodel solution
at the points of comparison in the cerebral circulation model.

OpenCOR used the CVODE solver which is a solver for
stiff and nonstiff ODE systems (initial value problem) given
in explicit form y′ = f (t, y). The Backward Differentiation
Formula (BDF) is employed as the integration method with a
dense direct linear solver for Newton iterations. The bond graph
model runs approximately 200x faster than the 1D model and
at close to real time on a desktop computer for the level of
detail we included. The low computational effort is due to the
lumped nature of the mathematical representation provided by
the ODE system. There are several simplifying assumptions to
derive the lumped parameter models from the Navier-Stokes
equations. We considered the fluid as Newtonian and applied a
flow profile derived for laminar and stationary flow conditions.
We also assumed a constant Young’s modulus and a uniform
circular cross-section along the length of the segment. The
assumption of uniform elastic properties over a large pressure
range has some disadvantages. While it is desirable to keep the
model linear for speed-up, the drawback is that it is unable to
represent the complex behavior of the vessel wall accurately,
and therefore affects the model’s predictive ability for various
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FIGURE 14 | Comparison of pressure and flow waveforms between the bond graph model and ADAN solution; u, pressure; v, flow; (A) aortic root; (B) thoracic aorta;

(C) abdominal aorta; (D) femoral artery; (E) radial artery; (F) internal carotid artery; (G) vertebral artery; (H) prefrontal artery; (I) middle cerebral artery; (J) posterior

cerebral post-communicating artery; (K) anterior cerebral artery; (L) posterior parietal artery. In parentheses are root mean square errors (RMSE) computed between

the simulations and ADAN solution and expressed in percentage relative to the ADAN solution systolic values.
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FIGURE 15 | Pressure and flow rate in the main segments during one cardiac cycle; u, pressure; v, flow; (A) lv, left ventricle; rv, right ventricle; (B) la, left atrium; ra,

right atrium; (C) par, pulmonary arteries; pvn, pulmonary veins; (D) ivn, inferior vena-cava; svn, superior vena-cava; (E,F) ext, external; (G,H) com, common; post,

posterior; (I,J) ant, anterior; mid, middle.
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pressure levels. This problem can be addressed by incorporating
a nonlinear elastic material in the C-element that provides the
pressure-dependent compliance. The current model has only
86 compartments for systemic flow paths outside the head in
addition to the heart and lungs (since we were focussing on
the cerebral circulation), but we plan to extend the model to
include higher resolution models of the rest of the systemic
circulation in the future. We will also look into the possibilities
of profiling and parallelising the code for optimisation and
speed-up.

Our overall goal for this work has been to create an
anatomically detailed model of the cardiovascular circulation
that can be made patient-specific (at least to some extent)
and can be run in real time (Safaei et al., 2016). The model
presented here will be made available in the public domain
with freely available open source tools, enabling users to
examine pressures and flow rates at any point in the circulation
under a variety of physiological conditions. The bond graph
formulation makes it straightforward to extend the model to
include various tissue exchange mechanisms and to incorporate
tissue and cellular parameters that characterize various chronic
diseases. In the present contribution, this formalism served
to provide a structured and compartmental description of
the whole circulatory system including the heart, pulmonary
loop and the venous system. This model can also include
self-regulating and metabolic dynamics in a simple way and
at a low computational cost. Cerebral auto-regulation is a
precise system involving vasodilation and vasoconstriction in
a network of collateral vessels. By adding metabolic models to
the bond graph model we would be able to simulate cerebral

auto-regulation, which is a feedback mechanism driving an
appropriate blood supply into the cerebral vasculature depending
on the oxygen demand by the brain. There are also many other
physiological mechanisms that can be added into this system such
as baroreflex regulation, respiratory control system, autonomic
nervous system, etc.
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Hypertrophic cardiomyopathy (HCM) patients present altered myocardial mechanics due

to the hypertrophied ventricular wall and are typically diagnosed by the increase in

myocardium wall thickness. This study aimed to quantify regional left ventricular (LV)

shape, wall stress and deformation from cardiac magnetic resonance (MR) images in

HCM patients and controls, in order to establish superior measures to differentiate HCM

from controls. A total of 19 HCM patients and 19 controls underwent cardiac MR scans.

The acquired MR images were used to reconstruct 3D LV geometrical models and

compute the regional parameters (i.e., wall thickness, curvedness, wall stress, area strain

and ejection fraction) based on the standard 16 segment model using our in-house

software. HCM patients were further classified into four quartiles based on wall thickness

at end diastole (ED) to assess the impact of wall thickness on these regional parameters.

There was a significant difference between the HCM patients and controls for all regional

parameters (P < 0.001). Wall thickness was greater in HCM patients at the end-diastolic

and end-systolic phases, and thickness was most pronounced in segments at the septal

regions. A multivariate stepwise selection algorithm identified wall stress index at ED

(σi,ED) as the single best independent predictor of HCM (AUC = 0.947). At the cutoff

value σi,ED < 1.64, both sensitivity and specificity were 94.7%. This suggests that the

end-diastolic wall stress index incorporating regional wall curvature—an index based on

mechanical principle—is a sensitive biomarker for HCM diagnosis with potential utility in

diagnostic and therapeutic assessment.

Keywords: regional curvedness, regional wall stress index, regional area strain, hypertrophic cardiomyopathy,

magnetic resonance imaging

INTRODUCTION

Hypertrophic cardiomyopathy (HCM) is a primary and familial disease of the cardiac sarcomere
leading to cardiac hypertrophy (Kovacic and Muller, 2003; Hansen and Merchant, 2007). It is
characterized by thickening of the myocardium with prevalence of 1 in 500 for the general
population (Wigle, 2001; Kovacic and Muller, 2003; Elliott and McKenna, 2004; Hughes, 2004).
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Annual mortality is estimated at 1–2% (Wigle, 2001).
Echocardiography can be used to measure ventricular thickness
and diagnose hypertrophy (Klues et al., 1995; Maron, 2002). In
addition, abnormal left ventricular (LV) systolic performance can
also be detected and quantified by strain parameters (longitudinal
strains and twist), and torsion and dyssynchrony (Carasso et al.,
2008, 2010). There are still limitations to this method, however,
as echocardiogram examination can be inconclusive when
the hypertrophied myocardium is localized at LV regions that
are difficult to visualize. Moreover, echocardiography may
underestimate the maximum extent of LV wall thickening,
particularly when hypertrophy involves the anterolateral wall
(Maron et al., 2010). Compared to echocardiography, cardiac
magnetic resonance (CMR) has the advantages of superior
spatial resolution and ability to characterize tissue composition
(Hoey et al., 2014) and ventricular shape (Zhong et al., 2009b,
2012b). Therefore, it provides opportunity for more accurate
characterization of LV hypertrophy in HCM, both regionally and
globally (Rickers et al., 2005; Noureldin et al., 2012; Lee et al.,
2014).

The alteration of ventricular wall stress is associated with
morphological and functional changes in the myocardium. LV
wall stress is proportional to radius and inversely proportional
to wall thickness according to the Law of Laplace (Badeer,
1963). Numerous formulas have been proposed to estimate
wall stress (Falsetti et al., 1970; Grossman et al., 1975; Yin,
1981; Janz, 1982; Regen, 1990; Zhong et al., 2012a). Some early
approaches assumed the heart as an ideal shape, such as spherical
or ellipsoidal, which may not be applicable for complex LV
geometry, such as in HCM. Moreover, they only allowed the
global wall stress calculation, while 3D regional patterns and
distributions of wall stress are crucial in fully characterizing,
quantifying, and differentiating HCM patients from healthy
subjects. We have proposed a 3D regional curvature-based wall
stress approach and applied in ischemic dilated cardiomyopathy
(Zhong et al., 2009b) and heart failure (Zhong et al., 2011).
The pattern of HCM is variable and can be divided into
morphological subtypes: reverse curvature, sigmoid and neutral.
That may be associated with differential regional stress. Hence,
appropriate characterization of regional morphology and wall
stress may be particularly helpful in HCM.

In this study, we aimed to (1) assess the regional variation
of wall curvedness, stress and function in HCM; (2) assess the
utility of wall stress in differentiating HCM from controls, and (3)
characterize the wall curvedness, stress and function in subtypes
of HCM.

MATERIALS AND METHODS

Population
The study was approved by the SingHealth Centralized
Institutional Review Board, and written consent forms
were obtained from all participants. 19 HCM patients
and 19 age-matched normal controls were prospectively
enrolled at National Heart Centre Singapore. Subjects
with LV ejection fraction <50%, hyperlipidemia, physician
diagnosis of hypertension or diabetes mellitus were excluded

from the Control group. Clinical data were collected at
enrollment.

CMR Scan and LV Wall Thickness
Measurements
CMR scan was performed using steady state, free precession
(SSFP) cine gradient echo sequences on a 1.5T Siemens MR
imaging system (Avanto, Germany). Ventricular long axis (two-,
three- and four-chamber) and stacks of short axis views with
thickness 8mm were each acquired in a single breath-hold. LV
interventricular septum thickness in diastole (IVSd) and systole
(IVSs), and LV posterior wall thicknesses in diastole (LVPWd)
and systole (LVPWs) were measured from mid LV short-axis
images, i.e., at the level of the papillary muscles.

HCM Subtypes
Following the HCM subtype characterization described by
Binder et al. (2006), HCM cases were sub-categorized by our
senior HCM consultant as sigmoid (n = 6), reverse curvature
(n= 8) or neutral (n= 5).

Two-Dimensional Regional Curvature and
Strain
A common approach to quantifying concavity and convexity
of a contour employs curvature. The independent coordinate
method (Lewiner et al., 2005; Zhao et al., 2018) has been used to
compute endocardium and epicardium curvatures at both end-
diastolic (ED) and end-systolic (ES) phases. Examples involving
a control and three HCM subtypes at the ED phase are illustrated
in Figure 1.

The extent of inhomogeneity was characterized by variation
of curvature (VC) defined as the ratio of curvature standard
deviation σ (κ) to mean µ (κ) at a given discrete point:

VC =
σ (κ)

µ(κ)
. (1)

Ventricular endocardial and epicardial strain was defined as Zhao
et al. (2018):

Sendo =
∣

∣

∣
ln

(

LES,endo
LED,endo

)
∣

∣

∣
× 100%;

Sepi =
∣

∣

∣
ln

(

LES,epi
LED,epi

)∣

∣

∣
× 100%,

(2)

where LED,endo and LED,epi are respective endocardial and
epicardial contour lengths extending from one atrioventricular
junction point to the other atrioventricular junction point in
standard long axis view at ED, and similarly for LES,endo and
LES,epi.

Three-Dimensional Regional Shape and
Deformation Parameters
LV endocardial and epicardial contours were segmented using
CMRtools (Cardiovascular Solution, UK) by co-registering the
short- and long-axis images. The segmented short-axis contours
representing the endocardial and epicardial surfaces were then
used as input for our 3D reconstruction algorithm. Our 3D
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FIGURE 1 | Segmented two-dimensional three-chamber long-axis magnetic resonance images (top row) and color representation of 2D curvature with range [−0.2,

0.2] (bottom row) in (A) a 37-year-old female control subject; (B) a 67-year-old female patient; (C) a 60-year-old female patient; and (D) a 55-year-old female patient.

The curvature is negative if the unit tangent rotates clockwise.

reconstruction methodology can be broadly summarized into 3
steps:

(I) Correction of any possible motion artifacts due to
respiration and patient movement. Here, we implement a shape-
driven algorithm based on the premise that the LV epicardial
surface must be smooth after the restoration process. This
restoration is achieved by iterative in-plane translation of
both the LV epicardial and endocardial contour vertices via
minimization of an objective function based on the principal
curvatures of the LV epicardial surface. Further details of the
restoration algorithm can be found in our previous publications
(Tan et al., 2013; Su et al., 2014).

(II) Up-sampling of short-axis contours and surface
triangulation. The up-sampling of both the endocardial
and epicardial contours are necessary to achieve a smooth
reconstructed 3D surface, due to the relatively large spacing
between the CMR image slices (typically 8–10mm). We
implement a B-spline fitting algorithm across multiple short-axis
contours based on the surface normal vectors of the contour
vertices to insert 3 intermediate points between any 2 adjacent
contour vertices lying on the original CMR image slices. This
results in the insertion of 3 intermediate short-axis contours
between any 2 adjacent segmented contours. Next, we triangulate
the up-sampled contours by connecting the 3 nearest points into
a surface triangle. This step is repeated for each time-frame in
the cardiac cycle and results in a set of 3D surface meshes with
different number of vertices and triangles dependent on the
height of the LV.

(III) Generation of endocardial surface meshes with 1-to-1
correspondence based on radial basis function morphing for the
entire cardiac cycle to facilitate analysis of geometrical features.
Here, we implement an automated approach tomotion registered

a series of surface meshes representing the instantaneous shape
of the LV endocardial surface throughout the cardiac cycle from
Step (II). The output is a sequence of meshes with 1-to-1 surface
point correspondence; i.e., this sequence of meshes have identical
number of vertices and the same connectivity information.
Further details of the 1-to-1 correspondence algorithm can be
found in our previous publication (Su et al., 2015). We note that
this correspondence is implemented only for the LV endocardial
surfacemeshes because our analysis focuses only on the curvature
of the LV endocardial surface.

The format of the resultant endocardial surface is an explicit
surface mesh in the form of a two-manifold structured triangle
mesh where the vertices and connectivity information are stored.

The endocardial mesh was partitioned according to
recommendation by the American Heart Association (Cerqueira
et al., 2002). In this study, we used our modified approach
(Zhong et al., 2009b; Su et al., 2012) to generate the 16-segment
model, and omitted segment 17 in the standard nomenclature
because the curvature of the true apex position would strain the
reconstruction algorithm.

Wall thickness was evaluated for each segment at the ED
and ES phases and denoted as WTED and WTES, respectively
(Zhong et al., 2009b). The maximal LV wall thickness among 16
segments at ED and ES were denoted asWTED,max andWTES,max.
The 3D regional shape was measured by the curvedness value C
(Koenderink and Van Doorn, 1992) defined as:

C =

√

κ2
1 + κ2

2

2
, (3)
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where κ1 and κ2 are the maximum and minimum principal
curvatures, respectively. These principal curvature are defined
based on the endocardial surface. In the vicinity of any
vertices on the endocardial surface mesh, the local surface
can be approximated by an osculating paraboloid that may be
represented by a quadratic polynomial. The detailed derivation
for computing the principal curvatures can be found in Appendix
A of our previous publications (Yeo et al., 2009; Zhong et al.,
2009b).

Pressure-normalized wall stress, an index that provides crucial
information on geometrical influence on wall stress, has been
proposed using thick-walled ellipse and sphere models (Zhong
et al., 2006; Alter et al., 2007). In the present study, wall
stress index σi, which incorporates local wall curvature, was
determined as Zhong et al. (2009b)

σi =
R

2WT(1+ WT
2R )

, (4)

where WT is ventricular wall thickness and R the inner radius
of curvedness. In Figure 2, we illustrate wall thickness, regional
curvedness and wall stress index for a control patient, sigmoid,
reverse curvature and neutral subtypes for HCM patients.

Area strain is a dimensionless quantity that measures
regional LV endocardial surface deformation which integrates
longitudinal, circumferential and radial deformation. The
regional area strain (AS) was defined as Zhong et al. (2012b):

AS = ln

(

SAES

SAED

)

, (5)

where SAED and SAES are the respective endocardial surface areas
at the ED and ES phases.

The regional ejection fraction (EF) is a measure of the
pumping efficiency of a particular LV segment andwas previously
derived (Wisneski et al., 1981; Teo et al., 2015). The EFi for the
i-th segment is calculated as

EFi =
Vi,ED − Vi,ES

Vi,ED
× 100%, (6)

where Vi ,ED and Vi ,ES are the LV cavity volumes corresponding
to the i-th segment at the ED and ES phase, respectively.

Statistical Analysis
All continuous variables are presented as mean ± standard
deviation (SD), whereas categorical data are presented as
relative frequencies in terms of percentage. Associations between
continuous variables were investigated using least square
regression and Pearson correlation. The two-sample t-test was
used to assess significant differences between means of two
independent groups. One-way analysis of variance (ANOVA)was
used to comparemeans among control and hypertrophy subtypes
for 3D regional parameters. As individual diagnostic cutpoints,
the continuous predictors IVSd, WTED,max and σi,ED were
dichotomized (non-HCM vs. HCM) as follows: IVSd ≤13mm
vs. >13mm, WTED,max ≤ 13mm vs. >13mm, and σi,ED
≥1.64 vs. <1.64. Potential predictors were assessed individually

using univariate logistic regression and those significant at
P < 0.20 were included in a multivariate analysis incorporating
a stepwise selection algorithm (SLE = 0.20, SLS = 0.25) to
identify a minimal “best” subset predictive of HCM. Intra- and
inter-observer reproducibility was assessed via the intra-class
correlation coefficient (ICC). The mean of the absolute values of
the differences between two measurements divided by the mean
of all measurements taken was used to quantify measurement
variability as a proportion of the mean measurement value
(Zhong et al., 2009a, 2012c). P < 0.05 was considered statistically
significant. Data assembly and statistical analysis were performed
with SPSS version 22.0.

RESULTS

The baseline demographics of controls and HCM patient are
summarized in Table 1. Compared to control subjects, HCM
patients had higher LV end-diastolic and lower end-systolic
volume indices, although not statistically significant (P = 0.451
and P= 0.308); however, difference in higher LV ejection fraction
was statistically significant (P = 0.034). For 2D clinical CMR
measurements, wall thickness was demonstrably greater in HCM
patients vs. controls for ED (HCM, 17.0 ± 6.1 vs. Control, 8.4
± 1.4mm; P <0.001), ES (HCM, 21.4 ± 5.4 vs. Control, 12.2
± 2.3mm; P < 0.001) and fractional shortening (HCM, 44.2 ±
7.9 vs. Control, 35.0 ± 6.1%; P < 0.001; Table 2). Similar results
in ED and ES maximal wall thickness were observed between
HCM patients and controls for CMRmeasurements from our 3D
model.

Difference of Geometrical Descriptors
Between HCM and Controls
The 2D curvature and strain results for both groups are
summarized in Table 3. The VC for curvature was 1.94 ± 0.47
at ED and 3.54 ± 1.32 at ES in the controls, with increases in
HCM patients to 2.65 ± 0.84 at ED and 5.02 ± 2.42 at ES.
Second, HCM patients had significantly lower Sendo and Sepi
compared with controls (18.4 ± 3.8% vs. 24.8 ± 3.0% and 12.6
± 3.9% vs. 21.3 ± 3.0%, both P < 0.001). Patients with HCM
had significant increases in wall thickness at both ED and ES
phases (Figures 3A,B). For each region in HCM patients, greater
wall thickness was observed in the basal anterior septal, basal
inferior septal, mid inferior septal and apical septal regions owing
to septum hypertrophy.

Regional 3D curvedness, regional wall stress index, area
strain and ejection fraction are given in Tables 4–6, respectively.
Figures 3C,D showed a significant increase in regional ED
curvedness in HCM patients compared to controls, except for
segment 9 (mid inferior septal) and segments 13-16 (apical
region). Figures 3E,F showed a significant decrease in wall stress
index at ED and ES in the HCM patients across all segments,
except for segment 15 (apical inferior) at ED and segments 13–
16 (apical region) at ES. Figure 3G demonstrated a decrease in
AS in HCM patients. Mean AS values (aggregating over all 16
segments) were 78.5 and 65.7% for controls and HCM patients
respectively (P < 0.05). Comparing across individual segments,
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FIGURE 2 | Columns: normal subject, HCM patient with sigmoid subtype, HCM patient with reverse curvature subtype and HCM patient with neutral subtype. In (A),

first row: segmented two-dimensional cine four-chamber magnetic resonance images at ED phase; second row: wall thickness (range: 4–18mm) at ED phase; third

row: regional curvedness (range: 0.02–0.06 mm−1 ) at ED phase; last row: wall stress index (range: 0.4–2.7) at ED phase. The order in (B) at ES phase is the same as

the order in (A) with wall thickness range: 5–22mm, regional curvedness range: 0.04–0.08 mm−1 and wall stress index range: 0.2–1.0. HCM, hypertrophic

cardiomyopathy; ED, end diastole; ES, end systole.
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TABLE 1 | Baseline and demographics of control subjects and HCM patients.

Variable Control (n = 19) HCM (n = 19) P-value

Age, years old 51 ± 11 51 ± 13 0.834

Gender, Male/Female 12/7 7/12 0.105

Weight, kg 68 ± 15 69 ± 20 0.816

Height, cm 163 ± 11 162 ± 12 0.810

Body surface area, m2 1.75 ± 0.24 1.76 ± 0.30 0.953

Diastolic blood pressure, mmHg 74 ± 8 72 ± 13 0.732

Systolic blood pressure, mmHg 128 ± 17 132 ± 22 0.548

Tobacco, % 0 (0%) 2 (10.5%) 0.181

Diabetes, % 0 (0%) 1 (5.3%) 0.432

Hyperlipidaemia, % 0 (0%) 9 (47.4%) <0.001

Hypertension, % 0 (0%) 7 (36.8%) 0.001

Peripheral vascular disease, % 0 (0%) 1 (5.3%) 0.432

Family history of HCM (up to

second degree)

0 (0%) 9 (47.4%) <0.001

Family history of sudden cardiac

death due to HCM

0 (0%) 4 (21.1%) 0.029

LVEDV index, ml/m2 74 ± 12 77 ± 15 0.451

LVESV index, ml/m2 25 ± 8 22 ± 10 0.308

LV ejection fraction, % 66 ± 6 72 ± 9 0.034

LV mass index, g/m2 54 ± 10 101 ± 43 <0.001

Data are expressed as mean ± SD or as number (percentage). HCM, hypertrophic

cardiomyopathy; LVEDV, left ventricle end diastolic volume; LVESV, left ventricle end

systolic volume; LV, left ventricle. Bold values mean statistically significant.

TABLE 2 | Comparison of wall thickness between 2D clinical and 3D model

measurements.

Variable Control (n = 19) HCM (n = 19) P-value

2D CLINICAL MEASUREMENTS

IVSd, mm 8.4 ± 1.4 17.0 ± 6.1 <0.001

IVSs, mm 12.2 ± 2.3 21.4 ± 5.4 <0.001

LVPWd, mm 6.1 ± 1.4 8.8 ± 3.4 0.009

LVPWs, mm 12.7 ± 2.3 18.5 ± 5.4 <0.001

FS, % 35.0 ± 6.1 44.2 ± 7.9 <0.001

3D MODEL MEASUREMENTS

WTED,max, mm 8.1 ± 1.4 16.5 ± 5.2 0.001

WTES,max, mm 12.4 ± 1.5 22.1 ± 5.0 <0.001

Data are expressed as mean ± SD. HCM, hypertrophic cardiomyopathy; IVSd (IVSs),

interventricular septum in diastole (systole); LVPWd (LVPWs), left ventricular posterior

wall in diastole (systole); FS, fractional shortening. WTED,max (WTES,max ), maximal wall

thickness among 16 regional segments in diastole (systole) from 3D model. Bold values

mean statistically significant.

only the inferior regions (segments 3–5, 9–11, and 15) and
the apical lateral segment (segment 16) exhibited significant
differences. Mean EF values (aggregating over all 16 segments)
were 72.2 and 66.5% for controls and HCM patients, respectively.
Comparing across individual segments, significant differences
were observed for segments 3 (basal inferior septal), 7 (mid
anterior), 13 (apical anterior) and 16 (apical lateral) (Figure 3H).

Difference of Geometrical Descriptors in
HCM Subtypes
According to the characterization of HCM morphological
subtypes described in section HCM subtypes, our HCM group

TABLE 3 | Variation of 2D curvature, length and strains for controls and HCM

patients.

Variable Control (n = 19) HCM (n = 19) P-value

Variation of curvature at ED phase 1.94 ± 0.47 2.65 ± 0.84 0.003

Variation of curvature at ES phase 3.54 ± 1.32 5.02 ± 2.42 0.026

ED endocardial length, mm 125.8 ± 16.4 124.1 ± 14.5 0.740

ED epicardial length, mm 132.2 ± 17.5 131.9 ± 18.0 0.960

ES endocardial length, mm 98.2 ± 13.5 103.6 ± 14.5 0.246

ES epicardial length, mm 107.0 ± 14.7 116.7 ± 19.1 0.087

Sendo, % 24.8 ± 3.0 18.4 ± 3.8 <0.001

Sepi, % 21.3 ± 3.0 12.6 ± 3.9 <0.001

Data are expressed asmean± SD. HCM, hypertrophic cardiomyopathy; ED, end diastole;

ES, end systole; Sendo (Sepi ), average endocardial (epicardial) strain of 2-, 3-, and

4-chamber endocardial (epicardial) strain. Bold values mean statistically significant.

included sigmoid subtypes (n= 6, total of 6× 16= 96 segments),
reverse curvature subtypes (n = 8, total of 8 × 16 = 128
segments) and neutral subtypes (n = 5, total of 5 × 16 = 80
segments). Results for all 3D regional parameters were given
in Table 7. Compared with controls, all three subtypes had
significantly thicker ventricular walls (P < 0.001), with wall
thickness increasing from sigmoid to reverse curvature to neutral
subtypes. Controls had significantly less curvature at ED and
higher wall stress index compared to the three HCM subtype
groups. The neutral subtype had the thickest ventricular wall
and lowest wall stress index at ES compared to the other two
HCM subtypes (all P< 0.001). The reverse curvature subtype had
significantly lower AS and EF compared to the other two HCM
subtypes.

Univariate and Multivariate Analysis
Non-decompensated HCM patients tend to have normal LVEF.
In seeking a better indicator for differentiating HCM patients, we
performed univariate logistic regression analysis for LVEF, area
strain, and three dichotomized parameters, viz., IVSd >13mm,
WTED,max >13mm, σi,ED <1.64. A multivariate stepwise
selection algorithm (SLE= 0.20, SLS= 0.25) on the five variables
significant at P < 0.20 in univariate analysis identified σi,ED
<1.64 as the single best independent predictor of HCM group
(P< 0.001). Analysis results are given inTable 8, and ROC curves
for the five parameters are plotted in Figure 4with corresponding
AUC, sensitivity and specificity. σi,ED <1.64 exhibited the highest
sensitivity (94.7%) and specificity (94.7%) for differentiating
HCM patients from controls with AUC= 0.947.

Impact of Wall Thickness on 3D
Geometrical Descriptors
There was inverse relationship between wall thickness and wall
stress index (σi,ED = 14.593 × WTED

−1.104, R2 = 0.787, P <

0.001), as shown in Figure 5. To further investigate the impact
of wall thickness on regional ventricular shape and function,
we divided the HCM patients (consisting of 16 × 19 = 304
segments) into four quartiles based onwall thickness (mm) at ED:
<7.72mm, 7.72–9.63mm, 9.63–12.68mm and >12.68mm in
Figure 6. With increasing wall thickness, ventricular curvedness
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FIGURE 3 | (A,B) Comparison of wall thickness at end diastole (left) and end systole (right); (C,D) Comparison of curvedness at end diastole (left) and end systole

(right); (E,F) Comparison of wall stress index at end diastole (left) and end systole (right); (G,H) Comparison of area strain (left) and ejection fraction (right) between

control group and patient group with hypertrophic cardiomyopathy. *Significant difference between two groups (P < 0.05).
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TABLE 4 | Curvedness computed from the 3-D reconstructed model of the LV at end diastole and end systole for Controls and HCM patients.

Segment Curvedness at end diastole (mm−1) Curvedness at end systole (mm−1)

Control (n = 19) HCM (n = 19) Control (n = 19) HCM (n = 19)

(1) basal anterior 0.0339 ± 0.0034 0.0436 ± 0.0085* 0.0535 ± 0.0114 0.0582 ± 0.0072

(2) basal anterior septal 0.0315 ± 0.0035 0.0437 ± 0.0103* 0.0511 ± 0.0108 0.0543 ± 0.0049

(3) basal inferior septal 0.0276 ± 0.0028 0.0381 ± 0.0084* 0.0439 ± 0.0078 0.0537 ± 0.0116*

(4) basal inferior 0.0337 ± 0.0037 0.0442 ± 0.0095* 0.0534 ± 0.0081 0.0546 ± 0.0091

(5) basal inferior lateral 0.0300 ± 0.0031 0.0397 ± 0.0082* 0.0489 ± 0.0085 0.0515 ± 0.0051

(6) basal anterior lateral 0.0282 ± 0.0024 0.0379 ± 0.0051* 0.0453 ± 0.0069 0.0536 ± 0.0110*

(7) mid anterior 0.0345 ± 0.0040 0.0386 ± 0.0042* 0.0619 ± 0.0128 0.0633 ± 0.0130

(8) mid anterior septal 0.0378 ± 0.0039 0.0415 ± 0.0048* 0.0619 ± 0.0113 0.0635 ± 0.0116

(9) mid inferior septal 0.0328 ± 0.0038 0.0357 ± 0.0050 0.0568 ± 0.0105 0.0570 ± 0.0155

(10) mid inferior 0.0374 ± 0.0033 0.0406 ± 0.0035* 0.0660 ± 0.0106 0.0622 ± 0.0129

(11) mid inferior lateral 0.0350 ± 0.0039 0.0393 ± 0.0043* 0.0620 ± 0.0110 0.0652 ± 0.0120

(12) mid anterior lateral 0.0327 ± 0.0026 0.0359 ± 0.0050* 0.0551 ± 0.0118 0.0610 ± 0.0137

(13) apical anterior 0.0500 ± 0.0059 0.0507 ± 0.0103 0.1127 ± 0.0217 0.0975 ± 0.0341

(14) apical septal 0.0519 ± 0.0045 0.0536 ± 0.0108 0.1084 ± 0.0216 0.0949 ± 0.0311

(15) apical inferior 0.0557 ± 0.0079 0.0537 ± 0.0090 0.1233 ± 0.0247 0.0989 ± 0.0316*

(16) apical lateral 0.0480 ± 0.0057 0.0483 ± 0.0103 0.1089 ± 0.0264 0.0937 ± 0.0333

Mean 0.0375 ± 0.0095 0.0428 ± 0.0095* 0.0696 ± 0.0299 0.0677 ± 0.0251

Data are expressed as mean ± SD. HCM, hypertrophic cardiomyopathy; LV, left ventricle.

*Significant difference between control subjects and HCM patients (P < 0.05).

TABLE 5 | Wall stress index computed from the 3-D reconstructed model of the LV at end diastole and end systole for Controls and HCM patients.

Segment Wall stress index at end diastole Wall stress index at end systole

Control (n = 19) HCM (n = 19) Control (n = 19) HCM (n = 19)

(1) basal anterior 2.45 ± 0.56 0.97 ± 0.36* 0.86 ± 0.28 0.36 ± 0.13*

(2) basal anterior septal 2.01 ± 0.41 0.82 ± 0.40* 0.78 ± 0.20 0.38 ± 0.18*

(3) basal inferior septal 2.21 ± 0.50 1.01 ± 0.43* 0.86 ± 0.22 0.41 ± 0.18*

(4) basal inferior 2.05 ± 0.50 0.98 ± 0.41* 0.69 ± 0.21 0.39 ± 0.15*

(5) basal inferior lateral 2.57 ± 0.79 1.32 ± 0.50* 0.76 ± 0.23 0.48 ± 0.18*

(6) basal anterior lateral 2.91 ± 0.78 1.39 ± 0.57* 0.92 ± 0.35 0.48 ± 0.25*

(7) mid anterior 2.74 ± 0.72 1.49 ± 0.59* 0.80 ± 0.24 0.42 ± 0.18*

(8) mid anterior septal 1.98 ± 0.39 1.05 ± 0.40* 0.69 ± 0.17 0.34 ± 0.16*

(9) mid inferior septal 2.08 ± 0.50 1.05 ± 0.44* 0.69 ± 0.19 0.41 ± 0.30*

(10) mid inferior 2.08 ± 0.63 1.03 ± 0.40* 0.62 ± 0.17 0.37 ± 0.18*

(11) mid inferior lateral 2.39 ± 0.79 1.37 ± 0.39* 0.68 ± 0.21 0.43 ± 0.21*

(12) mid anterior lateral 2.82 ± 0.81 1.68 ± 0.50* 0.85 ± 0.26 0.52 ± 0.26*

(13) apical anterior 2.16 ± 0.60 1.41 ± 0.58* 0.55 ± 0.13 0.46 ± 0.26

(14) apical septal 1.71 ± 0.41 1.13 ± 0.47* 0.54 ± 0.17 0.40 ± 0.28

(15) apical inferior 1.78 ± 0.65 1.33 ± 0.88 0.47 ± 0.15 0.42 ± 0.38

(16) apical lateral 2.21 ± 0.74 1.58 ± 0.67* 0.59 ± 0.21 0.55 ± 0.39

Mean 2.45 ± 0.56 0.97 ± 0.36* 0.86 ± 0.28 0.36 ± 0.13*

Data are expressed as mean ± SD. HCM, hypertrophic cardiomyopathy; LV, left ventricle.

*Significant difference between control subjects and HCM patients (P < 0.05).

showed no significant change at ED, but decreased at ES. There
was slightly augmented area strain in 1st quartile, but decreased
from quartile 2–4. There was a reduction of ejection fraction, but
not significant.

Reproducibility
Intra-class correlation (ICC) with 95% CI, mean difference ±
SD, and percentage variability (%) were computed for 5 control
subjects and 5 HCM patients (10 × 16 = 160 segments) from

Frontiers in Physiology | www.frontiersin.org 8 March 2018 | Volume 9 | Article 25044

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


Zhao et al. Ventricular Stress in HCMpEF

TABLE 6 | Area strain (%) and ejection fraction (%) computed from the 3-D reconstructed model of the LV for control and HCM patients.

Segment Area strain (%) Ejection fraction (%)

Control (n = 19) HCM (n = 19) Control (n = 19) HCM (n = 19)

(1) basal anterior 66.5 ± 12.9 62.3 ± 16.3 68.4 ± 7.4 63.0 ± 9.9

(2) basal anterior septal 60.7 ± 13.5 52.5 ± 21.5 65.5 ± 8.3 59.5 ± 11.9

(3) basal inferior septal 62.5 ± 14.1 43.7 ± 14.2* 65.4 ± 9.7 57.6 ± 12.3*

(4) basal inferior 68.0 ± 15.0 53.8 ± 13.0* 66.7 ± 9.3 63.4 ± 10.0

(5) basal inferior lateral 72.4 ± 17.6 61.2 ± 14.0* 67.7 ± 8.9 64.7 ± 10.6

(6) basal anterior lateral 73.4 ± 16.5 62.8 ± 15.8 69.0 ± 8.3 63.6 ± 10.1

(7) mid anterior 71.6 ± 18.0 67.7 ± 26.5 72.3 ± 10.1 60.9 ± 19.6*

(8) mid anterior septal 70.1 ± 16.8 62.7 ± 22.4 73.2 ± 9.9 69.2 ± 13.9

(9) mid inferior septal 73.9 ± 17.5 60.7 ± 15.7* 72.4 ± 10.1 72.5 ± 11.9

(10) mid inferior 79.9 ± 18.4 63.7 ± 21.1* 71.8 ± 8.9 73.0 ± 10.3

(11) mid inferior lateral 84.6 ± 20.2 67.8 ± 27.3* 72.3 ± 8.5 66.7 ± 16.9

(12) mid anterior lateral 82.5 ± 21.2 70.8 ± 28.1 72.9 ± 9.2 63.9 ± 17.4

(13) apical anterior 92.2 ± 18.6 78.4 ± 33.3 78.0 ± 5.6 64.8 ± 24.6*

(14) apical septal 92.2 ± 20.6 78.6 ± 30.9 81.1 ± 7.5 76.9 ± 14.5

(15) apical inferior 101.4 ± 18.5 81.8 ± 29.4* 80.4 ± 5.0 76.9 ± 12.6

(16) apical lateral 104.7 ± 18.9 82.9 ± 31.9* 78.7 ± 7.6 67.0 ± 19.7*

Mean 78.5 ± 21.5 65.7 ± 25.2* 72.2 ± 9.7 66.5 ± 15.5*

AGGREGATING OVER THE BASAL, MID-CAVITY AND APICAL REGIONS

(i) basal 67.2 ± 14.3 56.0 ± 14.4* 67.1 ± 8.3 62.0 ± 9.5

(ii) mid-cavity 77.1 ± 18.1 65.6 ± 22.8 72.5 ± 9.2 68.4 ± 11.8

(iii) apical 97.6 ± 18.1 80.4 ± 30.8* 79.5 ± 5.6 72.4 ± 15.3

Data are expressed as mean ± SD. HCM, hypertrophic cardiomyopathy; LV, left ventricle.

*Significant difference between control subjects and HCM patients (P < 0.05).

TABLE 7 | ANOVA analysis between control and hypertrophy subtypes for 3D regional parameters.

Variable Control (n = 304) Sigmoid (n = 96) Reverse Curvature (n = 128) Neutral (n = 80) P-value

WTED, mm 6.08 ± 1.54 9.53 ± 3.76*†‡ 11.15 ± 4.52*† 11.37 ± 4.47*‡ <0.001

WTES, mm 9.69 ± 2.19 15.25 ± 4.54*‡ 16.22 ± 5.60*§ 17.81 ± 4.50*‡§
<0.001

CED, mm−1 0.0375 ± 0.0095 0.0418 ± 0.0094* 0.0431 ± 0.0092* 0.0436 ± 0.0100* <0.001

CES, mm−1 0.0696 ± 0.0299 0.0707 ± 0.0251 0.0615 ± 0.0194*§ 0.0741 ± 0.0305§ 0.005

σi,ED 2.26 ± 0.70 1.40 ± 0.54*‡ 1.19 ± 0.62* 1.07 ± 0.41*‡ <0.001

σi,ES 0.71 ± 0.25 0.43 ± 0.23*‡ 0.49 ± 0.29*§ 0.31 ± 0.10*‡§
<0.001

AS, % 78.51 ± 21.48 71.59 ± 22.11† 55.24 ± 20.82*†§ 75.36 ± 29.45§
<0.001

EF, % 72.23 ± 9.66 70.49 ± 1.071† 61.03 ± 16.05*†§ 70.38 ± 16.45§
<0.001

Data are expressed as mean ± SD. WTED, wall thickness at end diastole; WTES, wall thickness at end systole; CED, curvedness at end diastole; CES, curvedness at end systole; σi,ED,

wall stress index at end diastole; σi,ES, wall stress index at end systole; AS, area strain; EF, ejection fraction.

*Significant differences between control group and three HCM subtypes;
†
significant difference between sigmoid and reverse curvature subtypes;

‡
significant difference between

sigmoid and neutral subtypes; §significant difference between reverse curvature and neutral subtypes. Bold values mean statistically significant.

intra- and inter-observer studies, and the reproducibility results
were given in Table 9. All parameters were highly reproducible
with ICC >0.87, and percentage variability was ≤6.5% for intra-
observer and ≤5.0% for inter-observer.

DISCUSSION

The main finding of this study was that curvedness-based
ventricular wall stress index at end diastole (ED) was a more
sensitive and specific parameter than traditional ventricular wall
thickness and other measures for differentiating HCM with

preserved ejection fraction. Furthermore, among the three HCM
subtypes, the neutral group presented lowest wall stress, but
reverse curvature group presented lowest regional contractile
function compared to the control group and other two subtypes
(P < 0.05).

Ventricular Wall Stress Measurement
In the present study, wall stress index is a pure geometric
parameter that quantifies the physical response of left ventricle
to loading and allows a comparison between ventricles under
differing pressures. The wall stress index is expressed as the
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TABLE 8 | Univariate logistic regression and multivariate stepwise selection

analysis.

Variable P-value

Univariate logistic

regression analysis

Multivariate stepwise

selection analysis

LVEF, % 0.065 –

Area strain, % 0.0970 –

IVSd >13mm 0.005 –

WTED,max >13mm 0.0031 –

σi,ED <1.64 <0.001 <0.001

LVEF, left ventricular ejection fraction; IVSd, interventricular septum thickness in diastole

from 2D clinical measurement; WTED,max , maximal wall thickness among 16 segments

in diastole from 3D model; σi,ED, wall stress index at end diastole. Bold values mean

statistically significant.

FIGURE 4 | Receiver operating characteristic (ROC) curves for left ventricle

ejection fraction (LVEF), area strain, and three dichotomized parameters IVSd

>13mm, WTED,max >13mm, σi,ED <1.64. IVSd, interventricular septum in

diastole from 2D clinical CMR measurement; WTED,max, maximal wall

thickness among 16 regional segments in diastole from 3D model; σi,ED, wall

stress index at end diastole.

ratio of wall thickness to wall radius (h/R) which takes into
account regional ventricular curvedness. We have demonstrated
excellent intra- and inter-observer reproducibility in wall
stress measurement for both normal and HCM patients with
percentage variability less than 6%. This is in significant contrast
to previous echocardiographic studies (i.e., 7–11%; Greim et al.,
1995). This is likely to reflect the better accuracy of CMR to
regional wall curvedness and thickness than echocardiography,
which has been demonstrated in several previous studies
examining different cardiac conditions (Zhong et al., 2009b, 2011,
2012b).

FIGURE 5 | Correlation between wall thickness and wall stress index at end

diastole.

The joint use of imaging and modeling of the heart has
opened up possibilities for a better thorough understanding
and evaluation of the LV wall stress. Traditionally, most work
on wall stress has been based on two-dimensional and three-
dimensional models that are represented by simplified idealized
geometry analyses with different formula (i.e., sphere, spheroid,
ellipsoid; Yin, 1981; Zhong et al., 2006, 2007, 2012a). Finite
element analysis (FEA), an engineering technique utilized to
study complex structure, can overcome some of these limitations.
Previous studies has elucidated the characteristics of wall stress
and clarified how they should be properly analyzed so that
these concepts can be applied in translational research (Guccione
et al., 1995; Dorri et al., 2006; Lee et al., 2014; Choy et al.,
2018). However, from the clinical application consideration, the
application of FEA to employ human in vivo data still remain
a challenge. Our approach allows precise regional measurement
of three-dimensional wall curvedness and thickness and hence
permit accurate estimate of diastolic and systolic wall stress
assessment. The entire process taking about 20min per subject
would garner its wider application in clinical practice.

Wall Stress, Curvature and Curvedness in
Hypertrophic Cardiomyopathy
HCM implies a higher-than-normalmyocardial mass, with a high
ratio of ventricular wall thickness to radius (h/R). Based on the
different pattern of hypertrophy, systolic and diastolic wall stress
were proposed as a stimulus for replication of cardiomyocytes
and cardiac remodeling. Indeed, HCM has been reported to
correlate with ratio of h/R or h/R3 or volume/mass from
the previous studies (Petersen et al., 2005). This phenomenon
allows the preservation of endocardial motion despite reduced
shortening of individual fibers such that the EF remains normal
(de Simone and Devereux, 2002). On the other hand, progressive
LV remodeling in HCM contributes to a change in wall curvature
or curvedness (Reant et al., 2015). Our diastolic wall stress,
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FIGURE 6 | Error bar plots (mean ± SD) between control and quartiles divided by left ventricular end-diastolic wall thickness in patients with hypertrophy

cardiomyopathy. First row: wall thickness at ED (left) and ES (right), ED = end diastole; ES = end systole; second row: 3D regional curvedness at ED (left) and ES

(right); third row: wall stress index at ED (left) and ES (right); last row: area strain (left) and ejection fraction (right). *Significant difference between control group and

four quartiles (P < 0.05).
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TABLE 9 | Intra- and inter-observer reproducibility in 5 control subjects and 5

HCM patients.

Variable Intra-class correlation

coefficient (95% CI)

Mean difference ± SD Percentage

variability (%)

INTRA OBSERVER REPRODUCIBILITY

WTED, mm 0.995 (0.993–0.996) −0.050 ± 0.488 3.11

WTES, mm 0.992 (0.989–0.994) 0.146 ± 0.733 2.41

CED, mm−1 0.893 (0.856–0.920) 0.0020 ± 0.0044 4.66

CES, mm−1 0.979 (0.972–0.985) 0.0001 ± 0.0057 3.50

σi,ED 0.985 (0.979–0.989) −0.049 ± 0.187 6.03

σi,ES 0.926 (0.900–0.945) 0.008 ± 0.096 6.50

AS, % 0.930 (0.906–0.949) 1.889 ± 8.127 4.40

EF, % 0.885 (0.845–0.914) 0.445 ± 4.609 3.04

INTER OBSERVER REPRODUCIBILITY

WTED, mm 0.997 (0.996-0.998) −0.019 ± 0.375 2.36

WTES, mm 0.995 (0.993-0.996) 0.193 ± 0.574 1.69

CED, mm−1 0.917 (0.888-0.938) 0.0019 ± 0.0039 4.21

CES, mm−1 0.983 (0.977-0.988) 0.0006 ± 0.0051 2.77

σi,ED 0.987 (0.982-0.990) 0.018 ± 0.160 4.99

σi,ES 0.941 (0.921-0.957) −0.002 ± 0.088 5.01

AS, % 0.928 (0.903-0.947) 2.853 ± 8.190 4.24

EF, % 0.879 (0.838-0.910) 0.949 ± 4.752 3.16

HCM, hypertrophic cardiomyopathy; CI, confidence interval; SD, standard deviation;

Percentage variability, the mean of the absolute values of the differences between two

measurements divided by their mean; WTED, wall thickness at ED; WTES, wall thickness

at ES; ED, end diastole; ES, end systole; CED, curvedness at ED; CES, curvedness at ES;

σi,ED, wall stress index at ED; σi,ES, wall stress index at ES; AS, area strain; EF, ejection

fraction.

based on ratio of h/R which consider regional three-dimensional
wall curvedness represents an integrated assessment and permit
more accurate regional assessment of stress state. These studies
provide a rationale supporting wall stress as an ideal index
for assessing HCM. Moreover, multivariate stepwise selection
analysis identified our wall stress index as the best single predictor
of HCM group, and had better sensitivity than LVEF, area strain
and wall thickness from both 2D CMR clinical and 3D model
measurements.

Our analysis of wall curvedness, stress and function in
this study add further insight of subtype of HCM (i.e.,
sigmoid, reverse and neutral subtypes). The data in present
study demonstrated that only reverse curvature HCM subtype
presented abnormal wall stress and area strain despite its
preserved ejection fraction. This observation is consistent with
the finding of Kobayashi et al. in patients with obstructive HCM
(Kobayashi et al., 2014). They found that patients with the
reverse curvature subtype had less global longitudinal systolic
and diastolic strain than patients with sigmoid and concentric
hypertrophy despite being younger and less hypertensive. As
suggested by Binder (Binder et al., 2006), the reverse curvature
morphological subtype may inherently precede and incite the
myocyte and fiber disarray and local wall stress perturbations,
which are characteristic of HCM.

Clinical Implication
Understanding of LV wall stress may help to solve some clinical
questions like the differentiation of adaptive and maladaptive
hypertrophy in HCM. At the early stage, both diastolic and
systolic wall stresses are maintained “normal” because increased
wall thickness is counterbalancing the elevated ventricular
pressure. Progressively, wall stress continues to decreases, which
causes increase of wall curvature and decrease of the wall radius.
These constitute maladaptive hypertrophic developments.
We believe our comprehensive suite of quantitative regional
curvedness-based wall stress can distinguish early remodeling
in HCM and facilitate personalization of monitoring of
the natural disease progression or treatment response.
For instance, 3D regional parameters derived from our
approach may be used to quantify the efficacy and effects
(e.g., wall stress) of septal myectomy or ablation therapies
in HCM.

Limitations of Study
Limitations of the present study are summarized as follows.
First, our approach to 3D LV reconstruction relies on manual
delineation of endocardium and epicardium contours obtained
from CMR images. This is time consuming and may be replaced
by automatic segmentation techniques (Petitjean and Dacher,
2011; Kang et al., 2012; Yang et al., 2016).

Second, curvature-based ventricular wall stress computation
depends upon image quality and accuracy of reconstructed
surface. Image quality and resolution can be improved by
utilizing a 3.0 Tesla scanner rather than a 1.5 Tesla scanner,
thereby increasing the quality of the input data for 3D mesh
reconstruction and processing. In clinical practice, the spacing
between two consecutive CMR short-axis image slices is typically
5–10mm. Hence, interpolation is used to reconstruct the surface
between slices. This process of interpolation may affect the
accuracy of the wall stress computation. It should be noted that
the intra- and inter- observer variation is small (i.e., both <7%)
for wall stress determination, suggesting that our approach is
reasonable, and unaffected by variations in the interpolation
process.
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Background: The formation of hepatic hemangiomas (HH) is associated with VEGF

and IL-7 that alter conduit arteries and small arterioles. To our knowledge, there are no

studies to investigate the effects of HH on the hemodynamics in conduit arteries. The

aim of the study is to perform morphometric and hemodynamic analysis in abdominal

conduit arteries and bifurcations of HH patients and controls.

Methods: Based on morphometry reconstructed from CT images, geometrical models

were meshed with prismatic elements for the near wall region and tetrahedral and

hexahedral elements for the core region. Simulations were performed for computation of

the non-Newtonian blood flow using the Carreau-Yasudamodel, based on whichmultiple

hemodynamic parameters were determined.

Results: There was an increase of the lumen size, diameter ratio, and curvature

in the abdominal arterial tree of HH patients as compared with controls. This

significantly increased the surface area ratio of low time-averaged wall shear stress

(i.e., SAR-TAWSS =
Surface area

TAWSS≤4 dynes·cm−2

Total surface area × 100%) (24.1 ± 7.9 vs. 5 ± 6%, 11.6 ±
12.8 vs. < 0.1%, and 44.5 ± 9.2 vs. 21 ± 24% at hepatic bifurcations, common hepatic

arteries, and abdominal aortas, respectively, between HH and control patients).

Conclusions: Morphometric changes caused by HH significantly deteriorated the

hemodynamic environment in abdominal conduit arteries and bifurcations, which could

be an important risk factor for the incidence and progression of vascular diseases.

Keywords: hepatic hemangioma, computer tomography, abdominal arterial tree, hemodynamics, morphology

INTRODUCTION

Hemangioma is the most common benign tumor that affects the liver (Gandolfi et al., 1991; John
et al., 1994). Hepatic hemangiomas (HH) occur generally in small regions from a few mm to 4 cm
despite large HH in the range of 4∼40 cm (Sieg et al., 1982; Hoekstra et al., 2013; Toro et al., 2014;
Zhao et al., 2015). It was found that HH are associated with microvascular malformations and
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congenital origin growing slowly from birth (Saegusa et al.,
1995; Lehmann et al., 1999). Pregnancy, oral contraceptive use,
androgen, or steroid administration were believed to stimulate
the incidence and progression of HH (Hoekstra et al., 2013;
Toro et al., 2014). The use of specific antibodies against vascular
endothelial growth factor (VEGF) and IL-7 was proposed to

FIGURE 1 | Geometrical models reconstructed from CT images of a representative control (A) and a representative HH patient (B). (B) Also shows CT-axial

angiographs, where arrows mark liver hemangiomas.

inhibit the growth of HH (Trastek et al., 1983; Mahajan et al.,
2008; Wang et al., 2012). However, the etiology and pathogenesis
of HH remain unknown.

Morphometric alteration of large conduit arteries could
induce abnormal flow patterns, e.g., stagnation flow, reversal
flow, flow vortex, and so on, which were characterized by
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various hemodynamic risk factors including low time-averaged
wall shear stress over a cardiac cycle (low TAWSS), high
oscillatory shear index (high OSI), and high TAWSS gradient
(high TAWSSG) (Ku, 1997; Kleinstreuer et al., 2001; Huo et al.,
2007b, 2008, 2009). Computational fluid dynamics (CFD) has
been applied to the hemodynamic analysis in the abdominal
arterial tree (Taylor and Draney, 2004). These simulations mainly
focused on the flow distribution near stenoses or aneurysms
(Boutsianis et al., 2009; Biasetti et al., 2011; Polanczyk et al.,
2015; Arzani and Shadden, 2016). To our knowledge, there is
lack of studies to show the effects ofmicrovascularmalformations
on morphometry and hemodynamics in the abdominal aorta
and primary branches of HH patients, which could induce
hemodynamic impairments to large arteries in the cardiovascular
system.

The objective of the study is to demonstrate a comparison
of morphometry and hemodynamics in the abdominal aorta
and primary branches between HH patients and healthy
controls. We hypothesize that HH-induced morphometric
changes significantly worsen the hemodynamic environment
in abdominal conduit arteries and bifurcations. To test the
hypothesis, we reconstructed the large abdominal arterial trees
from CT images of 12 HH patients and 9 controls. Flow
simulations were performed to solve the Continuity and Navier–
Stokes equations with the Carreau-Yasuda model for non-
Newtonian blood, similar to a previous study (Yin et al., 2016).
The flow velocity waveform was measured at the thoracic aorta
of a representative patient and was applied to the inlet of
the large abdominal arterial tree with the Womersley velocity
profile (Zheng et al., 1985). The fully-developed flow boundary
condition was applied to each outlet that considered fractional
flow rate (Huo et al., 2013). Based on the computed flow
field, multiple hemodynamic parameters, i.e., TAWSS, OSI, and
TAWSSG, were determined in the large abdominal arterial
trees. Malek et al. showed a threshold TAWSS ≤ 4 dynes/cm2;
Nordgaard et al. indicated a threshold OSI ≥ 0.15; and Fan
et al. proposed a threshold TAWSSG ≥ 500 dynes/cm3 for the
incidence and progression of atherosclerosis (Malek et al., 1999;
Nordgaard et al., 2010; Fan et al., 2016). Hence, we used the
surface area ratios of low TAWSS (SAR-TAWSS), high OSI (SAR-
OSI), and TAWSSG (SAR-TAWSSG) (see the detailed definitions
in the Appendix) to characterize the complex hemodynamic
environment in abdominal conduit arteries and bifurcations
similar to previous studies (Fan et al., 2016, 2017; Yin et al.,
2016).

MATERIALS AND METHODS

Study Design
We retrospectively analyzed morphometry and hemodynamics
of large abdominal arterial trees of HH patients as well as age-
matched control subjects, who underwent CT exams at the
Affiliated Hospital of Hebei University, China, from January
to December 2015. The CT diagnosis of HH in a previous
study (Caseiro-Alves et al., 2007) was used, which showed
peripheral nodular enhancement at the lesion progressing from
the periphery to the center, as shown in Figure 1. A total of 12

HH patients (5 males and 7 females from 28 to 69 years) were
compared with a total of 9 controls (7 males and 2 females from
31 to 62 years).

The study was approved by the Institutional Review Board
(IRB) for the Affiliated Hospital of Hebei University, which
conforms the declaration of Helsinki. All patients gave the signed
informed consent for all methods of the study performed in
accordance with the relevant guidelines and regulations of the
IRB for the Affiliated Hospital of Hebei University.

Imaging Acquisition
CT scans were performed on a Discovery CT750 HD scanner
(HDCT, GE Healthcare, Milwaukee, WI, USA). All patients
underwent abdomen contrast-enhanced spectral CT from the

FIGURE 2 | (A) Schematic diagram of aorta and primary branches, where AA,

ascending aorta; AOA, arch of aorta; DA, descending aorta; TA, thoracic

aorta; RSA, right subclavian artery; RCCA, right common carotid artery;

LCCA, left common carotid artery; LSA, left subclavian artery; CeTA, celiac

trunk artery; CHA, common hepatic artery; SA, splenic artery; RRA, right renal

artery; LRA, left renal artery; SMA, superior mesenteric artery; RIIA, right

internal iliac artery; REIA, right external iliac artery; LIIA, left internal iliac artery;

LEIA, left external iliac artery; and (B) zoomed diagram of CeTA and CHA,

where the black dotted line represents the centerline, A0 refers to the

intersection of centerlines between CeTA and CHA, and LA0Am and

LA0 ···Amdenote the linear and arc lengths from point A0 to Am, respectively.
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diaphragm to the edge of the kidney. The spectral CT scan
protocol included helical pitch of 0.984:1, rotation speed of 0.5 s,
and 50 cm Display Field of View (DFOV). The nonionic contrast
media (ioversol, 320mgl/ml) at the dose of 1.0 ml/kg was injected
with a power injector at a rate of 3.0 ml/s through median
cubital vein. Arterial phase scanning with an automatic tracking
technique with automated scan-triggering software (SmartPrep,
GE Healthcare, Milwaukee, WI, USA) started 8 s after the trigger
threshold (100 HU) was reached at the level of the celiac trunk
(He et al., 2014). The portal venous phase scanning and later
delay phase scanning started for 30 and 120 s, respectively, after
the beginning of the arterial phase scanning.

Geometrical Model
Morphometric data of the abdominal aorta and primary branches
were extracted from patient CT images using the MIMICS
software (Materialise, NV, Belgium), as shown in Figure 2. A
centerline was formed by a series of center points which were
located in the center on the cross–sectional views of the contour
of the 3D vessel. Subsequently, the best fit diameter, Dfit, was
calculated as twice the average radius between the point on the
centerline and the contour forming the contour of the 3D vessel
(Fan et al., 2016; Huang et al., 2016). The CT reconstruction and
imaging analysis were performed by researchers (X. Huang, Q. Li
andM. Cao) at the College of Engineering, Peking University and
(F. Guo and X. Li) at the College of Medicine, Hebei University as
well as a Radiologist (X. Yin) at the Affiliated Hospital of Hebei
University. The reproducibility of the measurements showed κ

value equals to 0.87.

Mesh Generation
Based on morphometric data, geometrical models were meshed
with prismatic elements for the near wall region (number of
layers = 3, height ratio = 1.2, total height = 1mm) and
tetrahedral and hexahedral elements for the core region (maximal
element size = 0.3mm) using the ANSYS ICEM software
(ANSYS Inc., Canonsburg, USA) and then smoothed using the
Geomagic Studio software (3D Systems, Rock Hill, USA). Mesh
dependency and skewness and orthogonal quality metrics were
analyzed to satisfy the quality of the grids such that the relative
error in two consecutive mesh refinements was < 1% for the
maximum WSS and velocity of steady state flow with inlet
flow velocity equal to the time-averaged velocity over a cardiac
cycle, similar to previous studies (Chen et al., 2016; Fan et al.,
2016; Yin et al., 2016). A total of 3.5–4.5 million hybrid volume
elements were necessary to accurately mesh the computational
domain. Simulations were demonstrated in a workstation
with 3GHz dual Xeon processor and 32-GB of memory,
and the computational time for each model ranged from 48
to 72 h.

Computational Model
Similar to a previous study (Biasetti et al., 2011), the Carreau-
Yasuda model for the non-Newtonian blood flow was performed
as:

µ − µ∞
µ0 − µ∞

=
[

1+ (λγ̇ )a
](n−1)/a

(1)

TABLE 1 | Demographics and morphometry in each patient of control and HH groups.

Groups No Sex Age DCHA (mm) DCeTA (mm) DTA (mm) LA0Am
(mm) LA0···Am (mm)

DCHA
DCeTA

DCHA
DTA

DCeTA
DTA

LA0Am
LA0 ···Am

Control group 1 M 31 3.14 5.47 18.11 17.17 17.79 0.57 0.17 0.3 0.96

2 M 37 3.02 7.16 20.23 58.39 84.53 0.42 0.15 0.35 0.69

3 M 40 2.62 5.08 17.83 25.96 37.91 0.52 0.15 0.28 0.68

4 M 46 2.96 5.77 20.64 41.47 53.21 0.51 0.14 0.28 0.78

5 M 52 3.32 7.04 18.76 50.62 53.74 0.47 0.18 0.38 0.94

6 M 52 1.99 5.93 18.14 46.43 60.47 0.34 0.11 0.33 0.77

7 F 55 2.9 4.86 19.85 35.73 41.55 0.6 0.15 0.24 0.86

8 M 58 3.34 4.59 20.02 33.43 33.84 0.73 0.17 0.23 0.99

9 F 62 2.91 6.35 23.78 32.78 39.03 0.46 0.12 0.27 0.84

HH group 1 F 28 7.85 6.58 17.76 46.85 55.29 1.19 0.44 0.37 0.85

2 M 42 4.41 7.07 21.49 46.52 75.68 0.62 0.21 0.33 0.61

3 M 43 4.88 7.54 23.76 59.23 94.12 0.65 0.21 0.32 0.63

4 F 50 3.85 6.94 17.54 33.43 40.67 0.55 0.22 0.4 0.82

5 M 50 4.81 7.77 21.67 52.97 66.36 0.62 0.22 0.36 0.80

6 F 50 4.21 5.94 23.3 71.82 97.12 0.71 0.18 0.25 0.74

7 F 52 3.65 4.76 21.34 32.08 51.73 0.77 0.17 0.22 0.62

8 F 62 5.51 5.94 19.34 36.22 44.57 0.93 0.28 0.31 0.81

9 M 63 4.92 7.24 19.97 25.07 45.48 0.68 0.25 0.36 0.55

10 F 65 2.46 4.52 21.75 29.06 48.06 0.54 0.11 0.21 0.60

11 M 67 5.84 7.61 25.75 37.81 54.46 0.77 0.23 0.3 0.69

12 F 69 3.76 7.08 23.69 40.95 69.94 0.53 0.16 0.3 0.59
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where µ0 and µ∞ equal to 0.16 and 0.0035 Pa·s while λ (8.2 s),
n (0.02128), and a (0.64) refer to the relaxation time, power-
law index and Yasuda exponent, respectively. The viscosity (µ)
is associated with the shear rate (γ̇ ). The flow velocity waveform
was measured at the thoracic aorta of a female patient (Table 1.
HH Group, No.6) through MRI scans with a one-component
cine phase-contrast sequence in a 1.5 T scanner (GE Signa SP,
GE Medical Systems, Milwaukee, WI). The velocity waveform
was scaled to the Womersley profile (i.e., Equation 3 in Zheng
et al., 1985) as the inlet boundary condition. The fully-developed
flow boundary condition was set to each outlet, where the
diffusion flux for all flow variables in the exit direction are zero.
Considering the high number of outflow branches, the flow rate
weighting factor (i.e., the sum of flow rate weighting factors is
100%) was set to each outlet. The flow rate weighting factor was
set to 24% at the distal abdominal aorta (Xiao et al., 2013) while
the weighting factors at other outlets were determined by the
flow-diameter scaling law (i.e., Q ∝ D7/3) (Huo and Kassab,
2012a, 2016; Fan et al., 2016).

The mean Reynolds number (averaged over a cardiac cycle)
at the inlet of thoracic aorta has values of 1028 ± 101 and
1065 ± 163 in control and HH groups, respectively. The
commercial software solver FLUENT (ANSYS, Inc., Canonsburg,
USA) was used to solve the Navier-Stokes and continuity
equations as:

∇ · u⇀ = 0 (2)

ρ
∂ u

⇀

∂t
+ ρ u

⇀ · ∇ u
⇀ = −∇p+ µ∇2 u

⇀
(3)

where p, u
⇀
, and ρ (=1,060 kg/m3) represent the pressure,

velocity, and blood density, respectively. An implicit second-
order backward Euler method was used with a time step 0.01 s.
The convergence of solutions was guaranteed by the globe
balance of the conservation equations with a RMS (Root Mean
Squared) residual criterion of 10−3. Four cardiac cycles (0.84 s
per cardiac cycle) were conducted to achieve the convergence
for the transient analysis similar to previous studies (Fan et al.,
2016). Hemodynamic parameters including TAWSS, OSI, and
TAWSSG were determined from the computed flow fields
in the fourth cardiac cycle, consistent with previous studies
(Chen et al., 2016; Fan et al., 2016; Yin et al., 2016). Moreover,
we computed SAR-TAWSS, SAR-OSI, and SAR-TAWSSG in
abdominal conduit arteries and bifurcations.

Statistical Analysis
The mean ± SD (standard deviation) values of various
morphometric and hemodynamic parameters were computed
by averaging over all subjects in a population. A two-way
ANOVA (SigmaStat 3.5) was used to detect the statistical
difference of the parameters between control and HH groups. A
p-value < 0.05 was indicative of a significant difference between
two populations.

RESULTS

Figure 2 shows a schematic representative of aorta and primary
branches. Table 1 lists the morphometry in each patient of

control and HH groups, which have mean ± SD ages of 48 ± 10
and 54± 14 years, respectively. As shown in Table 2, parameters,
DCHA, DCeTA and DTA refer to the diameters averaged along the
entire length of common hepatic artery, celiac trunk artery, and
thoracic aorta, respectively. They have mean ± SD values of
2.9 ± 0.4, 5.8 ± 0.9, and 19.7 ± 1.9mm in the control group and
4.7± 1.4, 6.6± 1.1, and 21.5± 2.5 in the HH group, which show
significant difference of DCHA (p-value < 0.05). The diameters of
CeTA and TA in HH patients are higher than those in controls
despite no statistical difference. Moreover, the diameter ratios,
DCHA
DCeTA

and DCHA
DTA

, in the HH group are significantly higher than

the control group (p-value < 0.05). On the other hand, there are

significantly lower ratios of linear to arc lengths (
LA0Am
LA0 ···Am

) in HH

CHAs compared with controls (0.69 ± 0.11 vs. 0.84 ± 0.11, p-
value < 0.05). This indicates severe curvatures in CHAs of HH
patients.

The Reynolds number at the inlet of thoracic aorta with
diameters of 21.5 ± 2.1 and 22.3 ± 3.4mm has values of 1.028

TABLE 2 | Statistical analysis of morphometric and hemodynamic parameters in

control and HH groups.

Groups Control group HH group p-value

MORPHOMETRIC ANALYSIS

DCHA (mm) Mean ± SD 2.9 ± 0.4 4.7 ± 1.4 <0.05

95% CI 2.6–3.2 3.8–5.5

DCeTA (mm) Mean ± SD 5.8 ± 0.9 6.6 ± 1.1 0.099

95% CI 5.1–6.5 5.9–7.3

DTA (mm) Mean ± SD 19.7 ± 1.9 21.5 ± 2.5 0.094

95% CI 18.3–21.1 19.9–23.0

LA0Am (mm) Mean ± SD 38 ± 12.7 42.7 ± 13.6 0.432

95% CI 28.2–47.8 34.1–51.3

LA0 ···Am (mm) Mean ± SD 46.9 ± 19 62.0 ± 19.0 0.088

95% CI 32.3–61.5 49.9–74.0
DCHA
DCeTA

Mean ± SD 0.51 ± 0.11 0.71 ± 0.19 <0.05

95% CI 0.43–0.6 0.59–0.83
DCHA
DTA

Mean ± SD 0.15 ± 0.02 0.22 ± 0.08 <0.05

95% CI 0.13–0.17 0.17–0.27
DCeTA
DTA

Mean ± SD 0.3 ± 0.05 0.31 ± 0.06 0.566

95% CI 0.26–0.33 0.27–0.35
LA0Am
LA0 ···Am

Mean ± SD 0.84 ± 0.11 0.69 ± 0.11 <0.05

95% CI 0.75–0.92 0.63–0.76

HEMODYNAMIC ANALYSIS

DInlet (mm) 21.5 ± 2.1 22.3 ± 3.4 0.704

Remean 1028 ± 101 1065 ± 163 0.704

AREA RATIOS AT BIFURCATIONS BETWEEN CeTA AND CHA AND SA

SAR-TAWSS (%) 4 ± 5 14.3 ± 4.4 <0.05

SAR-TAWSSG (%) 27 ± 38 36.1 ± 28.5 0.678

AREA RATIOS IN CHAs

SAR-TAWSS (%) <0.1 6.3 ± 5.1 <0.05

SAR-TAWSSG (%) 68 ± 33 55.4 ± 17.1 0.445

AREA RATIOS IN ABDOMINAL AORTAS

SAR-TAWSS (%) 17 ± 22 43.6 ± 8.4 <0.05

SAR-TAWSSG (%) 1 ± 1 2.1 ± 1.3 0.17
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± 101 and 1.065 ± 163 in control and HH groups, respectively.
Hence, the simulation was carried out for computation of flow
fields, based on the geometrical models and boundary conditions
in Figure 3. The highest and lowest flow velocities at the inlet of
TA occur at time instances of t1 and t2, as shown in Figure 3B.
Figures 4A–C show the flow streamlines (unit: s−1) at time
instances of t1 and t2, TAWSS (unit: dynes/cm2) and TAWSSG
(unit: dynes/cm3), respectively, in abdominal arterial trees of a
representative control as well as a representative HH patient.
Accordingly, Figures 5A,B show the flow streamlines and vortex
cores (unit: s−1) at the bifurcation between the celiac trunk artery
and common hepatic and splenic arteries. At some time instances
in a cardiac cycle, stagnation flow as well as slight reversal flow
occurs in three major sites: opposite to flow divider, lateral to
junction orifice, and inner curvature, which results in a low
TAWSS. Moreover, transient secondary flow leads to complex
flow patterns near the bifurcation carina. Hence, we computed
SAR-TAWSS and SAR-TAWSSG to analyze the hemodynamics
in CHAs and abdominal aortas and at bifurcations between
CeTA and CHA and SA in the two groups, as shown in Table 2.
Since SAR-OSI < 1%, it is neglected here. Hepatic hemangiomas
significantly increase SAR-TAWSS (14.3 ± 4.4 vs. 4 ± 5 at
bifurcations between CeTA and CHA and SA, 6.3± 5.1 vs. < 0.1
in CHAs, and 43.6 ± 8.4 vs. 17 ± 22 in abdominal aortas
for HH vs. control groups, p-value < 0.05) and impair the

hemodynamics in the large abdominal arterial tree. There is no
statistical difference of SAR-TAWSSG between control and HH
groups.

DISCUSSION

The study compared morphometry and hemodynamics in the
abdominal aorta and primary branches between control and HH
patients. The major findings are reported as: (1) HH increase
the lumen size in the abdominal arterial tree significantly and
show higher DCHA

DCeTA
and DCHA

DTA
in comparison with controls (p-

value < 0.05); (2) HH lead to severe curvature in CHAs; and
(3) HH result in a significant increase of SAR-TAWSS due to
abnormal flow patterns in CHAs and abdominal aortas as well as
at bifurcations between CeTA and CHA and SA. The findings are
discussed in relation to the potential incidence and progression
of cardiovascular diseases.

The prevalence of HH ranges from 0.4 to 7.3% of all space-
occupying hepatic lesions (Ishak and Rabin, 1975; John et al.,
1994). Since benign HH of small size received little attention
(John et al., 1994), previous studies emphasized on the treatment
of large HH that cause clinical symptoms (Cui et al., 2003;
Zagoria et al., 2004; Tak et al., 2006) and neglected potential
impairments of small HH. To our knowledge, the present study

FIGURE 3 | (A) A geometrical model for flow simulations, (B) the inlet flow waveform measured at a patient TA by phase-contrast MRI, and (C) FE meshes at a

cross-sectional area.
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FIGURE 4 | (A) Flow streamlines (unit: s−1) at time instances with the highest and lowest flow velocities at the inlet of TA (i.e., t1 and t2 in Figure 3B), (B) TAWSS

(unit: dynes/cm2), and (C) TAWSSG (unit: dynes/cm3) in a representative control and a representative HH patient.
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FIGURE 5 | Bifurcation flow streamlines (A) and vortex cores (B) (unit: s−1) in a representative control and a representative HH patient at time instances with the

highest and lowest flow velocities at the inlet of TA.

first investigates the effects of small HH on morphometry and
hemodynamics of the large abdominal arterial tree.

The CT reconstruction showed an increase of lumen size
and curvature in the abdominal aorta and primary branches of
HH patients. There is higher expression of VEGF and IL-7 in
HH patients, which contribute to microvascular malfunctions
(Trastek et al., 1983; Mahajan et al., 2008; Wang et al., 2012).
The overexpression of VEGF and IL-7 can also be critical risk
factors for the morphometric changes of large abdominal arterial
trees (Lu and Kassab, 2011; Kim and Byzova, 2014). Moreover,
HH are comprised of a chaotic enlargement of distorted micro-
vessels such that the flow overload in large conduit arteries occurs
to satisfy the balance of supply and demand. The remodeling of

conduit arteries in flow overload should conform to the “uniform
normal and shear stress hypothesis” (Kassab et al., 2002; Huo
et al., 2007a; Huo and Kassab, 2012b), which results in the
increased lumen size and curvature of abdominal conduit arteries
(Garcia and Kassab, 1985).

A key finding is the deteriorated hemodynamic environment
at bifurcations between CeTA and CHA and SA and in
abdominal aortas and CHAs of HH patients. In comparison
with controls, the significantly increased DCHA

DCeTA
induced more

complex flow patterns (e.g., stagnation flow, reversal flow,
and second flow) at bifurcations between CeTA and CHA
and SA in HH patients, as shown in Figure 5. Here, SAR-
TAWSS, SAR-OSI, and SAR-TAWSSG were used to characterize
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the complexity of flow patterns similar to previous studies
(Chen et al., 2016; Fan et al., 2016; Yin et al., 2016). The
5-fold increase of SAR-TAWSS and unchanged SAR-OSI and
SAR-TAWSSG indicated the deteriorated hemodynamics at
bifurcations of HH patients. On the other hand, we have
shown low TAWSS on the inner curvature mainly due to the
stagnation flow (Huo et al., 2007b, 2008, 2009). The HH-
induced curvature significantly increased the values of SAR-
TAWSS in both abdominal aortas and CHAs. Therefore, HH
impaired the hemodynamics in the large abdominal arterial
tree.

Potential Implications
Low TAWSS, high OSI, and TAWSSG can stimulate the vessel
wall to induce abnormal biochemical signals relevant to multiple
cardiovascular diseases (Chiu and Chien, 2011). Since most
of HH are small and benign, previous studies focused on the
microvascular malfunctions and microcirculation, but neglected
the possibilities of hemodynamic impairments to abdominal
conduit arteries. The present study implies that HH-induced
morphometric and hemodynamic changes could lead to the
incidence and progression of various vascular diseases (e.g.,
intimal thickening, atherosclerosis, vascular stiffness, and so on)
in abdominal conduit arteries. Moreover, this study implies that
the use of antibodies against VEGF and IL-7 could inhibit the
development of HH and vascular diseases occurring in large
conduit arteries.

Critique of the Study
The retrospective data were collected from a single center
such that the sample size of HH and control patients was
relatively small. For further hemodynamic analysis, the large
sample size should be collected from multiple centers to ensure
the questionnaire sample requirement. Furthermore, prospective
studies are required to investigate the effects of HH on various
vascular diseases occurring in large conduit arteries. Although
the simulation with non-Newtonian model was used to compute
the pulsatile blood flow, we neglected the effects of vessel
compliance. The FSI (i.e., fluid-structure interaction) simulation
should be carried out and validated against the measurements

from MRI or 4D flow to investigate hemodynamic changes
relevant to the HH-induced abdominal stiffness in the following
study.

CONCLUSIONS

The retrospective study showed the changes of morphometry
and hemodynamics in HH patients compared with healthy
controls. It was found that HH increased lumen size and
curvature of abdominal conduit arteries as well as diameter
ratios. The altered morphometry significantly deteriorated
the hemodynamics in the large abdominal arterial tree,
i.e., an increase of SAR-TAWSS due to abnormal flow
patterns in CHAs and abdominal aortas and at bifurcations
between CeTA and CHA and SA of HH patients. This
implied the possibilities of HH-induced hemodynamic
impairments to abdominal conduit arteries. These findings
can also improve our understanding of hemodynamic
mechanisms relevant to the etiology and pathogenesis
of HH.
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APPENDIX

1. SAR-TAWSS at the bifurcation: surface area ratio of

low TAWSS (=
Surface areaTAWSS≤4 dynes·cm−2

Bifurcation surface area
× 100%) at

the bifurcation between the celiac trunk artery and
common hepatic and splenic arteries. The end-to-side
“bifurcation surface area” is defined as the surface area
of the proximal graft (5 mm length) to the bifurcation
center plus the surface area of the distal arteries (5
mm length) to the bifurcation center. Surface area of
TAWSS ≤ 4 dynes/cm2 refers to the disease-prone site
(Malek et al., 1999).

2. SAR-TAWSS in the artery: surface area ratio of low TAWSS

(=
Surface areaTAWSS≤4 dynes·cm−2

Surface area of the artery
× 100%) in the artery. “Surface

area of the artery” refers to the surface area of the celiac trunk
artery (or abdominal aorta).

3. SAR-OSI at the bifurcation: surface area ratio of high OSI

(= Surface areaOSI≥0.15

Bifurcation surface area
× 100%) at the bifurcation between

the celiac trunk artery and common hepatic and splenic
arteries. Surface area of OSI≥ 0.15 refers to the disease-prone
site (Fan et al., 2016).

4. SAR-OSI in the artery: surface area ratio of high OSI (=
Surface areaOSI≥0.15

Surface area of the artery
× 100%) in the artery.

5. SAR-TAWSSG at the bifurcation: surface area ratio of high

TAWSSG (=
Surface areaTAWSSG≥500 dynes·cm−3

Bifurcation surface area
× 100%) at the

bifurcation between the celiac trunk artery and common
hepatic and splenic arteries. Surface area of TAWSSG ≥ 500
dynes/cm3 refers to the disease-prone site (Fan et al., 2016).

6. SAR-TAWSSG in the artery: surface area ratio of high

TAWSSG (=
Surface areaTAWSSG≥500 dynes·cm−3

Surface area of the artery
× 100%) in the

artery.
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Lumen vessel sizing is important for optimization of interventional outcomes for treatment

of vascular disease. The objective of this study is to develop an injection-less method

to determine the lumen diameter, using multiple frequencies that eliminates the need

for saline injections. We utilize the same electrical conductance devices developed for

the two-injection method. A mathematical electrical model was devised to estimate the

lumen area and diameter of the arteries. In vitro experiments were used to validate the

method for various lumen diameters with both 5-5-5 (peripheral) and 2-2-2 (coronary)

spacing conductance guidewires. The majority of 11 vessel data fall within one standard

deviation and all the data fall within two standard deviations. The results indicate that

the two-frequency model can reasonably predict the lumen diameter in an in-vitro test

set-up. Our findings show that this approach can potentially translate to in vivo which

would enable pull-back to reconstruct the lumen area profile of the vessel.

Keywords: conductance catheter, artery disease, saline injection, lumen area, vessel profile

INTRODUCTION

The clinical significance of accurate sizing of an artery for percutaneous treatment has been well
established by numerous randomized clinical trials (Katzen et al., 1991; Arko et al., 1998; Lee et al.,
1998). Under-sizing causes an increase in restenosis rates and oversizing may cause dissection,
perforation, or acute vessel closure. The value of optimal sizing during percutaneous transluminal
angioplasty (PTA) has been validated in numerous studies using intravascular ultrasound (IVUS).
For PTA, IVUS improves procedural results due to optimal balloon sizing leading to significant
improvement in luminal dimensions (Katzen et al., 1991; White et al., 1997; Arko et al., 1998;
Lee et al., 1998). Despite the utility of IVUS, it is not used routinely in the clinic because of the
added time, complexity, subjective interpretation of images, cost, and required training associated
with its usage. Angiography (visual estimation or “eye balling” and quantitative angiography, QA),
however, is used more routinely but uses a 2D slice projection of a 3D vessel and relies upon edge
detection (which assumes a circular vessel). Hence, QA lacks accuracy for sizing because of spatial
resolution and irregularity of vessel geometry (i.e., non-circular diseased vessels). Incorrect sizing
visual estimation and QA has been shown to lead to suboptimal therapy delivery and diminished
patient outcomes (Katzen et al., 1991; Dietz et al., 1992; Di Mario et al., 1992; Keane et al., 1995;
White et al., 1997; Arko et al., 1998; Lee et al., 1998). We have performed pre-clinical and clinical
studies to validate the functionality of our 0.035′′ LumenRECON (LR) guidewire as a standard
workhorse guidewire for vessel navigation and an accurate diagnostic tool for luminal sizing in
comparison with other imaging modalities (e.g., QA, IVUS and duplex ultrasound). The lumen
sizing has been performed by two-bolus injections of saline solutions with different salinities
(normal and half normal) (Kassab et al., 2004, 2005, 2009; Hermiller et al., 2011; Choi et al., 2017;
Nair et al., 2018).
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The saline injections complicate a standard pullback
procedure to determine continuous real-time quantitative
measurement of lumen cross sectional area (CSA). Furthermore,
the assumption of the injection method is that the saline solution
will transiently displace the blood during the injection. This
requires good engagement of the introducing catheter to allow
a brisk flush (similar to contrast injection for an angiogram).
Finally, an additional underlying assumption is that the parallel
conductance, Gp, is constant over the injections of two different
saline solutions. This assumption may be challenged when
Gp becomes excessively high (e.g., when over 90% of current is
lost through the vessel wall and surrounding tissue) (Choi et al.,
2017).

Although there are several advantages of the electrical
conductance technology given the ease of use in comparison
with IVUS (real-time measurements, no need for interpretation,
etc.) in a recent first in man (Nair et al., 2018), the latter does
not require a saline flush (unlike optical coherence tomography,
OCT). Here, a methodology was developed to eliminate the need
for saline injections using multiple frequencies to calculate the
vessel lumen cross-sectional area. Although similar technique
has been attempted to estimate the left ventricular volume
(Wei, 2004), they have been based on empirical parameters
(as compared to our approach which is entirely physics-based)
or have involved the need for parameters that are invasively
measured and hence not clinically translational.

The objective of this study is to develop a two-frequency
method that eliminates the need for saline solution injections.
The basic premise is to vary the electrical admittance by varying
energy (i.e., frequency) rather than salinity. We validate this
approach in phantoms and in ex-vivo vessels. We utilize the
same conductance guidewire that has been developed for the
two-injections method (5-5-5 spacing for peripheral and 2-
2-2 guidewire for coronary vessels). This study provides the
foundation for a method to measure the vessel lumen diameter in
real-time as well as to allow pullback profiles of vessel lumen with
unprecedented accuracy to guide therapy delivery for treatment
of vascular disease.

METHODS

Mathematical modeling of this technique is described in the
Appendix of this paper. Here, we describe the general method
to obtain the lumen and vessel wall tissue conductivity. We also
describe the method for the ex-vivo study. Finally, both 5-5-5 and
2-2-2 spacing wires were used in the experiments to measure the
diameters of peripheral (4–10mm diameter range) and coronary
(2–5mm diameter range), respectively. The spacing numbers
represent the distance between the four electrodes in mm. The
larger spacing is associated with the 0.035′′ diameter guidewire
for peripheral vessels while the smaller one is associated with
the 0.014′′ diameter guidewire for coronary vessels. This is to
ensure that the excitation to excitation distances, d (18mm and
9mm for 5-5-5 and 2-2-2, respectively) is approximately twice
the diameter (db) of the largest vessel of interest (10 and 4 for
peripheral and coronary, respectively; i.e., d/db ≥ 2) to obey the
cylindricity assumptions (Choi et al., 2017).

Phantom Studies
The blood and lumen wall tissue conductivities are needed to
estimate the lumen diameter by the injection-less method. The
ideal method to determine the blood conductivity in the lumen is
in phantoms where the diameter is known and the surrounding
tissue conductivity is zero. The blood conductance was estimated
using the two-frequency approach. The admittance at various
frequencies was calculated by applying the values obtained from
equations A8 and A9 (see Appendix) for frequencies of 10 and
100 kHz. The blood conductivities were calculated from the value
(system resistance) determined from the two-frequency model
(Appendix).

Ex-Vivo Studies
The objective of the ex-vivo study was to estimate the mean
and standard deviation (SD) of the difference in vessel diameter
as measured by an optical method and the model prediction
for different lumen sizes. Eleven ex-vivo experiments were
performed to validate the model for both 5-5-5 and 2-2-
2 guidewires with 0.45% saline solution flowing inside the
lumen. The lumen diameters ranged from 1.7 to 8mm (TR
range of 0.16–0.9). An estimate of the vessel wall electrical
conductivity is needed to predict the vessel diameter using the
two-frequency approach. The bovine carotid artery was placed
in de-ionized water bath perfused with the 0.45% saline at
room temperature to measure the total impedance of tissue.
The lumen diameter and the tissue thickness were measured
optically. A two-frequency model was used to convert the
measured voltage to the sum conductance of the lumen and the
tissue wall. The lumen conductance can be obtained from the
known diameter of the lumen and the conductivity of the saline
solution which was obtained from the phantom experiments.
The tissue conductance can be determined as the total minus
the lumen conductance. The tissue electrical conductivity was
calculated from the tissue conductance and the cross-sectional
area of the tissue. Experiments were performed with bovine
carotid artery to estimate the electrical conductivity of the tissue
surrounding the artery at room temperature. The artery diameter
was measured optically to be about 3.2mm with the thickness
of the vessel wall tissue of about 2.5mm at no-load state (zero
pressure condition). The excitation current was 100 µA rms
and the voltages were measured in the frequency range of
10–80 kHz.

The bath is constructed from a Plexiglas box with dimensions
of 9H × 25W × 25L cm which contains the vessel and the
necessary plastic tubes for the saline solution flow. The bath
was filled with the de-ionized water to measure the tissue
conductivity. The water fully covered the vessel with 4.5 cm
above the height of vessel. The bath width was varied by placing
circular tube with various diameters around the vessel to be
able to calculate the contribution of parallel conductance to the
total conductance as function of bath diameter. In this mode
of operation, the bath is filled with 0.1% saline solution which
closely represents the in-vivo condition.

Once the tissue conductivity is known, it can be used
to analyze the mean differences in diameter as measured by
the optical method and the model prediction for different
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lumen sizes as follows. The total conductance can be separated
into two components, lumen conductance, Gb and parallel
conductance, GP. The following equation holds for the two
electrical conductances:

G = Gb + GP = 1/R (1)

The lumen diameter can be obtained by combining Equations
(A2), (A7), and (1) to yield following relation:

db =

√

4L+ πRσbIdeald
2
GW

πR(σbIdeal + 4σtIdealTR (1+ TR))
(2)

where d is the excitation electrode separation distance, L is the
sensing electrode separation distance, σbIdeal and σtIdeal are the
blood and tissue conductivities, respectively; dGW is the diameter
of the guidewire, R is the system resistance defined in the two
frequency model (see Appendix), TR is the ratio of the wall tissue
thickness and lumen diameter, and db is the lumen diameter. The
lumen diameter can be estimated from the total conductance, and
the conductivities of the blood and the vessel wall tissue. The
blood conductivity is both a function of frequency and lumen
diameter. An iterative method was used to calculate the lumen
diameter. A two-frequency model was used to determine the R
resistance of the total system by measuring the voltages at two
frequencies.

Series of ex-vivo experiments were performed to determine
the ratio of lumen conductance to parallel conductance. The
tests were performed with the bovine carotid artery immersed
in a 0.1% NaCl solution bath to simulate the level of parallel
conductance in vivo. The width or diameter of the bath around
the vessel was varied in four dimensions of 2.1, 4.9, 11.7, and
20.9mm. The 0.45% saline solution was used to perfuse through
the vessel lumen. The guidewire had electrode spacings of 5-5-
5 and the applied current was 300 µA rms. At each step, the
voltages were measured at two frequencies. The first experiment
was performed without any parallel conductance (suspended in
air) to calculate the vessel wall tissue conductivity.

The methodology for the determination of vessel diameter
using the two-frequency method is an iterative process as follows.

1) Blood conductivity: For ex-vivo conditions, the description of
blood conductivity measurements in phantoms is described
above. Under in vivo conditions, the guidewire will be inserted
in the standard introducing catheter (typically 5Fr or 6Fr)
with some aspiration of subject blood into the catheter to
measure blood voltage drops across the detection electrodes
at 10 and 20 kHz. The value of voltage differences at these
two frequencies are large enough for small lumen diameters.
The voltages will be converted to the impedance by dividing
the electrical current to the measured voltages. The blood
conductance in the catheter will be calculated from Equation
(A8, Appendix) which is the inverse of R. The blood ideal
conductivity in the catheter will be calculated since the
diameter of the introducer catheter is known.

2) Total conductance: The sizing guidewire will then be inserted
in the lumen of blood vessel to measure blood voltage drops

across the detection electrodes at 10 and 20KHz. The voltages
will be converted to the impedance by dividing the electrical
current to themeasured voltages. The total conductance in the
lumenwill be calculated from Equation (A8, Appendix) which
is the inverse of R.

3) Blood conductance: Equation (A2, Appendix) will be applied
to determine the blood conductance,Gb, using the blood
conductivity in the lumen obtained in step 1. This term is
only a function of the lumen diameter which is the variable
of interest. The blood conductance will be calculated by an
initial estimate of the lumen diameter.

4) Parallel conductance: The parallel conductance will be
determined from Equation (1) by G − Gb, which is only
function of lumen diameter. This is based on assumption
that the tissue wall conductance makes up a portion of
the parallel conductance. The parallel conductance will be
obtained by the integration of a term from the lumen wall to
the surrounding tissue thickness. This term is a product of the
tissue conductivity, the electric field at any point within the
surrounding tissue thickness and the corresponding annular
surface area. The value of the parallel conductance from
this calculation is also a function of the lumen diameter
since the integration starts from the lumen wall. The parallel
conductance has been modeled and discussed in the next
section. The model results indicate that there is a fixed
ratio of the parallel conductance to total conductance for a
specific guidewire, specific blood, specific diameter, specific
surrounding tissue conductivity, and specific surrounding
tissue thickness. Any resulting error associated with the
parallel conductance calculation will result in a similar error
in the lumen conductance calculation, which in turn results
in an error in the lumen diameter calculation. The error in
the lumen diameter is almost half the error in the lumen
conductance for small errors since the lumen diameter is
proportional to the square root of lumen conductance.

5) Diameter determination: The diameter can be determined by
setting the values of the parallel conductance determined by
the two procedures to be equal. If this value of the lumen
diameter is not the same as the initial estimate, then a new
value will be selected and the process will be repeated till the
parallel conductance from the two procedures approach each
other within 2%. The schematic of the methodology is shown
in Figure 1.

Statistical Analysis
The relation between the predicted lumen diameter vs.
optically measured were expressed by linear least squares
fit and a corresponding correlation coefficient R2. In a
Bland-Altman scatter diagram, we plotted the difference
in these two diameters against their means (Bland and
Altman, 1986). We assessed the repeatability of the technique
by making measurements in duplicates. We calculated
the mean and standard deviation of the differences. We
used the standard deviation of the differences as the
repeatability coefficient (Standards British Standards Institution,
1979).
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FIGURE 1 | Injection-less method for pull back procedure.

RESULTS

Phantom Experiments
The experiments were performed at room temperature with both
blood and 0.45% NaCl saline solution in phantoms of various
diameters with 5-5-5 and 2-2-2 guidewires from 0.1 to 100 KHz
with 100 µA rms current of sinusoidal shape. The measured
voltages are shown in Table A1 in Appendix for the 0.45% saline
solution for 5-5-5 guidewire at room temperature.

The ideal conductivities have been calculated from the R
resistance values determined from the two-frequency model.
Example of R values is shown in Table A2 in Appendix
for lumen diameter of 4mm with 0.45% saline solution at
room temperature at different frequencies. The R values have
been calculated for all combinations of two frequencies. These
combinations have been grouped into five categories. In each
category, the first frequency is the same while the second
frequency was made to vary. It is observed that the value of
R (inverse of conductance) is relatively constant in each group
and decreases with increase of frequency. This results in increase

of conductivity with frequency. The ideal conductivities are
calculated from R values and lumen diameters and are shown in
Table 1. The conductivities decrease with diameter and increase
with frequency. The same procedure was performed with 2-2-2
guidewire and the ideal conductivities results are shown in Table
A3 in Appendix for 0.45% saline solution.

Ex-Vivo Experiments
Table 2 shows the tissue wall conductivities at various frequencies
where the lumen diameter is 3.2mm with wall thickness of
2.5mm (TR was calculated to be 0.79). The tests were performed
at room temperature with 5-5-5 guidewire with 0.45% saline
solution flowing inside the lumen. The results indicate that tissue
conductivity is essentially constant in this frequency range.

Figure 2A shows the predicted lumen diameter vs. optically
measured for 11 ex-vivo tests with the line of equality. The tissue
conductivity for all the tests data analysis which is required
as input to the model were set to be 0.4 S/m according to
Table 2. The saline solution conductivities were obtained from
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TABLE 1 | Calculated ideal conductivity of 0.45% saline solution for various

phantom diameters as function of frequency at room temperature for

5-5-5-guidewire.

Conductivity (σ) Diameter (mm)

(S/m) 1.75 3 4 6 8

FREQ (Hz)

10,000 1.7000 1.6000 0.9500 0.8800 0.8000

20,000 2.2000 1.6000 1.0000 0.9000 0.8100

40,000 2.4000 1.6000 1.0300 0.9200 0.8200

60,000 2.6000 1.7000 1.0400 0.9500 0.8300

80,000 2.8000 1.8000 1.0600 0.9500 0.8300

TABLE 2 | Vessel wall tissue conductivities at various frequencies at room

temperature for 0.45% saline solution flowing inside the lumen.

Diameter (mm)

σbIdeal GL Gt σtIdeal

Freq (Hz) d = 3.2 mm mS mS S/m

10 1.4 1.75 2.97 0.39

20 1.5 1.88 2.98 0.39

40 1.4 1.75 3.12 0.41

60 1.5 1.88 3.04 0.40

80 1.6 2.01 3.16 0.41

GL and Gt are the lumen and tissue conductance respectively.

the conductivities tables by iteration to correspond to the final
lumen diameter prediction. The figure compares the diameters
obtained by the optical measurement and the model prediction
for the 11 experiments. The Bland-Altman plot is shown in
Figure 2B. The abscissa of this chart represents average diameter
obtained from optical measurement and model prediction for
the 11 experiments. The ordinate of this chart represents the
difference in these two diameters for the 11 data points. One
standard deviation (1SD) was 0.17mm and the majority of the
data (70%) fall within 1SD and all the data fall within 2SDs.
The results indicate that the two-frequency model can accurately
predict the lumen diameter in ex-vivomeasurements.

A sensitivity analysis was performed with respect to variation
in the tissue thickness. The result indicates that the lumen
diameter changes by 1–7% for 20% change in the tissue wall
thickness depending on the ratio of the wall thickness to lumen
diameter (0.2–0.6). Another sensitivity analysis was performed
with respect to variation in tissue conductivity. The result
indicates the lumen diameter changes by 2–5% for 20% change
in the tissue conductivity depending on the ratio of the wall
thickness to lumen diameter (0.2–0.6).

Table 3 shows the variation of total conductance with respect
to bath diameter. The parallel conductance increases with the
bath diameter since the increase in the total conductance is only
due to the bath diameter. Table 4 demonstrates the ratio of bath
conductance to the total conductance as function of the bath
diameter at different frequencies for the same vessel. The ratio

FIGURE 2 | (A) Predicted lumen diameter vs. optically measured for the 11

in vitro tests with the line of equality. (B) Bland-Altman chart for the 11 in vitro

tests.

TABLE 3 | Variation of total conductance with respect to the bath thickness.

G_total t_bath(mm)

Freq (kHz) 0.000 2.118 4.868 11.668 20.868

10 4.6579 6.4886 8.3578 11.3277 12.8155

20 4.6579 6.6399 8.6467 11.9102 13.4538

40 4.7826 6.6144 7.9449 11.6696 12.4735

is defined as the ratio of bath conductance at specified bath
diameter to the total conductance at the diameter of 20.9mm
(maximum). The table was constructed by subtracting lumen
and vessel wall tissue conductance from the total conductance
at each specified bath width. Table 4 indicates that about 65%
of the total conductance goes to the bath. This value is for very
thick vessel wall since TR is about 0.8 (bovine vessel). The parallel
conductance increases if TR is reduced. Table 5 shows the results
of the variation of ratio of the parallel conductance to the total
conductance with respect to TR predicted by the model. For
example, this ratio increases to 82% when TR is reduced to 0.3.
This corresponds to wall thickness of about 1mm for this vessel
with diameter of 3.2mm.

The experimental results of the parallel conductance
(measured for two frequencies of 10 and 20KHz) and the model
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predictions for the two bath conductivities (both similar to the
conductivity of 0.1% saline solution used in the experiments)
are plotted in Figure 3. The agreement is very good for various
surrounding tissue thicknesses.

DISCUSSION

The major finding of this study is that a two-frequency approach
can be used to determine the lumen area and hence diameter of
ex-vivo blood vessels using a capacitive model that requires two
physical parameters: tissue conductivity and tissue thickness. A
sensitivity analysis was performed to show that the lumen area is
not sensitive to tissue conductivity and tissue thickness provided
these parameters are in the normal range.

The two-frequency approach was used to study the relative
contribution of parallel conductance for various diameters and
tissue thicknesses. The vessel wall conductance was accounted

TABLE 4 | Ratio of experimental values of parallel conductance to the total

conductance as function of the bath thickness at different frequencies, TR = 0.79.

%(G_bath/G_total

(r_bath_MAX))

t_bath (mm)

Freq (kHz) 2.118 4.868 11.668 20.868

10 14.29% 28.87% 52.04% 63.65%

20 14.73% 29.65% 53.91% 65.38%

40 14.68% 25.35% 55.21% 61.66%

TABLE 5 | Variation of the ratio of parallel conductance to the total conductance

with respect to TR, predicted by the model.

t_bath(mm)

0.000 2.118 4.868 11.668 20.868

TR = 0.1 0.00% 33.94% 47.09% 79.15% 87.66%

TR = 0.3 0.00% 28.84% 41.99% 74.05% 82.56%

TR = 0.5 0.00% 22.29% 35.44% 67.50% 76.00%

TR = 0.8 0.00% 9.72% 22.88% 54.94% 63.44%

FIGURE 3 | Comparison of measured parallel conductance at 10 and 20KHz,

with model prediction as function of bath thickness.

for as part of the parallel conductance. Figure 4 shows the ratio
of the parallel conductance to the total conductance as function
of tissue thickness for various diameters. The system consisted
of 0.45% saline (similar conductivity as blood) solution in the
lumen and 0.1% saline solution outside of the lumen (similar
surrounding tissue conductivity to in vivo). The 0.45% solution
conductivities were obtained in phantom tests as reported here.
Most of the electrical conductance flows outside of the lumen
at lower lumen diameters which makes the contribution of the
lumen conductance to the total conductance negligible for the 5-
5-5 guidewire. For the smaller vessels, the parallel conductance
is reduced with the 2-2-2 guidewire as shown in Figure 5 where

FIGURE 4 | Ratio of parallel conductance to the total conductance for various

lumen diameters for 5-5-5 guidewire based on model prediction. There is

0.45% saline solution in the lumen and 0.1% saline solution in the tissue which

closely represent the in-vivo condition.

FIGURE 5 | Ratio of parallel conductance to the total conductance for various

lumen diameters for 2-2-2 guidewire based on model predication. There is

0.45% saline solution in the lumen and 0.1% saline solution in the tissue which

closely represent the in-vivo condition.
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FIGURE 6 | Ratio of parallel conductance to total conductance as function of

vessel diameter for 25 patients with the two-injections method using 5-5-5

guidewire. The dotted line represents linear regression fit to the measured

values with R-squared value of 0.682. The points shown by cross marks are

the values predicted by the model. The other marks are the parallel

conductance ratios measured twice for each patient with 0.9% saline solution.

the excitation and the sensing lengths are smaller. The figure
demonstrates the advantage of using 2-2-2 guidewire for the
smaller vessels (2–4mm in diameter) due to the lower ratio of
the parallel conductance to the total conductance while the 5-5-
5 guidewire is more appropriate for the larger vessels (4–10mm
in diameter) since they have lower parallel conductance and the
electrical field canmaintain cylindricity in the larger vessels (Choi
et al., 2017).

One of the assumptions of the two-injections method is that
the parallel conductance is the same when injecting two saline
solutions at different electrical conductivities. The electrical
conductivities of the two saline solutions differ by a factor of
two. The parallel conductance model developed here can be used
to validate the two-injections method assumption. This exercise
has been applied to the clinical data (Nair et al., 2018) taken
for 25 patients at different anatomical locations with the two-
injections method and 5-5-5 guidewire. The vessel diameters
vary between 4 and 9mm. The ratio of parallel conductance
to the total conductance as function of vessel diameter is
shown in Figure 6 for the case of 0.9% saline solution. The
total conductance in this figure has been measured with two
measurements at each location. The parallel conductance was
determined by subtracting the total conductance from the vessel
conductance. The vessel conductance can be derived by the vessel
diameter estimated from the two saline solution injections. It can
be noted that this ratio drops with increase in diameters. The
tissue conductivity value was estimated by equating the ratio of
the parallel conductance to the total conductance in Figure 4

with the average ratio obtained in Figure 6 for only one diameter

(e.g., 5mm). The points shown by cross marks in Figure 6 are
the model predictions. The results show that the assumption of
equal parallel conductance can be justified as predicted by the
model.

LIMITATIONS OF METHOD

There are potential limitations to this approach that require
further investigations. The two input parameters to the model,
the surrounding tissue conductivity and the width or diameter
of the surrounding tissue, are not known under in vivo tests
and can only be estimated. The surrounding tissue conductivity
can vary significantly; e.g., fat tissue conductivity is about 0.06
S/m at body temperature whereas heart muscle conductivity
can be as high as 0.38 S/m at the same temperature (Gabriel,
1996). In reality, however, the variation is likely to be much less.
The injection method can be used to determine the Gp value
in patients in a particular vessel segment to assess variability
as was done here. Although the width or diameter of the
surrounding tissue can also vary, the variation is not as large.
The width of the surrounding tissue of the peripheral vessels
(limb) or coronary vessels (heart) can be physically estimated.
The sensitivity analysis showed that the prediction is not sensitive
to a reasonable variation in tissue thickness.

The limitation discussion above is more applicable to clinical
translation than animal research. In the latter, the tissue
conductivity and thickness can be determined invasively and
hence measured directly (in situ or ex-vivo).

CONCLUSION

A model was devised to estimate the lumen area and diameter
of arteries without saline injections. Phantom and ex-vivo
measurements analysis demonstrates that this technique is
comparable to the injection method. This development has the
potential to allow real-time pullback profiles of vessel lumen
with accuracy to guide therapy delivery for treatment of vascular
disease.
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In spite of the large body of evidence suggesting Heart Rate Variability (HRV) alone or

combined with blood pressure variability (providing an estimate of baroreflex gain) as a

useful technique to assess the autonomic regulation of the cardiovascular system, there is

still an ongoing debate about methodology, interpretation, and clinical applications. In the

present investigation, we hypothesize that non-parametric and multivariate exploratory

statistical manipulation of HRV data could provide a novel informational tool useful to

differentiate normal controls from clinical groups, such as athletes, or subjects affected

by obesity, hypertension, or stress. With a data-driven protocol in 1,352 ambulant

subjects, we compute HRV and baroreflex indices from short-term data series as proxies

of autonomic (ANS) regulation. We apply a three-step statistical procedure, by first

removing age and gender effects. Subsequently, by factor analysis, we extract four

ANS latent domains that detain the large majority of information (86.94%), subdivided

in oscillatory (40.84%), amplitude (18.04%), pressure (16.48%), and pulse domains

(11.58%). Finally, we test the overall capacity to differentiate clinical groups vs. control. To

give more practical value and improve readability, statistical results concerning individual

discriminant ANS proxies and ANS differentiation profiles are displayed through peculiar

graphical tools, i.e., significance diagram and ANS differentiation map, respectively.

This approach, which simultaneously uses all available information about the system,

shows what domains make up the difference in ANS discrimination. e.g., athletes differ

from controls in all domains, but with a graded strength: maximal in the (normalized)

oscillatory and in the pulse domains, slightly less in the pressure domain and minimal

in the amplitude domain. The application of multiple (non-parametric and exploratory)

statistical and graphical tools to ANS proxies defines differentiation profiles that could

provide a better understanding of autonomic differences between clinical groups and

controls. ANS differentiation map permits to rapidly and simply synthesize the possible

difference between clinical groups and controls, evidencing the ANS latent domains

that have at least a medium strength of discrimination, while the significance diagram

permits to identify the single ANS proxies inside each ANS latent domain that resulted in

significant comparisons according to statistical tests.

Keywords: autonomic nervous system, heart rate variability, spectral analysis, baroreflex, statistics, chronic

conditions, prevention
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INTRODUCTION

The burden of chronic conditions, such as obesity (Christakis
and Fowler, 2007) or hypertension (Forouzanfar et al., 2017), is
continuously growing worldwide and represents an important
barrier to modernization in developing countries. Lifestyle
optimization (Ding et al., 2015), focusing on better nutrition,
more active life, and management of stress, represents a
potentially useful intervention strategy. Advantages may be
obtained both organizationally and economically. The extent of
the problem and the emergence of new large-scale technologies
suggest that novel approaches and types of analysis might provide
a fresher point of view to seemingly established conditions, such
as obesity or physical activity (Althoff et al., 2017). Lifestyle
therapy aims at combating obesity, increasing physical activity,
and reducing stress, potentially improving autonomic cardiac
regulation. Notably, autonomic regulation can be assessed non-
invasively by computer analysis of beat by beat RR interval
(more frequently indicated as Heart Rate Variability, HRV) (Task
Force of the European Society of Cardiology and the North
American Society of Pacing and Electrophysiology, 1996) and
arterial pressure variability.

The success of clinical applications heavily depends on the
balance between complexity of technique and ease of use
(Abraham and Michie, 2008). Thus it should not surprise that
HRV (Task Force of the European Society of Cardiology and the
North American Society of Pacing and Electrophysiology, 1996)
alone gained a broad interest for clinical applications. However,
there are several methodological criticalities:

- with protocols (frequently based on laboratory conditions,
and relatively small samples), and

- with methods of analysis and interpretation (Billman et al.,
2015; Sassi et al., 2015).

Regarding this latter one, we should consider:

- the length of data series (long-term, typically 24 h, or short-
term, usually 5–10min),

- the techniques employed to extract autonomic indices (time
or frequency domain, deterministic, or pseudo-stochastic),

- the interpretative codes (Gerstner et al., 1997) of underlying
activity and syntax (Buzsáki and Watson, 2012) of autonomic
neurons (amplitude, oscillations, coherence, phase, etc.) and
of multiple indices that are provided by the analysis of HRV.

For instance, it is well-recognized that to interpret neural activity
we must consider a large set of coding modalities. Conversely,
the majority of studies on RR interval or its variability give less
relevance to the embedded codes of higher order (Pagani and
Malliani, 2000).

The usual focus is on the different value of raw and normalized
units in assessing the interaction between low- and high-
frequency components (LF and HF) of HRV as a proxy of the
neural balance between sympathetic and vagal modulation (taken
as indices of excitatory/inhibitory influences; Pagani et al., 1986).
This latter view is in line with historical models (Hess, 2014)
and with electrophysiological studies with single unit recordings
of efferent vagal fibers (Schwartz et al., 1973). Overall these

studies support a dual antagonistic sympathetic/parasympathetic
innervation of SA node. A definite improvement in the strength
of clinical prediction, particularly in cardiac conditions, is offered
by the addition of the cardiac baroreflex (La Rovere et al., 1998),
assessed either in time (baroreflex slope) (Bertinieri et al., 1985)
or frequency domain (index alpha) (Pagani et al., 1988).

A more-in-depth understanding of the hidden meaning of
various autonomic proxies could be achieved using specific
statistical tools. By Principal Component Analysis (Tarvainen
et al., 2014) or Factor Analysis (Fukusaki et al., 2000), one can
focus on the less explored hypothesis that information distributed
across HRV derived variables could be exploited simultaneously,
or again, by discriminant analysis (Jeong and Finkelstein, 2015),
used for a more efficient separation in clinical groups. In
particular, latent factor statistical methods may also help identify
homogeneous clusters of few variables capable of exploring the
pathophysiology underlyingHRV characteristics. For instance, in
relatively large groups of participants, mathematical forecasting
showed that the major part of information (>80%) predicting
the stand induced sympathetic excitation in normal humans is
concentrated in only three variables (RR interval, LF and HF
in nu; Malliani et al., 1997). Moreover, a logistic regression
modeling approach showed that the autonomic information
predicting the hypertensive state is concentrated on RR variance,
the stand induced increase in LF nu, and the index alpha (Lucini
et al., 2014).

Following this rationale, we hypothesize that a data-driven,
pragmatic study protocol (Ford andNorrie, 2016), usingmultiple
statistical methods in an integrated way for detecting latent
domains (Thompson, 2004), could provide a novel approach
to assess which autonomic (ANS) clusters might define profiles
with the greatest discriminant capability across different clinical
conditions. Specifically, we start from the assumption that groups
such as athletes, normal subjects, obese subjects, people with
high stress and hypertensives, overall form a physiological-
pathological continuum of ANS regulation and dysregulation
that could be captured by statistical tools that are not model-
based. This is a crucial point. Setting up a statistical model
requires specifying a functional form plus a set of conjectures
about the data distribution through which a dependent variable,
e.g., the probability of membership to a group, is linked to a
set of good explicative variables, as, e.g., in the multinomial
logistic model. Statistical modeling could, however, carry with
it that data be severely forced within a too stringent statistical-
mathematical formulation, which could even lead to poor fitting.
We argued that this is particularly true in the context of
ANS variables (or proxies), where relationships among them
are still substantially under investigation (e.g., the difference
between the raw and normalized power of LF and HF
oscillations; Pagani et al., 1986). Moreover, most ANS proxies
are typically not normally distributed, so that application of
classical methods of statistical inference could lead to misleading
conclusions. Also, it would be useful to provide practical
indications about which ANS proxies could help distinguish
subjects outside a “normal” ANS condition. In this sense,
we treat subjects without pathologies (normal group) as the
reference condition and compare, with respect to this, the
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other states along the ANS continuum (Narkiewicz and Somers,
1998).

All these considerations influenced the choice of the statistical
approach where the primary concern was avoiding potential bias
in the analyses. We then preferred to rely on non-parametric and
multivariate exploratory statistical techniques and use them in an
integrated manner rather than refer to statistical modeling (e.g.,
multinomial logistic regression model) or discriminant analysis
(e.g., linear or quadratic discriminant analysis, which requires
multivariate normality of data; Jobson, 2012). More specifically,
we assess on a relatively large population of ambulant subjects
with an expected wide variation of autonomic performance
(from good to poor) whether clinical (or test) groups (athletes,
obese subjects, people with high stress, and hypertensives) can
be differentiated from controls (normal group) according to
differences in ANS latent domains. ANS latent domains that
prove to be capable of distinguishing clinical groups from
controls are the constitutive elements of what we regard as
ANS differentiation profiles of the clinical groups. We set up
such profiles in a three-step analysis, the first of which is the
preliminary handling of the ANS proxies. Since these latter ones
are affected by age and gender effects, we first compute adjusted
(Adj) ANS proxies, which are free from such effects, and use them
throughout the analyses to detect the ANS differentiation profiles
for each test group. We use non-parametric statistical procedures
(Bowman and Azzalini, 1997; Hollander et al., 2014) to disclose
individual Adj-ANS proxies that are capable of recognizing
differences between test and normal groups. Then, we employ
factor analysis to reduce the ANS proxies into few ANS latent
domains (Thompson, 2004) and assess their overall capacity to
recognize clinical groups vs. controls by exploiting the results
achieved for the individual discriminant ANS proxies. Lastly,
to give more practical value and improve readability, statistical
results concerning individual discriminant ANS proxies andANS
differentiation profiles are displayed through peculiar graphical
tools, i.e., significance diagram and ANS differentiation map,
respectively. Implicitly this approach supports novel hypotheses
between statistical properties of data clusters and underlying
physiological organization (Pagani and Malliani, 2000).

Because of the complexity of the statistical approach and
richness of the results, a large part of them is omitted from the
text and presented in the Supplementary Material. We will not
however make specific reference to it throughout the text.

METHODS

Data for this study, which is part of an ongoing series
of investigations, focused on the use of autonomic indices
in cardiovascular prevention. They refer to a population of
1,352 ambulant subjects, who visited our outpatient Exercise
Medicine Clinic for reasons varying from a health check-up
to cardiovascular prevention (Lucini and Pagani, 2012) for
obesity, stress, or hypertension, or the annual pre-participation
sport screening (see Table 1). Data were excluded from the
study if subjects were outside the range of 18–75 years, if
they were smokers (any quantity), or affected by acute diseases

TABLE 1 | Frequency and percentage distributions of participants within clinical

groups.

Groups Count Percentage Description

Athlete 149 11.0% Competitive sports, e.g., basket

players, football players, badminton

players, cyclists, rowers: Years of

intense training and participation to

competitions

Normal 547 40.5% Non-smoking subjects without

pathologies

Obese 102 7.5% Subjects with BMI ≥ 30 (kg/m2)

Stress 190 14.1% Psychological dimension of stress:

Presence/absence of stress

according to self-report of

participants who asked advice for

stress symptoms lasting more than

three months, or referral by their

physicians

Hypertensive (HT) 271 20.0% Subjects with Systolic BP ≥ 140

mmHg or Diastolic BP ≥ 90 mmHg,

or both

HT-Obese 55 4.1% Obese subjects with high BP

HT-Stress 38 2.8% Stressed subjects with high BP

Total 1352 100.0%

(within 3 months), or treated with drugs known to interfere
with autonomic cardiovascular regulation or performance. The
protocol of the study followed the principles of the Declaration
of Helsinki and Title 45, US Code of Federal Regulations,
Part 46, Protection of Human Subjects, Revised 13 November
2001, effective 13 December 2001 and was approved by the
Independent Ethics Committee of IRCCS Humanitas Clinical
Institute (Rozzano, IT). All subjects gave their informed consent
to participate.

Autonomic Evaluation
The day of recordings, all individuals arrived at the laboratory
at least 2 h after a light breakfast, avoiding caffeinated beverages
and heavy physical exercise in the previous 24 h. To account for
circadian variations, acquisition of ECG (single thoracic lead)
and respiration (piezoelectric belt) (Marazza, Monza, Italy), and
arterial pressure waveforms (Finapres, TNO, Netherlands), were
always performed between 10.00 and 12.00 h. Following our usual
procedure, continuous signal (ECG, respiration, and arterial
pressure waveform) acquisition was obtained for at least 5–7min
at rest and 5min upon standing up. As described previously
(Pagani et al., 1986), from the autoregressive spectral analysis
of RR interval and systolic arterial pressure (SAP) variability, a
series of indices indirectly reflecting cardiovascular autonomic
modulation was derived, with minimal operator involvement
thanks to a dedicated software (Badilini et al., 2005; see Table 2).

We use (Pagani et al., 1986) an autoregressive algorithm
to automatically compute power and frequency of spectral
components in the bandwidth of interest, discarding components
of <5% power that are treated as noise. The software tool
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TABLE 2 | Definition of the variables (ANS proxies) employed in the study.

Vars. Units Definition

HR beat/min Heart Rate

RR Mean msec Average of RR interval from tachogram

RR TP msec2 RR variance from tachogram

RR LFa msec2 Absolute power(a) of Low Frequency (LF)

component of RR variability (V)

RR HFa msec2 Absolute power(a) of High Frequency (HF)

component of RRV

RR LFnu nu Normalized power(nu) of Low Frequency (LF)

component of RRV

RR HFnu nu Normalized power(nu) of High Frequency (HF)

component of RRV

RR LF/HF – Ratio between absolute values of LF and HF

RR LFHz Hz Center frequency of LF

RR HFHz Hz Center frequency of HF, providing a measure of

respiratory rate

1RRLFnu nu Difference in LF power in nu between stand

and rest

α index msec/mmHg Frequency domain measure of baroreflex gain

SAP mmHg Systolic arterial pressure by

sphygmomanometer

DAP mmHg Diastolic arterial pressure by

sphygmomanometer

SAP Mean mmHg Average of systogram (i.e., systolic arterial

pressure variability by Finometer)

SAP LFa mmHg2 Absolute power of LF component of systogram

(Badilini et al., 2005) is set as to consider components with
a center frequency of 0.03–0.14Hz as Low Frequency, and
components within the range 0.15–0.35Hz as High Frequency,
recalling that “the HF component is synchronous with the
respiration” (Pagani et al., 1986), using a high coherence between
RR variability and respiration as a confirmation. Recordings of
subjects with low-frequency breathing are discarded to avoid
entrainment, and biased increased LF power (Lucini et al., 2017).

The sensitivity of arterial baroreflex control of RR interval
was also assessed by a frequency domain method (α index =
average of the square root of the ratio between RR interval and
SA Pressure Spectral powers of the low-frequency and high-
frequency components; Pagani et al., 1988). In all individuals
included in the study, respiratory rate coincided with the high-
frequency component of RR variability.

Statistics
Individuals were divided into 7 clinical groups, from athletes
to hypertensive-stressed subjects (see Table 1). The majority of
individuals (40.5% out of 1,352) fell into the normal group,
which was regarded as the reference group. The other groups
were treated as test groups to be compared with the normal one.
Groups were chosen according to the likelihood of presenting
a condition of putative higher vagal drive, as expected in elite
athletes at midseason (Iellamo et al., 2002), or of excessive
sympathetic drive, as expected in patients (Mancia and Grassi,
2014) with obesity, hypertension or stress (Lucini and Pagani,

2012). That is in line with the study hypothesis that various
conditionsmight show different (possibly specific) differentiation
profiles of autonomic (ANS) proxies (Table 1). To account for
intertwined clinical conditions and carry out statistical analyses
ceteris paribus, subjects who presented a concurrence of obesity
and hypertension, or stress and hypertension, were aggregated
into two groups: HT-Obese (4.1%, Table 1) and HT-Stress (2.8%,
Table 1). On the other hand, subjects having either stress, and
obesity together, or stress, obesity, and hypertension together,
were discarded from the study because of their too exiguous
number (5 and 2 subjects only, respectively). Apart from these
situations, no other form of concurrence of different status was
observed.

The main aim of the study was the detection of ANS profiles
capable of distinguishing each test group from the normal one
in a “real life” ambulant population (Ford and Norrie, 2016).
We refer to these profiles as ANS differentiation profiles. Figure 1
sums up statistical analysis steps carried out for their detection.
A crucial issue affected the choice of the statistical approach.
Clinical groups were not directly comparable because of their
different composition in terms of age and gender. For instance,
71.1% of athletes were male, and 75.6% of obese individuals
were female; 98% of athletes were under 34 years of age, while
48% of hypertensive subjects were over 50 years. Setting up
ANS differentiation profiles by working within “age-by-gender”
classes did not prove to be a convenient solution in this case.
This choice would have meant dealing with empty subgroups
or subgroups too small in size (e.g., there was no female athlete
over 50 years of age). Comparability among the groups was thus
attained statistically by removing age and gender effects from the
considered ANS proxies. A 2-way full ANOVA model including
age and gender main effects plus their interaction was fitted to
eachANS proxy, andANOVA residuals, being free of such effects,
were used as so-called adjusted ANS proxies (Adj-ANS proxies;
Figure 1, preliminary step).

ANS differentiation profiles were thus built using the Adj-
ANS proxies, instead of the original ANS proxies, through the
further two-step analysis outlined in Figure 1 (steps 1 and 2).
The aim was first to detect single ANS proxies capable of
distinguishing the test groups from the normal one (step 1),
and subsequently, from this knowledge, set up discriminant ANS
domains in order to reduce the overlapping information of the
ANS proxies to a small number of latent dimensions (step 2).
Specifically, in the first step, each within-test-group distribution
of the Adj-ANS proxies was compared to the corresponding
within-normal-group distribution through the non-parametric
testing procedures by (a) Bowman and Azzalini’s permutation
(BA) test (Bowman and Azzalini, 1997), and (b) Jonckheere-
Terpstra’s (JT) permutation test (Hollander et al., 2014; Seshan,
2017). The nominal significance level was set at 0.05. Regarding
the BA test, rejection of the null hypothesis for a specific ANS
proxy in a “test-vs.-reference” comparison indicates, controlling
for age and gender effects, that the ANS proxy distribution for
that test group in the population has a shape generically different
to the normal population. By the permutation JT test, the nature
of these shape differences was investigated further. For every
“test-vs.-reference” comparison involving each Adj-ANS proxy,
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FIGURE 1 | Statistical analysis steps for the detection of ANS differentiation profiles.

the null hypothesis of equality between distributions was tested
using two separate one-sided JT tests: the first against the so-
called increasing alternative, the second against the decreasing
alternative (Figure 1, step 1). Rejection of the null hypothesis in
favor of an increasing (decreasing) alternative would evidence,
net of age and gender effects, that the ANS proxy distribution is
more highly concentrated around smaller (higher) values in the
test rather than the normal population.

In the second step (Figure 1), ANS differentiation profiles
were set up for each test group in the light of the results
achieved separately for the Adj-ANS proxies in step 1. This was
accomplished by:

i. detecting latent domains underlying the observed ANS
proxies (i.e., ANS latent domains), to obtain a limited set of
unobserved, uncorrelated dimensions of the ANS system that
are practically measured by the plurality of the ANS proxies.
This was carried out through factor analysis (Thompson, 2004;
principal factor extraction method with varimax rotation)
applied to the original ANS proxies. We regard the first
common factors each explaining a substantial percentage (i.e.,

at least 10%) of the total communality (i.e., the part of total
variance reproducible by common factors) as ANS latent
domains. And then:

ii. identifying, for each test group, the ANS latent domains of
stronger differentiation capability against the normal group
(according to the definition reported in Figure 1, step 2) using
the BA and JT test results of step 1. We refer to such domains
as discriminant ANS domains.

Regarding point (ii) above, discrimination capability of an ANS
latent domain was appraised for each test group by the number
of jointly significant results on BA and JT tests that occurred
for the Adj-ANS proxies connected with that specific domain.
In this regard, it is worth remarking that BA and JT tests might
not lead in general to concordant inferential results because these
procedures are based on far different theoretical grounds, and
therefore they can capture different aspects in the comparison
between two statistical distributions. Nonetheless, a significant
BA test followed by a not significant JT test could reveal that
two distributions differ in shape, but not in position, because of
a major/minor concentration of points in the central part or in
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the tails of one of the two distributions. The opposite situation
(a significant JT test and a not significant BA test) would indeed
be less clearly interpretable. From a practical point of view,
these situations could indicate weak empirical support toward the
alternative hypothesis of difference between distributions.

Statistical analysis ended with the set-up of ANS
differentiation profiles for each test group against the normal
group. These profiles were given for each test group by the
concurrence of the plurality of discriminant ANS domains
detected according to the above procedure. To provide a more
immediate clinical value, ANS differentiation profiles were
visualized through a graphical map (ANS differentiation map)
containing different color grades according to the strength of
their discrimination capability.

BA test, along with the smoothed density curves appearing
in Figure 2, and JT permutation test were carried out with
software R ver. 3.4.0 (R Core Team, Vienna, Austria, 2017) and
the libraries “clinfun” (Seshan, 2017) and “sm” (Bowman and
Azzalini, 2014), respectively. Descriptive statistics, construction
of Adj-ANS proxies through the 2-way full ANOVA model and
factor analysis were carried out with software SAS ver. 9.4.

RESULTS

Total and within-groups mean and standard deviation of the
considered 16 ANS proxies (definitions in Table 2) are presented
in Table 3.

Regarding the “test-vs.-reference” comparisons analysis (step
1, Figure 1), Figure 2 provides a graphical representation of
the BA test, which addresses the logic behind it. Empirical
density functions of a variable, rather than a usual summary
measure (e.g., the mean), are compared in their entirety across
two different groups and without assuming a priori hypotheses
on the data distribution. In such a way, the overall shape of
the distribution, and not only a single value, is considered
for comparisons. Pointwise comparisons are expressed by
means of a non-parametric 95%-confidence region (“reference
band for equality”). If two curves lie both inside it, then
they are accepted as equal. Otherwise, they are significantly
different. Specifically, in Figure 2 estimated density curves of
the distribution of six selected Adj-ANS proxies in the test
groups (red curve) and the normal group (black curve) are
depicted, and the reference band for equality (gray region) is
juxtaposed to show pointwise equality/difference between the
curves (Bowman and Azzalini, 1997). Overall, it is apparent
that different clinical conditions translate into diverse profiles
of autonomic differentiation from normal group. For instance,
the last row of panels in Figure 2 shows that, after controlling
for age and gender effects, the distribution of SAP Mean is
different from the normal group in all but athletes (first panel)
and stressed individuals (third panel). In these latter two groups,
the reference band exactly contains both the red and the black
curves (i.e., equality of the curves), while this does not occur
for the other groups (i.e., notice the difference between the
curves).

Figure 3 reports the significance diagram concerning the Adj-
ANS proxies resulted individually discriminant in each “test-
vs.-reference” comparison according to the BA and JT tests
jointly considered. Inequality symbol denotes BA significant
results. Solid up- and empty down-arrows mark JT significant
results (i.e., Adj-ANS proxy values greater/smaller than the
normal group, respectively). We regard an Adj-ANS proxy as
individually discriminant in a “test-vs.-reference” comparison
if both BA and JT test results are significant. In this way,
the probability of the overall type I error concerning the null
hypothesis of no difference in a “test-vs.-reference” comparison
of each Adj-ANS proxy is reduced to (0.05)2 = 0.0025. That is
in line with a more conservative approach that makes rejecting
the null hypothesis in favor of the alternative of individual
discrimination more difficult. A proxy of the level of strength
in individual discrimination capability is given here by the
magnitude of the BA and JT p-values jointly considered and
is indicated in the diagram by cells with different background
color shades (the darkest/lightest shade denotes the strongest/less
strong level of joint significance). On the other hand, blank cells
stand for at least a non-significant result and thus denote the
absence of individual discrimination capability.

By the significance diagram, it is apparent that, controlling for
age and gender effects, athletes tend to have higher values of RR
Mean, RRHFa, RRHFnu,1RRLFnu, SAP, and DAP than normal
individuals (solid up-arrow), and lower values of HR, RR LFa, RR
LFnu, RR LF/HF, and RR LFHz (empty down-arrow). Moreover,
the most individually discriminant ANS proxies turn out to be
RR Mean, RR HFnu, 1RRLFnu (the darkest yellow cells), and
HR, RR LFa, RR LFnu, RR LF/HF, and RR LFHz (the darkest blue
cells). On the other hand, hypertensive individuals tend to have
higher values of HR, RRHFa, RR LFnu, RRHFHz, SAP, DAP, and
SAP Mean (solid up-arrow), and lower values of RR Mean, RR
HFnu, 1RRLFnu, and α index (empty down-arrow), while the
most individually discriminant ANS proxies are HR, RR LFnu,
SAP, DAP, SAP Mean (the darkest yellow cells), and RR Mean,
RR HFnu, and α index (the darkest blue cells).

Regarding setting-up of ANS differentiation profiles (step
2, Figure 1), the main results of factor analysis carried out
for extracting ANS latent domains are given in Table 4. Total
communality amounts here to 76.67% of the total variance. In
line with the above definition, ANS latent domains are given
by the first four common factors, which together account for
86.9% of total communality (Table 4). Each factor explains
more than 10% of total communality. Specifically, the first
factor (40.84% of total communality) represents the Oscillatory
Domain (all indices of rhythms are in normalized units), being
highly positively correlated with RR HFnu and 1RRLFnu, and
negatively correlated with RR LF/HF and RR LFnu (Table 4, first
column). The second factor (18.04% of total communality) is the
Amplitude Domain because of its highly positive correlations
with RR TP, RR HFa, RR LFa, and α index (all indices in
raw values, Table 4, second column). The third factor (16.48%
of total communality) is the Pressure Domain, being highly
positively correlated with SAP, DAP, and SAP Mean (Table 4,
third column). The fourth factor (11.58% of total communality)
represents the Pulse (rate) Domain for its highly positive
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FIGURE 2 | Panel plot of estimated density curves* of six selected adjusted ANS proxies (i.e., RR Mean, RR TP, RR LFnu, RR HFnu, 1RRLFnu, α index, and SAP

Mean). Gray regions represent reference bands for equality between the curves of each test group against the normal group (N).*Density estimates are obtained

through the kernel density method by Bowman and Azzalini (1997). Roughly speaking, histogram of each adjusted ANS proxy is interpolated in order to have a

smoothed empirical density curve. Colors in each panel: the black curve refers to the normal group (reference group); the red curve concerns a specific test group

(Athlete, Obese, Stress, Hypertensive, HT-Obese, or HT-Stress, resp.) regarded for the comparison with the normal group. The gray region is a reference band for

equality between the two curves. Panels with significant results include p-values and significance codes: 0.001
†††

, 0.01
††
, 0.05

†
.

correlation with HR and negative correlation with RR Mean
(Table 4, fourth column). Three of the ANS proxies (i.e., RR
HFHz, RR LFHz, and SAP LFa) prove to be linked far weakly
with these four factors and then with the ANS latent domains.
Accordingly, they are discarded from the analyses subsequently
performed to detect discriminant ANS domains (Figure 1,
step 2).

Finally, Figure 4 reports the ANS differentiation map, i.e., the
graphical map of the ANS differentiation profiles set up for every
test group as described in Figure 1, step 2. Colored cells represent
the discriminant ANS domains, and are shaded differently
according to their level of discrimination capability (Figure 1,
step 2). For example, athletes’ ANS differentiation profile consists
of all the four domains together. Oscillatory and pulse domains
have the strongest discrimination capability, pressure domain has
a medium-strong level, and amplitude domain a medium level.
Moreover, by the significance diagram (Figure 3) it can be seen

that inside the oscillatory domain, controlling for age and gender
effects, values of RR HFnu and 1RRLFnu tend to be higher than
in normal individuals, while RR LFnu and RR LF/HF tend to
have lower values. Similarly, inside the pulse domain, HR is lower,
and RR Mean is higher than in normal individuals (Figure 3). In
pressure domain, SAP and DAP are higher, while in amplitude
domain RR LFa is lower and RR HFa is higher than in normal
individuals. ANS differentiation profile of hypertensive subjects
is also formed by the four ANS domains together (pressure
and pulse domains with the strongest discrimination capability).
Obese group differs from the normal group for pulse (strongest
discrimination), pressure and amplitude domains, similarly to
HT-Obese group (pulse and pressure domains with the strongest
discrimination capability). Pulse (strongest discrimination) and
amplitude domains characterize Stress group, while pressure
(strongest discrimination), oscillatory, and amplitude domains
constitute the ANS differentiation profile of HT-Stress.
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TABLE 3 | ANS proxies: Descriptive data (mean and standard deviation) within clinical groups and over the groups.

Groups

Vars Athlete Normal Obese Stress Hypertensive HT-obese HT-stress Total

Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

HR 55.54 11.22 67.02 10.39 73.85 11.05 61.27 12.40 71.83 11.39 73.82 10.66 66.39 12.01 66.69 12.31

RR Mean 1124.00 227.53 917.62 148.68 831.11 128.45 1019.18 206.29 855.47 131.71 828.11 110.57 934.15 176.69 932.48 184.94

RR TP 6086.07 6843.65 3184.62 3414.38 1643.55 1689.91 2616.41 2388.96 1507.40 1412.89 1068.84 1189.08 1718.37 1266.80 2844.80 3632.93

RR LFa 1180.54 1186.36 1022.47 1491.71 501.45 608.27 804.60 1006.64 460.29 530.03 355.92 421.25 556.36 815.79 818.26 1170.04

RR HFa 2672.21 3800.57 998.40 1672.46 378.76 511.09 664.46 999.15 294.30 594.16 222.18 357.88 231.21 280.84 905.92 1878.27

RR LFnu 34.98 17.92 51.16 20.33 53.92 21.94 54.47 22.19 58.59 20.49 54.69 22.95 61.28 20.95 51.97 21.65

RR HFnu 59.53 19.08 41.61 20.23 37.51 21.36 37.74 21.61 31.75 18.73 36.57 20.91 29.66 18.92 40.21 21.53

RR LF/HF 0.82 0.91 2.28 3.24 4.29 9.87 3.34 4.97 3.99 5.82 3.18 4.59 5.98 12.33 2.90 5.31

RR LFHz 0.10 0.02 0.10 0.02 0.09 0.03 0.09 0.02 0.10 0.03 0.09 0.03 0.09 0.02 0.10 0.03

RR HFHz 0.27 0.06 0.27 0.06 0.30 0.07 0.25 0.06 0.28 0.06 0.30 0.08 0.23 0.06 0.27 0.06

1RRLFnu 47.57 20.92 27.44 20.54 14.45 23.40 23.05 21.90 15.44 20.21 7.95 23.12 15.85 17.76 24.55 23.20

α index 34.78 22.62 24.67 16.25 12.99 9.24 20.41 14.81 11.45 8.31 8.11 4.06 15.45 14.72 20.42 16.26

SAP 112.53 15.36 113.55 11.86 119.49 9.88 117.26 12.63 147.75 16.67 149.47 15.01 140.00 11.45 123.62 19.90

DAP 68.63 7.62 70.87 7.71 75.11 6.80 74.26 8.46 93.50 9.62 93.76 11.61 91.66 5.71 77.58 12.87

SAP Mean 108.62 12.91 114.38 12.49 120.30 12.06 119.17 13.69 150.95 19.91 144.06 12.26 140.34 14.41 123.50 20.19

SAP LFa 4.28 4.46 4.12 5.79 4.96 6.75 4.82 6.30 5.70 8.50 6.61 8.25 6.23 8.91 4.78 6.66

DISCUSSION

This investigation on a relatively large population of ambulant
subjects shows that multiple statistical tools used in an integrated
way can be profitably applied to the analysis of cardiovascular
variability. In particular, it suggests that clustering of ANS proxies
according to hidden factors (Thompson, 2004; Lucini et al., 2014)
might help differentiate properties of clinical groups (athletes,
obese subjects, people with high stress, and hypertensives) from
controls. To this end, we employ a three-step statistical analysis.
We use 2-way ANOVA residuals instead of raw values of the ANS
proxies to account for age and gender effects. We employ non-
parametric statistical procedures to identify discriminant Adj-
ANS proxies. Finally, we set up ANS differentiation profiles by
detecting which ANS latent domains have the highest capacity to
discriminate HRV properties of clinical groups vs. controls.

Statistics: A Novel Tool to Interpret
Autonomic Proxies
Usual studies on autonomic innervation representing ANS
proxies as raw values must deal with several potential
confounders. First, autonomic proxies show an important
age (Jandackova et al., 2016) and gender (Dart et al., 2002)
dependency, which might hinder clinical applications and affect
the capacity to discriminate between clinical groups.

In the present study, we have avoided this possible bias
by removing age and gender effects from the considered ANS
proxies and obtaining so-called adjusted ANS proxies (Adj-ANS
proxies), (Figure 1, preliminary step). This step permits to assess
the discrimination capability (clinical groups against controls) of
ANS proxies and ANS latent domains free of age and gender
effects. Accordingly, this approach avoids the drawback of the

difficulty of stratifying the subjects within the clinical groups
in age and gender classes of adequate size and composition, as
already discussed in the Statistics section. In this respect, we argue
that resorting to a de facto statistical remedy, i.e., the adjustment
of the ANS proxies using a statistical model (2-way ANOVA),
has the advantage of being applicable in every context where
stratification of subjects according to auxiliary characteristics
(e.g., age and gender) is not feasible.

Moreover, we are still facing the problem of the redundancy
of the measures. In other words, we do not know whether
all the individually discriminant ANS proxies carry the same
discriminant value (Malliani et al., 1997; Lucini et al., 2014), or
which one would be better to employ in practice. In this regard,
the significance diagram (Figure 3) highlights, with different
color shades of the cells, the ANS proxies that result in significant
comparisons between clinical groups and control. It should be
noticed that these shades represent the empirical significance
levels (i.e., the p-values) of BA and JT tests jointly considered and
not the pure discriminant power of the single ANS proxies.

Factor analysis is a statistical tool that helps unravel hidden
links between variables (Thompson, 2004). It also provides
clusters of variables that carry homogeneous overall meaning. It
appears particularly valuable in this context since it permits to
formulate hypotheses about the type of information carried by
the extracted clusters of ANS proxies. In doing so, it combines
statistics with underlying neural physiology. Here we have shown
that the information underlying the considered 16 ANS proxies
can be represented with a very good degree of approximation
by four common factors (whose fraction of information is of
sufficient amplitude: at least 10%). The combination of variables
strongly linked to the four hidden factors may suggest an
underlying meaning and physiological interpretation. More in
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FIGURE 3 | Significance diagram summing up the results of BA and JT permutation tests applied to the adjusted ANS proxies within each test group. Normal group is

the reference term in all the comparisons. Columns with header BA: Two-sided BA permutation test (at 0.05 level) in the comparison between the population density

functions fg (x) of test group g and fN (x) of normal group, resp.: 6= stands for significantly different population density functions for at least one x, a blank cell denotes

equal density curves (Figure 1, step 1). Columns with header JT: One-sided JT test (at 0.05 level) in the comparison between the two population distribution functions

Fg (x) of test group g and FN (x) of normal group: denotes Fg (x) significantly higher than FN (x) for at least one x; denotes Fg (x) significantly lower than FN (x)

for at least one x. A blank cell denotes a non-significant comparison (Figure 1, step 1).

Background color shades for joint significance of BA and JT tests:

- JT test with significant alternative

- JT test with significant alternative

.

detail, near 87% of the total communality (Table 4) is explained
by the first four latent factors. They refer to: (1) oscillatory
behavior (oscillatory domain, in nu) (Gerstner et al., 1997;
Buzsáki and Watson, 2012); (2) total variance, oscillatory raw
values and alpha index (amplitude domain, in absolute units) (La
Rovere et al., 1998; Pagani and Malliani, 2000); (3) raw values
of arterial pressure (pressure domain), and (4) raw values of
heart rate and RR interval (pulse domain). It seems therefore
that the major part of information carried by ANS proxies could
provide a window on the two principal coding of cardiovascular
variability (oscillations and amplitude, i.e., first and second
factor) (Pagani and Malliani, 2000) and simple hemodynamic
measures (arterial pressure and pulse rate, i.e., third and fourth
factor). Importantly this approach might help resolve (at least
as a first approximation) the riddle of which autonomic indices
should be clinically employed. In fact, it provides information
on how hidden factors govern major aspects of cardiovascular
variability. As a corollary, since all information about HRV and
arterial pressure findings can be summarized in four uncorrelated
factors, we may propose that this approach could be employed
to describe and monitor autonomic regulation and its changes
during relevant conditions. Just as an example, we may consider

managing training season in athletes, or monitor the effects of
stress and recovery, or of diets interventions in obese individuals.

In this context, the previous report of a strong coherence
between RR and ANS rhythms, according to the “concept
of common central mechanisms governing sympathetic and
parasympathetic rhythmic activity” (Pagani et al., 1997), seem to
imply a greater strength of oscillatory (i.e., nu) than amplitude
(i.e., raw values) information.

Individual Discrimination vs. Joint
Discrimination, Discrimination Capability
vs. Discrimination Power
As already mentioned, a fundamental step in the study was
to assess the individual discrimination capability of the Adj-
ANS proxies in the comparison between test groups and the
reference normal group in order to define the ANS differentiation
profiles. On this point, two remarks are worth making. First,
we have decided to proceed variable-by-variable and assess what
we have denoted as individual discrimination capability. In this
way, we intended to give some practical indications directly
usable in clinical terms about which ANS proxies could help
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TABLE 4 | Detection of ANS latent domains by factor analysis: Rotated factor

pattern matrix with the varimax method arrested to the first four factors.

Variables Factor1 Factor2 Factor3 Factor4

RR HFnu 92* 10 −12 −14

1RRLFnu 65* 12 −22 −8

RR LF/HF −57* −2 6 11

RR LFnu −96* −7 8 11

RR TP 15 96* −11 −17

RR HFa 40 77* −11 −9

RR LFa -21 74* −11 −15

α index 17 63* −27 −25

SAP −12 −12 96* 3

SAP Mean −11 −13 91* 3

DAP −19 −14 82* 8

HR −15 −20 9 96*

RR HFHz −14 −9 −3 29

RR Mean 13 19 −7 −94*

RR LFHz 12 6 −8 17

SAP LFa −14 5 12 3

% of total communality 40.84% 18.04% 16.48% 11.58%

cumulative % of total

communality

40.84% 58.88% 75.36% 86.94%

Total communality (i.e., total reproduced variance) = 12.267, total variance = 16,

percentage of total variance explained = 76.67%. Printed values are correlation

coefficients multiplied by 100 and rounded to the nearest integer. Asterisks flag correlation

coefficients greater than, or equal to, 0.4 in absolute value. Interpretation of the first four

factors: Factor 1 = Oscillatory domain (variables colored in lilac), Factor 2 = Amplitude

domain (variables in pink), Factor 3 = Pressure domain (variables in green), Factor 4 =
Pulse domain (variables in blue).

recognize subjects that are outside the normal group. As an
alternative, we could have proceeded by considering the ANS
proxies jointly and detecting the most discriminant ones each
net of the others. This would have required us to work within a
genuine statistical modeling approach, by specifying a suitable
functional form linking the variables along with formulating a set
of conjectures about the distribution of the data. Nevertheless,
this was outside our objective. At this stage of our exploration,
we feel that forcing the data in order that they meet relationships
still under investigation may be too premature. As another
alternative, we could have tested the discrimination capability
of the ANS latent domains produced by factor analysis, rather
than the single ANS proxies, thus working indirectly on the
clusters of the ANS proxies connected each to a specific HRV
domain. However, this approach has two main drawbacks.
The common factors representing the ANS latent domains are
not observable variables so that any analysis concerning their
individual discrimination capability would lead to indications
not directly usable in clinical practice. Moreover, the common
factors are extracted by the principal factor method, and then
from the part of the multidimensional variability shared by all the
ANS proxies. Consequently, the specificity of each ANS proxy,
which instead is the part of the variability not in common, would
have been de facto excluded from the discrimination capability
analysis.

Accordingly, at this stage, we have chosen to apply the non-
parametric BA and JT testing procedures to each single ANS
proxy (adjusted for age and gender effects) in order to: (1)
carry out “test-vs.-reference” comparisons variable-by-variable
without introducing a priori assumptions on the ANS proxy
distributions (most ANS proxies, both in original and adjusted
units, are not normally distributed), (2) perform the above
comparisons by considering the distributions of the ANS proxies
in their entirety, (3) draw conclusions about the individual
discrimination capability of each ANS proxy using two different
statistical testing procedures, to obtain as more robust results as
possible.

Second, strictly related to the point above there is the implicit
distinction, which ultimately affected the choice of the statistical
approach, between discrimination capability and discrimination
power. All the analyses we performed were addressed to detecting
the potential capability of the ANS proxies of distinguishing a test
group from the normal one in a wider population of subjects.
As already pointed out, this is not the same as evaluating the
discrimination power of the ANS proxies because, in general, it
is one thing to assess if a relation exists, quite another to say
how strong that relation is. Then, since we are at an exploratory
stage of the investigation, we have preferred to focus here on the
existence of the discrimination capability of each ANS proxy, and
defer any inspection toward their discrimination power in future
studies.

The Differentiation Profile
Traditionally comparison among groups is provided by the
difference from controls of various paradigmatic groups. Athletes
show, e.g., what could be interpreted as a vagal shift (Iellamo
et al., 2002; lower Heart Rate, greater RR variance, smaller
LF in nu, higher alpha index), combined with the greatest
value of increase LF nu with standing up (suggestive of
greatest sympathetic responsiveness, a much valued element in
competitive sport; Manzi et al., 2009).

From a practical point of view, we remind that a similar profile
can be observed in the distribution of raw and adjusted values. A
detailed statistical comparison with BA and JT non-parametric
tests suggests that differences between individual paradigmatic
groups and controls may be condition specific (Jänig, 2008;
Table 3 and Figures 2, 3). Moreover, BA and JT tests may disclose
subtle nuances of hidden coding modalities (Gerstner et al.,
1997; Buzsáki and Watson, 2012) between different indices that
might merit a deeper inquiry, as furnished by factor analysis
(Thompson, 2004; Table 4) according to a unique approach.
In brief, with BA and JT we perform comparisons between
the distributions of individual ANS proxies in clinical groups
and controls, while with factor analysis we reduce the number
of meaningful proxies to only four, and hence we can largely
simplify the assessment of the main traits distinguishing clinical
groups from controls (Figure 4). Instead of dealing with the
small portion of information individually distributed across all
autonomic indices, we can rely on the strength of the ANS
differentiation profiles, i.e., the discriminant ANS latent domains
disclosed by combining factor analysis with the test-vs.-reference
comparisons based on BA and JT tests. Notably, this approach,
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FIGURE 4 | ANS differentiation map of the test groups toward the normal group. *ANS differentiation profiles are given for each test group by the concurrence of the

discriminant ANS domains depicted in red, dark pink and light pink according to their strength of discrimination capability toward the normal group.

This strength is assessed as the number of jointly significant results on BA and JT tests occurred for the Adj-ANS proxies connected with each specific ANS latent

domain. Red cells denote the strongest level of discrimination, where all the tests involving Adj-ANS proxies in that domain are significant. Dark pink cells indicate a

medium-strong level of discrimination, in which there is at least a majority of significant results on both BA and JT tests. Light pink cells denote a medium level of

discrimination, where there is at least a majority of significant results on either BA or JT tests. Finally, white cells indicate that there are not enough significant test

results to regard a specific ANS latent domain as discriminant toward the normal group. **As a result of factor analysis (Table 4), ANS latent domains are connected

with the following ANS proxies: Oscillatory domain = RR LFnu, RR HFnu, RR LF/HF, and 1RRLFnu; Amplitude domain = RR TP, RR LFa, RR HFa, and α index;

Pressure domain = SAP, DAP, and SAP Mean; Pulse domain = HR and RR Mean.

which simultaneously uses all available information about the
system (Haken, 1977), shows that e.g., athletes (Figure 4) differ
from controls in all domains, but with a graded strength: maximal
in the (normalized) oscillatory and in the pulse domains, slightly
less in the pressure domain, and minimal in the amplitude
domain.

Also, the hypertensive group differs (Lucini et al., 2014) from
control in all the four domains, but with a different grading
(maximal strength for pressure and pulse domains, less so for
amplitude and oscillatory domains). Obese (Peterson et al., 1988),
Ht-Obese and Ht-Stress groups differ in three differentiating
domains. The Stress group (Lucini et al., 2002) differs in only
two domains (amplitude and pulse). We posit in addition that for
clinical applications the ANS differentiation map (as in Figure 4)
permits to rapidly and simply synthesize the possible difference
between clinical groups and controls, evidencing the ANS latent
domains that have at least a medium strength of discrimination.
While the ANS differentiationmap considers, in practice, clusters
of ANS proxies, the significance diagram (Figure 3) permits to
identify the single ANS proxies inside each ANS latent domain
that resulted in significant comparisons according to BA and
JT tests. This aspect may also help define ANS investigations
addressing differences between clinical groups on a more rational
basis.

Lastly, it is worth pointing out that the statistical methodology
we used here for setting up ANS differentiation profiles is broader
in scope. It is given by the integrated use of statistical analysis
methods that, from a theoretical point of view, were developed
irrespective of specific fields of application. Consequently,
we argue that, after due adjustments, this methodology
could be as well employed to study ANS differences of other
non-normal conditions, or even applied to detect differentiation
profiles among groups in other completely different
contexts.

Limitations
Important limitations must be recognized in this pragmatic
protocol (Ford and Norrie, 2016). First, this is an indirect study,
comparing groups at a one-time point only, but following usual
clinical routines. Moreover, the study population is large, and we
utilize extensively, we believe for the first time, a set of integrated
statistical procedures capable of providing a differentiation
map, showing which cluster of variables best indicate the ANS
difference between test groups and controls.

In addition, we do not present direct data on activity and
syntax of neurovegetative neurons (Buzsáki and Watson, 2012).
Indirect is, in particular, the nature of autonomic indices that are
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employed in this investigation. However, the integrated use of
multiple statistical tools permitted to provide empirical support
to the hypothesis that autonomic codes are expressed in either
amplitude or oscillations (Pagani and Malliani, 2000). Present
findings derive from the prevailing use of a data-driven (instead
of model-based) approach to the analyses, which allowed us to
build the ANS differentiationmap directly from the data, without
the need for a priori assumptions on the distributions of the ANS
proxies and their mutual relationships.

Moreover, given that the composition of the groups was
not homogeneous with respect to age and gender, we were
forced to rely on a statistical remedy, i.e., performing the
analyses on the ANS proxies adjusted for age and gender
effects instead of the original ones. Overall, in the “test-vs.-
reference” comparisons carried out using the Adj-ANS proxies
we have obtained results in line with the literature, e.g., in the
hypertensive group results concerning 1RRLFnu and α index,
which are the proxies with the highest informative content
for this group, are congruent with what is expected (Lucini
et al., 2014). There are, however, few exceptions. Again, in the
hypertensive group, net of age and gender effects, RR HFa
results significantly greater than in the normal group (Figure 3),
while we would have expected the opposite situation (Table 3).
This anomaly could be because we have used the adjusted ANS
proxies, with respect to which there is no comparability with the
literature yet.

In spite of a relatively large overall population, combined
conditions (such as stress, obesity, and hypertension) may lead
to very small subgroups, rendering impossible to interpret
confounding effects, or generalizing all findings. This would
require focused studies, possibly with specific interventions with
a longitudinal design.

CONCLUSIONS

The application of a pragmatic approach (Ford and Norrie,
2016), designed to show the behavior of ANS proxies close
to real life rather than in stringent laboratory conditions, and
the prevailing use of data-driven statistical methods on a large
dataset of several different paradigmatic groups of ambulant
subjects indicate that ANS variables cluster in a small number of
latent factors. Each factor is strongly linked to few homogeneous
proxies of autonomicmodulation. The properties of latent factors
might therefore suggest a novel way to interpret underlying
physiological mechanisms.

Thus the application of multiple (non-parametric and
exploratory) statistical and graphical tools to ANS proxies
defines differentiation profiles that could pave the way to a
better understanding of autonomic differences between clinical
groups and controls, with potential beneficial effects on clinical
applications.
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Finite element (FE) modeling is becoming a widely used approach for the investigation

of global heart function. In the present study, a novel model of cellular-level systolic

contraction, which includes both length- and velocity-dependence, was implemented

into a 3D non-linear FE code. To validate this new FE implementation, an optimization

procedure was used to determine the contractile parameters, associated with sarcomeric

function, by comparing FE-predicted pressure and strain to experimental measures

collected with magnetic resonance imaging and catheterization in the ventricles of five

healthy rats. The pressure-volume relationship generated by the FE models matched well

with the experimental data. Additionally, the regional distribution of end-systolic strains

and circumferential-longitudinal shear angle exhibited good agreement with experimental

results overall, with the main deviation occurring in the septal region. Moreover, the

FE model predicted a heterogeneous distribution of sarcomere re-lengthening after

ventricular ejection, which is consistent with previous in vivo studies. In conclusion,

the new FE active contraction model was able to predict the global performance and

regional mechanical behaviors of the LV during the entire cardiac cycle. By including more

accurate cellular-level mechanisms, this model could provide a better representation of

the LV and enhance cardiac research related to both systolic and diastolic dysfunction.

Keywords: cross-bridge kinetics, velocity-dependence, relaxation, sarcomere lengthening, left ventricle

INTRODUCTION

Cardiac muscle constitutes the histological foundation of the heart. The contraction of cardiac
muscle cells (i.e., myocytes) generates force and propels blood out of the heart chambers into the
circulatory system. In general, the active contraction of myocytes involves complex mechanisms.
Briefly, upon activation, the influx of Ca2+ ions promotes their binding to the troponin C
molecules, altering the shape of the troponin complex and exposing the binding sites on the
actin monomers to myosin heads. Once attached to the binding sites, the myosin heads undergo
conformational changes and generate force, leading to shortening of the sarcomeres, the contractile
units of myocytes (Gordon et al., 2000; Kobayashi and Solaro, 2005). In vitro cellular experiments
have shown that the force generated during myocyte contraction depends on the intracellular
concentration of free Ca2+ and the length, as well as the shortening velocity, of sarcomeres (ter
Keurs et al., 1980; Daniels et al., 1984; Keurs et al., 1988).
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Computational modeling is an important approach for
studying the function of the heart, especially the left ventricle
(LV). Previously, several finite element (FE) models have been
established to investigate the muscle contraction of the LV during
cardiac systole (Guccione and McCulloch, 1993; Guccione et al.,
1993; Hunter et al., 1998). Among those widely used FEmodels is
the simple but computationally efficient time-varying “elastance”
model, in which the active fiber stress is computed from a
function of peak intracellular Ca2+ concentration, time and
sarcomere length (Guccione et al., 1993; Kerckhoffs et al., 2007).
This model has been used to successfully assess the effects of
apical torsion on heart function (Trumble et al., 2011), as well as
predict decreased contractility in the border zone myocardium
of ovine and human hearts with myocardial infarction (Wenk
et al., 2011, 2012). However, this modeling approach does not
include the force-velocity relation of cardiac muscle contraction,
and neglects to represent the processes occurring at the cellular
level.

In addition to the global-level FE models, there are several
cellular-level models of myocyte contraction (Trayanova and
Rice, 2011). Thesemodels were developed based on the Huxley 2-
state cross-bridge model (Huxley, 1957), and have been shown to
reproduce the typical mechanical features of myocyte contraction
under certain experimental conditions (Schneider et al., 2006;
Campbell et al., 2008; Rice et al., 2008). Recently, a more flexible
myocyte contraction model (called MyoSim) has been developed
by Campbell (2014). MyoSim extends the Huxley model by
incorporating Ca2+ activation, cooperative effects and the effects
of interfilamentary movement, which implicitly depend on the
length and velocity of sarcomeres during contraction (Campbell,
2014). Moreover, the use of cross-bridge distribution techniques
allows MyoSim to predict the mechanical behavior of myocytes
under a wider range of experimental conditions as compared
to the deformation-based methods (Razumova et al., 1999; Rice
et al., 2008). However, cellular-level models are unable to predict
the global function of the heart. In this regard, a deformation-
based myocyte contraction model (Rice et al., 2008) has been
previously adapted into a FE model of the LV to investigate
the mechanical properties of a mouse heart (Land et al., 2012).
This suggests that the incorporation of an enhanced cellular-
level contraction model, i.e., MyoSim, may further improve the
behavior of a global-level FE model of ventricular function.

Along this line, the present work introduces a 3D FE
implementation of cardiac muscle contraction that was
developed based on MyoSim. This allows for the coupling of
cellular-level mechanisms into a ventricle-level model. The new
method was then validated using animal-specific FE models of
the whole LV in rats. Specifically, the results of the models were
fit to experimental measures of myocardial strain and ventricular
hemodynamics, in order to determine the sarcomeric parameters
that govern contraction.

MATERIALS AND METHODS

Experimental Measurements
In order to assess regional wall deformation in the LVs of
healthy rats, 3D cine displacement encoding with stimulated

echoes (DENSE) cardiovascular magnetic resonance (CMR)
imaging was performed on 5 female Sprague-Dawley rats (∼6
months; Harlan, Indianapolis, IN, USA) using a 7T Bruker
ClinScan system (Bruker, Ettlingen, Germany; Zhong et al.,
2011; Haggerty et al., 2013; Zhang et al., 2017), followed by LV
pressure measurements using a pressure transducer (SPR-903,
Millar Instruments, Houston, TX, USA; Pacher et al., 2008). End
systolic (ES) strains, relative to end diastole (ED), were calculated
using the software DENSEanalysis (Spottiswoode et al., 2007). ES
LV torsion, represented as the circumferential-longitudinal (CL)
shear angle αCL, was calculated as follows (Rüssel et al., 2009;
Zhang et al., 2017):

αCL = sin−1 2Ecl
√

(1+ 2Ecc)(1+ 2Ell)
(1)

In order to generate animal-specific FE models, at a minimally
loaded state, the LV myocardium was contoured from the CMR
images at early-diastolic filling. These contours where then
converted into 3D geometric surfaces. All animal procedures
were approved by the Institutional Animal Care and Use
Committee at the University of Kentucky and were in agreement
with the guidelines by the National Institutes of Health for the
care and use of laboratory animals (NIH Publication 85–23,
revised 1996).

Ventricular FE Model
Each animal-specific LV FE model was created based on
the geometric surface data and size of the corresponding
rat LV at early diastole (Figure 1). The FE mesh was
produced by filling the myocardial wall with 8-node hexahedral
brick elements incorporating a trilinear interpolation scheme
(TrueGrid; XYZ Scientific, Inc., Livermore, CA, USA). The
myocardium was evenly divided into 3 layers (i.e., epicardium,
mid-myocardium, and endocardium; Figure 1; Zhang et al.,
2015). The initial sarcomere lengths in each of the three layers,
defined in the unloaded reference state of the model, were
epi: 1,910 nm, mid: 1,850 nm, and endo: 1,780 nm (Guccione
et al., 1993). The helical fiber angles in the epicardium, mid-
myocardium, and endocardium were assigned as −60, 0, and
60◦, respectively, relative to the circumferential direction. The
boundary conditions of the LV were assigned to allow the base
to expand/contract radially within the plane, with movement
in the direction normal to the plane fully constrained. To
simulate the passive filling and ejection of the LV, the volumetric
flowrate into and out of the LV was estimated from CMR images
(Figures 2A,B) and used to drive the entire cardiac cycle.

The myocardium of the LV was assumed to be nearly
incompressible, transversely isotropic, and hyperelastic. The
passive stresses were derived from the following strain energy
function:

W =
C

2

{

exp [bf E
2
11 + bt

(

E222 + E233 + E223 + E232
)

+bfs(E
2
12 + E221 + E213 + E231) ]− 1

}

(2)

where E11 is fiber strain, E22 is cross-fiber strain, E33 is radial
strain, and the remaining terms are shear strains (Guccione et al.,
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FIGURE 1 | Representative animal-specific FE model of a rat LV. (A) Full view of the LV model with the four segments labeled, (B) Short axis view of a mid-ventricular

slice, and (C) Long axis view of a longitudinal slice. Stars represent the points in the model where strain was compared to experimental measurements during the

optimization.

FIGURE 2 | Representative examples from a single rat of (A) the volumetric flowrate into and out of the LV used to drive the cardiac cycle in the FE model, (B) the LV

volume (LVV) generated by the FE model, and (C) the calcium transient in the LV model. (D) The LV pressure-volume relationship generated by all of the FE models

and experiments. LV pressure (LVP) data are mean ± standard error (SE); n = 5. LVV data shown in (D) were normalized to end diastolic volume (EDV).

1993; Wenk et al., 2011). Values for the material constants bf , bt ,
and bfs were chosen as 18.48, 3.58, and 1.627, respectively, based
on previous studies (Guccione et al., 2001; Zhang et al., 2015).
The material constant C was adjusted until the LV ED pressure
matched the experimentally measured value for each rat. The

value was found to be C = 0.262 ± 0.082 kPa (mean ± standard
error).

The active material properties were derived from the 2-state
MyoSim model of striated muscle (Campbell, 2014). Briefly, the
myosin heads can switch between detached and attached states,
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and can form cross-bridges with different lengths ranging from
−10 to 10 nm (Figure 3). Particularly, when a myosin head is
bound to a directly opposed binding site, the length of the cross-
bridge was assigned a value of xps (Figure 3). In the current
model, the cross-bridges were classified, based on their lengths,
into 21 bins with bin-width of 1 nm (i.e., x1 to xn, n = 21;
Figure 3). 21 bins were used to maintain an appropriate balance
between accuracy and computational efficiency. The population
distribution of cross-bridges in the ith bin, i.e., the number
of myosin heads attached to the thin filament with a cross-
bridge length of xi at time t, which is defined as A(xi, t),
was calculated with the following set of 21 coupled ordinary
differential equations (ODE) using an explicit 4th-order Runge-
Kutta method with adaptive time-step size:

∂A(xi, t)

∂t
= k1 (xi)D(t)− k−1 (xi)A(xi, t) (i = 1, 2, 3, ..., 21)

(3)

where k1 (xi) and k−1 (xi) are the strain-dependent rate constants
for the attachment and detachment transitions, respectively. D(t)
is the number of myosin heads in the detached state and is
determined by the following equation:

D (t) = N (t) − Nbound (4)

where N(t) is the total number of sites that are activated and
available for myosin heads to attach to, and Nbound is the

FIGURE 3 | Schematic of the 2-state contraction model based on MyoSim. x1
to xn are different lengths of cross-bridges (n = 21 in the proposed FE model);

xps is the cross-bridge length when the myosin head is bound to a directly

opposed binding site; k1
(

xi
)

and k−1
(

xi
)

are the strain-dependent rate

constants for the attachment and detachment transitions, respectively.

number of sites that have already been occupied by myosin heads
and is equivalent to the total number of myosin heads in the
attached state (i.e.,

∑21
i=1 A(xi, t)). To compute the total number

of activated sites, N(t), a forward Euler method was used to solve
the following equation:

dN (t)

dt
= aon

[

Ca2+
] (

Noverlap − N (t)
)

− aoff
(

N (t) − Nbound

)

+kplusNbound − kminus(Noverlap − N (t)) (5)

where aon and aoff are rate constants, kplus and kminus are
constants defining cooperative effects, and Noverlap is the
maximum number of binding sites that heads could potentially
interact with and was defined by the relative positions of the thick
and thin filaments within each half of a sarcomere, as previously
reported (Campbell, 2009). A calcium transient

[

Ca2+
]

, which
was based on experimentally recorded transients from intact
rabbit hearts (Laurita and Singal, 2001), was temporally scaled
according to each animal-specific heart rate and used in all
5 FE models in the present study (Figure 2C). The beginning
of the transient was synchronized to the beginning of the
isovolumic phase in each FE model. To include the effects
of interfilamentary movement, linear interpolation was used
to displace the population distributions A(xi, t) by (1/2)1x,
yielding As(xi, t), where 1x is the half-sarcomere length
change between time steps (Huxley et al., 1994; Tajima et al.,
1994; Campbell, 2014). Since 1x is highly influenced by the
velocity of sarcomere shortening/lengthening, the incorporation
of interfilamentary movement accounts for, at least in part, the
velocity-dependence of force generation.

Finally, the active stress along the fiber direction (T) produced
by cross-bridges was calculated as follows:

T(t) =
∑21

i =1
ρkcbAs(xi, t)(xi + xps) (6)

where ρ is the number of myosin heads in a hypothetical half-
sarcomere with a cross-sectional area of 1 m2, and kcb is the
stiffness of the cross-bridges. To ensure that the FE model
generates realistic active stress throughout the entire cardiac
cycle, the following conditions were applied within the model
framework: (i) N (t) ≥ 0 at any time; (ii) N (t)≥ Nbound at any
time point; (iii)D (t) ≥ 0 at any time; (iv) active fiber stress T = 0
when the sarcomere length was shortened to 1.20µm. These
conditions are necessary in order to maintain a physiological
response, i.e., not allowing N (t) to attain a negative value. A
summary of parameters used for the active stress calculation
is shown in Table 1, which are related to the MyoSim model
(Campbell, 2014). In addition, stress components equivalent
to 25% of the fiber stress were added to the two cross-fiber
directions.

Both the passive and active material laws were implemented
as a user definedmaterial subroutine in the explicit non-linear FE
solver LS-DYNA (Livermore Software Technology Corporation,
Livermore, CA, USA).

Optimization Procedure
In order to determine the active material parameters used for
the 2-state contraction model, numerical optimization was
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TABLE 1 | Parameters for active stress calculation with 2-state model.

Parameter Definition Value Unit

ρ Number of myosin heads in a

hypothetical half-sarcomere with

a cross-sectional area of 1 m2

6.9 × 1016 m−2

kcb Stiffness of the cross-bridges 0.001 N/m

xps Cross-bridge length when a

myosin head is bound to a

directly opposed binding site

5 nm

aon Rate constant DO* s−1nM−1

aoff Rate constant DO* s−1

kplus Constant defining positive

cooperative effects

DO* s−1

kminus Constant defining negative

cooperative effects

DO* s−1

k1(xi ) Attachment rate constant Cke
−kcbxi

2

2BT (DO*) s−1nm−1

k−1(xi ) Detachment rate constant kd + kdbxi
4 (DO*) s−1

xi , cross-bridge length as defined in Figure 3 in nm. B, Boltzmann constant (1.381

× 10- 23 JK- 1 ). T, the experimental temperature (288K).

DO*, Determined by optimization.

performed with the software LS-OPT (Livermore Software
Technology Corporation, Livermore, CA) as previously
described (Wenk et al., 2012; Wang et al., 2016). In the current
study, a hybrid technique was employed, which utilized global
and local search algorithms. Specifically, simulated annealing was
used as a global optimizer to locate the region of the parameter
space with the highest probability of containing the best set
of parameters. Once this region was identified, the sequential
response surface method, which is a gradient-based method, was
employed to find the local minimum by iteratively reducing the
size of the parameter space until the optimal set of parameters
was achieved. A total of 10 parameters were optimized within
the ranges initially set according to the values used for unloaded
twitch contraction (Table 2) (Campbell, 2014). The goal of
the optimization was to minimize the objective function (8),
which was taken to be the sum of the squared error between
experimentally measured data and FE predicted results, and was
defined as follows:

8 =
∑N

n =1

∑

i,j =1,2,3
(Eij,n − Eij,n)

2 +
∑6

m =1
(
Pm − Pm

Pm
)2

(7)

The first term of the objective function represents the errors
induced by ES strains, where n is the strain point within
the myocardium, N is the total number of strain points (N
≥ 250 points evenly distributed throughout the mid-layer
of the FE model), and Eij and Eij are FE-predicted and
experimentally measured ES strains, respectively. The second
term represents the errors due to LV pressures. In this study, 6
pressure points were compared, including pressure at the end
of isovolumetric contraction (IVC), three points during systolic
ejection (including the peak pressure), ES pressure, and the end of
isovolumetric relaxation (IVR). Pm and Pm are the FE-predicted
and experimentally measured LV pressures, respectively.

TABLE 2 | Optimization results.

Initial range Case 1 Case 2 Case 3 Case 4 Case 5

aon (0.001, 0.04) 0.019 0.020 0.028 0.024 0.021

aoff (100, 1,000) 211 348 309 460 206

Ck xi > 0 (0, 2,100) 1,544 1,735 1,885 2,085 2,015

xi < 0 (0, 2,100) 264 1,345 1,166 1,113 529

kd xi > 0 (0, 400) 293 343 280 190 247

xi < 0 (0, 400) 195 74 51 290 267

kdb xi > 0 (0, 50) 26 49 47 42 36

xi < 0 (0, 50) 47 19 28 18 19

kplus (0, 100) 54 50 40 72 35

kminus (0, 20) 12 14 19 18 13

8/element (strain) N/A 0.077 0.078 0.055 0.080 0.076

xi : cross-bridge length as defined in Figure 1 in nm.

Single Element FE Model
In order to confirm that the optimized parameters, which were
determined by fitting organ level data, result in reasonable in vivo
cellular level function, a single element FE model was employed.
Specifically, the model was subjected to boundary conditions and
calcium levels that replicate the following cellular experiments
(de Tombe and Stienen, 2007):

1. Maximum tension generation (Tmax) at a fixed sarcomere
length of 2,300 nm and maximal calcium concentration.

2. Force-calcium relationship, in terms of Calcium sensitivity
(pCa50) and Hill coefficient, at a fixed sarcomere length of
2,300 nm.

3. Maximum and minimum tension redevelopment (ktr) at a
sarcomere length of 2,300 nm with 20% length release for
20ms followed by restretch to 2,300 nm.

RESULTS

The optimizations for all 5 animal cases displayed good
convergence, and the values of the 10 active parameters
optimized for each case are shown in Table 2. The mean
of squared errors between experimentally measured
strains and FE predicted data, i.e., 8/element (strain),
is also shown for each case with values <0.1. Using
optimized values for the active parameters, the FE
models generated a LV pressure-volume (PV) loop that
showed strong agreement with experimental results
over the entire cardiac cycle, especially during systole
(Figure 2D).

In order to assess the accuracy of the FE modeling approach
for capturing regional variations in LV wall deformation, all
6 components of ES strain (i.e., Err, Ecc, Ell, Ecl, Erl, and
Ecr) were analyzed within 4 wall segments (i.e., Anterior,
Lateral, Posterior, and Septal) in the mid-ventricular region.
In terms of the axial components of strain, the FE model
predicted similar ES circumferential and radial (Ecc and Err)
strain distributions in the majority of the mid-myocardium,
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FIGURE 4 | End systolic axial strain components (A: Ecc, B: Err, and C: Ell ) averaged at the mid-LV in the mid-myocardial layer. Data are mean ± SE; n = 5;

*p < 0.05 for comparisons between model-predicted and experiment-derived strains using paired two-tailed t-test.

FIGURE 5 | End systolic shear strain components (A: Ecr, B: Ecl, and C: Erl) averaged at the mid-LV in the mid-myocardial layer. Data are mean ± SE; n = 5;

*p < 0.05 for comparisons between model-predicted and experiment-derived strains using paired two-tailed t-test.

when compared to the experimental measures, with significant
(p < 0.05) deviation seen only in the septal and anterior
segments, respectively (Figures 4A,B). The FE model, however,
significantly (p < 0.05) underestimated systolic longitudinal
strain (Ell) in the lateral, posterior and septal segments of
the mid-myocardium (Figure 4C). This could be due to the
assumed longitudinal myofiber angle distribution. While there
existed some significant (p < 0.05) differences between FE
predicted values and experimental measures for ES shear
strains Ecr and Ecl (only in the septal segment of the mid-
myocardium), the shear strain Erl predicted by the model was
comparable with experimental data throughout the entire mid-
myocardium (Figure 5). Moreover, the mid-ventricular torsion
at ES, represented as CL shear angle, was similar to that estimated
from experimental measures over the entire mid-myocardium
(Figure 6).

FIGURE 6 | End systolic circumferential-longitudinal (CL) shear angles

averaged at the mid-LV in the mid-myocardial layer. Data are mean ± SE;

n = 5. No significant differences between model-predicted and

experiment-derived results using paired two-tailed t-test.
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The FE model predicted sequential relaxation throughout
the entire LV myocardium. Specifically, in contrast to the
prompt sarcomere re-lengthening that occurred at the base, both
the mid-ventricle and apex exhibited prolonged post-systolic
shortening (PSS) and delayed re-lengthening and relaxation in
the epicardial layer (Figure 7, arrows indicate the beginning of
re-lengthening). This sequential re-lengthening and relaxation
was mitigated in the mid-myocardium, and eventually reversed
in the endocardium (data not shown). At the mid-ventricle,
the onset of sarcomere re-lengthening was sequential in the
3 transmural layers. Namely, re-lengthening first occurred in
the epicardium, followed by the mid-myocardium and then
the endocardium (Figure 8, arrows indicate the beginning of
re-lengthening).

The single element FE model results, which utilized the
animal-specific parameters determined from the optimization
of the five cases, are shown in Table 3. The maximum tension

generation (Tmax) was found to be 135.3 ± 2.3 kPa. The calcium
sensitivity, indicated by the level of calcium at which 50% of the
maximum tension is developed (pCa50), was found to be 6.46 ±
0.024 and the Hill coefficient was 2.41 ± 0.057. The force-pCa
curve for Case 1 is shown in Figure 9. The maximum tension
redevelopment (ktr−max) at saturated calcium was 96.1 ± 1.91
s−1 and the minimum tension redevelopment (ktr−min) at low
calcium was 16.1± 1.80 s−1.

DISCUSSION

In the present study, a novel FE model of active contraction
was developed by incorporating a 2-state myocyte contraction
model (i.e., MyoSim) into animal-specific ventricle models.
This new model includes both length- and velocity-dependence
of force generation, and, therefore, has the potential to
provide a more accurate representation of cardiac function

FIGURE 7 | Profiles of sarcomere length (SL) over 2 cardiac cycles obtained from 3 representative elements located at the base, mid-LV, and apex in the lateral

epicardium. Data are mean (thick solid lines) ± SE (shaded area); n = 5. Note that the simulations start from the unloaded state. Arrows indicate the beginning of

re-lengthening.

FIGURE 8 | Profiles of sarcomere length (SL) over 2 cardiac cycles obtained from 3 representative elements located in the lateral epicardium (epi), mid-myocardium

(mid), and endocardium (endo) at the mid-LV. Data are mean (thick solid lines) ± SE (shaded area); n = 5. Note that the simulations start from the unloaded state.

Arrows indicate the beginning of re-lengthening.
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TABLE 3 | Results of the single element simulations of maximum tension

generation, calcium sensitivity, and tension redevelopment.

Case 1 Case 2 Case 3 Case 4 Case 5

Tmax (kPa) 139.5 135.1 126.5 138.5 137

pCa50 6.53 6.42 6.39 6.48 6.47

Hill coefficient 2.51 2.25 2.29 2.53 2.45

ktr−max (s−1) 89.5 98.4 101.0 96.3 95.4

ktr−min (s−1) 10.3 17.6 21.3 16.5 14.8

FIGURE 9 | Force-pCa curve for Case 1. The square markers represent the

values from the single element simulations, while the curve fit is the Hill

equation with a value of pCa50 = 6.53 and a Hill coefficient = 2.51.

at the global level, since it is embedded into the 3D FE
framework.

Among the several improvements of the new FE contraction
model is the inclusion of cooperative effects in dynamic coupling
of binding sites and myosin heads. In real muscles, the status
of the binding sites influences the status of the myosin heads,
and vice versa. This dynamic coupling is further influenced
by the status of near neighbor molecules, which is referred to
as cooperative effects and is determined by the values of kplus
and kminus. Incorporation of this molecular effect allows the
proposed FEmodel to simulate cardiacmuscles with altered Ca2+

sensitivity, for example, due to a disease state. This could be
assessed by optimizing related parameters (i.e., aon, aoff , kplus and
kminus) using experimental data from a diseased animal model,
which is beyond the scope of the current study. Moreover, a
cross-bridge distribution approach is employed in the proposed
FE model to solve the kinetics of binding sites and myosin
heads. This approach provides greater control on the strain-
dependence of myosin kinetics, enabling the proposed model to
mimic the contractile properties of muscles under a wider range
of conditions. In addition, the proposed model incorporates
the effects of interfilamentary movement. According to Huxley
(1957), the length of the cross-bridges changes when the

filaments move. The interfilamentary movement, especially at
a higher speed relative to the rate of cross-bridge cycling, can
perturb the normal cross-bridge distributions, and thus impact
the production of active force. This incorporation accounts, at
least in part, for the velocity-dependency in the FE model of
muscle contraction. Since all of the parameters can be adjusted
to fit cellular-level experimental data, this FE contraction model
is directly linked to cellular mechanical properties. This is critical,
especially when the model is used to relate changes in the
mechanical properties of cardiac muscle at the cellular level to
variations in the global function of the LV.

In order to validate this new FE contractionmodel, parameters
were optimized to match the experimental data from normal
healthy rats. Overall, the proposed model demonstrated strong
agreement with the experimental results in terms of LV global
function (i.e., PV loop) and regional deformation (i.e., systolic
strains and ventricular torsion), although there existed some
deviations from experimental measures of strain, mainly in
the septal region. Particularly, the notable underestimation of
systolic Ell may be due to the assumption of constant fiber
angle distribution along the longitudinal direction and could
be improved by using more realistic distributions of fiber
angles (from DT-MRI for example). The proposed FE model
was able to capture the heterogeneity of ventricular relaxation,
which has been observed in experiments of intact ventricles
in vivo (Sengupta et al., 2006; Ashikaga et al., 2007). This is
important particularly because the observed delay of sarcomere
re-lengthening in the epicardial apex has been associated with
pressure drop during early diastole (Sengupta et al., 2006), and
therefore may impact diastolic filling. As such, the proposed
FE contraction model was able to match experimental PV
measurements of not only the systolic phase, but also the diastolic
filling phase. This capability could be beneficial in facilitating
research related to diastolic dysfunction (Sugiura et al., 2012).
Moreover, pilot studies using the time-varying elastance model, a
commonly used FEmodel which does not include a force-velocity
relation, failed to optimize the material properties using the
same optimization procedure to match the experimental pressure
measurements. In addition, these models exhibited synchronized
relaxation throughout the entire ventricle. These observations
lend further support for the improvement of this new FE model
implementation in providing a more accurate representation of
LV global function.

It should be noted that some of the optimized values for the
active parameters varied from animal to animal, particularly for
those used to calculate attachment/detachment rate constants.
However, the sensitivity studies previously conducted by
Campbell showed that the contraction model (MyoSim) was
less sensitive to changes in the strain-dependence of myosin
kinetics, as compared to changes in calcium sensitivity which
is mediated predominantly by aon (Campbell, 2014). In line
with this, the present study showed similar calcium sensitivity
in healthy rats with a narrow range of aon values. Moreover,
although there existed some differences between the optimized
values in the present study and those used for unloaded
twitch contraction, the maximum proportions of total available
binding sites (N: 0.15∼0.25) and bound myosin heads (Nbound:
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0.13∼0.23) were comparable to the results reported for unloaded
twitch contraction (Campbell, 2014). In terms of the single
element FE models, which were used to assess in vivo cellular-
level function, the values for pCa50 were found to be greater
than those typically measured with in vitro permeabilized cell
preparations. However, it has been shown in several studies that
intact cells, which are evaluated at in vivo temperatures, exhibit
greater calcium sensitivity (de Tombe and Stienen, 2007; Chung
et al., 2016). Thus, the values found in the present study provide
a reasonable representation of in vivo values. Additionally, the
maximum tension redevelopment (ktr−max) at saturated calcium
was found to be greater than those measured with in vitro
experiments. But, it has been shown (de Tombe and Stienen,
2007) that as the temperature of these experiments is increased,
the value of ktr−max also increases. Thus, it can be inferred from
de Tombe and Stienen (2007) that the values found in the current
study are a reasonable estimate of in vivo function. The value of
the Hill coefficient was found to be lower than those measured
from in vitro studies (Dobesh et al., 2002; de Tombe and Stienen,
2007), but was still in a range that indicates cooperativitly is in
effect. Finally, the maximum tension generated in the current
study is in agreement with values found in previous studies (Land
et al., 2012).

One limitation of the proposed FE contraction model is the
use of a simpler 2-state cross-bridge myosin scheme rather than
a more complex 6-state model (Campbell, 2014). However, the
2-state scheme was chosen for a balance between computational
efficiency and accuracy. Enhancements to the 2-state model will
be pursued in future work.Moreover, the proposedmodel did not
include the effects of cellular shortening on Ca2+ transient. But,
this effect is relatively small, and the proposed model includes the
shortening effects on the total number of binding sites activated
by Ca2+ as a compensating method. When comparing the FE
model strain to the experimental strain, only n= 5 samples were
used. Finally, the FE models did not include the right ventricle

(RV). This likely caused the deformation in the septal region of
the FE models to deviate from the experimental measurements
from CMR. To overcome this limitation, the RV will be included
in future models.

In conclusion, the proposed FE contractionmodel successfully
predicted both the global function and regional deformation
of the LV. The capability of the proposed model to capture
an important feature of ventricular relaxation makes it
a powerful tool for the future investigation of diastolic
dysfunction. Moreover, the incorporation of cellular-level
mechanisms may enable the proposed model to assess how
pharmaceutical treatments that target cellular function influence
global ventricular function.
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Ca2+ waves in cardiac myocytes can lead to arrhythmias owing to delayed

after-depolarisations. Based on Ca2+ regulation from the junctional sarcoplasmic

reticulum (JSR), a mathematical model was developed to investigate the interplay of

clustered and rogue RyRs on Ca2+ waves. The model successfully reproduces Ca2+

waves in cardiac myocytes, which are in agreement with experimental results. A new

wave propagation mode of “spark-diffusion-quark-spark” is put forward. It is found

that rogue RyRs greatly increase the initiation of Ca2+ sparks, further contribute to the

formation and propagation of Ca2+ waves when the free Ca2+ concentration in JSR

lumen ([Ca2+]lumen) is higher than a threshold value of 0.7mM. Computational results

show an exponential increase in the velocity of Ca2+ waves with [Ca2+]lumen. In addition,

more CRUs of rogue RyRs and Ca2+ release from rogue RyRs result in higher velocity

and amplitude of Ca2+ waves. Distance between CRUs significantly affects the velocity

of Ca2+ waves, but not the amplitude. This work could improve understanding the

mechanism of Ca2+ waves in cardiac myocytes.

Keywords: Ca2+ wave, Ca2+ quark, anomalous subdiffusion, rogue ryanodine receptors, clustered ryanodine

receptors

INTRODUCTION

Ca2+ sparks due to the opening of clustered RyRs are the elementary Ca2+ release events in
normal cardiac myocytes (Cheng et al., 1993; Cheng and Lederer, 2008), which could occur
in self-propagating succession along the length, and contribute to waves of elevated Ca2+

concentration under some pathological conditions (López-López et al., 1995). Ca2+ waves have
been observed in a diversity of cells (Ridgway et al., 1977; Fabiato, 1983; Cornellbell and Finkbeiner,
1991) and studied experimentally and theoretically (Fabiato and Fabiato, 1972; Fabiato, 1985; Backx
et al., 1989; Swietach et al., 2010). Generating Ca2+ waves in myocytes is associated with RyRs
gating and sarcoplasmic reticulum Ca2+ overload (Petrovic et al., 2015; Williams et al., 2017).
Quarky Ca2+ release (QCR or Ca2+ quark) with a small amplitude and a long duration arising
from rogue RyRs is another significant Ca2+ release mechanism (Wang et al., 2001; Cheng and
Wang, 2002; Brochet et al., 2011; Shang et al., 2014). Hence, Ca2+ waves are a natural consequence
of regenerative Ca2+ releases of both Ca2+ sparks and quarks. There is, however, lack of studies
to relate Ca2+ waves to the interplay of Ca2+ sparks and quarks from the junctional sarcoplasmic
reticulum (JSR). Based on the Fickian diffusion of cytoplasmic Ca2+, a computational model was

93

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org/journals/physiology#editorial-board
https://www.frontiersin.org/journals/physiology#editorial-board
https://www.frontiersin.org/journals/physiology#editorial-board
https://www.frontiersin.org/journals/physiology#editorial-board
https://doi.org/10.3389/fphys.2018.00393
http://crossmark.crossref.org/dialog/?doi=10.3389/fphys.2018.00393&domain=pdf&date_stamp=2018-04-26
https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles
https://creativecommons.org/licenses/by/4.0/
mailto:yhuo@pku.edu.cn
mailto:tanwch@pku.edu.cn
https://doi.org/10.3389/fphys.2018.00393
https://www.frontiersin.org/articles/10.3389/fphys.2018.00393/full
http://loop.frontiersin.org/people/500687/overview


Chen et al. The Mechanics of Calcium Waves

developed to show the effects of rogue RyRs on Ca2+ waves under
heart failure (Lu et al., 2010). Given the spark-width paradox
from the Fickian diffusion models (Walker et al., 2014), the
anomalous diffusion model can solve the problem and look more
deeply into the mechanism of diffusion (Sato and Bers, 2011).

On the other hand, one of the challenges in developing models
for Ca2+ waves is the inconsistence between computational
and experimental free Ca2+ concentration in the cytoplasm
([Ca2+]cyto) (Izu et al., 2013). The computational results of
[Ca2+]cyto were ∼20µM (Chen et al., 2013) under physiological
conditions or even as high as ∼100µM (Izu et al., 2001; Chen
et al., 2014) under pathological conditions, which disagrees
with the measured [Ca2+]cyto of ∼1µM (Williams et al.,
1985; Takamatsu and Wier, 1990). Although a “wave front
sensitization” model showed [Ca2+]cyto of ∼1µM (Keller et al.,
2007), Sobie et al. indicated that elevated JSR Ca2+ level is a
critical factor to raise RyRs open probability (Sobie et al., 2017).
Hence, JSR Ca2+ regulation should be incorporated into the
computational models of Ca2+ waves to show the decrease of
Ca2+ flux through rogue and clustered RyRs as the JSR depletes
(Sobie et al., 2004; Picht et al., 2011; Izu et al., 2013).

The objective of the study is to quantify the interplay of
rogue and clustered RyRs on regulating Ca2+ waves in cardiac
myocytes. A two-dimensional (2D) model of Ca2+ waves in the
cytoplasm was proposed with considering the distribution of
clustered and rogue RyRs on the JSR membrane. The anomalous
subdiffusion of Ca2+ in the cytoplasm and JSR Ca2+ regulation
were also included. The stochastic opening Ca2+ release units
(CRUs) of rogue and clustered RyRs was regulated by free
Ca2+ concentrations in both cytoplasm and JSR lumen. With
these features, we showed the importance of rogue RyRs on the
initiation and propagation of Ca2+ waves.

MATERIALS AND METHODS

Geometrical Model
Considering the quasi-isotropic diffusion of Ca2+ in the
cytoplasm (Izu et al., 2001), we adopted a 2D model to mimic
Ca2+ waves. Figure 1A shows the geometrical model of a
cardiac myocyte, the x- and y-directions of which refer to
the longitudinal axis and z-line, respectively. Baddeley et al.
have experimentally observed the RyR distribution on the JSR
membrane (Baddeley et al., 2010). Most RyR channels form
regular arrays, defined as “clustered RyRs.” Others are rogue
RyRs uncoupled from the clustered RyRs. Clustered and rogue
RyRs are randomly distributed. Figure 1B shows schematic
representative of the CRU distribution on JSRs, which includes
CRUs of clustered RyRs (∼22 RyR channels in a CRU) and
CRUs of rogue RyRs (∼3 RyR channels in a CRU). CRUs of
clustered RyRs (∼2 CRUs in a JSR) are surrounded by randomly
distributed CRUs of rogue RyRs (∼8 CRUs in a JSR).

Governing Equations
Ca2+ release events are simulated synchronously by a hybrid
model, which consists of two parts: a model of Ca2+ waves in
the cytoplasm and a model of Ca2+ blinks in JSRs. The reaction-
diffusion system for Ca2+ waves in the cytoplasm based on

FIGURE 1 | Schematic illustration of the 2D model for Ca2+ waves.

(A) Schematic representative of the 2D geometrical model of a cardiac

myocyte. The yellow circles denote JSRs. The spacing intervals between

JSRs: lx = 2µm and ly = 0.8µm. (B) Schematic representative of two JSRs,

which include randomly distributed clustered and rogue RyRs (l = 0.1µm).

(C) A flow diagram for the Monte Carlo simulations.

the anomalous subdiffusion model, including the distribution of
clustered and rogue RyRs, is described as follows:

∂[Ca2+]cyto

∂t
= Dx

∂β [Ca2+]cyto

∂xβ
+ Dy

∂β [Ca2+]cyto

∂yβ
+ Jdye

+Jbuffer−cyto + Jpump + Jclustered + Jrogue, (1)

where [Ca2+]cyto is the free Ca
2+ concentration in the cytoplasm,

t is time, x and y are the spatial coordinates, Dx(=300 µm2s−1)
and Dy (=150 µm2s−1) denote the Ca2+ diffusion coefficients
for anisotropic diffusion. The anomalous subdiffusion order β
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is 2.25. Jdye is the flux due to the Ca2+ fluorescent indicator
dye, Fluo-4-AM, in the cytoplasm. Jbuffer−cyto is the flux due
to the endogenous stationary buffers. Jpumpis the pumping rate
of SR Ca2+-ATPase. SR pumps will be started when [Ca2+]cyto
exceeds the resting Ca2+ concentration level (0.1µM). The
detailed description is in the Appendix A in Supplementary
Material. On the other hand, the balance equation for Ca2+ blinks
in each JSR is written as:

∂[Ca2+]lumen

∂t
= Jrelease−lumen + Jbuffer−lumen + Jrefill, (2)

where [Ca2+]lumen is the free Ca2+ concentration in the lumen
of a JSR. Jrelease−lumen denotes the Ca2+ release flux caused by
opening of clustered RyRs (Jclustered) and rogue RyRs (Jrogue).
Jbuffer−lumen is the Ca2+ flux due to the buffer, calsequestrin, in
the JSR. Jrefill is the refilled Ca2+ flux to the JSR. The detailed
description is in the Appendix B in Supplementary Material.
Various parameters of the dye and buffers in the cytoplasm and
JSR lumen are listed in Table 1, similar to previous studies (Chen
et al., 2013; Kong et al., 2013).

Firing Probability of Rogue and Clustered
RyRs
The firing probability per unit time for CRUs of rogue or
clustered RyRs is determined by Ca2+ concentrations in the
cytoplasm and JSR (Györke and Gyorke, 1998; Qin et al., 2008,
2009), which can be expressed as:

Pfiring = Pcyto · 8lumen, (3)

where Pcyto and8lumen refer to the firing probability per unit time
of Ca2+ release events controlled by [Ca2+]cyto and [Ca2+]lumen,
respectively. The detailed description is in the Appendix C in
Supplementary Material.

Numerical Solutions
The 2D computational domain of a cardiac cytoplasm (20 ×
20 µm2) was meshed with squares of 0.1 × 0.1µm to simulate
Ca2+ release events from multiple JSRs. JSRs (i.e., yellow circles
with radius of 0.3µm in Figure 1A) are uniformly distributed
in the computational domain with lx (2µm) along x-axis and
ly (0.8µm) along y-axis. Moreover, CRUs are stochastically
distributed at nodes within each JSR, which includes 8 CRUs

TABLE 1 | Standard parameter values for the dye and buffers.

Dye or buffers [F]T or [Bn]T
(µM)

k+

F
or k+

n

(µM−1s−1)

k−

F
ork−

n

(s−1)

PARAMETERS IN CYTOPLASM

Fluo-4-AM 50 80 90

Calmodulin 24 100 38

Troponin 70 39 20

SR 47 115 100

SL 1,124 115 1,000

PARAMETERS IN JSR LUMEN

Calsequestrin 14,000 100 60,000

of rogue RyRs (Nrogue = 8) and 2 CRUs of clustered RyRs
(Nclustered = 2). As shown in Figure 1C, Equations (1–3) were
solved using a FORTRAN-developed program similar to a recent
study (Chen et al., 2018). The shifted Grünwald formula of
center difference (Tadjeran and Meerschaert, 2007) was used to
discretize the fractional differential term in Equation (1) as:

∂α[Ca2+]cyto(x, y, t)

∂xα
=

1

hα
lim

M→∞

M
∑

k = 0

gk[Ca
2+]cyto(x− (k− 1)h, y, t)

(4)

∂α[Ca2+]cyto(x, y, t)

∂yα
=

1

hα
lim

M→∞

M
∑

k = 0

gk[Ca
2+]cyto(x, y− (k− 1)h, t),

(5)

where gk = Ŵ(k−α)
Ŵ(k+1)

, Ŵ denotes the Gamma function. α= β−1 =
1.25, k is an integer with α <k< α+1, and h is the mesh size. Free
Ca2+ concentrations in the cytoplasm and JSR were calculated
simultaneously. The variable time step algorithm was used. The
zero-flux boundary condition was set to the 2D computational
domain of a cardiac cytoplasm for the Monte Carlo
simulations.

RESULTS AND DISCUSSION

Interplay of Rogue and Clustered RyRs in
Neighbor JSRs
We have recently studied the effects of rogue RyRs on single Ca2+

sparks and quarks using the model in Equations (1–5), which was
validated against the experimental measurements in rat cardiac
myocytes (Chen et al., 2018). Here, we used the experimentally-
validated numerical model to investigate whether a Ca2+ spark
could trigger rogue and clustered RyRs in neighbor JSRs or not.
Snapshots of Ca2+ release events in a computational domain of
20 × 20 µm2 were taken at 10, 20, and 40ms when a CRU of
clustered RyRs was fired. Figures 2A,B show rogue RyRs at point
(11.9, 9.6) and clustered RyRs at point (12.0, 9.6), respectively,
activated by the Ca2+ spark at point (10.0, 9.6). Moreover, the
release of clustered RyRs could trigger other CRUs of clustered
RyRs in neighbor JSRs with the help of rogue RyRs, as shown
in Figure 2C. The results demonstrate that Ca2+ sparks from
the opening CRUs of clustered RyRs could activate CRUs of
clustered RyRs and rogue RyRs in neighbor JSRs to increase
[Ca2+]cyto.

Initiation of Ca2+ Waves
Ca2+ waves could be triggered in a domain where [Ca2+]cyto is
higher than the resting Ca2+ concentration level (Lu et al., 2010;
Izu et al., 2013). A Ca2+ spark with a large current or several
neighbor Ca2+ sparks could also trigger Ca2+ waves (Chen et al.,
2014). Here, several neighbor Ca2+ sparks are used to activate
Ca2+ waves in the simulation. The lowest propagation velocity of
Ca2+ waves was detected in the range of 40–110 µm/s (Cheng
et al., 1996). Since the disappearance of Ca2+ waves is related
to a progressive decline of the wave propagation velocity, the
longitudinal velocity is assumed to be higher than 40 µm/s.
Figure 3A shows the probability of inducing Ca2+ waves as a
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FIGURE 2 | Interplay of rogue and clustered RyRs in neighbor JSRs. Snapshots of Ca2+ release events in a computational region of 20 × 20 µm2 were taken at 10,

20, and 40ms from left to right when a CRU of clustered RyRs was fired. (A) Rogue RyRs in a neighbor JSR are activated. (B) Clustered RyRs in a neighbor JSR are

initiated by a Ca2+ spark directly. (C) Clustered RyRs are triggered with the help of rogue RyRs.

FIGURE 3 | Properties of Ca2+ waves. (A) The probability of inducing Ca2+ waves triggered by different numbers of Ca2+ sparks. (B) The number of triggered Ca2+

sparks in 100ms.

function of the number of Ca2+ sparks initiating from a corner
in a square of 20 × 20 µm2 for 100ms. The beginning level
of [Ca2+]lumen is 1.0mM. The initial Ca2+ sparks arise from
one CRU of clustered RyRs. Since Ca2+ quarks increase Ca2+

concentration in the cytoplasm, they enhance the probability of
inducing Ca2+ waves in myocytes. Accordingly, Figure 3B shows
the number of triggered Ca2+ sparks in 100ms. A single Ca2+

spark could not form Ca2+ waves while four neighbor Ca2+

sparks with the help of rogue RyRs guarantee the formation of
Ca2+ waves.

Propagation of Ca2+ Waves
Ca2+ waves in Figure 4 were generated in a computational
domain of 20 × 20 µm2 and recorded at 10, 50, 100, and 150ms
from left to right when the beginning level of [Ca2+]lumen is
1.0mM. Four Ca2+ sparks were initiated at points (18, 19.2), (18,
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FIGURE 4 | Ca2+ waves triggered by four sparks at the corner of a computational domain, i.e., (18, 19.2), (18, 18.4), (18, 17.6), (18, 16.8) in the region of

20 × 20µm2. The beginning level of [Ca2+]lumen is 1.0mM. (A,B) Snapshots of Ca2+ waves initially triggered by Ca2+ sparks with rogue RyRs (A) and without

considering rogue RyRs (B) at 10, 50, 100, 150ms from left to right. (C) Computational results for line-scan images of [Ca2+]cyto with and without rogue RyRs at the

line of y = 16.8.

18.4), (18, 17.6), and (18, 16.8) with considering rogue RyRs. A
comparison of Figures 4A,B indicates much faster Ca2+ waves
and higher amplitude when the effects of rogue RyRs are included
in the computational model. Moreover, we found the “spark-
diffusion-quark-spark” mode. Ca2+ released from clustered RyRs
diffuses to a neighbor JSR, rogue RyRs are firstly activated in a
stochastic manner to form Ca2+ quarks, and subsequently they
make activation of clustered RyRs to produce a Ca2+ spark. The
CRUs on the next z-line repeat the process to release Ca2+ in the
cytoplasm.

Figure 4C shows the computational results for line-scan
images of Ca2+ concentration with and without considering
rogue RyRs at the line of y = 16.8. The results reveal that rogue
RyRs accelerate the propagation of waves by triggering more
Ca2+ sparks. The longitudinal propagating velocity has mean ±
SD value of 95.9± 8.0 µm/s, which agrees with the experimental
records (typically 100 µm/s) (Takamatsu and Wier, 1990; Wier
and Blatter, 1991). Furthermore, Ca2+ concentration in the
simulation is in the range of 0.1–3.8µM. The computational
predictions are close to the experimental measurements (0.5–
1.2µM;Williams et al., 1985), and less than previous simulations
(Izu et al., 2001; Chen et al., 2013).

Importance of [Ca2+]lumen-Dependent
Regulation
In previous mathematical models of Ca2+ waves, [Ca2+]lumen-
dependent regulation was not considered, and Ca2+ fluxes from
CRUs were related to the current and duration of Ca2+ sparks
and quarks only. We determined the effects of [Ca2+]lumen-
dependent regulation on properties of Ca2+ waves when the
beginning level of [Ca2+]lumen was set to 0.3, 0.6, and 0.9mM.
Local variation in the waves is shown in Figure 5A. Ca2+ waves
are very sensitive to [Ca2+]lumen. There is an exponential increase
in the velocity of Ca2+ waves with the increase of [Ca2+]lumen, as
shown in Figure 5B. Moreover, a threshold value of [Ca2+]lumen

(i.e., >0.7mM) exists for generation of steady Ca2+ waves.
Figure 5C shows the amplitude of Ca2+ waves linearly increase
with [Ca2+]lumen because of the large driving force ([Ca

2+]lumen-
[Ca2+]cyto) of Ca

2+ sparks and quarks.

Effects of Parameters of Rogue RyRs
There are a large number of randomly-distributed rogue RyRs
near clustered RyRs. Sensitivity analysis on Ca2+ waves was
performed with respect to the changes in CRU number of rogue
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FIGURE 5 | Ca2+ waves under different [Ca2+]lumen. (A) Computational results for line-scan images of [Ca2+]cyto at the line of y = 16.8 when [Ca2+]lumen = 0.3,

0.6, and 0.9mM. (B) The longitudinal velocity of Ca2+ waves affected by [Ca2+]lumen. (C) The amplitude of Ca2+ waves affected by [Ca2+]lumen.

RyRs in a JSR (Nrogue). Figure 6A shows computational results
for line-scan images of [Ca2+]cyto at the line of y = 16.8 when
CRU number of rogue RyRs in a JSR are 2, 8, and 14. As shown in
Figure 6B, the amplitude and velocity increase with the increased
CRU number of rogue RyRs because of high Ca2+ quarks and
Ca2+ sparks.

The Ca2+ release per CRU of rogue RyRs ismainly determined

by the current through rogue RyRs (Irogue) and the duration

of current flow (Trogue). The current and duration of rogue
RyRs are 0.15 pA and 20ms in Figures 2–6. Table 2 presents
properties of Ca2+ waves for different values of (Irogue × Trogue).
There is a strong correlation between Ca2+ release through
rogue RyRs and wave properties. When the release time of rogue
RyRs decreases by half to 10ms with the current of 0.15 pA, the
longitudinal velocity and amplitude of waves decrease. When the
current increases from 0.15 to 0.3 pA with the duration of 20ms,
Ca2+ waves have higher values of amplitude and longitudinal
velocity. Hence, the release amount of rogue RyRs characterized
by (Irogue × Trogue) is a significant parameter to affect wave
properties.

Lu et al. pointed out that rogue RyRs were scattered over
the 2D plane randomly (Lu et al., 2010). However, fluorescent
imaging showed that QCR events were detected almost at the
same site as Ca2+ sparks (Brochet et al., 2011). The stochastic
gating of a cluster contains 10–100 RyRs in a JSR and the mean
number of RyRs is ∼21.6 (Soeller et al., 2007; Baddeley et al.,
2009). Figure 7 shows that the distance between CRUs in the
range of 0.05–0.2µm has slight effects on the amplitude of Ca2+

waves. However, the longitudinal velocities are 144.3 ± 13.1 and
63.6 ± 7.8 µm/s, respectively with respect to the distance of 0.05
and 0.2µm. Therefore, the distance between CRUs of rogue RyRs
and clustered RyRs should be taken into consideration in the
propagation of Ca2+ waves.

Effects on Activities From Subcellular to
Cellar Levels
When a myocyte is under paced, several spontaneous Ca2+

sparks or quarks can occur in the cytoplasm. It is, however,
difficult to induce Ca2+ waves that require abundant currents
to trigger cardiac action potentials (Izu et al., 2013). In some
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FIGURE 6 | Effects of CRU number of rogue RyRs in a JSR on wave propagation. (A) Computational results for line-scan images of [Ca2+]cyto at the line of y = 16.8

when CRU number of rogue RyRs has values of 2, 8, and 14. (B) The amplitude and longitudinal velocity of Ca2+ waves when Nrogue varies from 2 to 14.

TABLE 2 | Effects of Ca2+ release per CRU of rogue RyRs on properties of Ca2+

waves.

Irogue × Trogue 0.15 × 10 0.15 × 20 0.3 × 20

Longitudinal velocity (µm/s) 76.2 95.9 154.0

SEM 6.4 8.0 14.4

Amplitude (µM) 3.4 3.8 4.5

SEM 0.3 0.3 0.4

pathological conditions (e.g., arrhythmias), Ca2+ waves occur in
cardiac myocytes and affect the heart’s normal function (Lakatta
and Guarnieri, 1993). Ten Tusscher and Panfilov developed a
ventricular cell model including subspace calcium dynamics that
controls L-type calcium current and calcium-induced calcium
release (CICR) (ten Tusscher and Panfilov, 2006). The model was
used to study the effects of INa recovery dynamics in combination
with action potential duration (ADP) restitution on alternans and
spiral breakup. On the other hand, the present results suggest
that Ca2+ release from JSRs is prone to be initiated to cause
Ca2+ waves with the help of rogue RyRs when [Ca2+]lumen is
large enough. Moreover, when the CRU number of rogue RyRs
in a JSR or Ca2+ release per CRU of rogue RyRs is large enough,
or the distance between CRUs is small, the membrane potential

would be elevated significantly to trigger action potential in single
myocytes.

Potential Implications
This study shows some implications to heart diseases relevant to
Ca2+ waves in cardiac myocytes. According to our simulations,
JSR Ca2+ overload could increase RyR opening probability and
generate Ca2+ waves in heart (Williams et al., 2017). Mutation
in RyRs could trigger ventricular tachycardia and sudden cardiac
death (Lehnart et al., 2006). Moreover, the amplitude and velocity
of Ca2+ waves are significantly affected by the parameters of
rogue RyRs, which may contribute to the formation of fibrillation
(Macquaide et al., 2015) and arrhythmias (Ter Keurs and Boyden,
2007). A reduction of CRU number, the averaged current
and releasing time of rogue RyRs resulted in an inhibition of
Ca2+ waves or dyssynchronous Ca2+ transients in myocytes of
congestive heart failure (Louch et al., 2013). Therefore, inhibition
of Ca2+ quarks through rogue RyRs may be a promising
therapeutic target to prevent fibrillation in congestive heart
failure.

Critique of the Study
The present study showed Ca2+ waves relevant to the interplay
of rogue and clustered RyRs. It addressed the importance

Frontiers in Physiology | www.frontiersin.org 7 April 2018 | Volume 9 | Article 39399

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


Chen et al. The Mechanics of Calcium Waves

FIGURE 7 | The amplitude and longitudinal velocity of Ca2+ waves when l

varies from 0.05 to 0.2µm.

of rogue RyRs to increase the initiation of Ca2+ sparks, the
incidence and propagation of Ca2+ waves when [Ca2+]lumen

is large. The amplitude and velocity of Ca2+ waves are in
agreement with the experimental measurements. However, the
model should be improved such that more parameters are
added to investigate the mechanisms of Ca2+ waves. This study
used the fixed release time of rogue and clustered RyRs. It
should be a random variable depending on JSR regulation.
The detailed structure of clustered RyRs should be taken into
consideration because it can influence the frequency of Ca2+

sparks (Walker et al., 2014). Moreover, the present study comes
from the assumption of a 2D model in healthy myocytes. A 3D
model should be developed to investigate Ca2+ waves in future
studies.

CONCLUSION

We developed a mathematical model to investigate the interplay
of rogue and clustered RyRs on regulating Ca2+ waves in the
cytoplasm. The computational results on Ca2+ waves agree with
experimental measurements in cardiac myocytes. It shows that
four neighbor Ca2+ sparks at the corner of a cardiac myocyte
could induce Ca2+ waves. Ca2+ quarks increase the probabilities
of triggering Ca2+ sparks and speed up the propagation of Ca2+

waves at high [Ca2+]lumen. A new wave propagation mode of
“spark-diffusion-quark-spark” is put forward. Particularly, Ca2+

waves could occur only when [Ca2+]lumen is higher than a
threshold value of 0.7mM. More rogue RyRs in a JSR result
in more opening CRUs of rogue and clustered RyRs. Besides,
Ca2+ release from CRUs of rogue RyRs is a strong factor
of wave properties. The velocity of Ca2+ waves is affected
significantly by the distance between CRUs. This study helps
to understand basic mechanisms of Ca2+ waves in cardiac
myocytes.
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The use of endovascular treatment in the thoracic aorta has revolutionized the clinical
approach for treating Stanford type B aortic dissection. The endograft procedure is a
minimally invasive alternative to traditional surgery for the management of complicated
type-B patients. The endograft is first deployed to exclude the proximal entry tear to
redirect blood flow toward the true lumen and then a stent graft is used to push
the intimal flap against the false lumen (FL) wall such that the aorta is reconstituted
by sealing the FL. Although endovascular treatment has reduced the mortality rate in
patients compared to those undergoing surgical repair, more than 30% of patients who
were initially successfully treated require a new endovascular or surgical intervention
in the aortic segments distal to the endograft. One reason for failure of the repair is
persistent FL perfusion from distal entry tears. This creates a patent FL channel which
can be associated with FL growth. Thus, it is necessary to develop stents that can
promote full re-apposition of the flap leading to complete closure of the FL. In the
current study, we determine the radial pressures required to re-appose the mid and distal
ends of a dissected porcine thoracic aorta using a balloon catheter under static inflation
pressure. The same analysis is simulated using finite element analysis (FEA) models by
incorporating the hyperelastic properties of porcine aortic tissues. It is shown that the
FEA models capture the change in the radial pressures required to re-appose the intimal
flap as a function of pressure. The predictions from the simulation models match closely
the results from the bench experiments. The use of validated computational models can
support development of better stents by calculating the proper radial pressures required
for complete re-apposition of the intimal flap.

Keywords: aortic dissection, bench tests, porcine aorta, finite element analysis, re-apposition pressure,
simulation models

INTRODUCTION

The incidence of aortic dissection (AD) in the United States is approximately 2,000 cases per
year and early mortality is as high as 1% per hour if untreated (Vecht et al., 1980; Roberts,
1981). AD occurs when there is a tear in the intimal lining of the aorta, allowing blood to flow
between the intimal and medial layers of the aorta. Complicated type-B acute AD is specifically
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defined as dissection associated with rupture, malperfusion
syndromes, refractory pain, or rapid aortic expansion at onset
or during hospital stay (Fattori et al., 2008). Currently, there are
three modes of treating patients suffering from type-B acute AD:
medical management, open surgery, or endovascular treatment.
While medical management is suggested for patients who
have uncomplicated dissections, open surgery or endovascular
treatment is recommended for complicated dissections.

Recently, clinicians recommend the minimally invasive
endovascular grafting procedure over open surgery for
complicated type-B patients suffering from impending or
actual complicated dissections because surgical methods have
approximately a 13% higher mortality rate at 5-year follow-up
as compared to endovascular grafting (Moulakakis et al., 2014).
The endograft is first deployed to exclude the proximal entry
tear to redirect blood flow toward the true lumen (TL) and
then a stent or graft is used to push the intimal flap against the
false lumen (FL) wall such that the aorta is reconstituted by
sealing the FL. Although stent grafting has been largely successful
in closing the initial entry tear (Kato et al., 2002; Song et al.,
2006; Marcheix et al., 2008; Sayer et al., 2008; Alves et al., 2009;
Manning et al., 2009; Czerny et al., 2010), patients may still
undergo re-interventions in the form of multiple stent-grafts or
open surgery due to ongoing complications (Thrumurthy et al.,
2011; Fattori et al., 2013; Andersen et al., 2014; Faure et al., 2014).
Aortic aneurysm is one of the complications that develops in the
FL wall after successful endovascular treatments. The occurrence
of aneurysm in patients with successful treatments is reported to
be about 7% (Won et al., 2006)–20% (Lopera et al., 2003), which
is likely attributed to perturbation of significant mechanical
forces on the aorta (Kassab, 2006; Fortier et al., 2014). Moreover,
a significant enlargement of the aortic diameter above the stent
graft has been observed during deployment, which is important
because this may reflect increased strain and stress on the aorta
in the segments adjacent to the stent graft (Trimarchi and Eagle,
2016).

The observation of aortic aneurysm in the FL after the
stent graft procedure illustrates the necessity of fine-tuning the
procedure to minimize the risk for the patient of reintervention
after the initial endovascular graft. Using a detailed and
systematic biomechanical analysis of blood pressure in both the
mid and distal regions of the TL, may lead to the design and
use of proper endovascular grafts or bare metal stents which
provides sufficient radial forces on the intimal flap to re-appose
it against the FL wall. This may allow reconstitution of the aortic
wall without imposing high mechanical stresses on the FL wall,
leading to a decrease in secondary complications such as aortic
aneurysm. The development of effective mechanical devices
for endovascular grafting requires the use of computational
techniques such as Finite Element Analysis (FEA) to analyze the
structural interaction between the rigid stents (usually composed
of Stainless steel or Nitinol alloy) and different tissue segments
of the dissected aorta (i.e., intimal flap, FL wall, and true lumen
[TL] wall). FEA has been used in the past to compute radial
forces and improve stent designs being deployed for treatment
of stenosed valves (Kumar and Mathew, 2010), atherosclerotic
coronary arteries (Eshghi et al., 2011) and aortic aneurysms

(Arokiaraj et al., 2014). The present study utilized FEA utilized
to develop a bench-validated computational model based on
contact mechanics to quantify the radial pressures required to
reconstitute the aorta from dissection and promote remodeling,
without exerting undue strains on the vessel wall.

The purpose of this study is to provide a validated
computational model of flap re-apposition which can be used as a
benchmark for testing different therapies in a virtual setting. The
proposed model aims to reduce the overall time and cost required
to perform pre-clinical in vivo studies in porcine and expedite
the development of better endovascular therapies for treating AD
in humans. From the bench tests and computational simulations
presented, it is observed that the radial pressure for re-apposition
of intimal flap increases monotonically with increase in aortic
pressure.

MATERIALS AND METHODS

Bench Experiments
Aorta Preparation and Dissection
Five fresh thoracic aorta samples harvested from healthy porcine
were prepared for bench tests by removing all connective tissue
and ligating all branches using 2-0 sutures. Samples were stored
at ∼2◦C until tested. Samples were not used for any testing prior
to this research. Next, the porcine aorta was inverted exposing
the intima and dissections were created ∼6–8 cm from the
left subclavian artery (LSA). The percent circumferential length
of the entry tear, calculated as 100 × (circumference of the
flap/circumference of the aorta), was approximately 50–60% of
aorta circumference (Canchi et al., 2017). Dissections in healthy
descending thoracic aorta represent the case of acute Type-B AD.
Using a surgical blade, a cut was made in the inner lining of
the aortic wall. The layers were separated using a surgical blade
and advanced using fine-tip forceps to the desired axial length.
The depth of incision for dissection was typically set between 30
and 50% of the wall thickness. A resulting intimal flap of about
∼10–13 cm in length was created due to surgical dissection as
shown in Figure 1. A reentry was then created, and the flap
separated the TL from the FL of the aorta.

Protocol for Bench Testing
After the dissection was created in the aorta sample, it was
mounted on a customized static pressure fixture developed for
this study as shown in Figure 2. In the setup, the pressure
line was connected to stopcock valve which was attached on
the other end with an axle as shown in left side of image. The
stopcock on right was always closed and to prevent outflow of
saline. A saline water reservoir was fed with a compressed air
line at a specific pressure and as a result, the pressure line was
filled with saline water. The saline solution was transmitted to
the suspended aorta which inflated under the applied pressure.
Prior to performing the bench test, a Cook CODA balloon
catheter (CODA-2-9.0-35-100-32) was advanced into, either the
mid (∼6–8 cm from LSA) or distal (∼11–14 cm from LSA)
region of the TL, such that the entire balloon was contained
within the dissection. The aorta was then pressurized to static
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FIGURE 1 | An inverted aorta with an imposed dissection. An entry was initially created in the descending thoracic aorta and propagated using forceps to the distal
region of the aorta where a pocket of re-entry was created. Tissue specimens from two regions (mid and distal) were extracted and tested on planar biaxial testing
machine for material characterization.

FIGURE 2 | Fixture and setup for conducting bench tests on dissected aorta.

pressures between 70 and 140 mmHg in increments of 10 mmHg.
Higher aortic pressures simulated patients with hypertension,
which is considered one of the primary risk factors for AD. For
each of the sample pressure values, the balloon was inflated by
filling it with water until the intimal flap re-apposed against the
outer wall. The reconstitution of the aortic wall was confirmed
via ultrasound imaging (Philips iE33) and the corresponding
pressure for balloon inflation was recorded using pressure
transducer. The pressure for re-apposition was calculated as

the difference between balloon and static aorta pressure; i.e., 1
(Balloon-Aortic pressure). Figure 3 shows the schematic of bench
test.

Finite Element Modeling of Dissected
Aorta
Tissue Materials
Aortic dissection splits a single aortic lumen into two lumens:
FL and TL. As a result, material properties for the dissected
layers (i.e., FL wall and intimal flap), in addition to the
undissected TL wall, are required to develop fully informed
FEA models. As demonstrated in Ahuja et al. (unpublished)
the material characterization for the mid and distal regions
of the dissected layers, FL wall, and intimal flap, were
calculated first by, conducting planar biaxial testing on porcine
tissue specimens and then, using a non-linear regression
algorithm (Nelder-Mead optimization method; Nelder and
Mead, 1965) to fit experimental data against a structural
constitutive model (Gasser et al., 2006). Details of the
material characterization of tissue samples including their
measured experimental curves with model fitting are shown in
Appendix 1.

The tissue components of the dissected aorta behave as a
hyperelastic material. Since the intimal flap undergoes large
bending stresses due to distension of the expansion member,
different material properties are applied in the definition of both

FIGURE 3 | Representation of the protocol followed during the bench test. A balloon catheter was inserted into the true lumen (TL). The balloon was inflated with
water which applied bending forces to either the mid or distal region of the flap in the presence of static aortic pressure. The balloon pressure on re-apposition of flap
was recorded using a pressure transducer.
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mid and distal flap segments. Using each of the porcine aortas,
we created five sets of parameters for mid flap segments and
four sets of parameters for distal flap segments. Thus, a total
of nine different flap geometries were created using computer
aided design (CAD) software. One set of material definitions for
descending thoracic TL wall, mid FL wall and distal FL wall were
used throughout the simulations. Table 1 gives the parameter
estimates for the mid and distal flaps and Table 2 gives the
parameter values for the TL wall, Mid FL wall, and Distal FL
wall.

Pre-processing
Idealized models of a dissected aorta were prepared using
Solidworks (v2017, Dassault Systemes) and simulated in Abaqus
(v6.13.5, Dassault Systemes) using the Abaqus CAE (Complete
Abaqus Environment) standard module. The 3D CAD geometry
for the porcine aorta is shown in Figure 4 which consisted
of three layers; i.e., TL wall, FL wall and intimal flap. The
circumferential length of the intimal flap was adjusted to be
within 50–60% of the aortic circumferential length. A rigid
expansion member was modeled within the TL of the dissected
aorta to re-appose the intimal flap by expansion, which is
analogous to the inflation of a balloon.

All the components of the model were meshed using
hexahedral elements (C3D8RH), except the expansion member,
which was meshed using linear shell elements (S4). The intimal
flap underwent bending due to contact force being applied by
the expansion member which was meshed with at least two rows
of C3D8RH elements to avoid hourglass effects. Three contact
interactions were established between the following: (1) the
expansion member and intimal flap, (2) the expansion member
and TL wall, and (3) the intimal flap and FL wall. The simulation

TABLE 1 | Parameter estimation for mid and distal flap.

Pig # Thickness (mm) C10 (Pa) k1 (Pa) k2 α (degrees) κ

Parameter estimation for mid flap

1 0.58 92,963 230,290 13.9 87.1 0.33

2 0.59 73,144 235,075 7.86 68.7 0.3

3 0.54 64,042 212,120 4.99 23.5 0.32

4 0.70 52,072 125,430 5.87 53.9 0.26

5 0.47 45,588 149,880 1.42 55.6 0.21

Parameter estimation for distal flap

1 0.4 103,140 61,969 4.1 62.4 0.1

2 0.34 171,740 661,830 8.05 86.5 0.3

3 0.43 78,686 239,090 3.18 89.9 0.3

4 0.29 63,554 77,013 4.76 83.4 0.11

TABLE 2 | Parameter estimation for TL wall, mid FL wall, and distal FL wall.

Parameter estimation for mid flap

Region Thickness (mm) C10 (Pa) k1 (Pa) k2 α (degrees) κ

TL wall 1.76 78,219 201,440 1.52 87.1 0.2

Mid FL wall 1.3 53,456 952,380 4.94 7.5 0.3

Distal FL wall 1.24 72,996 20,894 9.01 66.5 0

for re-apposition of the intimal flap was conducted over two steps
to match the protocol followed for bench tests:

Step 1: Pressurize the dissected aorta to the required internal
pressure (70–140 mmHg) (Figure 5A)

Step 2: While maintaining the aorta in a pressurized state
(from Step 1), distend the expansion member
and achieve full re-apposition of the intimal flap
(Figure 5B).

Four boundary conditions (BCs) and one loading condition
(LC) were applied:

BC 1: Constrained the z-deformation of vessel end faces.
BC 2: Constrained the nodes lying on YZ-plane passing

through center of dissected aorta (X-symmetry).
BC 3: Constrained the nodes on faces containing flap, FL

wall, and TL wall to move along the y-direction.
BC 4: Dilated the expansion member using specified

displacement in Step 2.
LC 1: Pressurized the interior of the aorta by applying

pressure to selected areas in Step 1.

A sensitivity analysis on mesh was performed to show that
the results converged to the same solution with a refined
mesh as well. A global element size of 0.3 mm for both the
dissected aorta and expansion member was selected for all the
samples and cases considered. The results for radial pressures at
100 mmHg converged to the same solution within an error of
2.5% compared to a refined mesh. Since the thicknesses of flaps
varied between computational models, mesh sensitivity results
from Distal Sample #1 are presented here. The global element
size of 0.3 mm resulted in 69,126 hexahedral elements for the
dissected aorta model. The radial pressures from this model only
decreased by 1.7% when compared to a model with a global
element size of 0.2 mm (233,655 hexahedral elements). Also,
choosing the latter finer mesh size increased computational time
by an average of 200% (from 0.63 h to 1.9 h) when solved on
San Diego Supercomputer Center’s (SDSC) workstation utilizing
24 cores (Towns et al., 2014).

Post Processing
The contact pressure applied to the expansion member due to
interaction with the intimal flap and TL wall was computed for
all aortic pressures between 70 and 140 mmHg. The average
of the contact pressure over all elements of the expansion
member returned the radial pressure, which was calculated using
a customized Python script. The radial pressures computed
for each static aorta pressure was compared with re-apposition
pressure obtained from bench experiments.

RESULTS

Re-apposition of Mid Flap Against the
Mid FL Wall
Under this solution, the expansion member was distended to
push the mid region of the intimal flap until it re-apposed
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FIGURE 4 | Different geometries required to simulate aortic dissection are developed as 3D computer aided design (CAD) models and imported into finite element
analysis (FEA) software.

FIGURE 5 | (A) Pressurization of the dissected aorta to an internal pressure of 100 mmHg. (B) Expansion member was distended to achieve full re-apposition of the
intimal flap.

completely against the mid FL wall. An increase in the diameter of
the aorta was observed after re-apposition of intimal flap. During
experiments, the static pressure was homogenously applied to

the entire aorta vessel as well as to the expanding balloon.
In the case of simulations, the aorta vessel was loaded with
a pressure equal to that applied during bench testing, but the
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expansion member was unloaded. Hence, we define re-apposition
pressure as Pre−app = Pballoon - Paorta in the experimental results,
while for simulations we obtain this value, Pre−app (simulation),
directly from the pressure applied on the expansion member. The
values of 1 (Balloon-Aortic pressure) with respect to static aortic
pressures are shown in Figures 6A,B.

Re-apposition of Distal Flap Against
Distal FL Wall
Similarly, the expansion member was distended to push the distal
region of the flap until it re-apposed completely against the distal
FL wall. The radial pressures required for re-apposition were
smaller than those required for re-apposition of mid flap. The
results from bench tests and computational models are shown in
Figures 7A,B, respectively.

Change in Diameter of Aorta Due to
Re-apposition
Results from the bench experiments showed an increase in the
diameter of a dissected aorta with application of aortic pressure.
Specifically, the diameter of the dissected aorta was affected by
two parameters:

(1) An increase in pressure resulted in an overall increase in
the diameter of the vessel

(2) An increase in diameter imposed additional tension on the
flap which increased the net balloon pressure to re-appose
the flap. This, in turn required a bigger balloon diameter
to re-appose the flap completely against the wall.

The increase in the internal diameter of the aorta for all
considered static pressures ( i.e., 70–140 mmHg), for distal and
mid region is shown in Figure 8. The values for the diameter
of the vessel after re-apposition were measured from ultrasound
images. The images were captured at the start of each bench
experiment (when balloon was completely crimped) and at the
end of expansion (when flap was in complete contact with false

lumen wall). As an example, Figure 9 shows the ultrasound
images highlighting the expansion of CODA balloon under
80 mmHg aortic pressure. It should be noted that the diameter
of the distal part of the aorta always had a smaller value than the
mid region of the aorta, for all static pressures imposed during
bench testing.

Sensitivity Analysis
The flap, which is pre-stressed as part of the intact aorta,
shortens after the dissection. It also undergoes large bending and
stretching during the re-apposition process which also leads to
further stiffening of the flap. Since the present study used material
properties based on biaxial testing of different samples of intimal
flap, sensitivity analyses were conducted on TL and FL walls
for both mid and distal regions of the dissected aorta. It was
observed that only the intimal flap largely influenced the radial
pressures recorded during the re-apposition process. To conduct
the sensitivity analysis, we varied the material properties of the
distal FL wall, mid FL wall or TL(using Tables 2, 3, 5 from the
Appendix). The material properties from Sample #1 were utilized
for dissection components that are unchanged.

The simulations were executed for aortic pressures of 70, 100,
and 140 mmHg. It was concluded that the radial pressures can
be accurately predicted by varying material behavior of intimal
flap while using only one set of TL and FL wall properties since
the average results from Samples 2–5 are within 6 and 8% of the
mid and distal computational results, respectively, observed for
Sample #1. See Figures 10A,B.

DISCUSSION

Since the introduction of thoracic endovascular aortic repair
(TEVAR) in Dake et al. (1999), Mitchell et al. (1999),
TEVAR has gained popularity over surgical repair for treating
complicated Stanford Type B aortic dissections. Many studies
have shown favorable short- and mid-term outcomes for Type B

FIGURE 6 | (A) Bench test measurements for re-apposition of mid flap against the mid false lumen (FL) wall. (B) Computational measurements for re-apposition of
mid flap and its comparison with bench results.
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FIGURE 7 | (A) Bench test measurements for re-apposition of distal flap against the distal false lumen (FL) wall. (B) Computational measurements for re-apposition
of distal flap and its comparison with bench results.

dissections using TEVAR. In mid-term and long-term follow-ups,
however, distal stent-related complications including distal
re-entry, pseudoaneurysm formation, and aneurysm formation
are observed (Neuhauser et al., 2008; Thrumurthy et al., 2011).
Studies have reported that the incidence of new re-entries at
the proximal and distal ends of the stent graft, combined are
3.4% (out of 651 patients) (Dong et al., 2010). In a sub-cohort
of 23 patients with re-entries (3.4% of the 651 patients), 25%
(4 of 16) were at the proximal end of the stent graft and 28.6%
(2 of 7) were at the distal ends of the stent graft, leading to
a total mortality rate of 23.1% of the sub-cohort. Most of the
stent-related complications were caused by conventional stent
grafts which likely imposed abnormally high stresses and strains
on the aortic wall. The present study utilized FEA to develop a
bench-validated computational model which quantified the exact
radial pressures required to re-appose the flap after dissection.
This will allow proper stents and grafts sizing, while avoiding
oversizing to prevent undue strains and stresses on the aorta
which can lead to retrograde dissection (Leshnower et al., 2013),
in-folding, and graft occlusion (Kasirajan et al., 2012).

The use of this validated computational models can expedite
the development of novel stents and therapies in treating
aortic dissection. The model presented in this study uses a
well-informed but idealized computer model of dissection in
porcine, which captures the balloon pressures that are required
to re-appose the intimal flap in reconstituting the aorta lumen.
We developed two sets of models, one for mid dissections
and one for and distal dissections, and presented results for
radial pressures under static aortic pressures. From our plots
in Figure 6, we observed that the computational models
captured the bench results for all pressures, 70–140 mmHg.
This included physiological blood pressures (mean pressure
∼90 mmHg) as well as high blood pressures. A small standard
error (2.8 – 6.1 mmHg) between results from computational
models and bench test measurements was observed and the slope
for average curve was small. The radial pressures applied to stent
grafts for re-apposition increased slowly in the case of mid region.
Overall for distal region shown in Figure 7, the radial pressures

required for re-apposition were lower than those observed in
mid region, but also increased slowly. There were two reasons
for lower radial pressure values: (1) The distal aorta had a
smaller diameter as compared to mid aorta and thus the balloon
or expansion member required less distension to re-appose
the intimal flap, and (2) The distal flap underwent lower
circumferential stretch as compared to mid flap and was hence,
more compliant at those stretch values (Ahuja et al. unpublished).
Finally, the average results from bench experiments were within
the range for computational outputs for both mid and distal
regions.

As the aortic pressure increased, we simultaneously saw an
increase in the resultant diameter of the vessel following the
re-apposition of intimal flap. The resulting diameters for both,
mid and distal regions, increased monotonically and followed
the same trend for all pressures, 70–140 mmHg. These curves,
shown in Figure 8, had large slopes for pressures ≤110 mmHg,
but became more horizontal at greater pressures. This behavior

FIGURE 8 | Resulting diameter of the mid and distal region of dissected aorta
on complete re-apposition of intimal flap.
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FIGURE 9 | Ultrasound images capturing various stages: (A) crimped and (B) expanded, of a CODA balloon under aortic pressure of 80 mmHg.

FIGURE 10 | Comparison between results from Sample #1 and averages of samples #2-5 for (A) Mid, and (B) Distal dissections.

may be attributed to the presence of collagen fibers which became
uncrimped and lead to stiffening of tissues at higher pressures.
The fibers may have reduced the rate of dilation of the aorta and
hence smaller changes were observed in the diameters at higher
pressures.

Limitations
The computational model for re-apposition considered an
informed geometrically idealized model to validate the
results from bench experiments. Further, we used different
samples for bench and computational studies. A more accurate
computational model based on one-to-one true geometry of
the aorta would have generated results that correlated closer
with those obtained from bench tests. An accurate model
could be reconstructed from echocardiography by acquiring
high resolution cross-sectional images for the entire aorta with
a thickness of around 1 mm/slice (Ohbuchi and Fuchs, 1991).

Despite the geometric idealization, our current model predictions
were in very good agreement with the bench data.

Furthermore, current simulations considered balloon inflation
through displacement boundary conditions. Realistic approaches
for inflation of the balloon could be found in the literature (e.g.,
De Beule et al., 2008; Martin and Boyle, 2013; Schiavone and
Zhao, 2015). Our current study relied on static aortic pressure
to quantify the radial pressures required to re-appose the flap.
In future models, we could correlate our computational results
with in vivo studies using a better representation of folded
balloon inflation, experiencing the dynamic conditions of aortic
blood flow and pressure. In bench testing, we manually created
dissections by first, initiating a tear and then using a surgical
blade to advance the tear into a flap. This method leads to
generation of a straight linear flap. In vivo dissections have shown
the intimal flap to rotate inside the aorta as it progresses from
the thoracic aorta to abdominal aorta (i.e., spiral dissections)
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(Armstrong et al., 1996). Also, the occurrence of dissection may
lead to creation of multiple re-entries along the length of the
intimal flap (Criado, 2011). These complicated dissections have
been known to increase the difficulty of the implementation
of endovascular therapy and can result in a patent FL (Qing
et al., 2016). Future computational models should include
multiple re-entry sites and dissection anatomies with rotated
flaps to follow clinical observations. The present analysis serves
as a foundation for future more realistic refinements of aortic
dissection models.
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Predictive computation models offer the potential to uncover the mechanisms of

treatments whose actions cannot be easily determined by experimental or imaging

techniques. This is particularly relevant for investigating left ventricular mechanical

assistance, a therapy for end-stage heart failure, which is increasingly used as more

than just a bridge-to-transplant therapy. The high incidence of right ventricular failure

following left ventricular assistance reflects an undesired consequence of treatment,

which has been hypothesized to be related to the mechanical interdependence between

the two ventricles. To investigate the implication of this interdependence specifically in

the setting of left ventricular assistance device (LVAD) support, we introduce a patient-

specific finite-element model of dilated chronic heart failure. The model geometry and

material parameters were calibrated using patient-specific clinical data, producing a

mechanical surrogate of the failing in vivo heart that models its dynamic strain and

stress throughout the cardiac cycle. The model of the heart was coupled to lumped-

parameter circulatory systems to simulate realistic ventricular loading conditions. Finally,

the impact of ventricular assistance was investigated by incorporating a pump with

pressure-flow characteristics of an LVAD (HeartMate IITM operating between 8 and 12 k

RPM) in parallel to the left ventricle. This allowed us to investigate the mechanical impact

of acute left ventricular assistance at multiple operating-speeds on right ventricular

mechanics and septal wall motion. Our findings show that left ventricular assistance

reduces myofiber stress in the left ventricle and, to a lesser extent, right ventricle free

wall, while increasing leftward septal-shift with increased operating-speeds. These effects

were achieved with secondary, potentially negative effects on the interventricular septum

which showed that support from LVADs, introduces unnatural bending of the septum

and with it, increased localized stress regions. Left ventricular assistance unloads the left
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ventricle significantly and shifts the right ventricular pressure-volume-loop toward larger

volumes and higher pressures; a consequence of left-to-right ventricular interactions and

a leftward septal shift. The methods and results described in the present study are a

meaningful advancement of computational efforts to investigate heart-failure therapies in

silico and illustrate the potential of computational models to aid understanding of complex

mechanical and hemodynamic effects of new therapies.

Keywords: heart failure, finite element method, realistic simulation, ventricular function, right ventricle, ventricular

assist device, mechanical circulatory support

INTRODUCTION

In view of the growing number and dismal prognosis of patients
with end-stage heart failure, interest in emerging mechanical
therapies such as left ventricular assistance devices (LVADs)
has intensified. LVADs are used as a bridge to transplant,
bridge to decision, destination therapy and, increasingly, as a
bridge to recovery. The latter is fueled by the nearly ubiquitous
demonstration that left ventricular (LV) unloading provided by
LVADs causes reverse remodeling and, in a small percentage of
patients, induces myocardial recovery to the point where devices
can be explanted (Wohlschlaeger et al., 2005; Birks et al., 2006;
Burkhoff et al., 2006; Lampropulos et al., 2014; McIlvennan et al.,
2014; Topkara et al., 2016). The introduction of smaller, partial
(i.e., low) flow LVADs designed to be implanted at an earlier stage
of disease severity has broadened the potential applicability to a
currently underserved and large patient population (Mohite et al.,
2014; Sabashnikov et al., 2014; Sack et al., 2016).

Among the remaining adverse effects that impact negatively
on long-term morbidity and mortality of LVAD patients is right
heart failure (Grant et al., 2012; Hayek et al., 2014; Rich et al.,
2017). Ten to thirty percent of LVAD patients develop right
ventricular (RV) failure (Kavarana et al., 2002; Dang et al., 2006;
Kormos et al., 2010; Baumwol et al., 2011; Argiriou et al., 2014)
requiring either prolonged use of inotropic therapy or the need
for temporary or long-term RV mechanical circulatory support.
RV failure is associated with elevated central venous pressure
(CVP), which adversely affects renal, hepatic, and gastorintestinal
function, and results in LV underfilling that reduces LVAD
flow.

LVAD support influences RV function in several ways; some
beneficial and some detrimental. On the one hand, LVAD-
induced unloading leads directly to a reduction of pulmonary
capillary wedge pressure. This pressure accounts for a large
part of the mechanical afterload on the RV so its reduction
can favorably impact the ability of the RV to eject blood and
maintain a normal CVP. On the other hand, LVADs increase
systemic blood flow, which can cause a volume overload on
the RV. Additionally, LV unloading can have a detrimental
effect on RV function due to interventricular interactions
(Kavarana et al., 2002; Küçüker et al., 2004; Dang et al., 2006;
Maeder et al., 2009). This latter effect is a consequence of the
interdependence of RV and LV pressure generation mediated by
the interventricular septum. It is well-known that as much as
30% of RV pressure generation is due to LV pressure generation

and that the position of the interventricular septum can influence
RV function (Slater et al., 1997). Thus, LVADs can impact
RV function because the RV and LV are two pumps working
functionally in series within the circulation, are anatomically
arranged in parallel with each other, and share a common
wall.

Although the potential implications of ventricular interactions
on RV function during LVAD support are well-appreciated, no
study has yet proven, in any setting, that LV unloading and septal
shift can actually lead to RV failure. This is because it is physically
impossible to separate the hemodynamic effects of the serial and
parallel contributions of RV-LV interactions in a patient or even
in experimental preclinical studies.

Computational modeling is well-suited to investigate
and elucidate the individual contributions of these primary
hemodynamic factors. However, research efforts have been
impeded by the substantial complexities involved in coupling a
simulated circulatory system with geometrically realistic models
of the heart. Only recently have computational models had the
necessary sophistication to model this coupled behavior (e.g.,
Kerckhoffs et al., 2007; Lim et al., 2012; Baillargeon et al., 2014;
Sack et al., 2016). Consequently, very limited research has been
undertaken to explore the effect of LVAD function on ventricular
mechanics, and no study has investigated the important issue
of right heart failure. Such research has significant practical
implications since current guidelines for the care of LVAD
patients recommend that LVAD speeds be adjusted to ensure
that the interventricular septum is not leftward shifted. This
recommendation is based on expert opinion, not on any
physiological or clinical evidence.

We previously created a model of a failing LV supported
with partial LV assistance in a four-chamber generic heart
model (Sack et al., 2016). In the present study we modify
this representation to include a biventricular model of a
patient with dilated cardiomyopathy. LVAD therapy is then
simulated using realistic pressure-flow relations of a commonly
used LVAD, allowing us to capture assisted flow for device
operation over a broad range of rotational speeds (RPMs).
By analyzing the resulting changes in LV pressure generation,
total blood flow, myocardial stress, and septal wall motion,
we quantified the relative influences of these factors on RV
function. The specific purpose of this paper is to describe the
mathematical methods and general behavior of this model of
the failing heart during different degrees of LVAD-induced LV
unloading.
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METHODS

Our cardiac modeling methods have been described extensively
in previous studies (Baillargeon et al., 2014, 2015; Sack et al.,
2016). Here, we present a brief overview of these established
methods, with an additional focus on recent developments and
methods that are critical for the current study.

Patient Data
In vivo cardiac magnetic resonance (MR) data sets were obtained
as part of the Aliskiren Study in Post-MI Patients to Reduce
Remodeling (ASPIRE) trial (Solomon et al., 2011). Individual
patients provided informed consent and anonymized data were
sent to a core laboratory for analysis.

Geometric Considerations
For one patient with dilated cardiomyopathy, the MR data sets
(1.25 × 1.24 × 10mm spatial resolution) were imported and
processed in Simpleware ScanIP (Synopsys, Mountain View,
USA). Geometrically detailed segmentations of the LV and
RV were created relying on a combination of well-established
techniques, including region growing, level-set thresholding,
and morphological smoothing (Vadakkumpadan et al., 2010;
Setarehdan and Singh, 2012). The biventricular structure was
truncated at the base and illustrations of the image data,
segmentation, and Finite Element (FE) mesh construction are
presented in Figure 1.

We introduced prolate spheroidal coordinates (Lombaert
et al., 2012; Toussaint et al., 2013) into the image-coordinate
space aligned with the long axis of the LV. The prolate spheroidal
coordinates were used to describe myofiber orientations using a
rule-based approach. Based on previous computational studies
(Genet et al., 2014), histological studies (Streeter et al., 1969),
and diffusion tensor MR studies (Lombaert et al., 2011), we
assumed that the myofiber orientation could be represented
through a linearly varying helix angle from −60◦ on the
epicardium to +60◦ on the endocardium. This was assigned to
each material point in the model through a custom MATLAB
(The MathWorks, Inc., Natick, Massachusetts, United States)
script that specifies myofiber orientation by rotating the
local circumferential unit vector by the helix angle in the

FIGURE 1 | (A) Short axis MR image of patient with dilated chronic heart

failure overlaid with the segmentation of the myocardium. (B) Truncated

biventricular geometry extracted from segmentation and meshed using

tetrahedral elements.

circumferential-longitudinal plane. The same fiber description
from endocardium to epicardium was applied to the LV free wall,
septal wall, and RV free wall as other studies typically assume
(Goktepe et al., 2011; Wenk et al., 2012; Wong and Kuhl, 2014).

While multiple models and explanations of sheet structure
exist (Gilbert et al., 2007), for simplicity we define the sheet
directions to be normal with epicardial and endocardial surfaces
(i.e., normal with the circumferential-longitudinal plane in
which the fiber direction resides). This assumption is relatively
reasonable when considering themacroscopically visible cleavage
planes observed experimentally (LeGrice et al., 2001; Chen
et al., 2005) and is in line with other computational studies
(Bovendeerd et al., 1994; Goktepe et al., 2011).

Regarding boundary conditions, the base of the biventricular
structure (plane of truncation) was fixed in the longitudinal
direction. Furthermore, the nodes on the endocardial annulus
were constrained by coupling the average translation and rotation
of the nodes to a fixed point in space located at the annulus center.
This prevents rigid body rotation while allowing the annulus
relative motion to inflate and contract during the cardiac cycle.

Constitutive Law and Parameter
Estimation
The passive material response of the cardiac tissue uses an
anisotropic hyperelastic formulation proposed by Holzapfel
and Ogden (Holzapfel and Ogden, 2009). The isochoric and
volumetric responses are governed by the strain energy potentials
in Equations (1–2)

9iso =
a

2b
eb(I1−3) +

∑

i = f ,s

ai

2bi

{

ebi(I4i−1)2 − 1
}

+
afs

2bfs

{

ebfs
(

I8fs
)2

− 1
}

, (1)

9vol =
1

D

(

J2 − 1

2
− ln(J)

)

. (2)

Equation (1) is defined through eight material parameters a, b,
af , bf , as, bs, afs, bfs and four strain invariants I1, I4f , I4s, and
I8fs. These strain invariants are derived from the isochoric right
Cauchy-Green tensor,

C = F
T
F = J−2/3C = J−2/3FTF (3)

where F is the deformation gradient, J is the determinant of the
deformation gradient, J = det(F) and F is the isochoric part of
the deformation gradient such that

F = J−1/3F and det(F) = 1. (4)

The expression of these strain invariants can now be defined as:

I1 = tr
(

C
)

, I4f = f0 ·
(

Cf0
)

, I4s = s0 ·
(

Cs0
)

, I8fs = f0 ·
(

Cs0
)

(5)

Where f0 and s0 are orthogonal vectors in the fiber and sheet
direction in the reference configuration. Equation (2) is defined
through J and a penalty term D, which is a multiple of the bulk
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modulus (D = 2/K). For deformation that perfectly preserves
volume, J = 1.

This passive material model, Equations (1–2), ensures that
the material exhibits the well-documented exponential and
anisotropic response to strain (Demer and Yin, 1983; Hunter
et al., 1998; Dokos et al., 2002) while enforcing incompressibility.

The description of our time-varying elastance model of active
force development (Guccione and McCulloch, 1993) is specified
as:

Ta

(

t, l
)

= TMAX
Ca20

Ca20 + ECa250
(

l
)

(

1− cos
(

ω
(

t, l
)))

2
(6)

where Tmax, the maximum allowable active tension, is multiplied
with a term governing the calcium concentration, and a term
governing the timing of contraction. Both terms depend on
sarcomere length l, which in turn depends on the strain
in the fiber direction. The active tension generated from
this representation conforms well with experimental studies
(Guccione andMcCulloch, 1993) and captures length-dependent
effects such as Frank Starling’s Law (Holmes et al., 2002; Solaro,
2007). Further detail of the active tension law is provided in the
Appendix for the interested reader.

We consider the total Cauchy stress to be an additive
contribution of passive and active components. The passive
Cauchy stress, σp, is given by σp = 2J−1F (∂9/∂C) FT .
We consider an active contractile stress in the fiber direction,
resulting in a total Cauchy stress in the fiber direction, (i.e.,
myofiber stress) by combining this with to the passive stress state
in this direction (σ pf ):

σ f = σ pf + Ta f ⊗ f (7)

Biaxial investigations on actively contracting rabbit myocardium
revealed significant stress development in the cross-fiber
direction that could not be completely attributed to myofiber
dispersion or deformation effects (Lin and Yin, 1998). This has
motivated computational efforts to consider a proportion of the
active stress developed in the myofiber direction to be transferred
onto the stress in the sheet direction by a scalar ns ∈ (0, 1), such
that the total Cauchy stress in the sheet direction is:

σ s = σ ps + ns Ta s⊗ s (8)

Material Parameter Estimation
Full records of the patient who was used in our heart model
were unavailable; therefore, we relied on clinical input to provide
representative functional targets for volume and pressures. To
this end, the dilated failing heart used in this study was assumed
to have an end-diastolic volume (EDV) of 254ml and an end-
systolic volume (ESV) of 224ml. End-diastolic pressure (EDP)
and end-systolic pressure (ESP) were assumed to be 23 and 86
mmHg, respectively. These classify the patient with a severely
dilated LV (>200ml), elevated EDP (>16 mmHg, Paulus et al.,
2007 and 23mmHg,Mielniczuk et al., 2007) and severely reduced
ejection fraction (EF = 1− ESV/EDV = 12%) i.e., <35%
(McMurray et al., 2012; Mann et al., 2014).

The material parameters a, b, af , bf , as, bs, afs, bfs
were found through optimization techniques relying on two
stages of determination. Initial values were determined from
the calibration of normal myocardium specimen samples
to experimental tri-axial shear data of human myocardium
(Sommer et al., 2015). Calibration was performed using
ABAQUS as the forward solver, whereby in silico cubes of
myocardium with dimensions matching those of the study of
interest were meshed into a uniform 27 linear hex-element
mesh. Shearing was executed by specifying the translational
displacement of a specified cube face, while enforcing zero
displacement boundary conditions on the opposite cube face.
The optimization was performed in MATLAB using a non-linear
least-square optimization routine.

To capture patient-specific material parameters of our failing
human heart, a second stage of “scaling” was needed. Here,
linear (a, af , as, and afs) and exponential (b, bf , bs, bfs) terms
were subject to uniform scaling by parameters A and B, a scalar
and an exponential multiplier, respectively. These values were
found by minimizing the error between the in silico diastolic
PV course resulting from loading the LV of the FE model to
the analytical Klotz curve (Klotz et al., 2006), starting from
the unloaded LV volume V0 until the EDV was reached at the
specified end-diastolic pressure (EDP). Material parameters were
calibrated using ABAQUS as the forward solver, and an in-
house PYTHON script containing the sequential least squares
programming (SLSQP) optimization algorithm (Jones et al.,
2001). These passive parameters expressed in Equations (1) were
identified by minimizing the error between the in silico diastolic
PV curve and the analytical Klotz curve.

Once passive parameters were found, the active parameter
TMAX was identified by minimizing the error between predicted
and specified stroke volume and assuming that 25% of active
tension was transferred in the sheet direction (i.e., ns = 0.25).
Calibrated material parameters are presented in Table 1.

Coupled Circulatory System and LVAD
Support
The FE model of the heart was coupled to lumped models of
the pulmonary and systemic circulatory systems used in our
previous study (Sack et al., 2016). A small modification was
introduced to separate the pulmonary circuit into venous and
arterial components. Collectively, this captures fluid exchanges
between the systemic circuit, the heart and the pulmonary circuit.
A schematic diagram outlining the fluid connections between
the patient-specific biventricular structure and the lumped
circulatory system with the LVAD is presented in Figure 2; all

TABLE 1 | Calibrated material parameters.

Parameters a b af bf as bs afs bfs TMAX

(kPa) (kPa) (kPa) (kPa) (kPa)

8.41 30.32 27.72 58.18 3.85 50.44 2.26 12.42 170.0
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FIGURE 2 | Schematic of the patient-specific biventricular structure coupled

with the circulatory system and LVAD. RM is mitral valve resistance, RA is

aortic valve resistance, CSA is systemic arterial compliance, RSYS is systemic

arterial resistance, CSV is systemic venous compliance, RT is tricuspid valve

resistance, RP is pulmonary valve resistance, CPA is pulmonary arterial

compliance, RPUL is pulmonary arterial resistance, CPV is pulmonary venous

compliance.

parameters relating to the lumped model are presented in the
Appendix in Table A2.

Two further changes are present in the model used in this
study compared with the model used in our prior study (Sack
et al., 2016). First, the mechanical heart is replaced with a patient-
specific biventricular structure (as detailed in previous sections).

The second change is that a far more complex and realistic
representation of LVAD flow is included. We simulated the effect
of a Heartmate II TM LVAD device operating at device speeds of
8, 9, 10, 11, and 12 k RPM. Each speed has a flow rate profile that
is dependent on the pressure difference (dP) between the inflow
and outflow cavities to which the pump connects. Experimental
datasets specifying flow rates for a range of dP between 0 and 200
mmHg at discrete intervals of 2 mmHg were incorporated in the
simulated flow profile for each operating speed. Flow rates were
interpolated and extrapolated linearly between discrete values to
account for a continuous flow-rate description for any dP the
model may encounter. This is illustrated in Figure 3 for three
LVAD operating speeds (8, 10, and 12 k RPM).

Experimental Design
For this study, cardiac function was simulated for a patient
with chronic heart failure. LVAD therapy was introduced by

FIGURE 3 | Experimentally recorded flow rates of the Heartmate IITM LVAD

operating at 8, 10, and 12 k RPM as a function of pressure difference.

simulating the effect of a HeartMate II operating at speeds
ranging from 8–12 k RPM in 1 k RPM increments. Pressure
and volume measurements of the ventricular chambers were
recorded and compared to quantify ventricular loading and
output performance.Myofiber stress was recorded and quantified
for each simulation and compared to analyze the efficacy of
treatment in the LV and potential harm of treatment to the
septal wall and RV. Stress data in this study are expressed as
mean ± standard of deviation (SD) unless otherwise stated.
The differences between results were evaluated using analysis
of variance (ANOVA) with differences considered statistically
significant with p< 0.05. Time points in the cardiac cycle, such as
end diastole, were defined for the untreated case and compared to
the time points in simulations with LVAD support. End diastole
and end systole, for each ventricle, were identified from the
pressure-volume curves as the points immediately preceding
isovolumetric contraction and relaxation respectively.

RESULTS

The model of chronic heart failure without LVAD support
represents a critical patient with advanced heart failure. The
LV is substantially overloaded at end diastole with an EDV
of 254ml, an EDP of 23 mmHg, and an LV EF of 12%. The
support introduced through LVAD operation improves these
functional metrics: the diastolic loading of the LV decreases and
the LV EF increases as the RPM of the device increases (i.e.,
increased support), as shown in Table 2. These LV benefits occur
simultaneously with increases in the RV loading, seen by the rise
in RV EDV (Table 2) and EDP which increases from 20.8 mmHg
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TABLE 2 | Functional metrics in the left and right ventricles.

LV EDV PCWP RV EDV CVP LV EF RV EF CO

(ml) (mmHg) (ml) (mmHg) (%) (%) (L/min)

No intervention 253.9 39.8 165.0 20.8 11.9 16.3 1.82

LVAD 8 k RPM 245.5 39.0 169.5 21.7 12.8 18.5 1.88

LVAD 9 k RPM 238.7 38.3 173.3 22.5 14.5 19.9 2.07

LVAD 10 k RPM 227.8 36.9 178.0 23.6 16.5 21.1 2.25

LVAD 11 k RPM 212.9 34.8 182.0 25.2 18.4 21.5 2.34

LVAD 12 k RPM 190.2 31.7 184.5 27.1 18.5 19.1 2.11

LV, left ventricle; RV, right ventricle; EDV, end-diastolic volume; EF, ejection fraction; PCWP,

pulmonary capillary wedge pressure; CVP, central venous pressure; CO, cardiac output.

(untreated) to 27.9 mmHg (LVAD operating at 12 k RPM), as
the mean central venous pressure rises (Table 2). Although the
RV EF initially increases with LVAD operation, it reaches a peak
functional value with LVAD support at 11 k RPM, after which it
starts to decline.

These functional changes are also captured in pressure-
volume loops of each chamber, as shown in Figure 4. These
curves illustrate the reduction of LV EDP, which ranged from
17.9 to 0.5 mmHg, with the simulated LVAD operating between
8 and 12 k RPM. As LVAD flow increases, the LV PV-loop
becomes more triangular, indicative of the device’s effect during
the normally isovolumetric periods of the cardiac cycle. As the
loop shifted leftward toward lower volumes, it tracked down
a single end-diastolic pressure-volume relationship. As the LV
was increasingly unloaded by increases in LVAD speed, the
RV PV-loops shifted rightward toward higher volumes and
pressures. In addition, the systolic portion of the loops also
shifts rightward and peak RV pressure also decreases. These
shifts are a consequence of the reductions of LV pressure during
both diastole and systole. It is noteworthy that LVAD speeds of
up to 12 k increased RV EDP, resulted in excessive reductions
of LV volume and, in the case of the 12 k RPM simulation,
reduced cardiac output: three distinctive characteristics of right
heart failure. Additional pressure tracings of the LV, the systemic
arteries (analogous of aortic pressure), the RV and the pulmonary
arteries are provided in Figure 5 for two heartbeats.

The interventricular septum is in constant motion throughout
the cardiac cycle. We tracked the midpoint motion at the base
of the septal wall and quantified the leftward shift of this point
in reference to the line through the anterior and posterior LV-
septal-RV junctions. This measure of septal shift is positive when
the septal wall bulges into the LV cavity, zero when the septal
wall forms a straight line and negative when the wall bulges
into the RV cavity. A time course of this measure over two
heartbeats, shown in Figure 6 alongside the pressure difference
between the ventricles, reveals that peak leftward shift occurs
during diastolic function and goes from being concave in the
unsupported case to convex in the case of simulated LVAD
support >10 k RPM. Rightward septal shift coincides with peak
systole (and minimum trans-septal pressure) and is driven by the
contractile forces with the heart returning the shape to a more
“normal” configuration. Septal shift is also shown by plotting

FIGURE 4 | Pressure volume loops for the LV (solid lines) and RV (dashed

lines) from the FE model study.

FIGURE 5 | (Top) Pressure tracings of the LV and systemic arterial

compliance (SA) over two cardiac cycles for all simulated cases. (Bottom)

Pressure tracings of the RV and pulmonary arterial compliance (PA) over two

cardiac cycles for all simulated cases.

displacements in the dynamic beating ventricles of the patient
with no intervention and LVAD operating speeds of 8, 10, and
12 k RPM in the Supplementary Animations S1, S2.

The volumetric-averaged myofiber stress (along the local
muscle fiber direction) was calculated at end diastole and end
systole, and the mean ± SD are presented in Table 3 for the RV
free wall, the septal wall, and LV free wall separately. Compared to
the unsupported CHF case, LV mean myofiber stress is reduced
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by LVAD support by an order of magnitude at end diastole and
end systole (p< 0.001). The improvements to RVmean myofiber
stress were less substantial, with both end diastole and end systole
myofiber stress in the RV remaining relatively unaffected.

Myofiber stress distributions and overall geometry are
presented in Figure 7 at end diastole to illustrate stresses and
the deformed configuration corresponding to maximum volume
loading. These stress distributions reveal geometrically relevant
stress characteristics that evolve with increased LVAD operation.
The large stress values seen on the LV endocardium (excluding
the septal wall) due to volumetric loading at end diastole decrease

FIGURE 6 | (Top) Pressure difference between right ventricular pressure (RVP)

and left ventricular pressure (LVP) over two cardiac cycles for all simulated

cases. (Bottom) Corresponding leftward septal shift over the same time

period. Diastolic and systolic portions of the cardiac cycle are labeled.

with LVAD support and appear to dissipate with maximum
LVAD operation of 12 k RPM. However, a localized region of
tensile (i.e., positive) myofiber stress appears and grows with
increased LVAD support on the LV side of the septal wall near
the base (Figure 7). Additionally, LVAD operation promotes a
localized region of compressive (i.e., negative) myofiber stress on
the RV side of the septal wall in the same region.

A quantitative analysis of myofiber stress distribution in a
segmented region of the vulnerable septal wall is presented
in Figure 8. Initially (i.e., chronic heart failure with no
LVAD support) the myofiber stresses in this region display a
mostly Gaussian distribution. At 10 k RPM the myofiber stress
distributions in this region begin to display bimodal peaks, which
become more exaggerated with increased LVAD support.

DISCUSSION

We describe a geometrically and physically realistic model
of an end-stage failing heart with representative systolic and
diastolic myocardial material properties coupled to lumped
parameter Windkessel-like models of the pulmonary and
systemic circulations. This permitted study of heart mechanics
and dynamics under realistic loading conditions i.e., pre-load and
afterload of each ventricle. Finally, we simulated the effects of
LVAD support by using experimentally recorded pressure-flow
characteristics of a commonly used device. The present model
represents a significant improvement over our prior modeling
efforts (Sack et al., 2016) in that the effects of an LVAD on chronic
rather than acute left heart failure were quantified using a patient-
specific biventricular geometry and device-specific pressure-flow
characteristics, rather than constant flow rates.

This improved model reproduced a wide range of expected,
fundamental behaviors of the LV and RV. There were LVAD
speed-dependent reductions in LV filling pressure, pressure
generation, and a progressive transformation of the PV-
loop from trapezoidal shape to triangular shape. This shape
transformation is because LVADs are continuous flow pumps
that remove volume from the LV throughout the cardiac cycle,
thus eliminating isovolumic contraction phases (Morley et al.,
2007; Wang et al., 2014). With LVAD-induced LV unloading, the
RV PV-loop shifted toward larger volumes and higher pressures,

TABLE 3 | LV and RV myofiber stress results (mean ± SD) at end diastole and end systole (p < 0.001 for comparisons within each column).

LV free wall Septal wall RV free wall

ED myofiber

stress (kPa)

ES myofiber

stress (kPa)

ED myofiber

stress (kPa)

ES myofiber

stress (kPa)

ED myofiber

stress (kPa)

ES myofiber

stress (kPa)

No intervention 13.7 ± 6.8 35.7 ± 15.6 10.0 ± 7.5 29.8 ± 13.8 14.9 ± 10.8 21.4 ± 15.2

LVAD 8 k RPM 10.8 ± 5.7 33.3 ± 14.6 7.9 ± 7.2 27.5 ± 13.2 14.1 ± 10.4 20.8 ± 14.8

LVAD 9 k RPM 8.8 ± 5.0 30.8 ± 13.7 6.8 ± 7.4 25.2 ± 12.6 13.8 ± 10.3 20.4 ± 14.6

LVAD 10 k RPM 6.3 ± 4.2 22.6 ± 10.8 5.8 ± 8.7 17.6 ± 10.9 13.5 ± 10.5 18.9 ± 13.9

LVAD 11 k RPM 3.5 ± 3.8 12.4 ± 8.1 5.1 ± 10.9 8.2 ± 9.9 13.1 ± 10.6 16.5 ± 12.7

LVAD 12 k RPM 1.1 ± 4.2 1.5 ± 12.1 5.1 ± 14.1 −1.0 ± 16.0 13.0 ± 11.2 13.5 ± 11.4

LV, left ventricle; RV, right ventricle; ED, end diastole; ES, end systole.
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FIGURE 7 | Myofiber stress distributions at end diastole for the cases of (A)

CHF with no LVAD support, (B) CHF with LVAD support running at 8 k RPM,

(C), CHF with LVAD support running at 10 k RPM, (D) CHF with LVAD support

running at 12 k RPM. Top row reveals a predominantly long-axis view of the

biventricular structure, the middle row reveals a short-axis view, exposing the

ventricular cavities, and the bottom row reveals a long-axis cut plane that

bisects the ventricles. Light gray regions correspond to extreme stress values

that exceed the threshold of +50 kPa.

indicating that the RV end-diastolic pressure-volume loop was
shifting rightward; this is indicative of increased RV diastolic
compliance and is a consequence of RV-LV interactions and
a leftward septal shift. RV systolic pressure also decreased,
also a consequence of RV-LV interactions. In the case of high
LVAD operational speed, a secondary “Figure 8” shaped loop is
visible at the end of relaxation and the start of passive filling.
This ultimately results from the combined effects of RV-LV
interactions, pressure-sensitive LVADoperation and the LV being
unloaded at a faster rate than it being filled. The degree of
unloading that would cause this would likely initiate ventricular
arrhythmias in the clinical environment, so data surrounding
this type of phenomena is very rare. LVAD speed-dependent
septal shifts were clearly evident in the 3-dimensional images.
Those images match changes in echocardiographs obtained from
LVAD patients at high LVAD speeds, particular in those with
right heart failure. For example, Figure 9A shows a patient with
low RPMs and normal, right-shifted interventricular septum
(traced out by the red line) compared to Figure 9B showing a
patient with markedly left-shifted septum. Note the remarkable
similarity of these images to those presented in the lower panels
of Figures 7A,D.

We found that LVAD support reduced estimates of global
LV and, to a lesser extent, septal wall myocardial stresses.
However, these improvements were achieved with secondary
negative effects on the RV, which experienced a rightward shift
toward higher EDPs and larger EDVs with LVAD support, which
kept RV stresses high. Additional, potentially negative, effects
were seen on the interventricular septum, which showed that
LVAD support introduces unnatural bending of the septum with

FIGURE 8 | Interpolated histograms of myofiber stress distributions in the

region of maximum septal shift (colored region of inlaid illustration) for all

simulations of CHF and LVAD operation. Mean ± SD values are given in the

legend for each case. Histograms are normalized by probability density (PD),

i.e., the area under each distribution sums to 1.

FIGURE 9 | Modified with permission from Topilsky et al. (2011). (A) a patient

with low RPMs and normal, right shifted interventricular septum (traced out by

the red line) compared to (B) a patient with markedly left-shifted septum

(traced out by the red line). LV, left ventricle; RV, right ventricle; LA, left atrium;

RA: right atrium.

increased localized myofiber stresses. Such deformations are
similar to those of a beam undergoing bending deformation,
which introduces LVAD speed-dependent regions of tensile stress
on the LV side and regions of compressive stress on the RV side
of the septal wall (Figure 7). In general, myocardial properties
(genetic expression, molecular makeup, structure and function)
are modified in response to chronic stresses. However, it is
unknown if these abnormal stresses on the myocardium of
the septum have any implications for myocardial function as
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abnormal stresses may relate to the development of right heart
failure in the long term.

Over the last few decades, numerical and analytical models of
circulatory flow and ventricular assistance have been introduced
(e.g., Levin et al., 1995; Vollkron et al., 2002; Morley et al., 2007;
Lim et al., 2010). Many of these models represent heart function,
without including geometric considerations (often referred to as
zero-dimensional models). Despite those limitations, the basic
findings derived from such models have generally been in
agreement with the present findings. While some research has
incorporated functionally realistic ventricular assistance devices,
these studies also ignore geometric effects on the heart and, in
particular, have not considered ventricular interactions or shifts
of septal position (Donahue et al., 2009; Long et al., 2013; Chiu
et al., 2014; Selishchev and Telyshev, 2016).

FE modeling enables estimation of regional stress that cannot
be measured in patients using alternative techniques. This allows
identification of the LVAD speed at which bending and abnormal
stresses emerge in the septum. If patient-specific geometries
could be incorporated more easily, such modeling could provide
interesting metrics with clinical applicability for understanding
and perhaps predicting the impact of LVAD speed on septal
mechanics.

One goal of developing the present model is to study the
degree to which RV-LV interactions and septal shift plays a role
in the development of RV failure following LVAD implantation.
Many other factors can contribute to the development of RF
failure, such as RVmyocardial dysfunction, increased pulmonary
vascular resistance and volume overload. The impact of those
factors, and even RV-LV interactions, are readily ascertained
through simpler zero-dimension modeling of the cardiovascular
system (HARVI, 2014a,b; Burkhoff et al., 2017). However, it is
only through finite element analysis (FEA) that the question
of the impact of septal shifts can be determined. For example,
although in the present example we demonstrated marked septal
shifts at high LVAD speeds accompanied by increased RV EDPs,
there were balanced shifts of systolic and diastolic volumes
such that cardiac output was mostly preserved, with only minor
impact on RV systolic pressure. Thus, in this example, marked
septal shift resulted in RV dysfunction and not full-blown failure.
However, we have only studied one set of conditions (i.e., one
starting RV geometry, one level of myocardial contractility,
and one value of pulmonary vascular resistance). A thorough
evaluation over a range of conditions and a sensitivity analysis
on parameter values is required to fully explore this important
question.

LIMITATIONS

Themodel described in the present study is an improvement over
prior models, but several limitations exist. First, the model does
not contain atria. Since LV filling dynamics are impacted by atrial
contraction, this could have an effect on the diastolic portion of
the PV-loop and time-course of change of septal motion. Second,
the models of the vascular system are adequate to provide the
basic aspects of ventricular afterload and yielded realistic PV-loop

shapes, but more sophisticated models that incorporate fluid-
structure interactions, the valve geometries and wave reflections
would be more accurate. Third, a sensitivity analysis was not
performed to quantify the relative impact of material parameters
to model results. This was viewed as beyond the scope of this
research but should be performed (alongside rigorous validation
studies) before computational models contribute to clinical
decision making. We intend to address this in our future work.
Finally, as noted, we studied only one combination of myocardial
properties, RV and LV and vascular properties. Every patient is
unique and conclusions arrived at are not generalizable.

SUMMARY

We described results of an FEA model based on the
anatomy of an end-stage failing heart coupled to systemic and
pulmonary vascular systems and an LVAD. We demonstrated
the anatomic and hemodynamic impact of increasing LVAD
speed on global pump function, regional stress distributions,
and septal position. Realistic results were obtained in terms
of ventricular deformation and PV loops. We demonstrated
the expected findings that RV systolic and diastolic properties
are affected by LVAD-induced unloading of the LV, resulting
in RV dysfunction at high LVAD operating speeds. Having
established the foundation of this model, we are poised to
address the important question of whether and under what
conditions, septal shift, and reduced LV pressure generation
are important mechanisms of the development of RV failure
following LVAD implantation. The specific conditions studied
in the present model demonstrate that septal shifting alone is
not sufficient to induce RV failure. Simulations spanning a wide
range of conditions are required to fully address this important
question.

Beyond this, the methods are generalizable in the sense
that patient-specific geometries and vascular properties can be
incorporated into the model, with the ultimate purpose of
gaining insights into LVAD effects in vivo. Such an approach
has the potential for predicting hemodynamics, such as the
degree of unloading achievable, and the risk of developing right
heart failure following LVAD implantation. Advances in patient-
specific modeling in other fields of cardiology are already having
an impact on clinical practice and it is anticipated that new
applications will emerge, especially in the field of heart failure.
The methods and results described in the present study have
potential to meaningfully advance such efforts.
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APPENDIX

Active Tension Development
The full description of active tension is described by

Ta

(

t, l
)

= TMAX
Ca20

Ca20 + ECa250
(

l
)

(

1− cos
(

ω
(

t, l
)))

2
(A1)

where

ECa50
(

l
)

=
Ca0max

√

eB(l−l0) − 1
(A2)

ω
(

t, l
)

=











π t
t0
, when 0 ≤ t ≤ t0

π
t−t0+tr(l)

tr
, when t0 ≤ t ≤ t0 + tr

(

l
)

0, when t ≥ t0 + tr
(

l
)

(A3)

tr(l) = ml + b, (A4)

l = lr

√

f 0 ·
(

Cf 0
)

, (A5)

with parameters definitions and values provided in Table A1.
This mathematical description of active tension ensures a smooth
yet steep transition from zero tension at the start of systole to
peak active tension, Tmax, at time t0 and then a smooth decline
back to zero for the specified relaxation time tr .

TABLE A1 | Parameter values and definitions for the time-varying elastance

constitutive model.

Active

Parameters

Value Description

t0 120 [ms] Time to reach peak tension after the

initiation of active tension

m 1048.9 [s µm−1] Governs the slope of the relaxation

b −1.7 [s] Governs the length of relaxation

l0 1.58 [µm] The sarcomere length below which

no active force develops

B 4,750 [µm−1] Governs the shape of the peak

isometric tension-sarcomere length

relation

Ca0 4.35 [µM] The peak intercellular calcium

concentration

Ca0max 4.35 [µM] The maximum intercellular calcium

concentration

Tmax 170.0 [kPa] The maximum active tension able to

develop

lr 1.85 [µm] The initial sarcomere length

Parameters for Lumped Circulatory Model
All lumped circulatory parameter values are provided in
Table A2.

TABLE A2 | Parameter values and definitions for the lumped circulatory model.

Variable Value Description

RM 0.05 [mmHg s ml−1 ] Impedance due to the mitral valve

RA 0.02 [mmHg s ml−1 ] Impedance due to the aortic valve

RSYS 1.80 [mmHg s ml−1 ] Systemic arterial resistance

RP 0.04 [mmHg s ml−1 ] Impedance due to the pulmonary valve

RT 0.02 [mmHg s ml−1 ] Impedance due to the tricuspid valve

RPUL 0.60 [mmHg s ml−1 ] Pulmonary arterial resistance

CPA 8.0 [ml mmHg−1] Compliance of the pulmonary arteries

CPV 14.0 [ml mmHg−1] Compliance of the pulmonary veins

CSA 2.0 [ml mmHg−1] Compliance of the systemic arteries

CSV 38.6 [ml mmHg1] Compliance of the systemic veins
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Background: Microvascular bifurcation asymmetry is of significance for regulation of

coronary flow heterogeneity during juvenile and adult growth. The aim of the study is to

investigate the morphometric and hemodynamic variation of coronary arterial bifurcations

in mice of different ages.

Methods: Pulsatile blood flows were computed from a Womersley-type model in the

reconstructed left coronary arterial (LCA) trees from Micro-CT images in normal mice at

ages of 3 weeks, 6 weeks, 12 weeks, 5-6 months, and >8 months. Diameter and flow

ratios and bifurcation angles were determined in each bifurcation of the LCA trees.

Results: The blood volume and inlet flow rate of LCA trees increase and decrease during

juvenile and adult growth, respectively. As vessel diameters decrease, the increased

ratios of small to large daughter vessel diameters (Ds/Dl) result in more uniform flows

and lower velocities. There are significant structure-functional changes of LCA trees in

mice of >8 months compared with mice of <8 months. As Ds/Dl increases, the variation

trend of bifurcation angle during juvenile growth is different from that during adult growth.

Conclusions: Although inlet flows are different in adult vs. juvenile mice, the adult still

have uniform flow and low velocity. This is accomplished through a decrease in diameter.

The design ensures ordered dispersion of red cells through asymmetric branching

patterns into the capillaries.

Keywords: coronary arterial tree, bifurcation asymmetry, bifurcation angle, advancing age, mouse model

INTRODUCTION

The structure and function of coronary arterial trees undergo changes during normal growth and
aging (Wei, 1992; LeBlanc and Hoying, 2016). For example, an increase of vessel density was
found in the adult primarily owing to angiogenesis in which new daughter vessel segments grow
(sprouting) or split (intussusception) from existing mother segments (Carmeliet and Jain, 2011;
LeBlanc and Hoying, 2016). We have recently shown an age-independent exponent in the length-
volume scaling law of an entire coronary arterial tree in juvenile and adult mice (Chen et al., 2015)
because of fractal-like tree features (Huo and Kassab, 2016). In comparison with the unchanged
“global” hierarchy of a vascular tree structure, the “local” branching patterns characterize
the age-dependent anatomy of coronary arterial trees and affect flow patterns at junctions
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(Huo et al., 2009a; Huo Y. L. et al., 2012). The change of
flow patterns can lead to low wall shear stress, high oscillatory
shear index, high spacial gradient of wall shear stress, and
so on (Huo et al., 2007a, 2008, 2009b). These hemodynamic
parameters are related to stagnation, reversal and vortical flows
(Asakura and Karino, 1990; Kleinstreuer et al., 2001; Huo et al.,
2007a), which result in abnormal biological responses such as
dysfunction of endothelial cells, monocyte deposition, elevated
wall permeability to macromolecules, particle migration into
the vessel wall, smooth muscle cell proliferation, microemboli
formation, and so on (Malek et al., 1999; Chiu and Chien, 2011).
The current studies of advancing age in the coronary vasculature
are generally confined to large epicardial arteries (LeBlanc and
Hoying, 2016). To our knowledge, there is, however, lack of
studies to show the effects of normal growth and development on
the “local” branching patterns in coronary resistance vasculature
(vessel diameter <200µm).

Coronary blood flows in arterioles and small arteries play a
fundamental role for regulation of total vascular resistance under
physiological and pathological conditions (Chilian et al., 1989;
Chilian, 1991; Pries and Secomb, 2005; Reglin et al., 2017). The
flows are affected by multiple factors, e.g., Fahraeus-Lindqvist
effects, bifurcation laws, and so on (Pries et al., 1995; Gompper
and Fedosov, 2016; Secomb, 2017). Based on the constructal law,
Bejan and Lorente indicated that an efficient transport system
requires more symmetric bifurcations to keep fractional flows as
uniform as possible (Bejan and Lorente, 2010). According to the
morphometric measurements, normal arteriolar bifurcations are
more symmetric than ischemia-regenerated or tumor-induced
branching patterns to ensure ordered dispersion of red cells
though the capillary network (Baish and Jain, 2000; Arpino et al.,
2017).

The objective of the study is to investigate the changes
of bifurcation asymmetry in coronary arterial trees of mice
during juvenile and adult growth. We hypothesize that the
bifurcation changes of small coronary arteries (i.e., diameter
ratio and bifurcation angle) result in more uniform flows and
lower velocities as vessel diameters decrease in mice of different
ages. The inlet flow rate and blood volume of coronary arterial
trees are also assumed to have different variation trends between
juvenile and adult growth. To test the hypothesis, we analyzed
diameter ratios and bifurcation angles in each bifurcation of
coronary arterial trees reconstructed from Micro-CT (µCT)
images of mice at ages of 3, 6, 12 weeks, 5-6 months and >8
months. Pulsatile blood flows in each tree were computed from
a Womersley-type model (Huo and Kassab, 2006), based on
which the flow and velocity ratios were determined in each
bifurcation. The significance and limitation of the morphometric
and hemodynamic analysis were discussed relevant to the
microcirculation.

MATERIALS AND METHODS

Morphometric Data
We have reconstructed coronary arterial trees of ICR (Institute
of Cancer Research) mice from µCT images. All animal

experiments were performed in accordance with Chinese
National and Hebei University ethical guidelines regarding
the use of animals in research, consistent with the NIH
guidelines (Guide for the care and use of laboratory animals)
on the protection of animals used for scientific purposes. The
experimental protocols were approved by the Animal Care and
Use Committee of Hebei University, China.

The reconstructed left coronary arterial (LCA) trees
(including 9 LCA trees in 3 weeks group, 9 LCA trees in 6
weeks group, 7 LCA trees in 12 weeks group, 8 LCA trees in
5-6 months group and 9 LCA trees in > 8 months group) were
used to analyze the changes in bifurcations of normal mice
at different ages (from 3 weeks to >8 months), as shown in
Figures 1A-E. Similar to a previous study (Chen et al., 2015),
animals were anesthetized with pentobarbital sodium (60
mg/Kg) and heparinized with undiluted heparin (1ml, 1,000
USPU/ml). After midline incision for laparotomy, animals were
terminated by injecting an overdose of pentobarbital sodium
through the inferior vena cava. The thoracic aorta was perfused
with MICROFIL (Flow Tech, Carver, MA) at a constant pressure
of 100 mmHg after the termination. The flow of cast solution was
zero during the 90min prior to hardening of cast at a constant
pressure of 100 mmHg. The animal was stored in 10% formalin
in the refrigerator for 24 h. The hearts were dissected and stored
in 10% formalin in refrigerator until µCT scans. Morphometric
data of LCA trees (including the diameter and rectangular
coordinates of center points which were located in the center on
the cross–sectional views of the contour of the 3D vessel) were
extracted from µCT images using a gray-scale threshold method
(with a low CT-threshold of 100) in the MIMICS software
(Materialize, NV, Belgium).

A centerline was formed by a series of center points.
Subsequently, the best fit diameter, Dfit , was calculated
as twice the average radius between the center point and
the contour forming the 3D vessel. The blurring of small
vessel edges was corrected to yield Dcorrect by fitting a
Gaussian distribution function to the line profiles followed
by computation of the input square wave. Since a vessel (a
segment between two nodes of bifurcation) included 10-80
center points, the length and volume of a vessel were defined as:

L =
∑N−1

i=0

√

(xi+1 − xi)
2 + (yi+1 − yi)

2 + (zi+1 − zi)
2 andV =

∑N−1
i=0

(

πD2
correct
4 .

√

(xi+1 − xi)
2 + (yi+1 − yi)

2 + (zi+1 − zi)
2

)

,

where (x, y, z) refers to rectangular coordinates of center
points from inlet (i = 0) to outlet (i = N) of the vessel. The
cross-section area (CSA) of a vessel equaled to the intravascular
volume divided by the length. A linear least-squares fit of all
center points was used to determine the spatial direction of a
vessel. The mother, large daughter, and small daughter diameters
and lengths, (Dm, Lm), (Dl, Ll), and (Ds, Ls), as well as bifurcation
angles were determined at all bifurcations of coronary arterial
trees, as shown in Figure 1F. The LCA trees with vessel diameter
≥ 40µm (twice the voxel size) were used to reduce the sampling
error of the finite discrete grid. Unless otherwise stated, the
terminal vessels of µCT-determined LCA trees have diameter ≥
40µm.

Frontiers in Physiology | www.frontiersin.org 2 May 2018 | Volume 9 | Article 519126

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


Feng et al. Bifurcation Variation With Advancing Age

FIGURE 1 | (A-E) LCA trees of mice at ages of 3 weeks (A), 6 weeks (B), 12 weeks (C), 5-6 months (D) and >8 months (E) reconstructed from µCT images; (F)

Schematic representation of a coronary bifurcation.

Womersley-Type Model
Similar to a previous study (Huo and Kassab, 2006), a
mathematical model is used to analyze pulsatile blood flow of
coronary arteries in diastole in the absence of vessel tone. The
governing equations for flow and pressure in a vessel (x = 0 and
x= L refer to the inlet and outlet, respectively) can be written as:

Q(x,ω) = a · cos
(

ωx

c

)

+ b · sin(
ωx

c
) (1)

P(x,ω) = iZ1

[

− a · sin
(

ωx

c

)

+ b · cos
(

ωx

c

)]

(2)

where a and b are arbitrary constants of integration, ω the

angular frequency, c =
√

1− F10
(

ά
)

· c0 (c0 =
√

Eh
ρR and ά

is the Womersley number) the wave velocity, Y0 = A(n)
ρc0

the

characteristic admittance, Z0 = 1
Y0

the characteristic impedance,

and Z1 = Z0/
√

1− F10
(

ά
)

. Moreover, we define the impedance

and admittance as:

Z (x,ω) =
P (x,ω)

Q (x,ω)
and Y (x,ω) =

Q (x,ω)

P (x,ω)
(3)

In a given vessel segment, at x = 0 and x = L, we have the
respective inlet and outlet impedances:

Z(0,ω) =
iZ1 · b
a

and

Z (L,ω) =
iZ1

[

−a · sin
(

ωL
c

)

+ b · cos
(

ωL
c

)]

a · cos
(

ωL
c

)

+ b · sin
(

ωL
c

) (4)

From Equation (4), we obtain:

Z (0,ω) =
iZ1 · sin

(

ωL
c

)

+ Z (L,ω) · cos
(

ωL
c

)

cos
(

ωL
c

)

+ iY1 · Z (L,ω) · sin
(

ωL
c

) (5)

Equation (5) was used to calculate the impedance/admittance in
a tree from inlet to the terminal vessels.

Method of Solution
The characteristic impedance, characteristic admittance and
velocity (including the viscous effect) were first calculated for
every vessel segment. We assume that mass is conserved and
pressure is continuous at each bifurcation, which may be written
as:

Qm (ω) = Ql (ω) + Qs (ω) and Pm (ω) = Pl (ω) = Ps (ω) (6)
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FIGURE 2 | (A–E) Relationship between Dl/Dm (diameter ratio of large daughter to mother vessels) and Dm (diameter of mother vessel) in all bifurcations of mice at

ages of 3 weeks (A), 6 weeks (B), 12 weeks (C), 5-6 months (D) and >8 months (E); (F-J) Relationship between Ds/Dm (diameter ratio of small daughter to mother

vessels) and Dm in all bifurcations of mice at ages of 3 weeks (F), 6 weeks (G), 12 weeks (H), 5-6 months (I), and >8 months (J). There is significant difference of

Dl/Dm and Ds/Dm between mice of >8 months and 3 weeks, between mice of >8 months and 6 weeks, between mice of >8 months and 12 weeks, and between

mice of >8 months and 5-6 months while there is no statistical difference between mice of other ages.
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FIGURE 3 | (A) Pulsatile blood flows at the inlet of LCA trees of mice during

juvenile growth (from 3 to 12 weeks) and (B) Pulsatile blood flows at the inlet of

LCA trees of mice during adult growth (≥12 weeks). The mean ± SD values of

time-averaged flow rates over a cardiac cycle equal to 0.26 ± 0.17, 0.36 ±
0.23, 0.51 ± 0.18, 0.43 ± 0.22, and 0.21 ± 0.15 ml/min for mice at ages of 3,

6, 12 weeks, 5-6 months and >8 months, respectively.

From Equation (6), we obtain:

Ym (L,ω) = Yl (0,ω) + Ys (0,ω) (7)

Once the terminal impedance/admittance is computed,
we proceed backwards to iteratively calculate the
impedance/admittance in the entire coronary tree by using
Equations (5) and (7) similar to a previous study (Huo and
Kassab, 2006). The aortic pressure was obtained from a
previous study (Huo et al., 2008) and discretized by a Fourier
transformation to determine the constants a and b in Equations
(1) and (2). The flow and pressure were then calculated by using
Equations (1) and (2).

The blood flow density (ρ) in coronary arteries was assumed
to be 1.06 g/cm3 (Chen et al., 2016; Fan et al., 2016; Yin et al.,
2016). The variation of viscosity (µ) with vessel diameter and
hematocrit was based on Pries’ viscosity model (Pries et al., 1992).
The coronary wall thickness was assumed to be one-tenth of
the vessel diameter. The static Young’s modulus was ∼8.0 ×
106 (dynes/cm2) and the dynamic Young’s modulus was also

FIGURE 4 | (A) Relationship between Dl/Dm, Ds/Dm, and Dm in 8 diameter

ranges of coronary arterial trees of mice during juvenile growth (from 3 to 12

weeks) and (B) Relationship between Dl/Dm, Ds/Dm, and Dm in 8 diameter

ranges of coronary arterial trees of mice during adult growth (≥12 weeks).

Error bars refer to the SDs of those parameters in each diameter ranges. There

is no statistical difference of Dl/Dm and Ds/Dm between mice of various ages

in each single diameter range. For mice of all ages, there is significant

difference of Dl/Dm and Ds/Dm between range 1 and other ranges and

between range 2 and other ranges.

considered consistent with the previous study (Huo and Kassab,
2006). Symmetric arteriolar subtrees were pasted to all terminal
vessels. A symmetric arteriolar subtree was constructed from the
terminal vessel down to the first capillaries, based on two scaling

relationships, DR = 2
−1

1.07+2 and LR = 2
−1

3−0.42 (DR and LR
refer to the diameter and length ratio) (see Table 2 in Huo and
Kassab, 2012a). The outlet impedances at the first capillaries were

computed by the steady value; i.e.,
128µcapillaryLcapillary

πD4
capillary

(g · sec/cm4).

Statistical Analysis
The fraction of volumetric blood flow is mainly determined

by diameter ratios ( Dl
Dm

, Ds
Dm

, and Ds
Dl
) while the change of flow

velocities from mother to daughter vessels is characterized by
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FIGURE 5 | (A) Relationship between Ql/Qm, Qs/Qm, and Dm in 8 diameter

ranges of coronary arterial trees of mice during juvenile growth (from 3 to 12

weeks) and (B) Relationship between Ql/Qm, Qs/Qm, and Dm in 8 diameter

ranges of coronary arterial trees of mice during adult growth (≥12 weeks).

Error bars refer to the SDs of those parameters in each diameter ranges. There

is no statistical difference of Ql/Qm and Qs/Qm between mice of various ages

in each single diameter range. For mice of all ages, there is no statistical

difference between different ranges.

the area expansion ratio (AER = D2
l
+D2

s

D2
m

) (VanBavel and Spaan,

1992; Kaimovitz et al., 2008). Bifurcation angle in small arteries
regulates the spacial heterogeneity of coronary blood flow albeit
it is a critical risk factor for atherosclerotic plaques and stenting
restenosis in large epicardial coronary arteries (Huo et al., 2012b;
Huo Y. et al., 2012a). Hence, similar to previous studies (Huo
et al., 2007b; Huo and Kassab, 2012b), diameter ratios ( Dl

Dm
,

Ds
Dm

, and Ds
Dl
), area expansion ratios (AER = D2

l
+D2

s

D2
m

), flow

ratios ( Ql
Qm

, Qs
Qm

, and Qs
Ql
), and velocity ratios ( Vl

Vm
, Vs
Vm

, and Vs
Vl
)

in a LCA tree were analyzed in eight mother diameter (i.e.,
Dm) ranges as: Range 1 (<100µm), Range 2 (100-120µm),
Range 3 (120-140µm), Range 4 (140-160µm), Range 5 (160-
180µm), Range 6 (180-200µm), Range 7 (200-250µm) and
Range 8 (≥250µm). Moreover, bifurcation angles in a LCA

FIGURE 6 | (A) Relationship between area expansion ratio (AER = D2
l
+D2

s

D2
m

)

and Dm; (B) Relationship between Vl/Vm and Dm; and (C) Relationship

between Vs/Vm and Dm in 8 diameter ranges of coronary arterial trees of mice

during juvenile and adult growth. Error bars refer to the SDs of those

parameters in each diameter ranges. For mice of all ages, there is significant

difference of AER, Vl/Vm and Vs/Vm between range 1 and other ranges and

between range 2 and other ranges.

tree were summarized in four Ds
Dl

ranges as: Range 1 (<0.4),

Range 2 (0.4-0.6), Range 3 (0.6-0.8) and Range 4 (≥0.8). The
mean and standard deviation (mean±SD) were computed by
averaging over all bifurcations in each group. TwoWay Repeated
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FIGURE 7 | (A) Relationship between bifurcation angles and Ds/Dl (diameter

ratio of small to large daughter vessels) in mice during juvenile growth and (B)

Relationship between bifurcation angles and Ds/Dl in mice during adult

growth. Error bars refer to the SDs of bifurcation angles in each Ds/Dl ranges.

Symbol “*” refers to the statistical difference in mice of 3 weeks vs. 6 weeks, 3

weeks vs. 12 weeks, 3 weeks vs. 5-6 months, and 3 weeks vs. >8 months.

Measures ANOVA (SigmaStat 3.5) was used to compare those
morphometric and hemodynamic parameters in bifurcations
between different ages and between different diameter ranges,
where p < 0.05 represented a statistically significant difference.

RESULTS

Figures 1A-E show LCA trees of mice at ages of 3, 6, 12 weeks,
5-6 months, and >8 months reconstructed from µCT images.
Accordingly, the LCA trees have blood volumes of 7.1 ± 4.1,
9.9 ± 3.7, 16.1 ± 4.7, 13.8 ± 4.0, and 5.5 ± 3.4 (×10−4) cm3

(averaged over all LCA trees in each group) and the animals
have body weights (BW) of 11.0 ± 0.8, 17.4 ± 1.5, 37.6 ± 3.9,
36.1 ± 4.1, and 38.1 ± 4.8 g (averaged over all animals in each
group). Figures 2A-E show the changes ofDl/Dm (diameter ratio
of large daughter tomother vessels) as a function ofDm (diameter
of mother vessel) in all bifurcations of mice at different age
groups. Figures 2F-J show the corresponding changes of Ds/Dm

(diameter ratio of small daughter to mother vessels) with Dm. A
comparison in all bifurcations shows that mice of >8 months
have significant difference of Dl/Dm and Ds/Dm from mice of
<8 months (p < 0.05 between mice of >8 months and 3 weeks,
between mice of >8 months and 6 weeks, between mice of >8
months and 12 weeks, and between mice of >8 months and 5-6
months) despite no statistical difference between mice of other
ages. Figures 3A,B show pulsatile blood flows (waves averaged
over all mice at the same age) at the inlet of LCA trees of
mice during juvenile and adult growth, respectively. The time-
averaged flow rate over a cardiac cycle has mean ± SD values
of 0.26 ± 0.17, 0.36 ± 0.23, 0.51 ± 0.18, 0.43 ± 0.22, and 0.21
± 0.15 ml/min for mice at ages of 3, 6, 12 weeks, 5-6 months
and >8 months, which are proportional to the blood volumes
of LCA trees. Similar to the changes of Dl/Dm and Ds/Dm, a
comparison in all bifurcations shows mice of >8 months have
significant difference of Ql/Qm and Qs/Qm from mice of <8
months despite no statistical difference between mice of other
ages. Moreover, there is significant difference of Vl/Vm and
Vs/Vm between mice of 3 and 6 weeks, between mice of 3 and
12 weeks, and between mice of 3 weeks and 5-6 months as well
as between mice of >8 months and 6 weeks, between mice of >8
months and 12 weeks, and between mice of >8 months and 5-6
months.

Figure 4 shows the changes of diameter ratios as a function
of mother diameter during juvenile and adult growth while
Figure 5 shows the changes of flow ratios. Figures 6A-C show the
relationships between AER andDm, betweenVl/Vm andDm, and
between Vs/Vm and Dm in coronary arterial trees of mice during
juvenile and adult growth. A comparison of those parameters in
each single diameter range shows no statistical difference between
mice of different ages. As mother vessel diameter increases in
mice of 3, 6, 12 weeks, 5-6 months and >8 months, AER and
diameter ratios (Dl/Dm and Ds/Dm) decrease abruptly when
Dm < 140 µm and remain relatively unchanged when Dm ≥ 140
µm (p < 0.05 between range 1 and other ranges and between
range 2 and other ranges). Moreover, Ds/Dl values when Dm <

140 µm are slightly higher than those when Dm > 200 µm.
There are gradual increase and decrease of Ql/Qm and Qs/Qm,
respectively, with the increase of mother vessel diameter. There
is an abrupt decrease of Vl/Vm, and Vs/Vm as mother vessel
diameter decreases from 140 to 40µm (p < 0.05 between range 1
and other ranges and between range 2 and other ranges).

On the other hand, Figures 7A,B show the relationships
between the measured bifurcation angles (αmeasured) and Ds/Dl

during juvenile and adult growth, respectively. There is a
monotonical decrease of αmeasured with the increase of Ds/Dl at
ages of 3 and 6 weeks, but a parabolic curve with peak values
(∼90◦) when Ds/Dl = 0.5 at ages of 12 weeks, 5-6 months, and
> 8 months (p < 0.05 for 3 weeks vs. 6 weeks, 3 weeks vs. 12
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weeks, 3 weeks vs. 5-6 months, and 3 weeks vs. >8 months when
Ds/Dl < 0.4).

DISCUSSION

The present study used a Womersley-type mathematical model
to compute pulsatile blood flows in LCA trees of mice. The
computed flow rates at the inlet of LCA trees vary in the range
of 0.2-0.5 ml/min in agreement with the Doppler measurements
(Teng et al., 2016). The inlet flow rate and blood volume of
LCA trees increase in mice from 3 to 12 weeks and decrease
during adult growth. Myocardial flows were estimated to be 9.45,
8.28, 5.43, 4.76, and 2.21 ml/min/g, respectively, in mice of 3,
6, 12 weeks, 5-6 months and >8 months. Myocardial flows in
mice of <8 months are significantly higher than those in porcine
(∼2.25 mL/min/g in Huo et al., 2009a). On the other hand, the
waveform is preserved at the inlet of LCA trees in diastole in the
absence of vessel tone during juvenile and adult growth, as shown
in Figure 3. Furthermore, Figure 5 showed the development of
relatively uniform flows as vessel diameters decrease from the
inlet to 40µm in LCA trees of mice, which agrees with previous
findings (Bejan and Lorente, 2010). This is mainly attributed to
the design of branching patterns as shown in Figures 1, 4.

A key finding of the study is that diameter ratios (Dl/Dm

and Ds/Dm) and AER when 40 µm ≤ Dm < 140 µm in
mice are significantly higher than those in porcine (Kaimovitz
et al., 2008) despite their similarity at 140 µm ≤ Dm <

350 µm, which leads to an abrupt decrease of velocity ratios
(Vl/Vm and Vs/Vm) as vessel diameters decrease from 140 to
40µm in Figure 6 (Kassab, 2005). Mice at the age of <8 months
have significantly higher myocardial flows (>two-fold) than large
animals. Owing to the proportional relation between myocardial
flow and metabolic rate, a significant increase of diameter ratios
and AER reduces the flow velocity in vessels of 40 µm ≤ Dm <

140 µm to satisfy the metabolism in the mouse heart compared
with large animals in that microvascular blood flow per unit of
time is to ensure the needed exchange of substances between
tissue and blood compartments (Jacob et al., 2016). We also
demonstrated a comparison of diameter and flow ratios to show
the effects of normal growth and development on morphometry
and hemodynamics of LCA trees of mice. The statistical analysis
at all bifurcations showed significant difference of diameter and
flow ratios between mice of >8 months and others as well as
no statistical difference between mice of <8 months. Myocardial
flows in mice of >8 months were also significantly lower than
others. Diameter ranges 1-7 showed no statistical difference
between mice of different ages while mice of >8 months have
no arteries in diameter range 8 (≥250µm). Hence, the structure-
functional change of LCA trees in mice of >8 months is mainly
attributed to the regression of blood vessels (blood volumes of 7.1
± 4.1, 9.9± 3.7, 16.1± 4.7, and 13.8± 4.0 vs. 5.5± 3.4 (×10−4)
cm3).

On the other hand, we showed the linear relationship between
bifurcation angles and Ds/Dl in LCA trees of mice at ages of 3
and 6 weeks, but the parabolic curve with the peak bifurcation
angles (∼90◦) at Ds/Dl = 0.5 in mice at ages of 12 weeks, 5-6

months and > 8 months. The linear relationship may be caused
by the progression of mouse heart during juvenile growth while
the parabolic curve is associated with the mature and stable heart
size during adult growth, which requires further investigations
with considering how the spatial heterogeneity of myocardial
flows is altered by the age-dependent bifurcation angles.

Critique of the Study
The present study carried out the pulsatile blood flow analysis
in coronary arterial trees of mice during normal juvenile
and adult growth, which brings in some complexities. For
example, although coronary arterial trees with diameter >

40µm were reconstructed from µCT images, symmetric
arteriolar subtrees with diameters from 40µm down to the
first capillaries were generated from two scaling relationships.
The simple Womersley-type model was derived for Newtonian
fluids in straight pipes. Here, the non-Newtonian effect was
partly captured in small arteries by using a diameter-dependent
viscosity. Based on a more realistic model with considering
non-Newtonian fluids, the hemodynamic analysis should be
performed to accurately validate morphometric predictions
when arteriolar trees with diameter <40µm are available.
Moreover, the following studies should relate vessel tone and
metabolic signals to the 3D spatial bifurcation asymmetry
for understanding the microcirculation and myocardial
heterogeneity deeply.

CONCLUSIONS

This study analyzed the morphometric and hemodynamic
variation of microvascular bifurcations in LCA trees of normal
mice at ages of 3, 6, 12 weeks, 5-6 months and >8 months.
The inlet flow rate and blood volume of LCA trees increase
during juvenile growth and decrease during adult growth while
the flow waveform is preserved in diastole in the absence of
vessel tone. The blood flow becomes more uniform as vessel
diameters decrease from the inlet to 40µmowning to the changes
of diameter ratios (Dl/Dm and Ds/Dm). The changes of diameter
ratios and AER also lead to an abrupt decrease of velocity ratios
with the decrease of vessel diameter from 140 to 40µm. Mice of
>8 months show structure-functional difference from others.
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The structure-function relation is one of the oldest hypotheses in biology and medicine;

i.e., form serves function and function influences form. Here, we derive and validate

form-function relations for volume, length, flow, and mean transit time in vascular trees

and capillary numbers of various organs and species. We define a vessel segment as

a “stem” and the vascular tree supplied by the stem as a “crown.” We demonstrate

form-function relations between the number of capillaries in a vascular network and the

crown volume, crown length, and blood flow that perfuses the network. The scaling

laws predict an exponential relationship between crown volume and the number of

capillaries with the power, λ, of 4/3 < λ < 3/2. It is also shown that blood flow rate

and vessel lengths are proportional to the number of capillaries in the entire stem-crown

systems. The integration of the scaling laws then results in a relation between transit

time and crown length and volume. The scaling laws are both intra-specific (i.e., within

vasculatures of various organs, including heart, lung, mesentery, skeletal muscle and

eye) and inter-specific (i.e., across various species, including rats, cats, rabbits, pigs,

hamsters, and humans). This study is fundamental to understanding the physiological

structure and function of vascular trees to transport blood, with significant implications

for organ health and disease.

Keywords: vascular design, transport, blood flow, structure-function relation, scaling laws, intraspecific scaling

SIGNIFICANCE STATEMENT

The present study reveals the simplicity of nature’s proportionality laws between the form and
function of a biological transport system. The mean transit time to transport blood, oxygen,
nutrients, hormones, and cellular waste within the vasculature (which is fundamental to the
maintenance of physiological homeostasis) is shown to scale with morphological parameters (e.g.,
length and diameter of blood vessels) of vascular networks. It is found that the flow needed to
nourish an organ is linearly proportional to the number of capillaries needed to distribute such
flow to the tissue of the organ and organism. The scaling laws hold for all organs (e.g., heart, lung,
mesentery, skeletal muscle and eye) and species (e.g., rats, cats, rabbits, pigs, hamsters, humans)
throughout the range of vascular dimensions (fromµm to cm) for which there exist morphometric
data.
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INTRODUCTION

The major role of vascular networks in the circulatory system
is to transport blood, oxygen, nutrients, hormones, and
cellular waste in various organs to maintain biological
homeostasis. Physiological trees play a key role to
transport flow to the capillary beds to support tissue
demands. The tissue metabolic needs and the minimization
of some specific costs for growth to maintain the
delivery of nutrients and elimination of waste products
generally guides the vascular development (LaBarbera,
1990).

Allometric scaling illustrates how biologic parameters
vary with shape and size, regardless of the variations
between organisms. Scaling laws are independent of the
specific nature of an organism and originate from common
underlying mechanisms. A study of the circulation requires
an understanding between hemodynamic (blood flow),
morphological (e.g., diameter, length, volume, etc.), and
topological (e.g., connectivity patterns) information of the
vasculature and any potential structure-function relations
thereof. Functionally, the vascular structure serves metabolism
where there is an intimate structure-function relation
(LaBarbera, 1990). The vascular patterns have been used as
a basis to elucidate the origin of biological allometric scaling laws
(e.g., metabolic rate scaling law, West et al., 1997) and various
intraspecific scaling laws (e.g., volume-diameter, flow-length,
length-volume, and scaling law of flow resistance (Kassab, 2006;

FIGURE 1 | A schematic illustration of the definition of stem-crown units and the equivalent resistor model. The corresponding parameters. D, L, Q, and V are the

diameter, length, flow rate, and volume, respectively. Subscriptst’ “s” and “c” corresponding to stem and crown, respectively, in a stem-crown unit and subscripts

“max” represent the most proximal stem-crown unit in a vascular tree.

Huo and Kassab, 2012). For example, it is widely accepted that
animal’s basal metabolic rate and body mass scale to the power
3/4, known as Kleiber’s law. West, Brown, and Enquist used a
hemodynamic analysis of vascular networks to derive the 3/4
scaling law. Although a great majority of available empirical data
comply with the 3/4 exponent, there is also statistical evidence
that the 2/3 power rather 3/4 provides a better fit (Dodds et al.,
2001; White and Seymour, 2003). Based on the minimum
energy hypothesis, several form-form and form-function
scaling relations such as volume-diameter, length-diameter,
flow-length, and flow- diameter have been previously proposed
and validated (Huo and Kassab, 2012). Yet, there is a need to
develop scaling relations for the number of capillaries to various
morphological and functional parameters based on laws of
physics.

The mean transit time (MTT), which is the time required
to transport blood within the vascular network, plays a
vital role in the physiological function of the circulatory
system (Crumrine and LaManna, 1991; Derdeyn et al.,
1999). The vascular network has structural heterogeneity,
the complexity of spatial arrangement of vessels and adaptation
of vascular anatomy in response to hemodynamic and metabolic
stimuli (Pries and Secomb, 2009). Hence, development
of structure-function relations which relate the MTT to
vascular morphology are fundamental to understanding
the interplay between vascular form and function, and
thus provide a better rationale for clinical diagnostics and
therapies.
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TABLE 1 | Variables and respective descriptions.

Symbol Description

Vc Crown volume Cumulative volume of vessels within a

stem-crown system

Lc Crown length Cumulative length of vessels within a

stem-crown system

Nc Crown capillary number Number of capillaries within a stem-crown

system

Tc Crown transit time Time required for blood to travel from a

stem to capillaries

Qst Stem flow rate Flow rate corresponding to a stem

Qcp Capillary flow rate Flow rate corresponding to capillaries

Tc Segment transit time Time required for blood to travel within a

vessel

Tsg Segment length Length of a vessel in stem-crown system

Lcp Capillary length The average length of capillaries

Br Branching ratio Ratio of vessel numbers in two

consecutive branching levels

An adequate tissue perfusion (volumetric blood flow per unit
mass of tissue) through a transport structure to match metabolic
requirements of an organ is essential for normal function of an
organism across all species. Too low of tissue perfusion may
cause hypoxia, ischemia, cell death, and ultimate loss of organ
function. Histological assessment of biopsy tissues, including
capillary density measurements, are common but invasive and
the connection with the flow and hence function is empirical and
qualitative. Since there is no equivalent relation between flow and
capillarity (i.e., number or density of capillaries), deriving such a
relation would be of significant importance.

Here, we hypothesize the existence of scaling relations
between volume, length, and flow through a branch (i.e., stem
flow) of an organ’s vascular system and the respective number
of capillaries through which the blood distributes. Based on
the scaling law of metabolic rate and fractal nature of blood
vasculature, we propose and test scaling of blood volume and
cumulative length of vascular networks with the respective
number of terminal capillaries. We employ a one-dimensional
hemodynamic analysis of an entire network incorporating the
variation in blood viscosity with vessel’s size (Fåhræus–Lindqvist
effect) to compute blood flow. The scaling relations between
capillaries, flow and cumulative length of vascular trees, in
conjunction with the definition of mean transit time, provide
yet another link between structure (number of capillaries) and
function (mean transit time). Ultimately, we provide a form-
function relation for an analytical determination of transit time
based on the cumulative length and volume of vascular systems
in various species and organs throughout the vasculature. The
scaling laws were formulated and validated in different vascular
trees (e.g., coronary, pulmonary, mesenteric vessels, skeletal
muscle vasculature, and conjunctiva vessels) of various species
(e.g., rats, cats, rabbits, pigs, hamsters, humans) and organs
(e.g., heart, lung, mesentery, skeletal muscle, and eye) for
which there exist morphometric data. The implications of the

FIGURE 2 | Relationship between normalized stem flow (Qs/Qs,max ) and

normalized number of capillaries (Nc/Nc,max) for the full asymmetric porcine

arterial tree shown in a log-log density plot: (A) RCA, right coronary artery; (B)

LAD, left anterior descending artery; (C) LCx, left circumflex artery. The total

number of data points shown in (A–C) are 838,462, 950,014, and 575,868;

respectively. The dash lines correspond to the theoretical exponent of unity.

The values of exponents, the confidence interval and R2 for each species and

organs are summarized in Table 2.
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FIGURE 3 | Relationship between normalized stem flow (Qs/Qs,max) and normalized number of capillaries (Nc/Nc,max) for the symmetric trees of various species and

organs shown in a log-log scatter plot. RCA, right coronary artery; LAD, left anterior descending artery; LCx, left circumflex artery; PA, pulmonary artery; PV,

pulmonary vein; SMA, sartorius muscle arteries; MA, mesentery arteries; OV, omentum veins; BCA, bulbar conjunctiva arteries; BCV, bulbar conjunctiva veins; RMA,

retractor muscle artery. The values of exponents are consistent with the theoretical value of unity. The values of scaling exponents, the confidence interval and R2 for

various species and organs are summarized in Table 2.

remarkably simple scaling laws are discussed in health and
disease.

MATERIALS AND METHODS

We define a vessel segment as a “stem” and the vascular tree
supplied by the stem as a “crown,” (see Figure 1). A stem-crown
system in which the volume of the crown (Vc) is defined as the
sum of the intravascular volume of vessel segments in the entire
stem-crown system (arterial or venous trees proximal or distal to
the capillaries, respectively). Similarly, the crown length (Lc) is
defined as the cumulative vascular lengths in the entire arterial
or venous crown. Blood flow (Q) and the number of capillaries
(N) correspond to the stem and the respective network. The
subscriptions c, st, and cp stand for crown, stem and capillary
respectively. To derive and test the existence of various scaling
laws, morphometric data based on the full asymmetric and
simplified symmetric vascular system were used. The entire tree
consists of many stem-crown units down to the capillary vessels
(Sho et al., 2004; Huo and Kassab, 2012). At each bifurcation,
there is a unique stem-crown unit which continues down to the
smallest unit: an arteriole with two capillaries for an arterial tree
or a venule and two capillaries for a venous tree. Functionally,
each stem supplies or collects blood from the crown for an arterial
or venous tree, respectively. The present analysis applies strictly
to a tree structure (arterial or venous) down to the first capillary
bifurcation. The entire arterial network was reconstructed down

to the first capillaries (<8µm). Missing data from the cast
were reconstructed based on histological data (<40µm) using
a computational algorithm. Details of reconstruction algorithm
can be found in Mittal et al. (2005). To obtain blood flow,
each vessel is modeled as a resistor (Figure 1). Based on this
assumption, blood vessel resistance is a function of vessel’s
geometry and viscosity that takes into account the Fåhræus
effect. Boundary conditions were prescribed by assigning an inlet
pressure of 120 mmHg and a uniform pressure of 25 mmHg at
the outlet of the first capillary segment. Subsequently, a system of
simultaneous linear algebraic equations for the nodal pressures
is obtained. Once the vessel resistances are evaluated from the
geometry, and suitable boundary conditions are prescribed, flow
rate is simulated to estimate the transit time within the vascular
trees (please see the Supplementary Information for details).

Existing Vascular Morphometric Data
Singhal S. et al. (1973); Singhal S. S. et al. (1973) and Horsfield
and Gordon (1981) studied the morphometry of the pulmonary
arteries and veins of humans, whereas Yen et al. (1983, 1984)
used it to study the cat pulmonary arterial and venous trees.
The microvasculatures of cat sartorius muscle (Koller et al.,
1987), hamster retractor muscle (Ellsworth et al., 1987), hamster
skin muscle (Bertuglia et al., 1991), rat mesenteric microvessels
(Ley et al., 1986), rabbit omentum (Fenton and Zweifach,
1981), and human bulbar conjunctiva microvessels (Fenton and
Zweifach, 1981) have also been reconstructed. Kassab et al.
(Mittal et al., 2005) reconstructed the porcine right coronary
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TABLE 3 | The r-squared values for the hypothesized exponent λ = 1, corresponding to flow-length, length-capillary, and transit time scaling relations in stem-crown

systems of symmetric data at each branching level of various species and organs, the morphometric data were obtained from the symmetric trees.

Branching

level

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Human Lungs

I (arterial)

Flow-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Length-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.997 0.956

Transit Time 0.988 0.999 0.998 0.997 0.998 0.999 0.999 0.999 0.999 0.999 0.999 0.998 0.997 0.995 0.986 0.873

Human Lungs

II (arterial)

Flow-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Length-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.998 0.995 0.987

Transit Time 1.000 1.000 0.998 0.999 0.998 0.998 0.998 0.996 0.986 0.974 0.979 0.937 0.946 0.931

Human Lungs

III (arterial)

Flow-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Length-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Transit Time 0.976 0.994 0.999 0.996 0.993 0.996 0.995 0.991 0.995 0.994 0.994 0.994 0.994 0.993 0.994 1.000

Human Lungs

IV (venous)

Flow-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Length-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.990 0.998 0.992

Transit Time 0.996 0.997 0.996 0.989 0.994 0.995 0.990 0.996 0.995 0.993 0.992 0.946 0.963 0.959

Human Lungs

V (venous)

Flow-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Length-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.994 0.970

Transit Time 0.991 0.995 0.992 0.991 0.993 0.999 0.996 0.996 0.996 0.993 0.989 0.980 0.958 0.900

Pig RCA Flow-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Length-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.997 0.991 0.969

Transit Time 0.996 0.984 0.983 0.978 0.972 0.979 0.939 0.966 0.952 0.896

Pig LAD Flow-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Length-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.997 0.994 0.955

Transit Time 0.997 0.991 0.980 0.977 0.967 0.977 0.945 0.943 0.968 0.865

Pig LCX Flow-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Length-Capillary 1.000 1.000 1.000 1.000 1.000 0.999 0.996 0.994 0.955

Transit Time 0.997 0.984 0.966 0.978 0.957 0.943 0.938 0.969 0.865

Cat Lungs

(arterial)

Flow-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Length-Capillary 1.000 1.000 1.000 1.000 1.000 0.998 0.995 0.999 0.998

Transit Time 0.995 0.994 0.993 0.988 0.973 0.946 0.910 0.984 0.980

Cat Lungs

(venous)

Flow-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Length-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.993 0.959

Transit Time 0.975 0.989 0.987 0.987 0.973 0.964 0.975 0.955 0.873

Rat Lungs Flow-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Length-Capillary 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.996 0.987 0.994

Transit Time 0.981 0.970 0.976 0.982 0.982 0.977 0.969 0.957 0.889 0.968

Human
Conjunctiva

(arterial)

Flow-Capillary 1.000 1.000 1.000 1.000

Length-Capillary 0.999 0.997 0.994 0.981

Transit Time 0.991 0.979 0.972 0.933

Human
Conjunctiva

(venous)

Flow-Capillary 1.000 1.000 1.000 1.000

Length-Capillary 0.999 0.996 0.985 0.970

Transit Time 0.982 0.955 0.898 0.911

Cat Sartorius
Muscle

Flow-Capillary 1.000 1.000 1.000

Length-Capillary 0.999 0.997 0.998

Transit Time 0.988 0.982 0.992

Cat Sartorius
Muscle

Flow-Capillary 1.000 1.000 1.000

Length-Capillary 0.999 0.997 0.998

Transit Time 0.990 0.984 0.992

Human
Skeletal
Muscle

Flow-Capillary 1.000 1.000 1.000

Length-Capillary 0.997 0.974 0.815

Transit Time 0.977 0.954 0.770

(Continued)
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TABLE 3 | Continued

Branching

level

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Rat
Mesentery

Flow-Capillary 1.000 1.000 1.000

Length-Capillary 0.999 0.993 0.976

Transit Time 0.989 0.958 0.925

Rabbit
Omentum

Flow-Capillary 1.000 1.000 1.000

Length-Capillary 0.983 0.996 0.993

Transit Time 0.000 0.000 0.000

Hamster
Muscle

Flow-Capillary 1.000 1.000 1.000

Length-Capillary 0.998 0.988 0.935

Transit Time 0.970 0.940 0.869

The order number “0” corresponds to the main stem in the entire stem-crown systems and the last level includes terminal stem-crown system one pre-capillary branching. RCA, right

coronary artery; LAD, left anterior descending artery; LCx, left circumflex artery; PA, pulmonary artery; PV, pulmonary vein; SMA, sartorius muscle arteries; MA, mesentery arteries; OV,

omentum veins; BCA, bulbar conjunctiva arteries; BCV, bulbar conjunctiva veins; RMA, retractor muscle artery.

artery (RCA), left anterior descending (LAD) artery, and left
circumflex (LCx) arterial trees. Huang et al. (1996) measured the
human pulmonary arterial and venous trees, while Jiang et al.
measured the rat pulmonary arterial tree (Jiang et al., 1994).

Data Analysis
For the symmetric and asymmetric data, full tree data were
presented as log-log scatter plots and log-log density plots,
respectively, showing the density of data because of the enormity
of data points (Huo et al., 2007). We utilized a nonlinear
regression based on the least-square method and a log-log
transformation to perform curve fitting of morphometric data
in MATLAB, at 95% confidence level to obtain the model
coefficients and confidence bounds for the fitted coefficients. R-
squared and the standard error of the regression were calculated
to evaluate the goodness of fit. Additionally, a nonparametric
bootstrap method was used for estimating the standard error and
the confidence interval of estimated parameters and correlation
coefficients using repeated samples from the original data.
This method was based on the sampling with replacement
(Wu, 1986). A number of 1,000 bootstrap sample was used
to obtain the confidence intervals of estimated parameters.
Hemodynamic analyses were performed to obtain network flow
based on two different models: (1) Asymmetric full model and (2)
Simplified symmetric model as described in the Supplementary
Information.

Theoretical Scaling Laws
In this section, we propose and test different scaling relations
for the crown volume (Vc), crown length (Lc), blood flow (Q),
and the number of capillaries (N) in the respective network. The
subscriptions c, st, and cp stand for the crown, stem and capillary
respectively (please see Table 1).

Flow Perfusion Scales With Capillary
Numbers
Since the structure-function relation is pervasive in biology,
we hypothesize the existence of a direct relation between flow
through a branch (i.e., stem flow) of an organ vascular system

and the respective number of capillaries through which the blood
flow distributes.

The formulation invokes the law of conservation of mass
which requires the flow at the inlet of the tree or crown (Qst stem
flow) to be equal to the sum of the flows at the first capillary
segments, Qcp; namely:

Qst =

N
∑

i=1

Qcp,i (1)

where N is the number of capillaries perfused by a given stem.
Using the average capillary flow rate (Qcp =

∑N
i Qcp,i/N),

Equation (1) reduces to:

Qst = kNc (2)

where k is the average capillary flow and approximately constant
across the various stem-crown systems. Hence, the inlet flow
is proportional to the total number of capillary vessels. If we
normalize the flow and capillarity with respect to an entire tree,
we obtain the following:

Qst

Qst,max
=

(

Nc

Nc,max

)

(3)

where Qst,max and Nc,max are the inlet flow and the total number
of capillaries in a vascular system, respectively.

Crown Volume Scales With Capillary Number
Crown volume is cumulative blood volume within the network
(Vc =

∑

ni(πLiD
2
i ), a derivation based on the average branching

ratio (ni = Bri, i= 0,.., m; where n and i are number of vessels and
branching level respectively) and scaling of vessel diameters and
lengths in each branching level results in a relationship between
crown volume and number of capillaries as follows (please see
Supplementary Information):

Vc = KVN (Nc)
λ (4)
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FIGURE 4 | Relationship between normalized crown volume (Vc/Vc,max) and

normalized number of capillaries (Nc/Nc,max) for the full asymmetric porcine

arterial tree shown in a log-log density plot: (A) RCA, right coronary artery; (B)

LAD, left anterior descending artery; (C) LCx, left circumflex artery. The total

number of data points shown in (A–C) are 838,462, 950,014, and 575,868;

respectively. The scaling exponents obtained from the least square fit of each

data set are close to 3/2. The values of exponents, the confidence interval and

R2 for each species and organs are summarized in Table 2.

whereKVN is a constant. If we normalize the above equation with
respect to maximum crown volume and number of capillaries in
the entire vascular network, a general form of scaling relationship
is obtained as:

Vc

Vc,max

=

(

Nc

Nc,max

)λ

(5)

Crown Length Scales With Capillary Number
Since crown length is simply cumulative length of blood vessels
of all branching levels within the network (Lc =

∑

niLi), a
derivation based on the average branching ratio (ni = Bri, i =
0,.., m; where n and i are number of vessels and branching level
respectively) and scaling of average length of blood vessels in
each level of branching Li = (Brγ )m−i Lcap; where Lcap is the
average length of capillaries and γ is an empirical exponent (Huo
and Kassab, 2012), results in a direct relationship between crown
length and number of capillaries (please see Supplementary
Information), namely:

Lc = KLNNc (6)

where KLN = Lcap
∑m

i=o Br
(i−m)(1−γ ) is approximately a

constant. A general form of normalized crown length and
number of capillaries with respect to an entire tree is given as:

Lc

Lc,max
=

(

Nc

Nc,max

)λ

(7)

where Lc,max and Nc,max are the maximum crown length and the
number of capillaries in the entire tree. We shall confirm the
hypothesis that λ is equal to 1 and hence the form of Equation
(7) can be described by Equation (6).

Mean Transit Time Scales With Crown Volume and

Length
Because of the structural heterogeneity of vascular networks and
hence heterogeneous perfusions, the particles traverse various
paths in the network. Hence, the mean transit time (MTT) is the
average time required for blood to travel through the vascular
network over a period of time. Based on the assumption that
blood particles travel with the mean velocity of bulk flow and
that the total number of blood particles passing through a vessel
segment is proportional to the time-averaged flow rate in the
segment, the MTT in the vascular network (Tc) can be written
as:

Tc =

N
∑

i=1

FFi∗Tsg,i (8)

where FF is the flow fraction (ratio of segment flow to stem flow)
and ∗Tsg is the average transit time in a specific segment where i
= 1,2,.., n; and n is the total number of segments in the entire
network. It is well known that transit time can be determined
by the ratio of blood volume and blood flow (Meier and Zierler,
1954). An elementary derivation by replacing the definition of the
flow fraction (FFi = Qi/Qmax), transit time in a segment (Ti =
Vi/Qi) and Equation (8) results in:

Tc∗Nc = KTNVc (9)
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FIGURE 5 | Relationship between normalized crown volume (Vc/Vc,max) and normalized number of capillaries (Nc/Nc,max) for the symmetric trees of various species

and organs shown in a log-log scatter plot. RCA, right coronary artery; LAD, left anterior descending artery; LCx, left circumflex artery; PA, pulmonary artery; PV,

pulmonary vein; SMA, sartorius muscle arteries; MA, mesentery arteries; OV, omentum veins; BCA, bulbular conjunctiva arteries; BCV, bulbular conjunctiva veins;

RMA, retractor muscle artery. The scaling exponent (Equation 6) and R2 for each species and organs summarized in Table 2 are consistent with 3/2 or 4/3 exponent.

The values of exponents, the confidence interval and R2 for each species and organs are summarized in Table 2.

where KTN is a proportionality constant in unit of time/volume.
A combination of Equations (6) and (9) relates mean transit time
to crown volume and length, namely:

Tc∗Lc = KTLVc (10)

where the parameter KTL is a proportionality constant in unit of
time/area. A general normalized form of the above equation can
be written as:

(

Tc

Tc,max

)

∗

(

Lc

Lc,max

)

=

(

Vc

Vc,max

)λ

(11)

where Tc,max, Lc,max, andVc,max are the crown time, crown length
and crown volume in the entire tree, respectively.

RESULTS

Flow Rate Scales With Number of
Capillaries
The normalized flow and number of capillaries for all stem-
crown units of the full asymmetric coronary arterial trees obeys
a power law (Figure 2). The values of scaling exponent λ

obtained from nonlinear regression were 1.005 (R2 = 1), 1.002
(R2 = 1), and 1.005 (R2 = 1) for the porcine RCA, LAD, and
LCx, respectively. The total number of data points shown in
Figures 2A–C are 838,462, 950,014, and 575,868, respectively.

Analysis of normalized stem flow-crown capillaries for
symmetric trees for various vascular trees of various species
including the coronary arterial trees shows a linear relation
between perfusion flow and the respective number of crown
capillaries (Figure 3). The exponents in the symmetric analysis
for all species and organs are equal to a theoretical value of
unity; which is due to neglecting heterogeneity in the symmetric
analysis and assumption that all vessel in each branching level
has the same length and diameter. Table 2 summarizes the
least squares power law relation for each of the vascular trees,
including the coefficient, exponent, and R2. The exponents are
nearly unity and the R2 is highly significant. Table 3 provides the
R2values have been for lambda= 1.

Crown Volume Scales With Number of
Capillaries
The crown volume obeys a power law (Equation 5) as evident by
morphometric data of full asymmetric arterial trees of porcine
RCA, LAD, and LCx (Figure 4). The scaling exponents were
1.481 (R2 = 0.9261), 1.453 (R2 = 0.9358), and 1.479 (R2 =
0.9325). The total number of data points shown in Figures 4A–C

are 838,462, 950,014, and 575,868; respectively.
The exponents in the symmetric analysis for the RCA, LAD,

and LCx is 1.447 (R2 = 0.9985), 1.44 (R2 = 0.9962), and
1.506 (R2 = 0.9966), respectively; which are similar to the
asymmetric tree analysis and close to the theoretical value
of 3/2 (Figure 5). The mean exponent across various species
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FIGURE 6 | Relationship between the normalized crown length (Lc/Lc,max)

and normalized number of capillaries (Nc/Nc,max) for the full asymmetric

porcine arterial tree shown in a log-log scatter plot: (A) RCA, right coronary

artery; LAD, left anterior descending artery; LCx, left circumflex artery. The total

number of data points shown in (A–C) are 838,462, 950,014, and 575,868;

respectively. The dash lines correspond to the theoretical value of 1 predicted

by Equation (7). The scaling exponents obtained from the least square fit of

each data set are close to the theoretical value of unity. The values of

exponents, the confidence interval and R2 for each species and organ are

summarized in Table 2.

and organs are 1.3723 ± 0.1659 (R2 > 0.92). The scaling
exponents, confidence intervals and R2 associated with scaling
exponent for various species and organs are summarized in
Table 2.

Crown Length Linearly Scales With
Number of Capillaries
The crown length linearly scales with the number of capillaries
for all stem-crown units of the full asymmetric coronary arterial
trees (Figure 6). The values of scaling exponent λ (Equation
7) obtained from Figures 6A–C were 1.029 (R2 = 0.9169),
1.031 (R2 = 0.9225), and 1.031 (R2 = 0.9225) for the porcine
RCA, LAD and LCx, respectively (as compared to a theoretical
value of unity, Equation 6). The total number of data points
shown in Figures 4A–C are 838,462, 950,014, and 575,868,
respectively.

The exponents in the symmetric analysis for the RCA, LAD,
and LCx is 1.021 (R2 = 0.9989), 1.022 (R2 = 0.9988), and
1.028 (R2 = 0.9985), respectively); which are similar to the
asymmetric tree analysis and close to the theoretical unity
(Figure 7). The average scaling exponent (Equation 7) for all
species and organs is 1.0765 ± 0.1022 (R2 > 0.9). Table 2

summarizes the least squares power law relation for each of
the vascular trees, including exponent, confidence interval, and
R2. The exponents are nearly unity and the R2 is highly
significant.

Transit Time Scales With the Ratio of
Crown Volume and Length
The crown volume and the product of crown length and mean
transit time of asymmetric coronary arterial trees follows a
scaling relationship (Figure 8). The scaling exponentλ (Equation
11) were 0.9814 (R2 = 1), 0.9883 (R2 = 1), and 0.9891 (R2 = 1)
for the porcine RCA, LAD and LCx, respectively as compared
to a theoretical value of unity hypothesized by Equation (10).
Similarly, the exponents in the symmetric analysis were 1.014 (R2

= 0.9995), 1.015 (R2 = 0.9995), 1.019 (R2 = 0.9994) for RCA,
LAD, LCx, respectively; which are close to the exponents related
to the asymmetric data (Figure 9). The mean exponents for all
species and organs is 1.0347 ± 0.0819 (R2 > 0.98 for symmetric
data). The exponents for various species and organs along with
the associated confidence interval and R2 were summarized in
Table 2.

The confidence intervals and the scaling exponents obtained
from bootstrapping for the asymmetric trees confirm the
results presented in this section (please see the Supplementary
Information Figures S1, S2 for further details). In addition,
the R2 for the stem-crown systems corresponding to a specific
branching level of symmetric data where λ = 1 are presented in
Table 3.

DISCUSSION

The scaling laws and specifically form-form and form-function
relations are important theoretical tools to understand the
interplay between network structure and function in physiology
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FIGURE 7 | Relationship between the normalized crown length (Lc/Lc,max) and normalized number of capillaries (Nc/Nc,max) for the full asymmetric porcine arterial

tree shown in a log-log scatter plot. RCA, right coronary artery; LAD, left anterior descending artery; LCx, left circumflex artery; PA, pulmonary artery; PV, pulmonary

vein; SMA, sartorius muscle arteries; MA, mesentery arteries; OV, omentum veins; BCA, bulbular conjunctiva arteries; BCV, bulbular conjunctiva veins; RMA, retractor

muscle artery. The values of exponents (Equation 7) are in agreement with the theoretical value of unity predicted by Equation (6). The values of scaling exponents, the

confidence interval and R2 for various species and organs are summarized in Table 2.

and pathophysiology. Among the first form-function relations,
a power-law relationship between flow and diameter was first
pointed out by Murray nearly 90 years ago (Murray, 1926)
and came to be known as Murray’s law. Murray’s law has been
debated and even disproven for certain organs (Hutchins et al.,
1976; Uylings, 1977; Sherman, 1981; Kassab, 2006, 2007). It has
been found that the exponent 7/3 provides a better fit than the
theoretical power of 3 from Murray’s law. Although Murray’s
law (i.e., the exponent of 3) has been debated, the power-law
form has not been contested and is universally accepted as a
consequence of the optimized design of the vascular system.
To this end, key advances have been made to test and validate
intra-specific and inter-specific scaling laws for the entire arterial
network. The scaling laws predict a linear relationship between
flow and length while volume and flow are proportional to
diameter with the power of 3 and 7/3 respectively (Kassab,
2006; Huo and Kassab, 2012). It has been also shown that the
form-function relations are preserved in compensatory vascular
remodeling. There is no intraspecific scaling relation, however,
that relates the number of capillaries to various morphological
and functional parameters (Gong et al., 2016). Here, we proposed
and tested scaling relations for the vascular volume, length,
and flow with the number of capillaries. Although there is
deviation from the theoretical lines, mainly in the small vessels,
the numbers of those that deviate are relatively small compared
to the very majority that concentrate near the theoretical line.
It should be also noted that scatter plots for asymmetric data
show the density of data points and most points are concentrated

near theoretical values, and hence, the R2 values are close to
one.

Here, we developed intra-specific scaling laws between
capillary number and crown volume. The derivation is based on
the fractal characteristic of the branching tree pattern. The scaling
exponent of porcine coronary arteries is in close proximity to 3/2
while the scaling exponent for human lungs is closer to 4/3. The
mean exponent across various species and organs is 1.37± 0.166.

The conformity between scaling of crown length and number
of capillaries among various species and organs reveals another
salient proportionality law between form and function of
the vascular system. The blood vessels are known to adapt
to physiological demands and altered homeostatic conditions.
The capability of vascular trees to deliver oxygen tissue and
nutrients to serve metabolism strongly depends on the number
of capillaries. The capillary density changes in response to
conditions like hypoxia. In the context of new blood vessel
formation and vascular sprouting, length of the perfused blood
vessel is a key determinant of growth and development. It has
been shown that length of blood vessels adapts to changes
in homeostatic conditions (Lehman et al., 1991; Sho et al.,
2004; Humphrey et al., 2009). The scaling law links vascular
length to respective capillaries through a structure-function
relation.

A linear relationship between flow rate and capillary number
is expected based on the conservation of mass. Here, we tested
the internal consistency of the data for both symmetric and
asymmetric trees. Although such a linear scaling law is valid
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FIGURE 8 | Relationship between normalized crown volume (Vc/Vc,max) and

multiplication of crown mean transit time and crown length (Ts/Ts,max*

Ls/Ls,max) for the full asymmetric porcine arterial tree shown in a log-log

density plot: (A) RCA, right coronary artery; (B) LAD, left anterior descending

artery; (C) LCx, left circumflex artery. The total number of data points shown in

(A–C) are 838,462, 950,014, and 575,868; respectively. The dash lines

correspond to the theoretical exponent of unity. The scaling exponents

obtained from the least square fit of each data set are close to the theoretical

value of unity. The values of exponents, the confidence interval and R2 for

each species and organs are summarized in Table 2.

if the average capillary flow across the various stem-crown
system is preserved, we validated such a relationship based on
the available data sets from heterogeneous vascular networks
of various species and organs. Flow-length and flow-diameter
relations have been previously proposed and tested based on
the minimum energy hypothesis. This analysis suggests that the
number of capillaries in the length-capillary relation (form-form
relation) and flow-capillary relation (form-function relation)
relates flow to length (Huo and Kassab, 2012). Although flow-
length and flow-diameter relationships have been validated,
those studies used symmetric networks to estimate flow rate.
Here, we showed that steady-state simulations of blood flow
through both realistic asymmetric and simplified symmetric
networks confirming that flow is proportional to the number
of capillaries. This analysis takes into account the effect of
heterogeneity in vessel geometry and hemodynamic parameters.
The physical basis of this observation is the conservation of
mass that dictates the stem flow is proportional to the number
of terminal capillaries as long as the average capillary flow in
the various stem-crown system approximately remains similar.
Further, the relative uniformity of the diameter of arterial
capillaries has been previously shown by Kassab and Fung
(1994) for the coronary vasculature. The coefficient of variation
(CV = SD/Mean) is 0.15 and 0.18 for the right and left
ventricle walls, respectively. Hence, it is well recognized that the
capillary dimensions are generally conserved across species (e.g.,
capillary diameters are similar in rat and human (Karbowski,
2011). However, upstream blood vessels and variation of
pressure at the capillary bed can lead to dispersion in the
terminal flow. Hence, scaling relationships for flow-capillary, and
subsequently flow-length and flow-diameter relations, provide
a better fit for larger vessels where many stem-crowns are
included.

Perfusion is expressed as flow per mass and hence relates
proportionally to the number of capillaries per mass. Since
mass is equal to the volume and density of tissue, the
perfusion increases with the increase in the number of
capillaries per volume of tissue or number density as can
be determined histologically. Hence, the linear scaling allows
a direct connection between structure (number density) and
function (perfusion). This relation may be used to understand
the transition between physiology and pathophysiology. When
the number density of capillaries is decreased due to infarction,
hypertension, or obesity, etc., this may lead to malnutrition,
atrophy or death of the tissue. Conversely, the number density
of capillaries may be increased in tumors in accordance
with the increase in blood flow to enhance the growth of
the tissue. The number density can be determined from
histological sections of biopsy specimens of animals and
patients.

The flow perfusion-number density scaling relation can also
be used for drug dose determination. The dose can be titrated
between species as the number density reflects perfusion (flow
per mass) of tissue. Adequate perfusion (volumetric flow per
mass of tissue) is essential for any organ because it affects its
health and function. The linearity between stem flow and the
number of capillaries the functional capillary density can be

Frontiers in Physiology | www.frontiersin.org 12 May 2018 | Volume 9 | Article 581145

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


Razavi et al. Scaling of Transit Time and Capillaries

FIGURE 9 | Relationship between normalized crown volume (Vc/Vc,max) and multiplication of crown mean transit time and crown length (Ts/Ts,max* Ls/Ls,max) for the

symmetric trees of various species and organs shown in a log-log scatter plot. RCA, right coronary artery; LAD, left anterior descending artery; LCx, left circumflex

artery; PA, pulmonary artery; PV, pulmonary vein; SMA, sartorius muscle arteries; MA, mesentery arteries; OV, omentum veins; BCA, bulbar conjunctiva arteries; BCV,

bulbar conjunctiva veins; RMA, retractor muscle artery. The values of exponents are consistent with the theoretical value of unity. The values of scaling exponents, the

confidence interval and R2 for various species and organs are summarized in Table 2.

obtained from the length of vascular network non-invasively
from standard medical imaging.

The transit time is a seminal physiological parameter in
biological transport phenomena and has critical implications for
vascular disease. Prolonged mean transit time is known to be
associated with high risk of infarction and cerebral ischemia. No-
capillary flow and altered blood volume conditions occur under
pathophysiological conditions. The scaling relation between
mean transit time, blood volume, and the number capillaries
can be used as a theoretical basis to understand the distribution
of oxygen and nutrients under physiological conditions and
microvascular failure under pathological conditions. It is well
known that the transit time is the ratio of vascular volume
and blood flow. Since a relationship between flow rate and
crown length holds for various vascular trees, we compared
the theoretical calculation of transit times based on the crown
length to the calculation based on the blood flow. It was
shown that the estimation of transit time based on the crown
length and volume hold for proximal trees (down to 1mm
diameter vessels which can be observed in angiograms). Hence,
standard clinical imaging of blood vessel anatomy may yield
functional data on the transit times through the organ of
interest.

This study has several limitations that should be noted
to guide interpretation of the proposed relationships. First,
the available morphometric data were obtained from healthy
subjects, and hence, the scaling laws are applicable to
only healthy vasculature. For example, in pathophysiological

cases such as infarction, functional capillary density and
associated tissue perfusion changes even though the number
of capillaries may remain unchanged. Hence, in scenarios
where the model assumptions are severely violated, the
proposed scaling laws may not be preserved and may lead
to an overestimate. This may have utility, however, since
the proposed scaling laws may serve as a signature of
normal function and deviations from these laws may form
the basis to quantify the severity of disease such as non-
compensatory remodeling (e.g., the deviation from the scaling
laws may be a useful theoretical framework to establish a
scoring system for the severity of disease state). Second, a
uniform outlet pressure was used to simulate blood flow.
It has been found, however, that a heterogeneous outflow
pressure can lead to flow reversal at capillary beds which
likely occurs transiently. Although this phenomenon can change
transit time estimation, previous simulations have shown that
heterogeneous outlet pressure can change transit time at most
∼10% (Mittal et al., 2005). We have also modeled heterogeneity
of blood flow and transit time distribution incorporating
Fåhræus effect in simulations. Third, both realistic asymmetric
as well as idealized symmetric data were used based the
available morphometric data. Since symmetric analysis neglects
heterogeneity, hemodynamic variations for vessels belonging
to the same branching are not considered. Specifically, that
is the case for trees with a small number of branching
level, where the standard deviation of each parameter in each
branching level may be large. Comparison of symmetric and
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asymmetric analyses for trees that have a large branching level
(e.g., pig RCA, LCX, LAD), however, shows that the scaling
exponents are very similar for both symmetric and asymmetric
data.
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Myogenic responses (pressure-dependent contractions) of coronary arterioles play a

role in autoregulation (relatively constant flow vs. pressure). Publications on myogenic

reactivity in swine coronaries vary in caliber, analysis, and degree of responsiveness.

Further, data on myogenic responses and autoregulation in swine have not been

completely compiled, compared, and modeled. Thus, it has been difficult to understand

these physiological phenomena. Our purpose was to: (a) analyze myogenic data with

standard criteria; (b) assign results to diameter categories defined by morphometry; and

(c) use our novel multiscale flowmodel to determine the extent to which ex vivomyogenic

reactivity can explain autoregulation in vivo. Whenmyogenic responses from the literature

are an input for our model, the predicted coronary autoregulation approaches in vivo

observations. More complete and appropriate data are now available to investigate the

regulation of coronary blood flow in swine, a highly relevant model for human physiology

and disease.

Keywords: arteriole, microcirculation, smooth muscle, myography, coronary blood flow

INTRODUCTION

Myogenic reactivity can be described as themechanism underlying the Bayliss effect (Bayliss, 1902).
That is, when blood pressure is elevated, arteries distend, and the smooth muscle cells in the
vascular wall respond by contracting. Autoregulation is the phenomenon where coronary blood
flow remains relatively constant over a wide range of perfusion pressures (Mosher et al., 1964). The
Hagen-Poiseuille relationship predicts that—in the absence of other changes—when the pressure
gradient increases, flow should increase. This is because flow is directly related to the pressure
gradient and to the 4th power of the vessel radius, while inversely related to blood viscosity and
vessel length. Thus, one reasonable assumption to explain this autoregulatory behavior is that
vessels of the coronary tree actively adjust their diameter as pressure is varied. The mechanism
by which coronary resistance vessels alter their diameter in response to pressure changes is
the myogenic response. We aim to synthesize the relevant existing data for coronary myogenic
responses and autoregulation in a single species: swine. There are, of course, many studies from
other species and they are extremely important because of the mechanistic insights provided. One
of the most complete data sets is available from swine, however, and these animals are invaluable
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experimental models because of similarities with humans in
coronary anatomy, physiology, and disease (Suzuki et al., 2011;
Lelovas et al., 2014).

Myogenic Responses
The myogenic response is generally thought of as
vasoconstriction in response to increased intraluminal pressure,
but reducing pressure also elicits vasodilation (Figure 1). The
myogenic response is typically studied ex vivo using pressure
myography methods. Small arteries and arterioles are dissected
from living tissue, bathed in physiological solutions at body
temperature, cannulated, connected to a pressure source, and
imaged to determine the inner diameter as the distending
internal pressure is varied with no flow. The vascular myogenic
response and its mechanisms have been the subject of many
studies and reviews (Davis, 2012; Hill and Meininger, 2012).
From a teleological perspective, myogenic responses may
represent the efforts of a blood vessel to minimize the stress on
its wall. This is because, according to the law of Laplace, mean
wall stress is directly proportional to the product of pressure
and radius, while inversely related to wall thickness. Thus, if
blood pressure were to increase, elevated vascular wall tension
could be mitigated by an arteriole actively decreasing its radius
and/or thickening its wall. Further, myogenic responses could
provide a certain degree of constriction at normal intraluminal
pressures (i.e., give the vessel a basal, intrinsic, or spontaneous
tone from which to deviate). This would allow coronary vascular
diameter, and thus resistance, to change in either direction
through the action of vasodilator and vasoconstrictor influences
such as metabolic demands, neural activity, and paracrine stimuli

FIGURE 1 | Example of myogenic reactivity in a swine coronary arteriole.

Muller et al. demonstrated how coronary arteriolar diameter (in µm; top)

changed as transmural pressure (in mmHg; bottom) was varied (Muller et al.,

1993; reproduced with permission). As distending pressure was increased

from 40 to 80 mmHg in 10 mmHg increments, the steady-state diameter

decreased. When transmural pressure was reduced from 80 mmHg, diameter

increased.

(Duncker and Bache, 2008; Tune, 2014; Goodwill et al., 2017).
This idea of intrinsic tone in a coronary arteriole is an important
one, because flow is related to diameter in a power-law manner.
Thus, very small adjustments in coronary arteriolar diameter
in either direction have substantial effects on myocardial blood
flow.

The first study of coronary myogenic reactivity in swine
(or any species, for that matter) was published in 1988,
demonstrating what has come to be considered classic coronary
myogenic responsiveness (Kuo et al., 1988; Figure 2). The
PubMed engine was used to search the MEDLINE database
for published studies focusing on myogenic responses in swine
coronary small arteries and arterioles. Using the search terms
swine, coronary, and myogenic returned 54 publications. A
total of 11 relevant studies are identified in Table 1. Between
1988 and 1991, Kuo et al. published three seminal papers
describing fundamental properties of the myogenic response in
swine coronary arterioles. First, the myogenic responsiveness
of subepicardial arterioles exceeded that of similarly sized
subendocardial arterioles; i.e., a transmural gradient of myogenic
reactivity exists in the swine heart (Kuo et al., 1988). Second,
myogenic responses were similar in swine coronary arterioles
with and without functional endothelium, indicating that the
behavior is inherent to the smooth muscle (Kuo et al.,
1990a). Third, pressure (causing myogenic vasoconstriction)
and flow (producing endothelium-dependent vasodilation; Kuo
et al., 1990b) interact to determine the resulting vascular
tone in swine coronary arterioles with intact endothelium
(Kuo et al., 1991). In the ensuing years, several other groups
published studies documenting how the myogenic responses of
swine coronary arterioles were impacted by exercise, clinical

FIGURE 2 | Prototypical description of coronary myogenic reactivity. Kuo et al.

showed the pressure-diameter relationship of swine coronary arterioles (Kuo

et al., 1988; reprinted with permission). The active curve was observed under

control conditions, while the passive curve was measured in the presence of

100µM sodium nitroprusside, a source of the vasodilator nitric oxide.

Diameters are normalized to the passive diameter at 60 cmH2O (44.1 mmHg).

Asterisks indicate an active diameter significantly different from that at 60

cmH2O.
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TABLE 1 | Characteristics of swine and their arterioles in 11 previous studies of coronary myogenic reactivity.

References Variety Gender Weight (kg) Age (mo.)b Layerc Territoryd Diametere

Kuo et al., 1988 Domestic M, F 10 1-2 Epi and Endo LAD and LCx 134 and 136f

Kuo et al., 1990a Domestic M, F 10a 1-2 Epi LAD and LCx 91f

Kuo et al., 1991 Domestic M, F 11-22a 1.5-2.5 Epi LAD and LCx 85f

Muller et al., 1993 Yucatan F 25-40 6+ Epi LV wall 124-129

Rajagopalan et al., 1995 Domestic M, F 10 1-2 Epi LAD 188

Wang et al., 1995 Domestic M, F 19-23 2-3 Epi LCx 150

Wang et al., 1997 Domestic M, F 20-25 2-3 Epi LAD 168

Tofukuji et al., 1997a Domestic M, F 20-25 2-3 Epi LAD 141

Tofukuji et al., 1997b Domestic M, F 20-25 2-3 Epi LAD 138

Liao and Kuo, 1997 Domestic M, F 16-30a 2-3 Epi LAD and LCx 254, 164, 99, and 64f

Sorop et al., 2008 Domestic M, F 66 4+ Endo LAD and LCx 229

aWeight estimated from growth charts using age provided.
bApproximate age estimated from weight using growth chart. Plus sign (+) signifies that age may be greater than indicated number of months.
c Indicates whether vessels were from subepicardium (Epi) or subendocardium (Endo).
dLeft anterior descending (LAD) artery, left circumflex (LCx) artery, left ventricular (LV) wall.
ePassive inner diameter @ 80 mmHg (µm).
fAverage of passive diameters at 73.5 and 88.2 mmHg.

interventions, or cardiovascular disease. For instance, Muller
et al. demonstrated that endurance exercise training increased
themyogenic reactivity of coronary arterioles from swine (Muller
et al., 1993), while Sellke and colleagues documented the
deleterious effects of coronary bypass and cardioplegia on the
myogenic reactivity of swine coronary arterioles (Wang et al.,
1995). Most recently, Sorop et al. demonstrated that myogenic
responses were blunted downstream of a chronic coronary
occlusion in swine (Sorop et al., 2008).

Coronary Autoregulation
Given a constant myocardial oxygen demand, perfusion
can remain relatively constant over a considerable pressure
range (Mosher et al., 1964). One idea is that this coronary
autoregulation may be mediated, at least in part, through
pressure-induced changes in the diameter of coronary vessels
(Johnson, 1980, 1986; Hoffman and Spaan, 1990). In other
words, coronary vascular resistance changes as pressure is
varied to maintain a relatively constant myocardial blood
flow. An example of coronary pressure-flow autoregulation is
shown in Figure 3. PubMed was used to search the MEDLINE
database to find studies that focused on coronary pressure-
flow autoregulation in swine. Many references (>300 each)
were returned when performing searches with the terms
porcine, coronary, and autoregulation or swine, coronary,
and autoregulation. Ten pertinent pressure-flow autoregulation
studies were identified (Table 2). Some show the control (active
or autoregulated) response while others show the passive (or
maximally dilated) response. A few studies show both behaviors.
An example of coronary pressure-flow autoregulation in swine is
shown in Figure 4.

Whethermyogenic responses play a role in coronary pressure-
flow autoregulation was debated in the past (Dole, 1987; Feigl,
1989). This debate centered on three points: (a) the myogenic
response of isolated coronary arterioles had not yet been

FIGURE 3 | A representative tracing of coronary pressure-flow autoregulation

in a dog from the classic study of Mosher et al. (1964; reproduced with

permission). Note that as coronary perfusion pressure is suddenly increased

from 82 to 110 mmHg, coronary blood flow transiently increases, but then

rapidly returns toward its previous level.

observed; (b) indirect assessments of myogenic behavior (e.g.,
hyperemic responses following brief coronary occlusions) were
equivocal due to the overriding effects of metabolism; and (c)
there had not been a direct assessment of coronary myogenic
behavior in vivo (e.g., with intravital microscopy in the beating
heart). Most of these issues have been addressed, as the myogenic
responses of isolated coronary are now widely recognized and
intravital microscopy studies of arterioles in vivo have been
completed. Intravital microscopy shows that coronary arterioles
dilate as pressure is reduced (Chilian and Layne, 1990; Kanatsuka
et al., 1990; Merkus et al., 2001), but experiments with increased
pressures are lacking. The scarcity of data with increasing
pressure is likely because it is more practical to reduce coronary
pressure without altering myocardial oxygen demand. It should
be recognized that there are other mechanisms which contribute
to coronary pressure-flow autoregulation (e.g., by metabolic and
endothelial influences), but coronary myogenic responses are
widely believed to be fundamental to the phenomenon.
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TABLE 2 | Studies of coronary pressure-flow relationships in swine.

References Variety Gender Weight (kg) Age (mo.)a Territoryb Autoregulated? Dilated?

Pantely et al., 1985 Domestic NS 29-55 3-6 LAD Yes Yes

Johnson et al., 1988 Domestic M, F 26-45 2.5-4 LCx Yes Yes

Schulz et al., 1991 Domestic NS 20-45 2.5-4 LAD Yes No

McFalls et al., 1991 Domestic M, F 24-42 2.5-4 LAD Yes Yes

Chilian, 1991 Domestic M, F 7-15 1-2 LAD and LCx No Yes

Guth et al., 1991 Göttingen M, F 25-35 3-6 RCAc Yes No

Duncker et al., 1992 Domestic M, F 25-45 2.5-4 LAD No Yes

Shnier et al., 1994 Domestic NS 40-50 5-6 LAD Yes No

Berwick et al., 2012 Ossabaw NS 30-60 3-6 LAD Yes No

Schampaert et al., 2013 Domestic NS NS NS LAD and LCxd No Yes

NS, Not specified.
aApproximate age estimated from weight using growth chart.
bLeft anterior descending (LAD), left circumflex (LCx), and right coronary (RCA) artery.
c In addition to the right ventricle, the RCA perfuses the interventricular septum. Only the septal data were included for analysis here.
dTotal coronary blood flow was multiplied by 68.3% to estimate left ventricular perfusion (Feigl et al., 1990).

FIGURE 4 | An example of coronary pressure-flow autoregulation in swine

(Pantely et al., 1985; reprinted with permission). Flow in the LAD artery was

measured in an open-chest, anesthetized pig. An inflatable perivascular

occluder was used to constrict the artery while pressure and flow distal to the

occlusion was measured. This was done before (autoregulation) and after

intracoronary infusion of the vasodilator adenosine.

Three groups have successfully modeled coronary pressure-
flow autoregulation by including a myogenic mechanism.
Liao and Kuo (1997) generated a model that qualitatively
reproduced the coronary pressure-flow relationship observed in
Langendorff-perfused hearts (Ueeda et al., 1992). The model of
Cornelissen and colleagues incorporated a network of vessels
with diameter-dependent myogenic responses and generated
theoretical pressure-flow curves with prominent autoregulation
(Cornelissen et al., 2000, 2002). Most recently, Namani et al.
provided an integrative model of coronary flow based on a
realistic anatomy, active and passive flow determinants, and

myogenic reactivity data (Namani et al., 2018). While important
mechanistic insights were provided by these studies, a limitation
of the previous modeling efforts is that they relied upon data
from dissimilar species and/or ex vivo active autoregulation data
(i.e., isolated hearts in which coronary flow typically exceeds
values seen in vivo). All modeling studies were informed by
myogenic responses from swine coronary arterioles, but none
considered the coronary pressure-flow relationship in swine
(Table 2; Figure 4).

Eliminating as many potential species- and method-related
discrepancies from the input data sets for coronary myogenic
responses and pressure-flow autoregulation may improve model
output. Our meta-analysis has the following three goals. First, we
analyzed previous studies of swine coronary myogenic responses
with standard criteria. Particularly, we aimed to simplify inter-
study comparisons by converting all units (to µm and mmHg)
and applying a single method of presentation and analysis.
Second, we assigned results to diameter categories defined by
the morphometry of Kassab et al. (1993). This should facilitate
comparisons between studies, as myogenic behavior is reported
to be diameter-dependent (Liao and Kuo, 1997). Third, we
compiled studies of coronary pressure-flow autoregulation from
swine, then used myogenic responsiveness in porcine coronary
arterioles to compute the pressure-flow autoregulation profile
and compare it to what has been observed in the same species.

COLLECTING AND ANALYZING EXISTING
DATA

It was necessary to extract data from original reports (Tables 1, 2)
for our analysis. This was achieved by obtaining Portable
Document Files and analyzing digital images of the figures
with WebPlotDigitizer (https://automeris.io/WebPlotDigitizer
by Ankit Rohatgi, Austin, TX). Arteries and arterioles of different
calibers were assigned to specific categories in a modified Strahler
scheme based on morphometric data from the swine coronary
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circulation provided by Kassab et al. (1993). In this anatomical
framework, the capillary is considered order 0. Upstream vessels
are numbered sequentially. For the left anterior descending
(LAD) artery perfusion territory, arterial segments range from
9.2µm (order 1; the precapillary arteriole) to 3.2mm (order 11;
at the origin) (Kassab et al., 1993). In the myocardial region
supplied by the left circumflex (LCx) artery, there are 10 arterial
branch orders upstream of the capillary ranging from 9.2µm
to 2.6mm (Kassab et al., 1993). Branches were assigned to
orders based on their passive inner diameter at 80 mmHg;
therefore, data from the studies of myogenic reactivity were
sorted according to the same characteristic. Diameter category
boundaries (rounded to the nearest 0.1µmwith no overlap) were
using Equations (1, 2):

Dmin = (D(n) − SD(n) + D(n−1) + SD(n−1))/2 (1)

Dmax = (D(n+1) − SD(n+1) + D(n) + SD(n))/2 (2)

Dmin and Dmax are minimum and maximum diameters for a
category, D is diameter, SD is the standard deviation, and (n)
represents an order with its downstream (n – 1) and upstream
(n + 1) neighbors. The order numbering scheme is shown in
Figure 5.

FIGURE 5 | Branch order patterns and availability of myogenic reactivity data

from swine. The cartoon shows branches from the capillary (order 0) to order

7. The circles and numbers to the right represent the relative sizes and exact

diameters of vessels in orders 5, 6, and 7 of the LAD perfusion territory.

Equivalent diameter ranges for those same orders in the LCx territory would be

52.1 to 101.7, 101.8 to 202.6, and 202.7 to 363.8µm. Published data for

myogenic reactivity in swine coronary arterioles are available for orders 5–7.

The passive vessel radius (Rp) is a sigmoidal function of the
intraluminal pressure (1P; Equation 3; Young et al., 2012).

Rp (1P) = Bp +
Ap − Bp

π

[

π

2
+ arctan

(

1P − φp

Cp

)]

(3)

Ap and Bp are the maximum and minimum vessel radii, φp, is the
pressure corresponding to the mean vessel radius, and Cp is the
pressure bandwidth for the transition in radius from Ap to Bp.
Radius in the active myogenic response (Rm) is also a sigmoidal
function of the intraluminal pressure (Equation 4).
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The four model parameters are: (1) the maximum decrease
in vessel radius (or the peak amplitude), ρm; (2) φm is the
transvascular pressure at which the vessel radius decreases by ρm
(the pressure at peak amplitude); (3) the pressure bandwidth of
the vessel radius change is Cm (Namani et al., 2018); (4) and the
exponent,m, is assumed to be 2.0 (Young et al., 2012).

The literature (Table 1) provides pressure-diameter
relationships for swine coronary arterioles for vessel orders
5–7 only. This is likely for technical reasons, as the tiny arterioles
of order 4 (<48.3µm) and below are challenging to cannulate
and it would be difficult to image the lumen of the thicker
walled vessels of order 8 (>384.2µm) and above. To model flow
control in the entire coronary tree, however, active constitutive
properties are needed for vessels above and below orders 5–7.
Thus, some assumptions and simplifications were introduced.
Based on the weak or absent myogenic responses in vessels
above order 7 (Nakayama et al., 1988; Liao and Kuo, 1997), these
vessels were considered to have only passive properties in the
model. Because capillaries (order 0) lack smooth muscle, these
vessels were also considered to have only passive responses.
Myogenic parameters for vessel orders 1–4 were extrapolated
from the extracted myogenic parameters of vessels order 5–7.
The longitudinal distribution of the myogenic parameters was fit
with a three-parameter Weibull distribution function (Equation
5).


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(5)

The Weibull distribution defines the myogenic response as a
function of the vessel cast radius and serves as an input to the flow
analysis in the coronary tree (Namani et al., 2018). Subepicardial
and subendocardial vessels of the same order may have different
myogenic responses (Kuo et al., 1988), which could affect the
longitudinal distribution of myogenic parameters transmurally.
The available data are predominantly from subepicardial vessels,
whereas only two data sets are available for subendocardial
vessels; therefore, there will be greater uncertainty in myogenic
properties of vessels from this region.

To understand the effect of the myogenic response on
coronary pressure-flow autoregulation, the flow regulationmodel
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was simulated with and without active myogenic responses in
trees from the subepicardium and subendocardium. Trees were
composed of 400 vessels to minimize computational effort.When
active myogenic responses were removed, the vessels were given
a basal tone (i.e., a degree of constriction that is independent of
the transvascular pressure). The tone described here is meant to
be of the same nature as myogenic contractions. That is, the tone
is inherent to the smooth muscle itself (i.e., it is myogenic and
not due to extrinsic factors), but does not vary with pressure. The
prescribed basal tone (15%; an indicator of viable arterioles in
ex vivo experiments Muller et al., 1993) was made uniform in all
vessel orders (1–7) of the subtree to simplify the simulation.

COMPILING AND INTEGRATING THE
EXISTING DATA

Pressure-diameter data from the 11 previous studies cover orders
5, 6, and 7. Data from subepicardial vessels span all three orders,
while data from subendocardial vessels are available for only
orders 6 and 7. There is some variability in the pressure ranges
and units (e.g., cmH2O vs. mmHg) used to describe the results in
the studies of Table 1. Further, pressure-diameter relationships
from those studies are expressed differently (e.g., a percentage of
the maximum diameter vs. µm). Thus, the data were extracted,
converted to standard units of µm vs. mmHg, and assigned to
the appropriate branch order and myocardial layer. Then those
data were fit with Equations (3) (passive curve) and (4) (active
myogenic response). Data are not available for the diameters
of coronary arterioles at pressures greater than 100 mmHg,
but data for coronary autoregulation extend past that pressure;
therefore, pressure-diameter curves were extrapolated using the
following logic. First, pressure-diameter data at higher pressures
are available from mesenteric and femoral arterioles and can
be used as a guide (Carlson and Secomb, 2005). These data
show that the myogenic diameter converges with the passive
vessel diameter at high transvascular pressures (100–200mmHg).
Second, Young et al. found that extrapolation of the myogenic
pressure-diameter relationship beyond 100 mmHg is reasonable
(Young et al., 2012). Third, Hamza et al. measured the passive
pressure-diameter relationship of larger coronary vessels up to
150 mmHg and found a typical sigmoidal shape (Hamza et al.,
2003). It is important to point out, however, that there are no data
available to indicate whether the pressure-diameter relationships
of isolated arterioles are reflective of in situ properties. Thus, our
assumptions may need to be revisited. Example curve fits are
shown in Figure 6. These curve fits were sampled in 20 mmHg
increments from 0 to 120 mmHg to obtain data suitable for
calculating mean (with standard error, where possible) pressure-
diameter relationships in each available vessel order of the
subepicardium and subendocardium (Figure 7). These pressure-
diameter relationships are referred to as the “composite,” as they
represent the average of responses available from the literature.

Our literature search identified 10 studies of coronary
pressure-flow autoregulation in swine (Table 2). Eight were in
vivo studies (Pantely et al., 1985; Johnson et al., 1988; Guth et al.,
1991; McFalls et al., 1991; Schulz et al., 1991; Duncker et al.,

FIGURE 6 | Fitting the active and passive pressure-diameter relationships with

Equations (3, 4). The data were obtained from the study of Muller et al. (1993).

1992; Shnier et al., 1994; Berwick et al., 2012), while two were
ex vivo studies of isolated, blood-perfused swine hearts (Chilian,
1991; Schampaert et al., 2013). There were seven studies that
provided active autoregulatory data (all of those were in vivo
studies; see Table 2 for “Yes” in the “Autoregulated” column).
Four of the eight in vivo studies provided pressure-flow data from
vasodilated hearts (passive responses; see Table 2 for “Yes” in
the “Dilated” column). Both ex vivo studies were sources of data
for the pressure-flow relationship in the vasodilated (passive)
coronary circulation only. Data were extracted from the studies,
flows converted to ml/min/g (where necessary), and curve fitted.
To determine flow per gram of myocardium, we estimated heart
weight from body weight. In swine, the heart weight to body
weight ratio is the same as humans (5 g/kg; Lelovas et al., 2014).
To determine the weight of a particular perfusion territory (e.g.,
LCx or LAD), data from canine hearts were used (Feigl et al.,
1990), as no similar data exist for swine. Feigl’s analysis indicates
that the LCx perfusion area is 39.0% of heart weight, while that of
the LAD zone is 29.3%. For the active (autoregulated) response,
data were fit with a third order polynomial (cubic; Equation 6)
and the goodness of fit had R2 values between 0.94 and 0.99.

f(x) = ax3 + bx2 + cx+ d (6)

For the passive (vasodilated) response, data were fit with a second
order polynomial (quadratic; Equation 7) and the goodness of fit
had R2 values above 0.98.

f(x) = ax2 + bx+ c (7)

Curve fits of data obtained from studies in Table 2 were sampled
at 20 mmHg intervals from 20 to 140 mmHg to obtain data
suitable for creating composite group data with means and
standard errors (Figure 8).

DATA ANALYSIS

The active myogenic parameters obtained from the 11 data sets
that were fit with Equation (4) are listed in Table 3. Among the
three myogenic parameters the highest certainty is in ρm (peak
amplitude), while the least certainty resides in the parameter φm

(pressure at ρm). There is high uncertainty in fitting φm, as many
of the data sets do not have vessel diameters beyond pressures
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FIGURE 7 | Composite pressure-diameter relationships for all studies of swine coronary arterioles listed in Table 1. Filled symbols represent the passive curves, while

open symbols represent the active myogenic responses. Order numbers are given to the right of each data set. In the subepicardium (A), data are available from order

7 (1 study), order 6 (9 studies), and order 5 (3 studies). For subendocardial vessels (B), data are available for orders 7 and 6 (1 study each).

FIGURE 8 | Composite of coronary pressure-flow autoregulation in swine.

Open symbols represent the actively autoregulated response (Pantely et al.,

1985; Johnson et al., 1988; Guth et al., 1991; McFalls et al., 1991; Schulz

et al., 1991; Shnier et al., 1994; Berwick et al., 2012). Closed symbols are the

pressure-flow relationship in the vasodilated coronary circulation (Pantely et al.,

1985; Johnson et al., 1988; Chilian, 1991; McFalls et al., 1991; Duncker et al.,

1992; Schampaert et al., 2013). The inset contains the same data, but with a

magnified y-axis to appreciate the shape of the active autoregulation curve.

of 100 mmHg. During the curve fit, if ϕm and Cm (pressure
bandwith) exceeded the maximum pressure in the data, it was
truncated at that pressure.

The longitudinal distribution of myogenic parameters as a
function of the vessel cast radius is shown in Figure 9. A Weibull
fit was used to determine the distribution of parameters of
vessels from the subepicardium (top panel) and subendocardium
(bottom panel). The distributions of these myogenic parameters,

TABLE 3 | Myogenic parameters of arterioles sorted by layer and order.

Layer Order ρm (µm) φm (mmHg) Cm (mmHg)

Subepicardium 5 33.6 ± 8.4 91.8 ± 19.4 63.0 ± 5.1

6 40.2 ± 18.7 96.9 ± 8.5 73.1 ± 26.7

7 74.1 77.3 51.3

Subendocardium 6 38.9 103.0 92.6

7 102.3 120.0 93.7

The maximum decrease in radius is ρm, while the pressure at which radius decreases by

ρm is φm. The pressure bandwidth of changes in radius is Cm.

ρm, φm, and Cm, are model inputs to the coronary flow analysis.
Among the three parameters, the myogenic amplitude, ρm, is a
sensitive indicator of the strength of the reactivity for a given
vessel order. Due to the limited data in the subendocardium
(only two data points), statistical analysis could not be performed
for transmural differences in myogenic parameters. Further, the
Weibull fit of subepicardial data have a greater uncertainty than
the fit of the epicardial vessels, hence the transmural differences
in myogenic parameters should be interpreted cautiously.
However, the myogenic amplitude, ρm, in vessel order 7 is 38%
higher in subendocardium than subepicardium. Finding greater
myogenic reactivity in subendocardial vessels of the same order
contrasts with conclusions made by Kuo et al. (1988). This is
not entirely surprising; however, as Sorop et al. documented
very prominent myogenic reactivity in arterioles form the
subendocardium (Sorop et al., 2008; Figure 7B, order 7).

We simulated coronary autoregulation with various flow
control mechanisms in place (Figures 10, 11). To do so, we used
our recently developed model that considers realistic anatomy
and integrated passive and active determinants of flow (Namani
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FIGURE 9 | Longitudinal distribution of the myogenic parameters of coronary arterioles. Results are shown for vessels from the subepicardial (top row; A-C) and

subendocardial (bottom row; D-F) layers. The left column (A,D) displays the maximum decrease in vessel radius, ρm. The middle column (B,E) shows ϕm, the

transvascular pressure at which the vessel radius decreases by ρm. The right column (C,F) displays the pressure bandwidth of changes in radius, Cm.

et al., 2018). It has been proposed that physical myocardial-vessel
interactions (MVI) are important in coronary flow regulation and
heterogeneity (DeFily and Chilian, 1995). Our previousmodeling
indicates that the combined effects of cavity-induced extracellular
pressure and shortening-induced intramyocyte pressure are a
good reflection of intramyocardial pressure and MVI (Algranati
et al., 2010). Thus, flow regulation by MVI was included in
our current model. Network flow is influenced by various
regulatory mechanisms and transmural location (Figure 10).
Flow was lowest with myogenic regulation only, whereas flow
was highest in the passive state. Adding shear stress-dependent
effects increased flow over myogenic regulation alone, but
adding metabolic mechanisms increased flow almost maximally
(Figure 10). Flow is not autoregulated in the simulations of
Figure 10. In our model, it is optimization of metabolism and
the presence of myogenic responses that provides predicted flow
resembling autoregulation (Figure 11). In all simulations, three
control mechanism were always present: (1) metabolism (at
varying levels); (2) shear; and (3) MVI. In contrast, and most
importantly, simulations were run with and without myogenic
reactivity, as it was our goal to determine how myogenic
responses contribute to coronary pressure-flow autoregulation.
When myogenic reactivity was included, the model inputs were
the composite pressure-diameter relationships obtained from our
analysis of the literature (Figure 7). When myogenic reactivity
was removed from the simulations, it was replaced by a constant,
pressure-independent tone of 15%. The autoregulation model
predicts different pressure-flow patterns in the subendocardial
and subepicardial layers of the heart (Figure 11; compare
Figures 11A,C). Further, the autoregulation model predicts
substantial changes in the pressure-flow relationship within a
layer when myogenic reactivity is absent (Figure 11; compare
Figures 11A,B and Figures 11C,D).

When the autoregulatory profiles of the subendocardium and
subepicardium are compared, a major difference is noted. The
predicted autoregulatory range in the subendocardium is greater

than that in the subepicardium. Specifically, when myogenic
responses are included in the simulation, the perfusion pressure
range for appreciable autoregulation in the subendocardium is
approximately 75–135 mmHg (Figure 11C). In contrast, in the
subepicardium, when myogenic reactivity is included in the
simulation, the pressure range for appreciable autoregulation
is approximately 75–120 mmHg (Figure 11A). When myogenic
reactivity is eliminated from the simulations, the pressure range
for appreciable autoregulation considerably reduced in both
layers of themyocardium. That is, autoregulatory pressure ranges
in both layers are reduced to approximately 75–105 mmHg
(Figures 11B,D). Thus, the myogenic response has a significant
influence in regulating flow at higher perfusion pressures, as
active myogenic contractions reduce flow at higher pressures
and extend the autoregulatory range. The removal of myogenic
responses caused the flow-perfusion curve to approach that of a
passive vessel tree, demonstrating the uncoupling of myogenic
regulation from flow and metabolic regulation.

To determine how well the model prediction agrees with
in vivo coronary pressure-flow autoregulation, we compared
the simulation data in Figures 11A,C to the composite data of
Figure 8. This analysis had two parts and is shown in Figure 12.
In the first part of the comparison, both the model and composite
autoregulation curves were normalized to their own respective
flow values at a pressure of 90 mmHg (simulation data from the
subendocardial and subepicardial layers were averaged for this
comparison; Figure 12A). The composite and predicted curves
are quite similar in shape, but the zero-flow pressure from the
simulation is right shifted approximately 25 mmHg compared to
the composite data. For the second half of the analysis, closed
loop autoregulatory gain was calculated for active curves from
both the model and the composite data (Figure 12B). Gain was
calculated using Equation (8)

1− [(1F/Fi)/(1P/Pi)] (8)
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FIGURE 10 | Network flow is influenced by regulatory mechanisms. (A,B) show flow for subepicardial and subendocardial networks, respectively. The lowest curve is

flow in the presence of myogenic regulation only. The highest curve is flow in the passive state. Adding shear stress-dependent effects to the model increases flow

some, but adding metabolic mechanisms brings the flow curve close to that in the passive state.

FIGURE 11 | Simulated pressure-flow autoregulation curves in subepicardial (A,B) and subendocardial (C,D) subtrees. Simulations that include myogenic reactivity

are in (A,C). Simulations that do not consider myogenic reactivity are in (B,D) (vessels do have 15% tone that is independent of pressure).

Where F is flow at pressure P, Fi and Pi are initial flow and
pressure, 1F is Fi – F, and 1P is Pi – P. Positive gain values
indicate active autoregulatory behavior (i.e., vasoconstriction as
pressure is increased), negative gain values indicate vasodilation,
while a gain of 1 is perfect autoregulation. Peak autoregulatory
gains are similar (approximately 0.5 in both the simulated and

actual data); however, the peak pressure for autoregulation from

the simulation is right-shifted from the composite in vivo data

by approximately 15 mmHg (Figure 12B). Further, the effective

range of autoregulation predicted by the model appears to about
half of that observed in the composite in vivo data (approximately
30 vs. 60 mmHg; Figure 12B).

SUMMARY, CONCLUSIONS, AND
PERSPECTIVES

Direct comparisons of coronary pressure-diameter relationships
and coronary blood flow in the same species are lacking. Because
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FIGURE 12 | Comparison of composite and simulated coronary pressure-flow autoregulation. (A) shows normalized coronary pressure-flow curves for the composite

data of Figure 8 and the averaged subendocardial and subepicardial data from simulations in Figures 11A,C. Data were normalized to their respective flow at 90

mmHg. (B) contains a comparison of autoregulatory gains calculated by Equation (8).

data exist on both coronary myogenic reactivity (Table 1 and
Figure 7) and coronary pressure-flow autoregulation in swine
(Table 2 and Figure 8), we performed a meta-analysis with
three parts. First, we analyzed 11 prior studies of myogenic
responsiveness in swine coronary arterioles with standard
criteria (converting diameters and pressures to µm and mmHg,
respectively; Figure 7). Second, we used morphometry to sort the
myogenic responses to diameter-defined categories (Figure 7).
Third, the pressure-diameter relationships of coronary arterioles
were used as an input to our recently developed integrative
model of coronary blood flow regulation (Namani et al., 2018).
This allowed us to compare simulated coronary pressure-flow
autoregulation results to in vivo blood flow measurements
(Figures 8, 11, 12). Our study shows that the composite
myogenic reactivity of swine coronary arterioles fits with
simulated pressure-flow autoregulation in the same species in
a qualitative and quantitative manner. Specifically, while some
differences exist (e.g., the zero-flow pressure and the pressure
range of coronary autoregulation), our model simulations
produce pressure-flow curves that have the same general shape
and slope as what is observed from in vivo experiments
(Figure 12A). Importantly, the magnitude of autoregulatory gain
in simulations and composite data show excellent agreement
(Figure 12B).

No data exist regardingmyogenic responses in swine coronary
arterioles of orders 1, 2, 3, or 4. These vessels all have inner
diameters less than 48µmand present methodological challenges
using standard pressure myography techniques. This could
possibly be remedied by using techniques developed for studying
isolated nephrons (Burg perfusion; Burg et al., 1966) and
successfully used to study very small arterioles (down to 12µm)
from other vascular beds (Duling et al., 1981). An advantage
of Burg perfusion equipment is that can remove the necessary
manual manipulation required to cannulate and secure small
vessels. No data exist regarding myogenic responses in swine
coronary arterioles of order 8 or larger. These vessels have thicker
walls and it is difficult to image the lumen using conventional
pressure myography methods.

Existing data on myogenic reactivity in swine coronary
arterioles (Table 1) have been collected, analyzed, presented in

standardized units, and sorted to categories based on diameter
and transmural location (Figure 7). Similarly, existing data
on coronary pressure-flow autoregulation in swine (Table 2)
have been standardized and compiled in an orderly fashion
(Figure 8). This creates data sets that are simpler to interpret
and to use as inputs for models of coronary vascular
regulation. Having such data available to analyze may lead
to a better understanding of these important physiological
phenomena. Our analysis leads us to conclude that coronary
myogenic reactivity plays a role in coronary pressure-flow
autoregulation in swine. In fact, it can be concluded from
our modeling results that coronary myogenic responses are
one essential component in producing the phenomenon of
coronary pressure-flow autoregulation, as replacing myogenic
contractions with pressure-independent vascular tone greatly
reduced autoregulatory behavior in the simulations (Figure 11).
When the composite pressure-diameter relationships of swine
coronary arterioles from the literature are used as an input for
our model, the predicted coronary pressure-flow autoregulation
profile approaches in vivo observations (Figure 12). We did
note some differences between the simulated and composite
flow data (e.g., the zero-flow pressure of the simulation was
right-shifted and the predicted pressure range of coronary
autoregulation was narrower than in vivo observation). However,
our novel model simulations produce pressure-flow curves that
have the same general form and slope as what is observed
in vivo (Figure 12A). Autoregulatory gain in simulations and
the composite data show similar trends (Figure 12B). More
complete and appropriate data are now available to investigate
the regulation of coronary blood flow in an animal model
that is highly relevant to human cardiovascular health and
disease.

Existence of this data set and associated modeling tools
for the coronary circulation is important because it has been
known for more than 50 years that multiple mechanism (i.e.,
myogenic, shear stress, and metabolic mechanisms) contribute
to the autoregulation of blood flow in skeletal muscle (Stainsby,
1962; Jones and Berne, 1965; Borgstrom and Gestrelius,
1987). In contrast, our understanding of the contribution and
interaction of these mechanisms in the coronary circulation has
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lagged behind, in part, because direct evidence for myogenic
contractions in coronary vessels was not available until 1988
(Kuo et al., 1988). As for modeling the interactions of multiple
mechanisms in skeletal muscle, Carlson et al. showed that
both the myogenic and metabolic responses are needed to
overcome shear-dependent effects in skeletal muscle in order to
predict autoregulation that is close to experimental observations
(Carlson et al., 2008). Their regulatory scheme for skeletal
muscle indicates that when arterial pressure is increased, both
pressure and flow increase in the arterioles, which produces
several interacting effects. First, flow increases oxygen delivery
to the tissues, which attenuates the vasodilatory metabolic signal.
Second, increased pressure initiates vasoconstriction by the
myogenic response. Third, increased flow and pressure exert
more shear stress on the vessel wall, causing vasodilation. Thus,
myogenic and metabolic responses work together to oppose
shear-dependent effects. Moreover, Carlson et al. concluded
that the metabolic response contributed more to autoregulation
of blood flow than the myogenic response (Carlson et al.,
2008). An important question is whether the same conclusions
hold true for coronary autoregulation. Namani et al. found
that metabolic and myogenic regulation were more important
inputs for modeling coronary autoregulation than were shear-
dependent effects (Namani et al., 2018). Using the current data

set as input for the model produces results which support the
previous conclusions of Namani and colleagues for three reasons.
First, network flow was highly sensitive to myogenic regulation
(evident from the large difference in myogenic and passive curves
in Figure 10). Second, adding shear stress-dependent effects to
the model increases network flow (Figure 10). Third, network
flow is highly sensitive to metabolic regulation, as full metabolic
activation gives a pressure-flow relationship that is very close to
the passive curve (Figure 10). Thus, in our model of the coronary
circulation, while shear has significant effects, metabolism is the
major vasodilatory influence. Both shear and metabolism are
dilatory and work to oppose myogenic constriction. This finding
highlights the need for further study into regulatory mechanisms
governing the coronary circulation.
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Predictive computational modeling has revolutionized classical engineering disciplines

and is in the process of transforming cardiovascular research. This is particularly relevant

for investigating emergent therapies for heart failure, which remains a leading cause

of death globally. The creation of subject-specific biventricular computational cardiac

models has been a long-term endeavor within the biomedical engineering community.

Using high resolution (0.3 × 0.3 × 0.8mm) ex vivo data, we constructed a precise fully

subject-specific biventricular finite-element model of healthy and failing swine hearts.

Each model includes fully subject-specific geometries, myofiber architecture and, in

the case of the failing heart, fibrotic tissue distribution. Passive and active material

properties are prescribed using hyperelastic strain energy functions that define a nearly

incompressible, orthotropicmaterial capable of contractile function. Thesematerials were

calibrated using a sophisticated multistep approach to match orthotropic tri-axial shear

data as well as subject-specific hemodynamic ventricular targets for pressure and volume

to ensure realistic cardiac function. Each mechanically beating heart is coupled with a

lumped-parameter representation of the circulatory system, allowing for a closed-loop

definition of cardiovascular flow. The circulatory model incorporates unidirectional fluid

exchanges driven by pressure gradients of the model, which in turn are driven by the

mechanically beating heart. This creates a computationally meaningful representation of

the dynamic beating of the heart coupled with the circulatory system. Each model was

calibrated using subject-specific experimental data and compared with independent in

vivo strain data obtained from echocardiography. Our methods produced highly detailed

representations of swine hearts that function mechanically in a remarkably similar manner

to the in vivo subject-specific strains on a global and regional comparison. The degree
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of subject-specificity included in the models represents a milestone for modeling efforts

that captures realism of the whole heart. This study establishes a foundation for future

computational studies that can apply these validated methods to advance cardiac

mechanics research.

Keywords: heart failure, subject-specific, finite element method, realistic simulation, ventricular function

1. INTRODUCTION

For decades researchers have strived to create realistic
computational models to represent the mechanical behavior
of the heart (Sack et al., 2016a). This challenging endeavor
faces difficulties in accounting for the complex geometry, fiber
structure and material description of the heart. To further
complicate modeling efforts, the circulatory system and the
cyclical function of the heart need to be numerically reproduced
as heart function is critically coupled to the circulatory system
and cannot be modeled in isolation.

The finite element (FE) method is well suited to create
computational models as it allows for partial differential
equations to be solved over complex geometric domains, as is
necessary to investigate the mechanical aspects of heart function,
pathology and potential emergent therapies. This is critical as
heart failure (HF) is the leading cause of death worldwide
(Finegold et al., 2013). Even with optimal modern therapy, the
annual mortality rate of patients with HF ranges from 31 to
45% (Chen et al., 2013; Desta et al., 2015), strongly motivating
the need for new therapies, and methods that can accelerate
their design and development. Modeling HF in silico allows the
effect of the disease on heart function to be directly quantified
(Bogen et al., 1980; Guccione et al., 2001; Kerckhoffs et al.,
2007; Fomovsky et al., 2011; Wenk et al., 2011, 2012a,b) while
simultaneously collecting critical information such as regional
ventricular wall stress, an otherwise unobtainable metric thought
to initiate pathological remodeling (Pfeffer and Braunwald, 1990;
Sutton and Sharpe, 2000; Matiwala and Margulies, 2004).

Here, we propose a method to combine multiple sources
of in vivo and ex vivo data to produce and validate highly
realistic subject-specific FE models of the porcine heart. This
process builds on our previously published research on cardiac
modeling (Baillargeon et al., 2014, 2015; Sack et al., 2016b) by
including subject-specific features into almost every aspect of the
model to reduce the number of ad hoc modeling assumptions.
By incorporating data from high resolution magnetic resonance
imaging (MRI) and diffusion tensor magnetic resonance imaging
(DT-MRI), we were able to create high-fidelity representations of
the biventricular chambers, myofibers and infarcted scar-tissue
distribution in the ischemic HF subject. These models include the
full ventricular structure, the endocardial papillary structure and
all four valve openings. Our modeling techniques simulate heart
function by calibrating active and passive material properties of
the heart to match measured in vivo functional outputs (i.e.,
volume and pressure measurements). To ensure realistic cardiac
function, the mechanical model of the ventricles is coupled to a
lumped-parameter circulatory model. This enables closed-loop
volume exchange, the modeling of multiple cardiac cycles, and

realistic cyclical pumping akin to the physiological beating heart.
The models are validated by comparing predicted regional values
of endocardial strain to in vivomeasurements not used in model
creation. This study introduces the first fully subject-specific
cardiac models in healthy and failing states.

2. METHODS

2.1. Experimental Protocol
All animal experiments were performed in accordance with
national and local ethical guidelines, including the Guide for
the Care and Use of Laboratory Animals, the Public Health
Service Policy on Humane Care and Use of Laboratory Animals,
the Animal Welfare Act, and an approved California Medical
Innovations Institute IACUC protocol regarding the use of
animals in research.

Two porcine subjects were used in this study: one normal and
one with HF. The description of these animals and the creation of
HF has been detailed previously (Choy et al., 2018). The ischemia
resulted in decline of the animal’s ejection fraction (EF) from
56% at the time of coronary artery occlusion to 32% when the
animal was sacrificed, 16 weeks later. Measurements of in vivo left
ventricular pressure and volume for each subject were recorded
at the time of sacrifice (the incorporation of this data is discussed
in section 2.5). Excised hearts were arrested in diastole with a
saturated solution of potassium chloride and were fixed with
buffered formalin (Carson-Millonig formulation).

2.2. Ex Vivo Imaging
After fixation, the ventricular cavities were filled with a
silicone rubber compound (Polyvinylsiloxane, Microsonic Inc.,
Ambridge, PA) in order to maintain the geometry during
imaging. The hearts were then placed in a plastic cylindrical
container filled with a susceptibility-matched fluid (Fomblin,
Solvay Solexis, West Deptford, NJ) and held in place using open-
cell foam. Anatomical MRI was then performed (Magnetom
Prisma 3T, Siemens, Erlangen, Germany) with the following
parameters: T1-weighted imaging using a 3D Fast Low Angle
SHot (FLASH) sequence (0.3 × 0.3 × 0.8mm spatial resolution,
echo time (TE)/repetition time (TR) = 3.15/12ms, scan time:
1.5 h); and T2-weighted imaging using a 2D multi-slice Turbo
Spin Echo (TSE) sequence (0.3× 0.3× 0.8mm spatial resolution,
TE/TR= 94/15,460ms, scan time: 2 h).

DT-MRI was performed using a readout-segmented diffusion-
weighted spin-echo sequence (Porter and Heidemann, 2009)
with b-value= 1,000 s/mm2 along 30 directions and one b-value
= 0 s/mm2 reference, TE/TR = 62/18,100ms and 1.0 × 1.0 ×
1.0mm spatial resolution with 4–6 signal averages to improve
signal-to-noise ratio (scan time: 8–12 h). Diffusion tensors were
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reconstructed from the diffusion-weighted images using linear
regression and custom MATLAB (The MathWorks, Inc., Natick,
Massachusetts, United States) routines.

2.3. Geometric Segmentation and
Reconstruction
Ex vivo MRI data sets were imported and processed in
Simpleware ScanIP (Synopsys, Mountain View, USA). Detailed
geometric segmentations of the biventricular structure were
created along with segmentations of infarcted tissue in the HF
subject. Segmentation relied on a combination of well-established
techniques including region growing, level-set thresholding,
and morphological smoothing (Vadakkumpadan et al., 2010;
Setarehdan and Singh, 2012). Manual intervention was used only
if needed to eliminate spurious features.

The full ventricular structure including all four valve openings
of the heart was reconstructed from the T2-weighted MRI
data sets. The segmented geometry and the cavity morphology
are shown in Figures 1A,B, respectively. The segmented
geometry was meshed with quadratic tetrahedral elements
using Simpleware’s built in FE meshing suite as shown in
Figure 1C and the resultant mesh with the cavities enclosed
is shown in Figure 1D. These meshes were imported into the
Abaqus software environment (version 6.14, Dasssult Systèmes,
Providence, RI, USA), which was chosen as the FE solver for
this research. Since these geometries are constructed from ex vivo
imaging, they provide the geometry in an unloaded state.

2.3.1. Ventricular Chambers
To determine the ventricular cavity volumes, these chambers
were enclosed by constructing two-dimensional (2D) triangular
surface elements at each valve opening that were adjoined to a
center node Figure 1D. The degrees of freedom of these center
nodes, designated as “slave nodes,” were coupled to the average
motion of the surrounding nodes on the ventricular structure
used to construct these surface elements. These surface elements
do not contribute to the stiffness of the valve openings.

2.4. 3D Subject-Specific Myofiber
Orientations
DT-MRI provides diffusion tensors for each voxel that were
decomposed into eigenvalues and corresponding eigenvectors.
Primary eigenvectors associated with the largest eigenvalue were
identified as the orientation of the myofiber (Scollan et al.,
1998; Kung et al., 2011). For practical purposes of computational
modeling, a fully continuous 3D field representation of the local
material coordinates, derived from diffusion tensors, is needed.
This was achieved using a linear invariant interpolation method
(Gahm et al., 2012) whereby the diffusion tensor is decomposed
into invariants and orientations, which are each interpolated in
turn and reconstructed into an interpolated tensor at the point of
interest x ∈ R

3.
To ensure only voxels containing cardiac tissue (and not fat,

air bubbles or voids) were included in the interpolation, the
requirements that eigenvalues of each voxel be strictly positive,
and that the fractional anisotropy (FA), an invariant of diffusion
tensors commonly used for tissue thresholding (FA > 0.12),

were imposed prior to analysis. This value for FA was found
experimentally to be the lowest that would fully threshold out
non-fibrous tissue and was reasonably different from values of
FA for cardiac tissue (Helm et al., 2005; Kung et al., 2011). The
inclination angle αh, defined as the angle between the myofiber
projected onto the longitudinal-circumferential tangent plane
and the circumferential unit vector (Bovendeerd et al., 1992;
Scollan et al., 1998; Toussaint et al., 2013), was quantified for
each voxel. Results are presented regionally for the left ventricle
(LV), partitioned into the 17 regions following the American
Heart Association (AHA) guidelines (Cerqueira et al., 2002). This
is a commonly reported quantification of myofiber orientation,
which allows us to compare our results with literature findings as
a source of validation.

2.5. Incorporating in Vivo Measurements
For the HF pig, in vivo pressure and volume measurements
were set as target values in the model calibration. For the
normal pig, an in vivo volume measurement, and pressure
derived from the healthy baseline of a larger in vivo data set
(n = 5) (Choy et al., 2018), were similarly used. The complete
in vivo measurements used for this study are presented in
Supplementary Table S1. Measurements of in vivo strains were
also recorded but deliberately excluded from the calibration
process to serve as an independent metric to validate the model.

2.6. Constitutive Model
2.6.1. Passive Material Description and Parameter

Estimation
The passive material response for myocardium follows the
structurally motivated constitutive model for anisotropic
hyperelastic myocardium introduced by Holzapfel and
Ogden (Holzapfel and Ogden, 2009). Descriptions of
material parameters are provided in Supplementary Table
S2. A modification in the isochoric part of the strain energy
density 9iso, was introduced, allowing for the description of
homogenized, pathological tissue:

9iso =
a

2b
eb(I1−3) +

∑

i=f ,s

ai

2bi

{

ebi(I4i−1)2 − 1
}

+
afs

2bfs

{

ebfs
(

I8fs
)2

− 1
}

, (1)

9vol =
1

D

(

J2 − 1

2
− ln(J)

)

(2)

where the new parameters a, ai and afs govern the
homogenization of healthy and pathological tissue using a
scalar parameter h representing the volume fraction of tissue
health. For example ai is defined in the following manner:

ai = ai
[

h+
(

1− h
)

p
]

. (3)

Here, h bound by [0, 1], governs the health of the material point
and p scales the passive response according to pathology. The
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FIGURE 1 | (A) Geometric segmentation. (B) Transparent geometries revealing the cavity morphology. (C) The mesh corresponding to the segmentation. (D) The

mesh with the cavity structures enclosed using surface elements.

parameters a and afs are defined similarly using h, p, a and afs.
Note that the following holds:

h = 1
yields
→ ai = ai (4)

h = 0
yields
→ ai = aip (5)

ai transitions linearly between these values for different values of
h bound by [0, 1].

The values of h were determined from ex vivo imaging
and processed as a regionally varying field, continuous over
the domain. This was achieved by interpolating a binary
(i.e., infarcted or healthy tissue) segmentation of the high-
resolution ex vivo data onto regularly spaced nodal points of
the biventricular FE mesh, whereby the elemental interpolants
populate the domain in a continuous fashion. This allows for
regionally detailed descriptions of infarcted tissue and border
zone material to be incorporated into the model in a continuous
and physiologically reasonable manner (Figure 2). Following the
above equations, passive material stiffness is determined by the
“health” of the material point, h; the pathological scaling of
infarctedmaterial, p, and thematerial parameters ai and bi, which
govern the linear and exponential response of the cardiac tissue
in different modes of deformation.

h is determined a priori from the mapping of the segmented
infarcted tissue. Without detailed experimental data, we have
to rely on literature values to determine the pathological
scaling of the material, p. Even though multiple studies have
investigated the quantification of infarct mechanics, there is no
clear consensus on infarct stiffness readily available. Holmes,
Borg (Holmes et al., 2005) presents an excellent account of
changes in infarct stiffness. The infarct at the remodeling phase
(i.e., scar tissue) is relevant to our study, and has been quantified
as 2–10 times (Connelly et al., 1985; Gupta et al., 1994; McGarvey
et al., 2015; Mojsejenko et al., 2015) as stiff as remote non-
infarcted tissue. Particularly relevant is a recent study performed
by McGarvey, Mojsejenko (McGarvey et al., 2015) which allows
us to narrow this range of infarct stiffness. In that study, the
authors quantify the in vivo stiffness of infarct and remote
tissue of porcine subjects using FE methods and in vivo imaging
techniques. As they have a similar model of MI and report
values for late-stage infarcts (i.e., 12 weeks) their results are

most applicable to our study. Using the ratio of their results for
infarcted and remote tissue, we determine a value for p to be 4.56
which we apply throughout our models.

The remaining material parameters, ai and bi, were found
through optimization techniques relying on two stages of
determination. Initial values for ai and bi were determined from
the calibration of normal myocardium specimen samples to
experimental tri-axial shear data (Sommer et al., 2015). This
is essential to capture the fully orthotropic behavior of cardiac
tissue. Calibration was performed using Abaqus as the forward
solver, whereby in silico cubes of myocardium with edge lengths
of 4mm (i.e. dimensions matching those of the study of interest)
were meshed into a uniform 27 linear hex-element mesh. As with
Sommer et al. (2015), we assumed an orthonormal coordinate
system aligned with the cube dimensions corresponding to
the mean fiber, sheet, and sheet-normal directions. Shearing
was executed by specifying the translational displacement
of a specified cube face, while enforcing zero displacement
boundary conditions on the opposite cube face. The optimization
was performed in MATLAB using a nonlinear least-square
optimization routine with the trust-region-reflective algorithm
option.

Here, the minimization between FE model stress σ and
experimental values σ can be explicitly defined through the
minimization of an objective function ϕ1 by

min ϕ1(v1) =
∑

i

∑

j

(

σ i
j − σ̄ i

j

)2
, (6)

where i = {fs, fn, sf , sn, nf , ns} are the six combinations
of shear modes, the vector of material parameters is given by
v1 = {a, b, af , bf , as, bs, afs, bfs} and the index j spans the
data points in the shear vector for shear test i. The resulting
material parameters from shear calibration were identified only
once and these formed as the starting set of material parameters
for the next stage of calibration, which scales these values to
match subject specific left ventricular function.

To adjust the material for each subject, these initial values
are scaled consistently to match the “Klotz curve” (Klotz et al.,
2006) generated for the diastolic pressure-volume (PV) relation
of each subject’s LV. Both linear (ai) and exponential (bi) terms
were subject to uniform scaling by parameters A and B, a scalar
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FIGURE 2 | (A) Binary segmentation of infarcted tissue (blue) and healthy tissue (red) on a short axis MRI of the porcine subject with HF. (B) A short-axis slice of the

FE model displaying the interpolated h field with 0 represented as blue and 1 represented as red. Colors in between blue and red represent the “border zone.” (C)

Zoomed-in section corresponding to the box in (A). (D) Zoomed-in section corresponding to the box in (B). (E) A long-axis cut plane of the FE model displaying the

interpolated h field throughout the bisected geometry.

and an exponential multiplier, respectively. These values were
found by minimizing the error between the in silico diastolic
PV course of each subject to the analytical Klotz curve, starting
from the unloaded LV volume V0 until the end-diastolic volume
(EDV) was reached at the specified end-diastolic pressure (EDP)
value given in Supplementary Table S1. The error between the
model and predicted in vivo pressure-volume relationship was
minimized using the same nonlinear least-square optimization
routine used in the shear calibration. For the passive filling
calibration, we defined our objective function ϕ2 as the difference
in pressure values along the pressure volume curve combined
with a single measure of EDV, which we found to yield close fits
to the PV curve and ensure EDV was met.

minϕ2(v2) =
N

∑

j

(

Pj − Pj
)2 +

(

EDV − EDV
)2

, (7)

where the vector of material parameters is given by v2 = {A, B},
N refers to the total number of data points along the pressure
volume curve and values from experimental data are given with
the “overbar” notation. To be thorough, the enforcement of
incompressibility was investigated by perturbing the parameter
D in Eq. (2). We found that at extreme values, i.e., D < 0.02
MPa and D > 20 MPa, non–physiological deformation was
introduced. Within this range (0.02 < D < 20 MPa), the effect of
incompressibility was minor on material parameter estimation.
We chose to set D = 0.2, which we found sufficient to enforce
incompressibility (99.8% volume retained over passive filling)

and avoid problematic deformations. This value produced a Bulk
modulus roughly 1000 times larger than the largest linear terms
(ai) – a guideline also used by Göktepe et al. (2011).

To ensure realistic loading of the LV cavity one needs to
consider the trans-septal pressure originating from RV filling. To
capture this, the RV cavity of the normal subject was also inflated
to 4 mmHg for RV EDP during passive filling calibration. This
amount was determined from literature values of healthy subjects
(Quinn et al., 2006; Mann et al., 2015). As the HF subject had an
LV EDP roughly double the LV EDP of the normal subject, we
also doubled the RV passive pressure tomaintain proportionality.

2.6.2. Active Material Description and Parameter

Estimation
The description of our time-varying elastance model of active
force development (Walker et al., 2005) was also modified to
include this description of tissue health:

Ta
(

t, l
)

= Tmax
Ca20

Ca20 + ECa250
(

l
)

[

1− cos
(

ω
(

mod(t), l
))]

2
h, (8)

where Tmax, the maximum allowable active tension, is multiplied

with a term governing the calcium concentration, and a term

governing the timing of contraction (both terms depend on

sarcomere length l). The timing of contractile function is linked to

the heart rate and timing of the cardiac cycle, which is enforced

through a modulus function acting on the time variable, t. Finally,

the entire expression is multiplied by h, to ensure tissue contractility

is directly proportional to tissue health. This ensures contractile force
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is zero at the material point of fully infarcted tissue. Further detail of

the active tension law is provided in the Supplementary Material.

The total fiber stress, σf , is equal to the passive stress, σpf ,

combined with the active tension in the fiber direction given by:

σf = σpf + Ta ef ⊗ ef (9)

Biaxial investigations on actively contracting rabbit myocardium

revealed significant stress development in the cross-fiber direction

that could not be completely attributed to fiber dispersion or

deformation effects (Lin and Yin, 1998). This has motivated

computational efforts to consider a proportion of the active stress

developed in the fiber direction to be transferred onto the stress in

the sheet direction by a scalar ns ∈ (0, 1), such that:

σs = σps + ns Ta es ⊗ es (10)

Using the same nonlinear least-square optimization routine in the

passive regime, Tmax and ns were subjected to optimization to

ensure the correct stroke volume (SV = EDV-ESV) for each subject

was achieved. Additionally, to ensure physiological deformation

during contraction (and unique values of parameter estimation),

left ventricular long-axis shortening (LVLS) was included in the

description of error for the optimization routine. Typical values

for LVLS are between 15 and 20% for humans (Dumesnil et al.,

1979; Carreras et al., 2012), so this was set as a low weighted target

in the minimization routine to ensure an LVLS > 0% in our in

silico porcine model was achieved. This in turn ensures that the

optimization routine does not converge on a parameter set that

produces ventricular elongation and/or wall thinning. This is defined

explicitly in the objective function ϕ3 below:

minϕ3 (v3) =
(

SV − SV
)2 + 0.2

(

LVLS− LVLS
)2

(11)

where the vector of active material parameters is given by v3 =
{Tmax, ns} and target values SV and LVLS are given with the

“overbar” notation.

2.7. Circulatory System
We introduced a closed loop circulatory model adapted from simple

lumped parameter representations (Hoppensteadt and Peskin, 1992;

Pilla et al., 2009) of different compartments in the cardiovascular

system. The ventricular chambers are defined as fluid-filled cavities

fully enclosed by the combined meshed faces of the tetrahedral

elements on the cavity surface and the surface elements described

in section 2.3.1 that close off the chamber. The coupling of the

lumped circulatory system and mechanical function was performed

in Abaqus. Details on the numerical underpinnings for this are

provided in the Abaqus Theory Guide (2014); here, we provide a brief

overview concerning the relation of pressure, volume, compliance,

resistance and fluid exchange within a lumped system. The volume

Vi and pressure Pi inside a fluid cavity chamber i are related in the

following manner:

Vi (t) = Vi (0) + κiPi (t) (12)

where κi is the compliance (inverse of stiffness) of the vasculature.

For the LV and RV, the compliance is highly nonlinear, depending

on both the strain state of the material and time (outlined in

sections 2.6.1 and 2.6.2). Following Eq. (12), we define additional

dimensionless compliance vasculature representing key components

of the circulatory system. As the FE ventricular model (and not the

circulatory circuit) is the central focus of this research, we sought

to model a working circulatory system with as few components and

assumptions as possible. This resulted in a circulatory system with

three compliance vessels representing the systemic arteries (SA),

systemic veins (SV) and the pulmonary circuit (P). The FE model

of the heart is connected to this lumped representation as illustrated

in Figure 3.

Unidirectional fluid exchanges governing the flow between

compliance vessels are driven by the pressure gradients between

these chambers as defined by:

Q (t) =
dV

dt
=

1

R

dP

dt
(13)

In each simulated cardiac cycle, the ventricles contract, increasing

the pressure in their chambers until it exceeds the pressure in the

connected outflow chamber, driving the flow of blood in the circuit

and simulating the physiological circulatory system. Since the total

amount of volume in the circulatory system is constant, we have the

following:

d

dt
VTOT =

d

dt

∑

i

Vi (t) = 0. (14)

FIGURE 3 | Schematic of the mechanical model coupled with the circulatory

system. RM is mitral valve resistance, RA is aortic valve resistance, CSA is

systemic arterial compliance, RSYS is systemic arterial resistance, CSV is

venous compliance, RT is tricuspid resistance, RP is pulmonary valve

resistance and CP is pulmonary system compliance.
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This facilitates a stable limit cycle when simulations occur over

multiple cardiac cycles.

Resistance and compliance values were based on literature values

(Santamore and Burkhoff, 1991; Hoppensteadt and Peskin, 1992;

Watanabe et al., 2004; Pilla et al., 2009) and adapted to ensure

realistic flow. The values for these parameters are presented in

Supplementary Table S3 along with literature values for comparison.

Flows from the pulmonary circuit into the LV and from the

systemic circuit into the RV are set to zero during the contractile

stages of heart function (i.e., during isovolumetric contraction,

ejection, and isovolumetric relation). Outflow from the LV and RV

is always permissible but only occurs when the pressures in these

cavities exceed the pressures in the chambers they are ejecting into.

Combining these restraints with the imposed unidirectional flow of

the circuit is sufficient to produce realistic fluid exchanges analogous

to the physiological circulatory system.

2.8. Boundary Conditions
The physiological heart does not experience rigid constraints on its

motion. Boundary conditions are needed in computational models,

however, to prevent rigid body motion and ensure the problem

is mathematically well posed. To accomplish this without placing

overly restrictive constraints on the model motion, we exploited the

coupled degrees of freedom introduced by enclosing the ventricular

cavities (section 2.3.1). The slave node of the truncated pulmonary

trunk was fixed in all directions; this indirectly enforces a weighted

average restraint on the nodes it is coupled with; i.e., the valve ring,

such that the average deformation is zero. The valve is still able

to expand and contract during the heart cycle, but this motion is

“centered” on a fixed point in space.

2.9. Initial Conditions
In order to initiate the cardiac cycle, each compliance vessel was

loaded with fluid until it experienced the physiological pressure

at ED. Where possible, pressure catheterization readings from in

vivo subject-specific measurements were used. The set of initial

conditions used in this study is given in Supplementary Table S4.

2.10. The in Silico Cardiac Cycle
The initial conditions outlined above are sufficient to initiate the

dynamic beating of the computational heart model. From the initial

conditions (i.e., ED), contraction is initiated, which increases the

pressure in the ventricular chambers. These rise until LV and RV

pressures exceed the pressures in CSA and Cp, respectively. At this

stage, fluid exchanges occur and the ventricles empty while the

pressures and volumes in CSA and Cp increase. Once LV and RV

pressures drop below the pressures in CSA and Cp respectively,

the fluid exchanges stop, and the LV and RV pressures decrease

with the decline in active tension. The entire duration of these

“active contraction” processes is 480ms, which compares well with

literature values for the timing of isovolumetric contraction 66–

90ms (Sengupta et al., 2006), ejection 270–347ms (Beyar and

Sideman, 1984a; Sengupta et al., 2006) and isovolumetric relaxation

64–93ms (Hanrath et al., 1980; Sengupta et al., 2006), respectively.

At the end of isovolumetric relaxation, all components in the

circulatory system behave purely passively. Pressure differences

between the compliance chambers in CSV and Cp and the RV and

LV, respectively, drive the passive filling of the ventricular chambers.

The majority of the volume transferred in the passive filling stage

occurs in the early portion of the step when the pressure difference

is largest. Passive filling occurs in 300ms, which is sufficient time for

the cavities to inflate to the ED state and results in a heart rate of 77

bpm. Multiple steps of active contraction and passive filling can be

simulated in a continuous sequence until convergent behavior over

the cardiac cycle is reached.

2.11. Damping
Mass proportional Rayleigh damping (i.e., a viscous term introduced

in the FE system of equations proportional to the mass matrix;

Hughes, 2000) is introduced to dampen unrealistic oscillatory

behavior of the low frequency modes. Physiologically, these would

be eliminated by the surrounding soft connective tissue in the chest

cavity. Similarly, isotropic time-dependent linear viscoelasticity is

defined as part of the material constitutive behavior to damp out

the high frequency response during active contraction. Whereas

cardiac tissue is generally known to exhibit viscoelastic behavior,

suitable experimental data on porcine cardiac viscoelasticity were

not available. Hence, the model incorporates a small amount of

viscoelasticity to eliminate unrealistic transient behavior, which is

achieved using a Prony series formulation (Dill, 2006) within the

Abaqus material definition (Abaqus Theory Guide, 2014).

2.12. Model Validation
In vivo strain echo data (TomTec 4D LV-Function, Version 4.6, Build

4.6.3.9, Unterschleißheim, Germany) of the endocardial surface was

collected and excluded from calibration to serve as an independent

data source to perform model validation. These in vivo strains are

calculated by partitioning the endocardial surface into 16 segments,

andmeasuring local deformation in longitudinal and circumferential

directions (Pedrizzetti et al., 2014). An illustration of this 16-segment

partition is shown in Supplementary Figures S1A,B.

These in vivo strain measurements reference ED as the initial

configuration, and as such, provide relative change in length through

a single cardiac cycle compared to the ED state. For purposes of

validation, we select ES as the primary point of comparison for

measuring heart deformation.

To provide comparable strain measures from our FE model,

the endocardial nodes were partitioned into the same 16 segment

division as the TomTec strain data. This resulted in 12 quadrilateral

segments for the LV trunk and four triangular segments for the apical

region. Control nodes placed at the corners and midpoints of the

regions were identified. Similarly to the speckle-tracking imaging

technique used to determine strain in the in vivo case, the nodal

deformations of these control points were extracted at different

time points in the cardiac cycle. By fitting cubic splines through

these control points, longitudinal and circumferential measurements

are created. The change in longitudinal and circumferential spline

length provides a consistent strain measurement (i.e., engineering

strain) analogous to the strain measurements provided by the in

vivo TomTec strain measurements. The quadrilateral and triangular

surfaces, the control nodes, and the fitted cubic splines are illustrated

in Supplementary Figures S1C,D.

3. RESULTS

3.1. Geometric Segmentation
A visualization of the 3D heart structure from T2-weighted MRI

data is given in Figure 4, along with our ventricular segmentation.
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FIGURE 4 | (A) 3D constructed visualizations of the full ventricular structure from MRI data. (B) Geometric segmentation of the full ventricular structure superimposed

over the same background MRI data as (A). (C) Long-axis cut plane of the MRI data superimposed with contours (green lines) for the full ventricular segmentation. (D)

3D constructed visualizations of the truncated ventricular structure from MRI data, revealing the endocardial ventricular structure. (E) Geometric segmentation of

truncated ventricular structure superimposed over the same background MRI data in (D). (F) Short-axis cut plane of the MRI data superimposed with contours (green

lines) for the ventricular segmentation.

Structural details such as wall thickness and trabecular morphology

extracted from the MRI data conform to features reported for the

porcine heart (Crick et al., 1998). Segmentations of the ventricles

were meshed with roughly 85,000 quadratic tetrahedral elements–

a refinement determined from a mesh convergence analysis. This

analysis identified converged model behavior (i.e., stress, strain, and

cavity expansion) over the entire cardiac cycle for mesh resolutions

greater than approximately 50,000 elements.

3.2. Subject-Specific Myofiber Orientations
Results for the inclinations angles αh for both porcine LVs are

presented graphically in Figure 5 for each AHA segment. This

regional presentation of αh, partitioned by AHA region and further

subdivided by transverse wall depth, presents in general with

narrow distributions (i.e., small variance). Inclination angles in

the normal subject, excluding the apex, vary from 66.5 ± 16.6◦

on the endocardium to −37.4 ± 22.4◦ on the epicardium in a

predominantly linear fashion. Similarly, inclination angles in the HF

subject vary from 63.0± 18.3◦ on the endocardium to−43.4± 19.8◦

on the epicardium.

A local orthonormal coordinate system aligned with themyofiber,

sheet plane, and sheet normal directions are interpolated to the

centroid of each element in the FE mesh. Images revealing the

geometry with and without myofiber orientations are presented in

Figure 6. In addition to the characteristics presented quantitatively

above, other qualitative features are as follows. Firstly, myofiber

orientations are predominantly tangential with geometric surfaces.

This can be seen in Figures 6B,D, by the abundance of myofibers

protruding through cut surfaces relative to those seen protruding

through natural physiological surfaces. Secondly, myofibers are

closely aligned with papillary structure morphology, as can be seen

in Figures 6C–E. Finally, the distribution in inclination angle in the

LV, varying from positive on the endocardium through to negative

on the epicardium, is easily identified from the global myofiber

arrangement as shown in Figure 6F.

3.3. Material Parameter Estimation
The calibrated material parameters fit the human shear data

(Sommer et al., 2015) with an R2 = 0.997. This excellent fit is

illustrated in Supplementary Figure S2 wherein model response

(solid lines) is plotted against experimental data (circles). The

corresponding material parameters that produced this response are

a = 1.05 kPa, b = 7.542, af = 3.465(kPa), bf = 14.472, as =
0.481(kPa), bs = 12.548, afs = 0.283(kPa), and bfs = 3.088.

The subject-specific calibration resulted in suitable values for the

passive material scaling parameters A and B, and active material

parameters TMAX and ns. These values are presented in Table 1

along with the initial unloaded LV cavity volumes V0, as these are

fundamental to the resulting material parameters.

To illustrate the efficacy of the optimization routine, the passive

filling curve resulting from optimizing is given in Figure 7A. These

passive filling curves fit the analytical Klotz curves with anR2 = 0.967

for the normal subject and an R2 = 0.995 for the HF subject. The

final calibrated EDV also matches closely with target values; i.e., 57.3
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FIGURE 5 | Inclination angles αh in the 17 left ventricle regions (Cerqueira et al., 2002) showing the distribution along the radial depth for the normal (healthy) and

diseased (heart failure) subjects. Normalized radial coordinates were used to indicated the endocardium (−1), mid wall (0) and epicardium positions (+1). Dashed lines

corresponding to +60◦ and −60◦ are plotted for ease of comparison and because a significant number of studies use these bounds when prescribing αh in LV

computational models. Percentage given in top right corner of each panel corresponds to the degree of infarcted tissue in the AHA region for the heart failure model,

calculated as 1–mean(h).

vs. 57.8ml (normal) and 102.4 vs. 103.0ml (HF). Sample long- and

short-axis profiles of the ventricular structure in the unloaded (i.e.,

initial) and the ED configuration are presented in Figures 7B,C for

the normal subject.

3.4. Coupled Mechanical and Circulatory
Model
Cardiac function was simulated for six consecutive cardiac cycles

(Figure 8) to ensure converged solutions were achieved. All values

and results reported in the following sections correspond to the final

and converged solution; i.e., these values will differ slightly from the

calibrated targets that were acquired for only the first beat simulated,

which is visible in Figure 8.

LV functional outputs compared reasonably between in vivo and

in silico results. This is seen in SV, which was 32.2 vs. 30.9ml in

the normal subject for in silico and in vivo respectively, and 34.5

vs. 33.0ml in the HF subject for in silico and in vivo respectively.

Similarly, ejection fraction (EF) was 54.4 vs. 53.4% in the normal

subject for in silico and in vivo respectively, and 35.0 vs. 32.0% in the

HF subject for in silico and in vivo, respectively. These differences in

SV and EF are considered minor when compared to the biological

variations that occur from beat to beat.

Using the key parts of the cardiac cycle as presented in Figure 8,

we assessedmyofiber stress and strain values for each ventricle. These

values were volumetrically averaged (i.e., normalized by element

volume) to remove potential mesh artifacts. Themean volumetrically

averaged myofiber stress is at its lowest at the end of relaxation (ER);

it increases during passive filling, reaching a peak passive stress at end

diastole (ED) and then rapidly increases during the systolic phase of

the heart. By the start of ejection (SE), the myofiber stress is higher

(order of magnitude greater than passive stress), which enables

the continued contraction of the heart through ejection. While the

myofiber stresses are high at end systole (ES), they continuously

decline from this point, reaching the lowest values at ER, when the

cycle repeats.

The mean volumetrically-averaged myofiber stresses in the LV

and RV are presented in Table 2. Additionally, myofiber stress

contours are presented in Figure 9 over long-axis cut planes of the

ventricular structure. These contour plots reveal qualitative details

about the myofiber stress distributions associated with geometric

position; e.g., peak stresses are seen on the endocardial surface of

the LV.

Since the HF subject had additional geometric information

regarding the position and degree of pathological tissue (via the

h field variable), we could further analyze stress by tissue health.

Considering healthy tissue as regions whereby h= 1, infarcted tissue

as h = 0, and border-zone tissue as values between these, we found

mean myofiber stress was significantly different (p < 0.001) between

all three regions, with substantially increased stress values within the

infarcted tissue (Table 3).

The differences in stress values between normal and border-zone

tissue are muted due to averaging. Analysis of these values as a

function of geometric proximity to the fully infarcted/fibrotic tissue

reveals more substantial differences (Figure 10). Most interestingly,

the border-zone tissue experiences peak stresses roughly 1mm away
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FIGURE 6 | (A) Porcine geometry bisected longitudinally to reveal the endocardial surfaces. (B) Myofiber orientations plotted in cyan lines for the same geometry

revealed in (A). (C) Porcine geometry cut along a short axis to reveal cut papillary structures in the RV and the short-axis plane in the LV. (D) Myofiber orientations

plotted in cyan lines for the same geometry revealed in (C). (E) Zoomed-in image of the cut RV papillary structure with fibers from (D). (F) Zoomed-in image of the LV

short-axis plane from (D). Red arrows aligned with the local myofiber orientation are added for regions in the epicardial, mid wall and endocardial regions. LV, left

ventricle; RV, right ventricle.

from the fibrotic tissue, after which they decrease and converge

with healthy tissue values (distances >2mm) for both ED and ES.

Overlapping data points were analyzed for statistical significance and

are illustrated in (Figure 10).

Similar to the analysis of myofiber stress, strain results were

analyzed at the same key points in the cardiac cycle. The mean

volumetrically averaged myofiber strains in the LV and RV are

presented in Table 4. A detailed analysis of regional strain in the LV

with respect to the local longitudinal and circumferential directions

is presented in Section 3.5.

3.5. Model Validation
Initial comparison of the endocardial strains revealed strong

agreement of global strains (i.e., averaged over the entire surface).

For the normal subject, the global circumferential strain (GCS) for

the FE simulations was −22.0%, which compares very well with

the in vivo measurement of −21.9% from TomTec data. Global

longitudinal strain (GLS) was −10.3% for the FE model simulation

and −14.7% for the in vivo measurement. The HF subject produced

similar comparisons: GCS for the FE simulations and the in vivo

measurement were−14.4 and−12.7%, respectively, and GLS for the
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FE simulations and the in vivo measurement were −4.6 and −8.3%,

respectively. In both subjects, circumferential strains were in closer

agreement than longitudinal strains, which were both 4% lower than

in vivomeasurements from echocardiograms.

A regional analysis of comparison for FE model results and the in

vivomeasured values for strain on the endocardium surface reveals a

very strong agreement in circumferential strains for both subjects, as

seen in Figures 11B,D. Qualitatively, it is clear that the longitudinal

strain behavior from the FE model correlates to the recorded in vivo

values, with similar regional patterns displayed in both modalities, as

seen in Figures 11A,C.

4. DISCUSSION

The high degree of subject-specificity incorporated into these

models vastly reduces the number of model assumptions needed to

produce computational cardiac simulations. This has led to realistic

mechanical behavior shown in the reported pressure-volume loops,

our realistic determination of active tension (i.e., minimal cross-fiber

contraction) and the independently reached strain behavior, which

matches the measured strains from in vivo echocardiography.

4.1. Geometric Segmentation
The geometric model construction used in this study is one of the

most sophisticated ventricular structures produced for FE modeling

of the heart compared to those found in the literature. While

biventricular representations of the heart have become popular

TABLE 1 | Initial volumes and calibrated material parameters for the normal and

heart failure subjects.

Pig V0 A B TMAX ns

Normal 17.5 0.16 0.73 118.0 0.07

Heart failure 47.1 1.69 0.87 140.6 0.14

geometric choices for FE studies in recent years, most of these

models truncate the geometry or exclude the papillary structures.

The cardiac model from the Dassault Systèmes Living Heart Project

(Baillargeon et al., 2014, 2015; Genet et al., 2016; Sack et al., 2016b)

is an exception that does include this level of detail (and atrial

structures); however, this heart geometry is not entirely patient-

specific.

FIGURE 8 | Pressure volume relation for the left ventricle (solid lines) and right

ventricle (dashed lines) of both subjects over six simulated cardiac cycles with

a heart rate of 77 bpm. The 5 and 6th cardiac cycle is plotted in black

illustrating convergence. Key parts of the cardiac cycle are labeled on the LV

PV loop for the normal (healthy) subject, which correspond to (a) end diastole,

(b) start ejection, (c) end systole, and (d) end relaxation. LV, left ventricle; PV,

pressure volume.

FIGURE 7 | (A) Klotz curve (markers) and model response (solid lines) for the normal (healthy) and diseased (heart failure) subjects after calibration whereby the

volume is nominalized to V0. (B) Long-axis and short-axis views of the ventricular structure at the unloaded configuration. (C) Long-axis and short-axis views of the

ventricular structure at the end-diastole configuration.
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The geometric model of HF used in this study is a novel

extension of how infarcted tissue has typically been presented in

computational studies. Previously, studies have represented infarcted

TABLE 2 | Volumetric-averaged mean myofiber stress results for the converged

hearts presented separately for the LV and RV throughout the cardiac cycle.

LV myofiber stress (kPa) RV myofiber stress (kPa)

Time point Normal Heart failure Normal Heart failure

ED 2.1 ± 4.2 4.7 ± 4.9 0.6 ± 0.6 3.5 ± 3.6

SE 23.4 ± 16.9 27.1 ± 18.9 21.1 ± 14 27.1 ± 16.9

ES 18.6 ± 14.9 24.4 ± 18.7 25.1 ± 18.3 24.8 ± 17.9

ER 0.0 ± 0.0 0.5 ± 0.5 0.1 ± 0.1 0.3 ± 0.4

Results are presented with standard deviations. ED, end-diastole; SE, start-ejection; ES,

end-systole; ER, end-relaxation.

tissue using discrete concentric zones accounting for infarction and

the border-zone as neat self-contained geometric regions (Wenk

et al., 2011; Miller et al., 2013; Berberoglu et al., 2014). Our study

incorporates subject-specific pathological detail, allowing for the

description of infarcted material that ranges from concentrated to

diffuse descriptions, as can be seen in Figure 2. Moreover, this

level of subject-specific geometric detail is coupled with subject-

specific fiber detail accounting for regionally precise myofiber detail

throughout the ventricular structure, which has never been included

in models with HF.

4.2. Subject-Specific Myofiber Orientation
The critical role of myofiber orientation on mechanical and electrical

function is well recognized (Beyar and Sideman, 1984b; Bovendeerd

et al., 1992; Chen et al., 2005; Bishop et al., 2009; Wang et al.,

2013). Fiber orientation, along with a second orthogonal vector

within the laminar sheet, provides sufficient information to establish

a local orthonormal coordinate system whereby each basis vector

FIGURE 9 | Myofiber stress at (A): end-diastole, (B) start of ejection, (C) end-systole, and (D) end-relaxation. Left and right columns reveal the long axis cut planes of

the ventricles for the normal (healthy) and diseased (heart failure) subjects respectively. The infarcted/fibrotic region is identified in the heart failure subject by black

arrowheads. Non-symmetric contour limits were chosen to allow for a single set of limits to be used across the whole cardiac cycle.
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corresponds to a principal anisotropic direction. To the best of our

knowledge, the present models are the first mechanical models to

include subject-specific local coordinates derived from DTMRI.

The values of αh in the normal subject conform well to other

studies of large animals in terms of mean values (Streeter and Bassett,

1966; Streeter et al., 1969; Nielsen et al., 1991; Geerts et al., 2002;

Helm et al., 2005; Ennis et al., 2008) and typical standard deviations

expected from regional DTMRI myofiber analysis (Scollan et al.,

1998; Lombaert et al., 2012). Our data reveals larger angles (i.e.,

close alignment with the longitudinal direction) in the anterior and

inferior endocardial region when compared to other AHA regions

circumferentially. These regions typically contain large papillary

muscles on the endocardium, which explain this observation. These

endocardial values of αh in the anterior and inferior regions tend

to plateau with values before declining linearly as a position of wall

depth. The study of fiber orientation in papillary muscles is relatively

unreported in the literature, due to difficulty in segmentation from in

vivo imaging. In the early experimental work of Streeter et al. (1969),

however, the authors also identified a plateau of myofiber angle αh of

roughly 90◦ in papillary muscles.

Myofiber orientations in the failing heart have striking similarities

to the healthy heart in anterior, inferior, and the majority of septal

(i.e., excluding basal anteroseptal) regions. Our results show that

the largest discrepancies in myofiber angles correspond to regions

in the LV free wall (i.e., basal and mid lateral regions), regardless of

underlying fibrotic tissue content. This suggests that together with

TABLE 3 | ED and ES volumetric-averaged mean myofiber stress results within

the LV of the failing.

LV myofiber stress (kPa)

Time point Healthy tissue Border-zone Infarcted

ED 4.1 ± 4.5 4.6 ± 4.9 10.5 ± 10

ES 23.2 ± 19.8 24.1 ± 21.1 39.4 ± 43.8

Results are presented with standard deviations. ED, end-diastole; ES, end-systole.

underlying pathology, mechanical factors relating to the position and

function of an LV region are linked to its susceptibility to remodel.

Lower values of the myofiber inclination angle αh in the

vulnerable anterolateral regions are consistent with values reported

in other studies investigating change in fiber orientation due to

infarction (Holmes et al., 1997; Wu et al., 2007, 2009). In contrast,

the inferolateral regions in the current HFmodel present with higher

values of αh, especially near the endocardial surface. Here, αh plateau

with values highly aligned longitudinally, indicative that the inferior

papillary muscle was segmented within these regions and may be

clouding the results. Even with consistent segmentation techniques,

biological variance between subjects is an unavoidable challenge

when sources of discrepancies are being determined. This likely

explains the disagreement seen in regions with little fibrotic content.

4.3. Passive Material Estimation
The choice to use human shear experimental data, instead of porcine

data from an earlier study (Dokos et al., 2002) was made after

we calibrated our model to both and found that the porcine data

produced much stiffer material behavior, especially in the fiber

direction. As the human study was performed over a decade after

the porcine study, more sophisticated methods were utilized in

preventing contracture of heart muscles in the specimen extraction

process, making the results likely more reliable representations of

TABLE 4 | ED and ES volumetric-averaged mean myofiber strain results for the

converged hearts presented separately for the LV and RV.

LV myofiber strain (%) RV myofiber strain (%)

Time point Normal Heart failure Normal Heart failure

ED 9.6 ± 6.7 6.9 ± 4.3 8.3 ± 5.7 5.5 ± 5.0

SE −1.0 ± 10.4 1.0 ± 7.4 −4.3 ± 10 −2.6 ± 7.4

ES −9.8 ± 5.0 −5.4 ± 6.5 −8.9 ± 6.5 −8.4 ± 3.7

ER 0.7 ± 2.0 1.9 ± 1.6 1.4 ± 2.4 1.0 ± 1.8

Results are presented with standard deviations. ED, end-diastole; SE, start-ejection; ES,

end-systole; ER, end-relaxation; LV, left ventricle; RV, right ventricle.

FIGURE 10 | Myofiber LV stress within healthy and border-zone (i.e., 0< h <1) tissue presented by proximity to pathological tissue (within 5mm from fully

infarcted/fibrotic tissue). (A) Results shown for end-diastole and (B) end-systole for the failing subject. Error bars correspond to ± SD, *p < 0.05, and **p < 0.01. MI,

myocardial infarction.

Frontiers in Physiology | www.frontiersin.org 13 May 2018 | Volume 9 | Article 539173

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


Sack et al. Validated Subjects-Specific High-Resolution Heart Models

FIGURE 11 | Longitudinal and circumferential endocardial strain comparison between the FE model (FEM) simulation and the in vivo recordings of the same porcine

subject. (A) Longitudinal strain results for each of the 16 endocardial surface regions in the normal subject (N). (B) Circumferential strain results for each of the 16

endocardial surface regions in the normal subject (N). (C) Longitudinal strain results for each of the 16 endocardial surface regions in the heart failure subject (HF). (D)

Circumferential strain results for each of the 16 endocardial surface regions in the heart failure subject (HF).

in vivo material response. Our calibration methods are proficient

in capturing experimentally recorded orthotropic material response,

as seen in Supplementary Figure S2, and when scaled, match the

predicted Klotz curve for passive filling accurately (Figure 7). This

two-stage method of cardiac tissue calibration, which utilizes small

specimen data and pressure-volume data, is becoming a common

method for obtaining realistic (and subject-specific) parameters

(Krishnamurthy et al., 2013; Gao et al., 2015; Sack et al., 2016c). It

ensures that the resulting material parameters produce a material

that conforms to the anisotropy uncovered from mechanical

experimentation and realistic in vivo function.

The determination of passive material parameters for the

myocardial tissue ultimately depends on three factors: (1) the

unloaded volumes V0 of the ventricles; (2) the target ED volumes;

and (3) the assumption regarding infarct stiffness. Our calibration

techniques found that the HF subject yielded material parameters
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roughly an order of magnitude greater (considering the linear scaling

coefficient A) (Table 1) than the normal subject, resulting in a

much stiffer passive filling curve (Figure 7). This increase in remote

stiffness is in line with other studies that have found that the remote

tissue experiences changes in material properties (Bogaert et al.,

2000; McGarvey et al., 2015), as well as the underlying physiological

process of adverse remodeling, which results in collagen content,

deposition, and cross-linking increasing in both infarcted and

remote regions of the heart (Holmes et al., 2005; van den Borne et al.,

2008; Fomovsky and Holmes, 2010). Another noteworthy finding is

that the unloaded LV cavity in the subject with HF is almost three

times as large as that of the healthy counterpart (Table 1).

4.4. Active Material Estimation
Contraction is initiated by sarcomere shortening in series, which

in turn contracts myofibrils. Whereas the mechanical analysis of

this multi-scale phenomenon would seem to only occur in the

myofiber direction, contraction has also been recorded in cross-fiber

directions (Lin and Yin, 1998), which has been linked to the splay

and dispersion of myofibers. The active material calibration resulted

in Tmax = 114.0 kPa and ns = 0.07 in the normal subject, and Tmax

= 140.6 kPa and ns = 0.14 in the HF subject. The value found for

Tmax is in line with the values reported in Genet et al. (2014): 130–

155 kPa. These values of ns are typically lower than those found in

cardiac models that use generic fiber descriptions, which typically

apply 40% of active stress in this direction (i.e. ns = 0.4) (Lee et al.,

2013; Genet et al., 2014; Zhang et al., 2015). Our lower values of ns are

due to the accurate subject-specific fiber orientations incorporated

in the model, which naturally reduces the inclusion of unrealistically

high (and potentially non-physiological) cross-fiber contraction.

4.5. In Silico Subject-Specific Heart
The patient-specific metrics used to calibrate the material model of

the heart are preserved in the converged cardiac-cycle simulation

with an error <5%. This is hardly a shortcoming as a physiological

in vivo heart operates within a range of values, often experiencing

variances in SV, pressure and timing from cardiac cycle to cardiac

cycle. Without any subject-specific pressure-volume data for the RV,

we assumed the same material properties as the LV and loaded

the RV using values derived from the literature. While it appears

this initial loading state was far from the converged solution, it

had comparatively little impact on the LV function. Rather, the

RV experienced the majority of the functional change to ensure

hemodynamic equilibrium. It is reassuring to see that despite the

lack of appropriate data for the RV, the combined ventricular

function converges to a state closely in line with LV in vivo targets.

This unidirectional ventricular dependence is pronounced in the

porcine heart, where the LV is overwhelming the major mechanical

component of the heart, and may be less pronounced in human

models.

Qualitatively, the strain results conform to expectations. The

myofiber elongation is at its greatest at ED, is at its minimum

during systole (due to the contractile material behavior), and returns

to almost the original length before passive filling starts (Table 4).

Furthermore, these strain results reveal functional changes due to

pathology. The failing heart experiences diminished myofiber strains

within the LV at ED (6.9± 4.3 vs. 9.6± 6.7) due to its stiffer material

composition, and diminished myofiber strains at ES (−5.4 ± 6.5

vs.−9.8± 5.0) due to the loss of contractile function in the infarcted

region.

An accurate determination of stress within complex mechanical

problems is an unrivaled advantage of computational modeling.

This is especially relevant for cardiac mechanics as changes in

ventricular wall stress are thought to initiate pathological remodeling

(Pfeffer and Braunwald, 1990; Sutton and Sharpe, 2000; Matiwala

and Margulies, 2004). A unique problem pertaining to biological

materials is that in vivo stresses cannot be accurately replicated

under in vitro experimental protocols and thus, cannot be measured

directly (Dorri et al., 2006). Our results show that chronic HF results

in increased mean myofiber stresses in both ventricles at ED, and in

the LV at ES (Table 2). This is interesting in the context of our strain

results; i.e., the subject with HF experiences increased stress while

simultaneously experiencing reduced strain. Determining stress

directly from strain, without accounting for the anatomic features

of the infarcted tissue or a proper constitutive characterization of

the myocardial tissue (e.g., in Laplace’s law), could lead to highly

erroneous conclusions about the actual stress state within the failing

heart. This has been demonstrated by Zhang et al. (2011), who

compared Laplace’s law and FE methods to evaluate stress in an

infarcted LV. Their analysis showed that the average stress from

Laplace’s law is significantly different to the comprehensive stress

analysis produced through anatomically accurate FE techniques.

While these increases in myofiber stress are prevalent throughout

the myocardium, the infarcted region experiences myofiber stress

roughly twice as high as in remote regions (Table 4). Furthermore,

the myocardial wall containing the infarcted region, which is

geometrically thinner than other regions, experiences complex

stress due to its morphology and stiffer, non-contractile material

behavior. Along the endocardium it experiences extremely high

tensile stresses and along the epicardium it experiences compression

(Figures 9A–C). We also discovered that in border-zone regions

peak stresses occurred roughly 1mm from fully infarcted tissue.

Since stress is thought to initiate pathological remodeling (Pfeffer

and Braunwald, 1990; Sutton and Sharpe, 2000; Matiwala and

Margulies, 2004), this may explain the mechanical propagation of

infarct expansion.

Due to the lack of comparable porcine computational studies we

compared our stress results to available human studies. We found

that the LVmyofiber stresses in the normal subject compare well with

literature values; e.g., our predicted ED stress of 2.1± 4.2 kPa vs. 1.47

± 20.72 (Sack et al., 2016b) and 2.21± 0.58 (Genet et al., 2014).

4.6. Model Validation
The comparison between in vivo and model-predicted strains

resulted in very similar qualitatively and quantitative results. For

global values, the circumferential strains matched very well (<0.1%

error), whereas the longitudinal strains were under-predicted in

the FE model by merely 4%. A regional analysis reinforced this–

circumferential strains matched extremely well for both subjects

(Figure 11) and longitudinal strains matched with less accuracy

(particularly in HF). The mismatch between longitudinal strain

results may be due to simplifications inherent in the derivations

of strains from echocardiography or our FE model. One the one

hand, the surface resolution of echocardiography is typically low

resolution (likely excluding finer morphological features), whereas

the FE model has a much higher endocardial surface resolution.

Echo-derived strains exclude the papillary muscles, and are often
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determined “sub-endocardially.” These papillary muscles, which

pull downward during systole, would clearly alter the longitudinal

strain measurement when included in the determination. On the

other hand, our FE model excludes the atria and the pericardium.

Ventricular motion is likely coupled with the presence (and

weight) of the atria and their function (Fritz et al., 2014), which

would specifically affect longitudinal strains. To further complicate

the comparison, the difficulty in accurately measuring in vivo

strains from echocardiography is well documented. For example,

consistent strain-data reproducibility (intra- and inter-observer) is

the subject of multiple medical studies, some showing very poor

outcomes (Gayat et al., 2011; Badano et al., 2012). Currently,

the reliability of global deformation metrics from echo-derived

3D strain is strong, (i.e., GCS and GLS), but the reliability

to accurately quantify regional deformation is not (Lang et al.,

2015). The uncertainty regarding the reliability of regional strains

(from either modality) requires further study either using full-

heart models or a better source of in vivo strain data (i.e. MRI-

derived).

4.7. Clinical Translation
Reliable computational heart models offer the potential to integrate

diverse data, produce otherwise unobtainable metrics relating to

function, and quantify complex coupled mechanical behavior in

an unparalleled manner. This can be especially advantageous as

a research modality investigating the efficacy of treatments pre-

clinically. Computational models allow for therapeutic parameters

to easily be perturbed, whereby various in silico experiments can be

investigated to determine optimal treatment efficacy.

As computing resources become cheaper and more efficient,

computational modeling is increasingly being viewed as a viable

complementing modality in the clinic. As shown in this study,

reliable subject-specific models are achievable with the proper

inclusion of high quality imaging data. As imaging technology

becomes more advanced, it will become feasible to replicate the

quality of models using purely in vivo imaging data. This would

enable the ability to investigate potential therapies in silico prior to

their application to patients–with medical decisions, treatment plans

and interventions being highly patient-specific.

Additional techniques are needed to integrate clinical data into

the methods presented here. Firstly, methods that can indirectly

assess the unloaded geometry from an in vivo representation, such

as inverse-displacement techniques (Bols et al., 2013; Rausch et al.,

2017), will likely be required. Secondly, if pressure catheterization

data is not available, methods to approximate or infer patient

pressures will be needed. Cuff pressures could be used to identify

the pressure range in the systemic arteries and Nagueh’s formula

(Nagueh et al., 1997), can be employed on echocardiogram data to

obtain approximate LV filling pressures.

4.8. Model Limitations
While geometrically detailed, our computational model is still

lacking physiological features such as the atria, the pericardial sac

and the diaphragm. This may be the source of discrepancies seen

in longitudinal strains, especially among basal regions. For the

normal subject, an average value of EDP had to be used when

determining the in vivo target. A further shortcoming of this work is

that it has only been applied to a single subject for each condition,

but our current research is focused on expanding this to a larger

cohort and including failing hearts treated with biomaterial injection

therapy. Our material model of the heart is limited in that it

does not include dispersion, micro-structural mechanics or regional

heterogeneity of the tissue. Finally, only the mechanical component

of heart function was simulated and excluded electro-chemical-

mechanical considerations (i.e., the polarization of tissue, excitation

and propagation phenomena).

5. CONCLUSIONS

This study introduces subject-specific cardiac models for

biventricular porcine heart models in healthy and diseased

states. Subject specificity is introduced through geometric features,

local myofiber directions, loading conditions, hemodynamics and

the distribution of fibrotic tissue in the failing heart. These models

were calibrated to in vivo subject-specific metrics, and were able to

accurately capture functional outputs such as SV and EF. The close

global and regional agreement between in vivo and in silico strains

illustrated the success of our methods to create computational

models that can serve as in silico surrogates for real hearts in healthy

and diseased states. This level of agreement, and therefore validation,

is a milestone for cardiac computational modeling. As such, stress

and strain values presented in this study (for both ventricles and

at multiple time points during the cardiac cycle) can serve as a

guideline for future studies.
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A pulsatile hemodynamic analysis was carried out in the right coronary arterial (RCA)

tree of control and RV hypertrophy (RVH) hearts. The shape of flow and wall shear

stress (WSS) waves was hypothesized to be maintained throughout the RCA tree in

RVH (i.e., similar patterns of normalized flow and WSS waves in vessels of various

sizes). Consequently, we reconstructed the entire RCA tree down to the first capillary

bifurcation of control and RVH hearts based on measured morphometric data. A

Womersley-type model was used to compute the flow and WSS waves in the tree. The

hemodynamic parameters obtained from experimental measurements were incorporated

into the numerical model. Given an increased number of arterioles, the mean and

amplitude of flow waves at the inlet of RCA tree in RVH was found to be two times larger

than that in control, but no significant differences (p > 0.05) were found in precapillary

arterioles. The increase of stiffness in RCA of RVH preserved the shape of normalized

flow andWSS waves, but increased the PWV in coronary arteries and reduced the phase

angle difference for the waves between the most proximal RCA and the most distal

precapillary arteriole. The study is important for understanding pulsatile coronary blood

flow in ventricular hypertrophy.

Keywords: pulsatile flow, right ventricular hypertrophy, right coronary arterial tree, Womersley-type model,

Pulsatile wall shear stress

INTRODUCTION

There is compensatory vascular remodeling that accompanies RV hypertrophy (RVH) (Cooper
et al., 1981; Manohar et al., 1981; Botham et al., 1984; Manohar, 1985; White et al., 1992; Kassab
et al., 1993). In porcine model, systemic blood pressure in right coronary artery (RCA) was
unchanged, but an increase of blood flow occurred in large epicardial branches at 5 weeks after
pulmonary hypertension (Lu et al., 2011). Based on the measured morphometric data in arrested,
vasodilated porcine heart of RVH, we carried out a steady-state flow analysis of arterial tree down
to first capillary segments (Huo et al., 2007). The increase of blood flow was found to be caused
by the compensatory growth of small vessels, which resulted in restoration of blood flow and wall
shear stress (WSS) to normal level in the perfusion arterioles (diameter <100µm) of RCA tree
in the diastolic state of RVH hearts (Huo et al., 2007). The pulsatility of coronary blood flow
is a significant hemodynamic feature (Fung, 1997; Nichols and McDonald, 2011). However, the
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pulsatile pressure-flow relationship has not been investigated in
the coronary circulation during the progression of RVH.We have
simulated the pulsatile blood flow in diastole in the absence of
vessel tone in the entire coronary arterial tree of normal porcine
hearts using the Womersley-type mathematical model (Huo and
Kassab, 2006). Hence, the objective of present study is to carry
out a complete pulsatile flow analysis in the coronary arterial tree
of control and RVH hearts and to determine the effect of RVH on
the flow and WSS waves in diastole in the absence of vessel tone.

Here, we hypothesized that the flow and WSS waves
was preserved in RVH (i.e., similar patterns of normalized
flow and WSS waves in vessels of various sizes). To test
the hypothesis, pulsatile blood flows were computed by a
Womersley-type numerical model (Huo and Kassab, 2006) in
each vessel of the entire RCA tree down to the first capillary
bifurcation (excluding the sub-tree distal to the posterior
descending artery) of control and RVH hearts in diastole,
which was reconstructed from morphometric data (i.e., vessel
diameters, lengths and numbers) (Kassab et al., 1993). The
experimental measurements of coronary wall thickness (Guo
and Kassab, 2004) and stiffness (Garcia and Kassab, 2009) were
also incorporated into the numerical model. The constitutive
equation, based on experimental measurements, was similar
to a previous study (Huo and Kassab, 2006). The predictions
of the mathematical model showed good agreement with the
experimental measurements in control and RVH hearts. A
detailed comparison of pulsatile blood flows was made in vessels
of various sizes throughout the entire RCA arterial trees between
control and RVH.

MATERIALS AND METHODS

Anatomical Model
Previously, Kassab et al. have carried out morphometric
measurements of the RCA-posterior descending arterial (PDA)
trees of control and RVH hearts (Kassab et al., 1993). Briefly, the
morphometric data on the coronary arterial vessels of diameters
<40µm were obtained from histological specimens and the
morphometric data on the coronary arterial vessels of diameters
>40µm were obtained from cast studies. The entire RCA-PDA
tree down to the first capillary bifurcations was reconstructed
in control and RVH using a growth algorithm (Mittal et al.,
2005), based on the experimental measurements of the RV
branches excluding the distal tree to the PDA. In summary,
the present anatomical mathematical model has exact data
(diameters, lengths and connectivity) for the larger vessels and
statistical data for the microvessels different from the previous
models (Kaimovitz et al., 2005, 2010), which were based on the
statistical data (tables with means and standard deviations for
diameters, lengths, connectivity) for the entire tree (Kassab et al.,
1993).

Flow Simulation
After the branching pattern and vascular geometry of RV
branches were generated, a pulsatile flow analysis was performed
similar to a previous study (Huo and Kassab, 2006, 2007). Briefly,
in the frequency domain, the governing equations (transformed

from the conversion of mass and momentum) for flow (Q) and
pressure (P) in a vessel are written as:

Q(x,ω) = a cos(ωx/c)+ b sin(ωx/c) (1)

P(x,ω) = iZ1[−a sin(ωx/c)+ b cos(ωx/c)] (2)

Where a and b are arbitrary constants of integration, x the
axial coordinate along the vessel, ω the angular frequency, c =
√
1− F10(α) · c0 (c0 =

√

Eh
ρR ) is the wave velocity, h/R the ratio

of wall thickness to radius, E the Young’s modulus, ρ the density,

and F10(α)=
2J1(i

3/2α)
i3/2αJ0(i3/2α)

(α = D
2

√

ωρ
µ
, µ is the dynamic viscosity,

J0 the Bessel function of zero order and first kind, and J1 the
Bessel function of first order and first kind). Y0 = A(n)

ρc0
(A(n) is

the cross-sectional area in a vessel) is defined as the characteristic
admittance, Z0 = 1/Y0 the characteristic impedance, Y1 =
Y0

√
1− F10(α), and Z1 = Z0/

√
1− F10(α). The impedance and

admittance in a vessel is:

Z(x,ω) =
P(x,ω)

Q(x,ω)
=

iZ1[−a sin(ωx/c)+ b cos(ωx/c)]

a cos(ωx/c)+ b sin(ωx/c)
(3)

Y(x,ω) =
1

Z(x,ω)
(4)

In a given vessel segment, at x = 0 and x = L, we have the
following inlet and outlet impedance:

Z(0,ω) =
iZ1b

a
(5)

Z(L,ω) =
iZ1[−a sin(ωL/c)+ b cos(ωL/c)]

a cos(ωL/c)+ b sin(ωL/c)
(6)

A combination of Equations (5) and (6) yields:

Z(0,ω) =
iZ1 sin(ωL/c)+ Z(L,ω) cos(ωL/c)

cos(ωL/c)+ iY1Z(L,ω) sin(ωL/c)
(7)

Since there are two or more vessels that emanate from the
junction points of the entire RCA tree, the junction boundary
condition (determined from the continuous pressure and mass
conservation at the junction) is written as:

Y(L(mother),ω) =
∑

Y[0(daughters),ω] (8)

Equations (7) and (8) were used to calculate the
impedance/admittance in the entire coronary tree from
inlet to the capillary vessels.

The terminal impedance/admittance of the first capillary was

assumed to be equal to the steady value as
128µcapillaryLcapillary

(πD4
capillary

)

(g·sec/cm4), from which we proceeded backwards to iteratively
calculate the impedance/admittance in the entire RCA tree of
control and RVHhearts using Equations (7) and (8). The pulsatile
pressure was the same as the previous study (Huo and Kassab,
2006) and discretized by a Fourier transformation as the inlet
boundary condition. The flow and pressure in each vessel were
then calculated by using Equations (1) and (2) coupled with
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FIGURE 1 | Experimental and computed pressure-flow relationship of the

RCA of control and RVH hearts. The experimental results were measured

under loading and unloading of pressures as the RCA tree was perfused by

cardioplegic solution (µ = 1.1 cp and ρ = 1 g/cm3). The pulsatile model was

used to compute the pressure and flow at very low frequency (ω → 0).

the continuous pressure at junctions. The blood flow density
(ρ) was assumed to be 1.06 g/cm3. The variation of viscosity
with vessel diameter and hematocrit was based on Pries’ viscosity
model (Pries et al., 1992). The coronary wall thickness for every
order was adopted from the previous measurements (Guo and
Kassab, 2004; Choy and Kassab, 2009). The in situ static Young’s
modulus in control was made as ∼8.0 × 106 (dynes/cm2) based
on the experimental data (Kassab and Molloi, 2001), which was
doubled in RVH (Garcia andKassab, 2009). The dynamic Young’s
modulus was also considered for various frequencies (Bergel,
1961; Douglas and Greenfield, 1970; Gow et al., 1974), i.e., the
Young’s modulus increases with the increase of frequency ω (see
Figure 2 in Bergel, 1961). Once the flow wave was determined
in each vessel, the WSS waves, τ , was calculated as Zheng et al.
(2010):

τ (x, t) = REAL





4µ

πR3
Q(x, 0)−

∞
∑

ω=1

µQ(x,ω)
πR3

· 3J1(3)
J0(3)

1− 2J1(3)
3J0(3)

eiωt



 (9)

where32 = i3α2. Unless otherwise stated, all computations used
the previously measured physical properties and parameters as
described above.

Statistical Analysis
ANOVA (SigmaStat 3.5) was used to detect statistical differences
between control and RVH. A p < 0.05 was indicative of a
significant difference between the two populations.

RESULTS

The pulsatile model has been previously validated experimentally
in normal hearts. Here, good agreement was found between

TABLE 1 | Morphometric and hemodynamic parameters in orders according to

the diameter-defined Strahler system.

Order N Diameter (µm) Flow rate (ml/min) Pressure (mmHg)

CONTROL

1 93,616 8.77 7.02 × 10−5 23.69

2 48,415 11.2 1.61 × 10−4 34.59

3 23,302 16.1 4.41 × 10−4 45.55

4 8,062 25.8 1.39 × 10−3 55.73

5 2,974 47.7 4.69 × 10−3 64.32

6 1,010 98.1 1.64 × 10−2 74.15

7 400 217 5.40 × 10−2 78.38

8 88 491 0.19 79.43

9 70 830 0.63 79.73

10 20 2,420 12.9 79.99

RVH

1 366,758 8.86 7.01 × 10−5 22.86

2 190,519 11.7 1.67 × 10−4 32.39

3 84,627 16.5 4.62 × 10−4 42.37

4 32,275 25.8 1.44 × 10−3 52.08

5 8,967 46.8 4.54 × 10−3 63.99

6 3,476 91.2 1.54 × 10−2 70.32

7 1,255 168 4.98 × 10−2 74.28

8 582 314 0.16 76.06

9 205 604 0.58 77.35

10 61 1,241 2.86 79.58

11 25 2,949 22.7 79.94

“Diameter,” “Flow rate,” and “Pressure” refer to the time-averaged value over a cardiac

cycle.

experimental measurements and computational results for the
RCA of RVH hearts, as shown in Figure 1. The steady-state
flows weremeasured under loading and unloading of pressures as
the RCA tree was perfused by cardioplegic solution, which were
consistent with the computed pulsatile flows with the frequency
approaching to zero since a steady-state flow can be mimicked by
a pulsatile flow as ω → 0.

The flow waves were calculated in each vessel of RCA
tree (excluding the distal tree to the PDA), which has
RV branches with a mean (averaged over five anatomic
reconstructions) of 0.36 and 1.3 million vessels for control
and RVH, respectively. Table 1 summarizes morphometric and
hemodynamic parameters in diameter-defined Strahler orders
from precapillary arterioles (order 1) to the epicardial RCA tree
(the highest order) in control and RVH hearts. The flow waves at
the inlet and primary branches of RCA tree of control heart were
compared with those in the RVH heart (Figure 2 vs. Figure 3).
Given such an increase of vessel numbers, the mean (i.e., time-
averaged value over a cardiac cycle) and amplitude (i.e., the
change between peak and trough) of flowwave at the inlet of RCA
tree in RVH is much larger than that in control. Figures 4A,B
show the relationship between the time-averaged flow in a
vessel and the cumulative length of the vessel from the RCA to
the precapillary arteriole through similar primary branches in
control and RVH hearts, respectively. Accordingly, Figures 4C,D
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FIGURE 2 | Flow waves at the inlet and primary branches (P1–P6) of RCA tree of a control heart. The dimensions in the parenthesis refer to diameter and length (µm).

show the relationship between the time-averaged pressure in
a vessel and the cumulative length of the vessel. Figures 5A,B
show the amplitude and phase angle of the impedance in the
most proximal RCA, a distal vessel (6 cm from the RCA),
and the most distal precapillary arteriole in control and RVH
hearts, respectively. Accordingly, Figures 5C,D show a decrease

of flow waves sequentially along the path from the RCA to the
precapillary arteriole.

Despite the large changes of flow waves from the root
to the precapillary, we previously reported similar pattern of
normalized waves in control hearts. Figures 6A,B show the
flow and WSS waves normalized by the mean values at the
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FIGURE 3 | Flow waves at the inlet and primary branches (P1–P6) of RCA tree of a RVH heart. The dimensions in the parenthesis refer to diameter and length (µm).

most proximal RCA and the most distal precapillary arteriole
of RCA tree in control. Figures 6C,D show the normalized flow
and WSS waves in RVH as compared with those in control.
The normalized waves at the RCA and precapillary arteriole

are similar to each other (p >> 0.05) in both control and
RVH. In comparison with the control, the difference of phase
angles for flow waves between RCA and precapillary arteriole
decreased by about 50% in various frequencies and the pulse wave
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FIGURE 4 | (A,B) Relationship between the mean flow (averaged over a cardiac cycle) in a vessel and the cumulative length of the vessel from the root to the

precapillary arteriole through similar primary branches in: (A) control and (B) RVH pig hearts (i.e., P2 in Figure 2 and P1 in Figure 3, respectively). (C,D) Relationship

between the mean pressure (averaged over a cardiac cycle) in a vessel and the cumulative length of the vessel corresponding to (A,B).

velocity (PWV) increased by about 40% in the hypertrophic RCA
tree.

The effects of vessel compliance on the pattern of flow and
WSS waves were examined. Figures 7A,B show a sensitivity
analysis of normalized flow and WSS waves, respectively, at the
inlet of RCA tree of control hearts with a 50% increase/decrease
of Young’s modulus of each vessel wall (including both static and
dynamic Young’s moduli). Figure 7C shows the change of the
phase angle of the inlet impedance with a 50% increase/decrease
of Young’s modulus of each vessel wall. The change of vessel
compliance in physiological range had negligible effects on the
normalized waves (p >> 0.05), but significantly affected the
phase angle of the impedance.

DISCUSSION

The major finding was that RVH maintained similar patterns
of normalized flow and WSS waves in different size vessels.
RVH, however, did significant increase in the amplitude and
mean (time-averaged over a cardiac cycle) of waves in large
epicardial coronary branches due to the increase in number of
small arterioles.

Steady-State Flow vs. Pulsatile Flow
Based on morphometric measurements and steady-state
hemodynamic analysis, the remodeling of structure and function
of the entire RCA tree was determined in RVH after 5 weeks
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FIGURE 5 | (A,B) Impedance |Z(0,ω)| vs. angular frequency ω and phase Z(0,ω) vs. angular frequency ω sequentially along the corresponding paths to Figures 4A,B.

(C,D) Flow waves sequentially along the corresponding paths to Figures 4A,B. The arrows indicate the one-to-one correspondence between (A–D).

of pulmonary banding (Kassab et al., 1993; Huo et al., 2007).
The number of vessel segments in RVH was about four times
larger than that in control hearts. The steady-state flow (which
approximately equaled to the time-averaged value of pulsatile
flow) was significantly increased in the large epicardial vessels
in RVH, but distributed through substantially more vessels
such that the flow and WSS in the small perfusion arterioles
were not statistically different from the control (Huo et al.,
2007). Here, we compared pulsatile flows between control and
RVH using the Womersley-type model (Huo and Kassab, 2006)
and morphometric measurements (Kassab et al., 1993; Kassab
and Molloi, 2001; Garcia and Kassab, 2009). Corresponding to
the steady-state flow, the amplitudes of flow and WSS waves
in RVH were significantly increased in the epicardial vessels,
but similar to those in the perfusion arterioles of control, as
shown in Table 1 and Figures 2, 3. The amplitude and mean

of flow and pressure waves decreased along the path from
the root down to the precapillary arteriole in the RVH, which
has the same trend as the control (see Figure 4) and also
agrees with a previous study (Huo and Kassab, 2006). The
increase of stiffness in RVH reduces the phase angle of vessel
impedance (see Figure 5) and leads to a significant decrease
(∼50%) of phase angle difference for flow waves between the
most proximal RCA and the most distal precapillary arteriole
in various frequencies (see Figure 6), which reflects an about
40% increase of PWV in the RCA tree of RVH. Although
an increase of aortic PWV is widely known as a marker of
cardiovascular risk in hypertension (Mohiaddin et al., 1993;
Butlin et al., 2013), it still requires further investigation in the
interaction of large and small arteries, given the unknown causal
relation between stiffening and hypertension in vessels of various
sizes.
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FIGURE 6 | (A) Flow and (B) WSS waves normalized by the mean values (averaged over a cardiac cycle) at the RCA and precapillary arteriole of control heart. (C,D)

Normalized flow and WSS waves at the RCA and precapillary arteriole of RVH heart in correspondence with (A,B), respectively.

Flow and WSS Waves
The flow waves at various coronary vessels of diastolic control
hearts were found to have a tendency of scaling to a single
curve, except for a small phrase angle difference, when they were
normalized by the mean values (Huo and Kassab, 2007). In the
beating hearts, Ashikawa et al. measured the flow velocities in
small arterioles (diameter of 12.8 ± 4.1µm), capillaries, and
small venules (diameter of 16.5 ± 6.5µm; Ashikawa et al.,
1986) and Toyota et al. measured the flow velocities in arterioles
(diameter of ∼100µm; Toyota et al., 2005), which also showed
similar normalized flow waves. Here, the normalized flow and
WSS waves in the RCA tree of RVH maintained the same scaling
characteristic, as shown in Figures 5, 6. Moreover, the sensitivity
analysis in Figures 7A,B showed the change of stiffness of RCA
tree in physiological range, which had negligible effect on the
normalized flow and WSS waves. This can be explained from

the constitutive equation [i.e., A
Aref

= (p−pref )·(R/h)

E + 1, in which

A is the CSA, p the pressure, h/R the ratio of wall thickness
to radius, E the Young’s modulus]. From the equation, Young’s

modulus (the denominator) is almost twenty times larger than
(p − pref ) · (R/h) (the numerator) in normal coronary arterial

tree such that
(p−pref )·(R/h)

E is much less than one, where the static
Young’s modulus in control is 8×106 dynes/cm2 and increases as
frequency increases,

(

p− pref
)

varies from −20 to +20 mmHg,

and
(

R/h
)

approximately equals to ten. A 50% perturbation for
the stiffness had negligible effect on the waves.

Physiological Implications
Coronary blood vessel wall is subjected to various types of
hemodynamic forces (e.g., hydrostatic pressure, cyclic stretch,
and fluid shear stress) caused by the pulsatile blood pressure
and flow (Chiu and Chien, 2011). Intraspecific scaling power
laws of vascular trees, derived from the steady-state analysis
(Huo and Kassab, 2012), characterize coronary vasculature
with remarkable simplicity. The compensatory remodeling in
RVH was found to maintain the structure-function hierarchy
(preserved scaling exponents) of fractal-like coronary arterial
tree (Gong et al., 2016). Furthermore, the present study
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FIGURE 7 | (A,B) A sensitivity analysis of normalized (A) flow and (B) WSS waves at the inlet of RCA tree with a 50% increase/decrease of Young’s modulus of each

vessel wall, where the baseline (i.e., the unity) refers to the static Young’s modulus of 8× 106 dynes/cm2 with adjustment for frequency. (C) Phase Z(0,ω) vs. angular

frequency ω at the inlet of RCA tree with a 50% increase/decrease of Young’s modulus of each vessel wall.

shows the preserved shape of normalized wave of pulsatile
blood flows in the entire coronary arterial tree, which is
unchanged during the remodeling in RVH. This implies that
intraspecific scaling power laws of vascular trees can be extended
from the steady to dynamic states. On the other hand, the
altered phase angle of vessel impedance and flow and WSS
waves shows the effects of the remodeling on the pulsatile
blood pressure and flow in RVH, which requires further
investigations.

Critique of Study
The present study carried out the pulsatile flow analysis based
on the morphometric data and physiological measurements,
but the constitutive equation was determined in a vasodilated
state in the absence of vasomotor tone where coronary
flow reserve was substantially reduced. The stiffness of large
arteries was assumed to equal to that of small arterioles.
Future studies are needed to identify the contribution of
vascular tone to the vascular remodeling and flow waves
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in RVH with consideration of the stiffness in various size
vessels.

Significance of Study
RVH is a compensatory response to pulmonary hypertension
and the compensatory adaptations of coronary circulation
serve to maintain perfusion of the increased myocardial mass.
Here, we showed that the shape of normalized flow and
WSS waves was preserved despite a significant increase of
the amplitude and mean of flow and WSS waves in the
epicardial vessels. The increase of stiffness in RVH increased
the PWV in coronary arteries and reduced the phase angle
difference for flow waves between the most proximal RCA
and the most distal precapillary arteriole, but had negligible
effect on the pattern of flow and WSS waves. The precise
prediction of flow and WSS waves in coronary microcirculation

is physiologically and clinically important to understand the
ventricular hypertrophy.
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The emergence of new cardiac diagnostics and therapeutics of the heart has given rise

to the challenging field of virtual design and testing of technologies in a patient-specific

environment. Given the recent advances in medical imaging, computational power

and mathematical algorithms, patient-specific cardiac models can be produced from

cardiac images faster, and more efficiently than ever before. The emergence of

patient-specific computational fluid dynamics (CFD) has paved the way for the new field of

computer-aided diagnostics. This article provides a review of CFD methods, challenges

and opportunities in coronary and intra-cardiac flow simulations. It includes a review of

market products and clinical trials. Key components of patient-specific CFD are covered

briefly which include image segmentation, geometry reconstruction, mesh generation,

fluid-structure interaction, and solver techniques.

Keywords: blood flow, computational fluid dynamics (CFD), patient-specific, cardiovascular, coronary, intra-

cardiac flow simulation

INTRODUCTION—CORONARY ARTERY DISEASE, CARDIAC
DYSFUNCTION, AND DIAGNOSIS

In coronary artery disease (CAD) atherosclerotic build-up can narrow the arterial lumen, resulting
in myocardial ischemia. Prevalence of CAD is 6% in the general population and up to 20% in those
aged over 65 years. About 13% of deaths are due to CAD. By 2030, it is projected that 15% of male
deaths will be attributable to CAD (World Health Organization, 2011).

CAD can be diagnosed by means of either an anatomic parameter, such as diameter stenosis
or a functional parameter linked to coronary territory myocardial ischemia. Stenosis does
not invariably impair distal coronary flow, and this is particularly true with regard to the
intermediate coronary artery lesions (i.e., diameter stenosis between 30 and 70%). Non-invasive
tests of myocardial ischemia (e.g., nuclear myocardial perfusion imaging, stress echocardiography)
identify areas of the most severely reduced relative coronary flow reserve. They are fairly
accurate for myocardial ischemia detection on a per-patient basis, but these perform less well in
quantifying severity of individual coronary territory ischemia. The latter is relevant in multi-vessel
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percutaneous coronary intervention (PCI), where coronary
physiological information, overlaid on detailed maps of
patient-specific coronary artery anatomy, dictates management
decisions. Fractional flow reserve (FFR) measured during
invasive coronary angiography (ICA) under adenosine-induced
hyperemia has emerged as the gold standard for assessment
of coronary flow physiology and coronary territory ischemia
(Johnson et al., 2012).

Diagnosis of heart contractile dysfunction requires
demonstration of either diastolic or systolic function
abnormalities. The gold standard for determining diastolic
dysfunction is an increase in invasively measured ventricular
end-diastolic pressure–>15 mmHg in the case of the left
ventricle (LV) (Nishimura and Tajik, 1997). Systolic dysfunction
is assessed by the change in maximal ventricular pressure (P)
during isovolumic contraction, dP/dtmax (Yamada et al., 1998).
Multiple ventricular pressure-volume loops assayed using a
conductance catheter under varying loading conditions can
yield end-diastolic (Eed) and end-systolic elastances (Ees) that
characterize ventricular diastolic and systolic dysfunction,
respectively (Burkhoff et al., 2005). Emerging noninvasive
echocardiographic and cardiac magnetic resonance (MRI)
imaging techniques enable corroborative assessment of regional
and global cardiac chamber dysfunction involving strain and
strain rate (Zhong et al., 2012), curvedness (a descriptor of
three-dimensional ventricular shape) and curvedness rate
(Zhong et al., 2009), ventricular contractility dσ∗/dtmax, where
σ∗ is pressure-normalized wall stress (Zhong et al., 2014), and
atrio-ventricular velocities (Leng et al., 2016).

Patient-specific computational fluid dynamics (CFD)
modeling is a recent development. Non-invasive FFR (FFRCT) is
derived from CFD modeling of images acquired using computed
tomography coronary angiography (CTCA). With invasive FFR
as the gold standard, FFRCT ≤ 0.80 is superior to both CTCA and
ICA determined diameter stenosis for ascertaining ischemia on a
coronary artery territory basis (Min et al., 2012). FFRCT analysis
is solely available via a centralized commercial web-based service
of the HeartFlow R© company. Time-consuming computational
demands and high costs−6 h and $2000 USD to process a case
(Kimura et al., 2015)—hamper widespread clinical adoption.
The requisite offsite handling of sensitive confidential patient
information and associated medical conditions is a highly
delicate issue involving IT-security, potential for data abuse, etc.

Unlike coronary blood flow simulation, CFD studies on
intra-cardiac flows are primarily confined to research purposes
owing to the complexity of modeling intra-cardiac flows. In
truth, coronary and intra-cardiac flows are closely connected.
Coronary artery dysfunction leads to myocardium ischemia,
and intra-cardiac flows provide blood for circulation throughout
the body, including the coronary circulation. Prolonged and
untreated myocardial ischemia could increase the risk for death
or myocardial infarction (Iskander and Iskandrian, 1998). Future
integration of both coronary and intra-cardiac flow simulations
is desirable to enable a comprehensive assessment of cardiac
circulatory pathophysiology. This paper aims to pave the way for
integrated simulations and focuses on a progress review of CFD
applications in modeling coronary and intra-cardiac flow. Other

applications of CFD in cardiovascular disease can be found in
Morris et al. (2015).

CORONARY FLOW SIMULATION

Challenges and Opportunities in
Patient-Specific Simulation Techniques for
Studying Blood Flow in Coronary Arteries
In general, the tasks involved in performing CFD simulation for
a patient-specific coronary artery tree are as follows: (1) Image
acquisition and segmentation to reconstruct a 3D patient-specific
coronary model; (2) CFD preprocessing to discretize the domain
with meshes and define the boundary conditions; and (3) Solving
the fluid governing equations using a fluid solver and post-
processing to visualize the flow field (Figure 1). If fluid structure
interaction (FSI) is considered, an additional solid solver is used,
and coupling between fluid and solid solvers is implemented.
Table 1 summarizes the challenges involved.

Coronary anatomy can be imaged using ICA, intravascular
ultrasound (IVUS), optical coherence tomography (OCT),
CTCA, and MRI (Zhang et al., 2014). Invasive IVUS and OCT
yields high-resolution cross-sectional views of the coronary
arteries, and can be used in conjunction with biplane ICA
to reconstruct the 3D vessel model. Since non-invasive
CTCA possesses higher spatial resolution than MRI and
echocardiography, it is widely used for 3D patient-specific
coronary model reconstruction. However present CTCA has
a spatial resolution of about 0.3mm, which limits its use to
coronary arteries of 1mm or greater in diameter. Although
CAD is not generally characterized nor is FFR measured in such
small vessels, the latter is essential for characterizing coronary
microcirculation.

Sophisticated segmentation approaches such as level-set
segmentation (Bekkers and Taylor, 2008) have been applied
to reconstruct 2D and 3D patient-specific coronary models,
either by fusion of biplane ICA with IVUS images (Papafaklis
et al., 2007) or directly from CTCA images (Torii et al., 2009).
Commercial (e.g., 3D Doctor, Mimics, SliceOmatic, Amira) and
open-source general image processing tools [e.g., VTK, ITK, ITK-
SNAP, VTK, Analyze, and ImageJ (or Fiji)], make reconstruction
of patient-specific models from medical images possible.
Furthermore, their plug-in capability allows easy customization
of segmentation tools. Artifacts such as calcification, motion
and mis-registration are not easily overcome by segmentation
techniques, and remain challenging.

In terms of simulation tools, commercial software such as
ANSYS (including ICEM, FLUENT, CFX), STAR-CCM, and
open-source tools (e.g., OpenFOAM) is applicable to general
CFD simulations, including simulating the blood flow in
coronary arteries. SimVascular (Schmidt et al., 2008) is a special
tool designed for simulating the blood flow in vessels. These
tools allow users specifications on mesh generation, boundary
conditions settings and etc. As regards meshes, mesh generation
schemes can be classified as structured or unstructured
meshes. Structured grid generators, including “block-structured”
techniques (used in ICEM CFD, TrueGrid, and IA-FEMesh)
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FIGURE 1 | Schematic drawings for the procedures of patient-specific simulations for blood flow in coronary arteries, including (1) acquisition of CTA or ICA images

(2) segmentation of acquired images (3) reconstruction of 3D model (4) mesh generation to discretize the 3D model (5) solving the mass and momentum conservation

equations to simulate the blood flow in coronary arteries, if FSI is taken into consideration, solid solver will also be activated, and (6) presentation of simulations.

generally require complex iterative smoothing procedures to
align elements with boundaries or physical domain. For the
complex 3D coronary artery models reconstructed from medical
images, unstructured meshes are commonly needed, which
are built based on node coordinates and the connections
between nodes to form elements. Commercial packages (e.g.,
ANSYS, TGrid) and open-source (e.g., TetGen, gmesh) allow
automatic discretization of complex geometry with tetrahedral
meshes. However quality control of tetrahedral meshes can be
challenging and varies according to the mesh generation method
employed (Wittek et al., 2016). The advancing front method,
such as the Delaunay triangulation method, can provide better
control of the mesh quality, but at the expense of prolonged
computational time. In addition, 4-noded tetrahedral elements
are involved with artificial stiffening, which presents challenges
in modeling soft tissue, such as the coronary artery wall (Wittek
et al., 2010). Higher-order and mixed-formulation tetrahedral
elements can assist in overcoming these challenges. Nevertheless
their computational cost is about four times higher than the 4-
noded tetrahedral elements (Bourdin et al., 2007). To overcome
the difficulty of generating good quality meshes for complex
geometry with limited time and the convergence difficulties
in modeling structures with large deformations, meshless

methods have been recognized as one possible solution (Doblare
et al., 2005). Meshless methods discretize the computational
domain into a cloud of nodal points (Belinha, 2016). This
discretization flexibility may allow direct model generation from
CTCA or MRI images. However, meshless methods also have
substantial shortcomings: (i) limited strict mathematical proof,
(ii) incomplete theory, and (iii) lower computation efficiency
compared to traditional computational methods using meshes
(Zhang et al., 2012).

To achieve an acceptable simulation of blood flow in the
coronary arteries, proper boundary conditions are paramount.
Although flow and pressure waveforms can be obtained from the
literature, in-vitro and in-vivo measurements are necessary for
accurate simulations. For many CFD applications, it is virtually
impossible to know flow and/or pressure waveforms a priori
due to the difficulty of obtaining simultaneous measurements in
coronary arteries. To solve this problem, multi-scale simulations
have been developed that couple 3D simulation with reduced-
order (1 or 0-dimensional) models at the boundaries. These
models characterize pressure and flow rate in upstream and
downstream vasculatures (Kim et al., 2010) as resistance,
compliance, and impedance. How to determine the values of
these patient-specific parameters remains a dilemma. Although
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TABLE 1 | Current challenges and opportunities in numerical simulation of coronary arteries.

Simulation procedures Current challenges and opportunities

Image acquisition • Current spatial resolution for CTCA and ICA was around 0.3mm (Kantor et al., 2007; Lewis et al.,

2016; Galassi et al., 2018). This limits their use to coronary arteries of 1mm or greater in diameter. The

ideal spatial resolution is 0.1mm (Lewis et al., 2016).

Severe motion artifacts, stair-step artifacts, image noise, or calcium blooming may lead to

non-diagnostic CTCA images (Alkadhi et al., 2008).

Image resolution and quality can be mitigated to an extent by extracting images in different cardiac

phases and using multiple imaging modalities for reconstruction (Sankaran et al., 2016).

Segmentation and 3D model reconstruction • It is challenging to segment images with severe motion and stair-step artifacts, image noise, calcification,

or misregistration.

• Segmentation of coronary artery tree may take a few hours.

Fluid dynamics simulation Fluid mesh generation • Quality control of tetrahedral meshes can be challenging (Wittek et al., 2016).

Meshless methods discretize the computational domain into a cloud of nodal points (Belinha, 2016),

which may allow direct model generation from CTCA or MRI images.

Boundary conditions • Both prescribed and lumped parameter (0 or 1-order) models can be used as boundary conditions.

The lumped parameters (e.g., resistance, compliance, etc.) may be tuned via numerical optimization

(Spilker et al., 2007).

Fluid solver • Both robust implicit approaches and explicit methods can be used to solve the flow-governing

equations.

• Explicit methods are generally less robust compared to the implicit fully coupled methods (Kim et al.,

2010; Sankaran et al., 2012).

FSI coupling • Traditional FSI techniques based on ALE method requires expensive computational cost due to

re-meshing (Hecht and Pironneau, 2017).

Immersed boundary (Peskin, 2003) and coupled momentum methods (Figueroa et al., 2006) are

alternatives to treat coronary vessels as compliant.

morphologic information (e.g., scaling law) is widely used,
numerical optimization may be necessary to tune these patient-
specific parameters (Spilker et al., 2007).

Another obstacle in multi-scale simulation is how to solve
the flow-governing equations using reduced-order models as
boundary conditions. Both robust implicit approaches and
explicit methods have been used. Explicit methods do not
require changing the numerical algorithms to solve the governing
equations (Sankaran et al., 2012), although they are generally
less robust compared to the implicit fully coupled methods (Kim
et al., 2010).

Recent progress in FSI techniques has allowed treating the
coronary vessels as compliant. In the traditional Arbitrary
Lagrangian-Eulerian (ALE) method (Malvè et al., 2012),
boundaries and interfaces of both fluid and structural
computational domains are precisely tracked during the
iterations. When taking heart movement into consideration, re-
meshing computational domains is often necessary to maintain
mesh quality, which substantially increases computational cost.
Over the years, stability of the ALE method has been improved
(Hecht and Pironneau, 2017).

Alternative FSI techniques used to simulate flow in the
presence of a moving boundary include immersed boundary and
coupled momentum methods. These use fixed fluid meshes with
boundaries defined by a set of moving Lagrangian points (Peskin,
2003) or linear membrane (Figueroa et al., 2006). Although
prescribed heart motion has been used for simulating the blood
flow in left (Prosi et al., 2004) and right (Torii et al., 2010)

coronary arteries, more efficient, and robust FSI techniques are
necessary to model large deformations of coronary arteries when
taking heart motion during a cardiac cycle into account.

Recent development of fluid-solid-growth modeling
incorporates vascular wall geometry, structure and properties
governed by stress-mediated growth and remodeling (G&R)
into FSI simulation (Figueroa et al., 2009). In this way, biofluid
mechanics, biosolid mechanics, and biotransport phenomena,
such as arterial growth, remodeling, and adaptation (Valentín
et al., 2013) can be better understood. Recently, machine
learning has been adopted into the CFD simulation to reduce the
computational time incorporating features trained by a database
generated from a set of offline CFD simulations (Sankaran et al.,
2015; Itu et al., 2016). Sankaran and Marsden (2011) developed
an adaptive collocation algorithm to quantify the effect of input
uncertainties on cardiovascular simulation. Using a data-driven
framework, Sankaran et al. (2016) studied the impact of anatomic
and physiologic uncertainty (e.g., various boundary conditions
and blood viscosity) on blood flow simulation. These data-driven
modeling approaches wherein CFD data is used to enrich and
refine the models may become popular in the future.

In addition, the assumption of blood as a Newtonian fluid is
only valid for shear rate higher than 100 s−1, which may not be
true when a flow recirculation region is formed near a coronary
stenosis. The influence of non-Newtonian properties of blood on
the velocity distribution and shear-thinning has been studied via
various single and multi-phase non-Newtonian hemodynamic
models (Jung et al., 2006). An effect of non-Newtonian properties
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on overall pressure drop across the arterial stenosis was exhibited
at a flow with the Reynolds number of 100 or less (Cho and
Kensey, 1991).

Challenges and Opportunities in Applying
Patient-Specific CFD Technologies for
Diagnosing the Severity of Coronary Artery
Disease
Recent patient-specific CFD simulations provide detailed
hemodynamic parameter (HP) information, such as pressure
(P), wall pressure gradient (WPG) (Liu et al., 2012), wall shear
stress (WSS) (Papafaklis et al., 2007; Stone et al., 2012), oscillatory
shear index (OSI), relative residence time (RRT), and stress phase
angle (SPA) (Knight et al., 2010), enabling characterization of HP
distributions on coronary vessel walls. Definitions of these HPs
(Table 2) and illustrations of their distributions in a left coronary
artery tree (Figure 2) are presented. In the simulations, pressure
and resistance boundary conditions were assigned to the inlet
and outlets, respectively. A non-slip condition was imposed on
the wall (Zhang et al., 2015).

Among the HPs, pressure was closely related to FFR (Johnson
et al., 2012), where FFR is the ratio of pressure distal to
stenosis and aortic pressure at hyperemia, obtained during ICA.
Alternative approaches for calculating FFR non-invasively have
been attempted by several groups.

The Heart Flow company is a pioneer to combine CTCA
images with CFD for calculating non-invasive FFRCT in CAD
diagnosis. Kim et al (Kim et al., 2010) pioneered non-invasive
FFRCT by reconstructing 3D patient-specific coronary artery
model from CTCA images and coupling lumped parameter
models to an implicit solver of fluid-governing equations
(Figure 3A). Multicenter clinical trials DISCOVER-FLOW,
DeFACTO, and NXT (Koo et al., 2011; Min et al., 2012;
Nørgaard et al., 2014) demonstrated superior diagnostic accuracy
for FFRCT vs. CTCA alone. PLATFORM trial (Douglas et al.,
2015) (Lu et al., 2017) demonstrated the feasibility and safety
of FFRCT as a diagnostic strategy in triage of patients with
suspected CAD compared to standard of care. REAL-FFRCT

(Kawaji et al., 2017) demonstrated good diagnostic performance
of FFRCT even in patients with severely calcified vessels. Recently
HeartFlow’s FFRCT software has been approved by FDA for
measuring coronary blockages non-invasively. However it used
cloud technology for uploading CTCA images and downloading
FFRCT report. This could involve data security issues that would
hinder the on-site computation.

To facilitate on-site FFR computation supported by Siemens
Company, Coenen et al. modeled coronary vessel as 1D
segment and employed a reduced-order model for simulating
the coronary circulation. In this way, the computational
time was reduced to 5–10min per patient (Coenen et al.,
2015). Calculated pressure information, viz. computational FFR
(cFFR), was mapped onto a 3D model reconstructed from
CTCA images (Figure 3B). The correlation between cFFR and
FFR, however, was poor (r = 0.59). To further reduce the
computational time, Itu and colleagues from Siemens applied
machine-learning approach for computing cFFRML with features
extracted from training database (Itu et al., 2016). The database

consisted of synthetically generated coronary artery models and
corresponding FFR values computed from the CFD algorithm
(Figure 3C).

Another attempt to reduce the computation time to be
<30min was conducted by Ko and colleagues from Toshiba
Medical Systems Corp. core laboratory (Ko et al., 2017). Differing
from the above studies, 4 CTCA images were acquired and
reconstructed at phases of 70, 80, 90, and 99% of the R-R interval.
The arterial luminal deformation was taken into consideration
and a reduced-order fluid model was used to simulate a 1-
dimensional pressure and flow distribution in coronary tree
(Figure 3D). In this approach, the interaction between fluid and
structure is taken into account to some extent, although it is not
a fully-coupled FSI simulation.

With the exception of CTCA images, attempts have been
made to derive FFRQCA using CFD simulation in patient-
specific coronary artery models reconstructed from ICA In a
study involving 77 coronary vessels (Tu et al., 2014), FFRQCA

correlated well with the gold standard FFR (r = 0.81, p < 0.001).
Invasive FFRQCA obviates the need for pressure wire/catheter and
adenosine. QFR was further derived from 3 flow models using
fixed empiric flow velocity; modeled hyperemic flow velocity
derived from measured angiography without administration of
adenosine, and measured hyperemic flow velocity, respectively
(Tu et al., 2016). Diagnostic accuracy of QFR was tested in the
FAVOR II China (Xu et al., 2017) and WIFI II (Westra et al.,
2018) studies. Based on this method, Medis QAngio 3D XA
software was developed to calculate QFR.

Combining coronary angiogram images with CFD simulation
was also studied by Morris et al. (2013) to estimate virtual
fractional flow reserve (vFFR) with generic boundary conditions.
VIRTUheart software was therefore developed to facilitate the
calculation of vFFR. CathWorks is another tool available for FFR
simulation-based service through the combination of coronary
angiograms and CFD simulation.

Infusion OCT with a coronary angiogram was used by Poon
et al. (2015, 2017) in an attempt to reconstruct the vessel and
calculate virtually derived FFR.

Other HPs (Table 2) have been considered in relation to
CAD based on biomechanical forces involved in regulation of
blood vessel structure (Langille and O’Donnell, 1986). Among
them, WSS has been the most studied. WSS is the frictional
force of blood exerted tangentially to the luminal surface
of the blood vessel per unit area. WSS is typically within
the range of 15–20 dynes/cm2 (Kassab and Navia, 2006) for
normal arteries; abnormal WSS outside this range promotes
atherogenesis. There are two competing theories. In in-vitro
experiments on canine thoracic aorta endothelial cells (ECs),
ECs became abnormal for WSS >379 dynes/cm2 (Fry, 1968).
This implied that high WSS might injure and denudate the
ECs resulting in atherogenesis. Conversely, Caro et al. found
intimal thickening and atherosclerosis with WSS <6 dynes/cm2

(Caro et al., 1969). They conjectured that low WSS was
associated with prolonged particle retention time, and increased
intimal accumulation of lipids, leading to atherogenesis. Indeed,
Rutsch et al. proposed several signaling pathways relating
disturbed WSS with EC mechanico-chemical transductions
(Rutsch et al., 2011).
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TABLE 2 | Hemodynamic parameters (HPs) predicted by CFD (Computational Fluid Dynamics) to link with CAD (Coronary Artery Disease).

HPs Units Definition and Formula Related hypothesis Related studies Remark

P Pa Force acting perpendicularly on

the vessel wall per unit area

Elevated blood pressure is

associated with atherosclerotic

formation (Glagov et al., 1989)

Aueron and Gruentzig,

1984

FFR is the pressure based indicator

for CAD diagnosis (Johnson et al.,

2012). Recent coupling between

CFD and medical images leads to

new indictors, such as FFRCT,

FFRQCA, CFFR and FFRB (Nørgaard

et al., 2014; Tu et al., 2014; Coenen

et al., 2015; Zhang et al., 2016,

2018)

WPG Pa/m Spatial gradient of the wall

pressure

WPG =
√

(

∂P
∂x

)2
+

(

∂P
∂y

)2
+

(

∂P
∂z

)2

Note: P is pressure exerted on the

wall; x, y and z are coordinates in

different directions

WPG may represent important

local modulators of endothelial

gene expression in atherogenesis

and may result in the

redistribution of the initially

accumulated atheromatic material

within the sub-endothelial layer

Liu et al., 2012

WSS Pa Frictional force of blood exerted

tangential to the luminal surface of

the blood vessel per unit area

wss = τw = µ

(

∂
−→
u

∂
−→
n

)
∣

∣

∣

wall

Note:
−→
u and

−→
n are the velocity

vector and the direction vector

normal to the wall, respectively

WSS over normal coronary artery

was found to within the range of

15–20 dynes/cm2

a. High WSS is conjectured to

injure and denude the vessel wall

of endothelial cells, resulting in

atherosclerotic plaque (Fry, 1968)

b. Low WSS is suspected to

prolong particle retention time and

increase intimal accumulation of

lipids, leading to atherosclerosis

formation (Caro et al., 1969)

Combing CFD with IVUS

images and biplane

coronary angiography

helps to predict WSS,

which is correlated with

baseline luminal narrowing

or plaque thickness

(Stone et al., 2003;

Papafaklis et al., 2007;

Gijsen et al., 2008); Habib

(Eshtehardi et al., 2012;

Stone et al., 2012)

Among them, PREDICTION study

(Stone et al., 2012) is impressive.

Study recruited 506 patients. Results

revealed that low local WSS and

large plaque burden could identify

plaques that develop progressively

and lead to lumen narrowing

OSI A measure to quantify the change

in direction and magnitude of the

WSS (Ku et al., 1985) OSI =
1
2

(

1−
∣

∣

∣

∫ T
0 τwdt

∣

∣

∣
/
∫ T
0 |τw|dt

)

Note: T is the duration of one

cardiac cycle

Marked oscillations in the

direction of WSS could be

captured by high OSI values,

which may lead to atherogenesis

(Knight et al., 2010)

Knight et al. (2010)

obtained CT images of 30

patients with 120 plaques.

By virtually removing the

plaques, CFD predicted

OSI was correlated with

plaque location

It was found that OSI has higher

positive prediction value (PPV) than

WSS

RRT Pa−1 The residence time of a particle in

the vicinity of vascular

endothelium (Himburg et al.,

2004)

RRT = 1
(1−2×OSI)×TAWSS

Note: TAWSS is the

time-averaged WSS

Prolonged residence time of

blood, viz. higher RRT, may

increase the likelihood of adhesion

of platelets and leukocytes to the

endothelium and lead to the

smooth muscle cell proliferation

Kleinstreuer et al., 2001;

Knight et al., 2010

It was found that RRT had higher

PPV than WSS

SPA Time-averaged temporal phase

angle between circumferential

stress (CS) and WSS on the

arterial wall to quantify the time lag

arises between the pulsatile WSS

and CS (Qiu and Tarbell, 1996)

SPA = ϕ (D− τw)

Note: ϕ (D− τw)is the

time-averaged phase difference

between lumen diameter

circumferential direction and WSS

SPA measures the degree of

asynchrony between pressure

and flow waveforms

Torii et al., 2009; Zhang

et al., 2015

SPA is proposed to be a useful

indicator in predicting sites prone to

atherosclerosis

CFD has been applied in the study of HP distributions,
particularly WSS, in both idealized and patient-specific coronary
artery models (Papafaklis et al., 2007). The PREDICTION
study (Stone et al., 2012) enrolled 506 PCI patients and
studied the natural history of plaque development in a

subset of 374 (74%) over a 6- to 10-month period post-
PCI. WSS was calculated for 3D coronary artery models
reconstructed by combining intracoronary IVUS and biplane
ICA images. Large plaque burden and low local WSS were
found to be independent and additive predictors of plaque
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FIGURE 2 | Distributions of (A) P (Pressure), (B) WPG (wall pressure gradient), (C) WSS (wall shear stress), (D) OSI (oscillatory shear index), (E) RRT (relative

residence time), and (F) SPA (stress phase angle) on the virtually healthy and diseased left coronary artery trees respectively. Labels of (A–D) indicate the stenosis

locations. In the virtually healthy artery model, low WSS, and high RRT was exhibited in three of the four locations, where the stenoses were formed, and high WSS

with low RRT was exhibited in the fourth. These findings suggest that coronary plaque is more likely to form in locations with low- WSS- and- high- RRT or high-

WSS- and- low- RRT. From Zhang et al. (2015).

progression and luminal narrowing. Other clinical trials are
currently underway investigating potential links between HPs
and coronary atherogenesis (Antoniadis et al., 2015). These
presage exciting possibilities for identifying indicators that may
be useful for CAD diagnosis and patient management.

INTRA-CARDIAC FLOW SIMULATION

Challenges and Opportunities in
Patient-Specific Simulations for Studying
Intra-Cardiac Flow
Figure 4 illustrates the general process of CFD simulation of
blood flow in the LV based on cardiac MRI images (Su et al.,
2015). Images comprise the long-axis and a stack of 12–14
short-axis images covering the LV from apex to base. Typical
slice thickness is 8mm; and typical frame rate 20–40 per
cardiac cycle. Short-axis images are segmented either manually
or automatically wherein blood pool is distinguished from heart
muscle, and papillary muscles are included in blood pool. Long-
axis images are used to track themitral annulus at the intersection
of the LV and the left atrium, which cannot be segmented
easily on short-axis images due to through-plane displacement.
A similar method is applied to construct the aortic annulus
at the LV outflow tract. A patient-specific model based on
segmentations is thereby generated (steps are highlighted by red
rectangle in 1.1 of Figure 4).

Next, the complex 3D models are discretized into tetrahedral,
hexahedral or polyhedral grids using either in-house or
commercial mesh generators such as ANSYS ICEM CFD, STAR-
CCM+. A tetrahedral mesh is frequently adopted, which requires
re-meshing when spring-based smoothing fails to cope with large
deformations. Polyhedral meshes confer superior convergence
speed (Spiegel et al., 2011) and can be easily implemented
for FSI simulation. To factor in wall motion during numerical
simulation, surface mesh numbers and their connectivity must
match at each time step. By exploiting consistent topology within

the patient-specific model, surface meshes at other time frames
are generated based on the corresponding LV geometry, and the
correlation between the 3D model and the surface mesh at the
first time step. Cubic-spline interpolation is commonly applied,
as the frame rate of MRI is inadequate for numerical simulation.

In simulations that use the immersed boundary method
(Peskin, 2003), a Cartesian mesh is typically applied to the blood
domain, where the LV surface consists of triangular facets. In
other words, the discretization step can be skipped by using the
patient-specific model directly.

Boundary conditions at inlet and outlet are initialized with
appropriate blood properties prior to solving the Navier-Stokes
equations. Cardiac flow profiles measured from velocity-encoded
imaging modalities such as phase-contrast MRI scans can be
used to specify inlet and outlet boundary conditions (Wong
et al., 2017). Aortic/pulmonary pressure can only be measured
invasively, which might not always be possible.

In addition, the heart is a complex multi-scale system
involving the interaction of cardiac electrophysiology with
muscle tissue, rapid valve opening and closure, and large
wall deformation during the cardiac cycle (Quarteroni et al.,
2017). To consider the coupling between electrophysiology and
heart mechanics, fiber orientation/ architecture information is
necessary for modeling electrical conduction and associated force
generation (Crozier et al., 2016). As in-vivo acquisition of the
fiber architecture is difficult (Toussaint et al., 2013), “Rule-based”
methods was used to assign fiber orientation to ventricular
cardiac models, which did not include the fiber structure within
endocardial and intramural structures (Bayer et al., 2012). “Atlas-
based” approaches used a mesh warping process to map the
meshes associated with diffusion tensor MRI fiber data on an
idealized template mesh. In this way, the fiber architecture
information can be automatically incorporated into new patient-
specific model (Vadakkumpadan et al., 2012).

The appropriate choice of constitutive models and material
parameters to represent valves in computational studies is
another topic related to the heart valve mechanics. In the

Frontiers in Physiology | www.frontiersin.org 7 June 2018 | Volume 9 | Article 742197

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


Zhong et al. A Review of CFD in Heart Flow

FIGURE 3 | Diagrams and characteristics for calculating non-invasive FFR through combining CTCA with CFD by the companies of (A) Heart Flow: FFRCT (Gaur et al.,

2013); (B) Siemens (1st generation: cFFR) (Coenen et al., 2015); (C) Siemens (2nd generation: cFFRML ) (Itu et al., 2016); and (D) Toshiba: CT-FFR (Ko et al., 2017).

study of Rausch et al. (2013), mitral valves were modeled as
follows: (i) the Neo-Hooken isotropic nonlinear hyperplastic
model (neglecting the anisotropic microstructure of mitral leaflet
tissue; (ii) the coupled May-Newman model to characterize the
heterogeneous response of the entire mitral valve complex; (iii)
the decoupled Holzapfel model to represent the anisotropic
properties of arterial tissue. The last two models resulted
in smaller local displacement errors relative to the first
model.

Cardiac tissue properties are the other important parameters
for modeling the cardiac multi-scale interaction. However
in-vitro measurement of tissue properties using a cardiac tissue
mechanics testing system (Golob et al., 2014) is not applicable
to the circumference in most cases. Estimating the material
stiffness from pressure-volume loop analysis might be a practical
way (Pironet et al., 2013). Modeling flow-mediated thrombus
generation becomes feasible by coupling the hemodynamic
equations to the biochemical convection–diffusion–reaction
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FIGURE 4 | Flow chart of CFD simulation of patient-specific intra-cardiac flow. Black box: each step of numerical simulation (Su et al., 2016). Red box: left ventricle

reconstruction from MRI images. Green box: CFD mesh generation. Violet box: Mapping between reconstructed model and CFD surface mesh. Dotted blue box: CFD

mesh resulted from mapping. Blue box: A series of CFD meshes at each frame. Elements (blue) and grids (green) are for reconstructed geometry and CFD mesh,

respectively.

(CDR) equations (Mittal et al., 2016). Challenges of patient-
specific intra-cardiac flow simulation are summarized
in Table 3.

Figure 5 summarizes various post-processing analyses of
intra-cardiac flow. The flow mapping facilitates visualization of
flow patterns throughout the cardiac cycle. Characteristic of
diastolic flow is the clockwise anterior vortex, which is believed to
preserve momentum and direct the flow toward the outflow tract

(Chnafa et al., 2014). The flow mapping depicts one 2D slice of
the complex 3D LV flow at a time. Therefore, 3D vortex structure
is superior, and has been widely applied in the literature.

In a normal subject, a vortex ring is observed during the
rapid filling phase, which results from flow separation at the
mitral valve tip (Seo et al., 2014). The vortex ring interacts
with endocardium and dissipates (i.e., breaking into smaller
eddies during diastasis). Another vortex ring is again generated
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TABLE 3 | Current challenges and opportunities in numerical simulation of intra-cardiac flow.

Simulation procedures Current challenges and opportunities

Image acquisition • Current spatial and time resolution for cardiac MRI was around 1–1.5 mm/40–50ms respectively

(Saeed et al., 2015), which are inadequate for assessing the rapid opening and closing of thin heart

valves.

Segmentation and 3D model reconstruction • Segmentation and 3D model reconstruction of the valves and right ventricle is challenging due to the

limited spatial resolution of current MRI technology.

Fluid dynamics simulation Fluid mesh generation • To factor in wall motion during numerical simulation with dynamic meshes, the number of surface

meshes and their connectivity must match at various time frames. Cubic-spline interpolation is usually

needed to achieve adequate number of meshes for transient numerical simulation. This might be

challenging for a complex heart chamber with valves, especially for the patients with heart disease.

• Cartesian meshes can be used when the blood flow is simulated using the immersed boundary

method (Peskin, 2003).

Boundary conditions • Realistic pressure and flow information could be provided through phase-contrast MRI, cardiac

catheterization and etc.

Fluid solver • Improvement of computational speed to solve complex flow phenomena for heart chamber and valves

are essential for the multi-physics coupling.

Multi-physics coupling and others • Besides FSI, coupling electrophysiology with mechanics is also important in understanding heart

function (Quarteroni et al., 2017)

The definitions of fiber orientation (Crozier et al., 2016) and tissue properties (Golob et al., 2014) are

important for modeling the cardiac multiscale interaction.

FIGURE 5 | Post-processing of intra-cardiac flow showing (A) flow mapping (Seo et al., 2014); (B) vortex structure (Seo et al., 2014); (C) kinetic energy (Seo and

Mittal, 2013); and (D) flow component (Svalbring et al., 2016).

during atrial contraction, albeit weaker in terms of penetration
distance. Both 2D flowmapping and 3D vortex structure provide
quantitative analyses of LV flow.

A number of parameters have been proposed to quantify
kinetic energy and energy loss during cardiac motion. Pumping
efficiency during systole is defined as the ratio of total flux
of mechanical energy through the aorta and power expended
on blood flow by heart muscle (Seo et al., 2014). In contrast,
myocardial efficiency based on the pressure-volume loop is
defined as the ratio of systole work and energy consumption of
heart muscle. Kinetic energy dissipation is closely related to flow
field, and is the energy dissipated into heat. Relatively higher
energy dissipation is expected in regions with complex flow fields

due to vortex formation. Since energy dissipation is sensitive to
flow field, it has been used to diagnose ventricular dysfunction
(Mangual et al., 2013).

To quantify blood transit across the LV, numerous trajectories
of massless particles are obtained over a few cardiac cycles
(Pedrizzetti and Domenichini, 2014). According to flow
trajectories, end-diastolic volume is categorized into volumes
of four subgroups: (i) direct flow, blood that passes through
ventricle during one heartbeat; (ii) retained flow, blood that
enters during diastole but does not exit at end of systole in one
heartbeat; (iii) delayed ejection flow, blood that enters ventricle
in earlier cardiac cycles but exits in current cycle; and (iv)
residual volume, blood that resides in ventricle over a number of
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TABLE 4 | Published patient-specific CFD simulations of heart ventricles.

First author and year Chamber Imaging Normal PAH DCM SVR SV HCM MI MS Valve Dimensions Method

Doost et al., 2017 LV MRI 1 – – – – – – – N 2D DM

Imanparast et al., 2016 LV MRI 1 – – – – – – – N 3D DM

Su et al., 2016 LV MRI 1 1 – – – – – – Y 3D DM

Doost et al., 2016 LV MRI 1 – – – – – – – N 3D DM

Chnafa et al., 2016 LV CT 1 – – – – – – – Y 3D DM

Bavo et al., 2016 LV Echo 2 – 1 – – – – – Y 3D DM

Vedula et al., 2015 LV CT 1 – – – – – – Y 3D DM

Su et al., 2014a LV MRI 1 – – – – 1 – – N 3D DM

Su et al., 2014b LV MRI 1 – – – – – – – N 2D DM

Khalafvand et al., 2014 LV MRI – – – 1 – – – – N 3D DM

Moosavi et al., 2014 LV MRI 1 – – – – – – – N 3D DM

Seo et al., 2014# LV CT 1 – – – – – – – Y 3D IBM

Chnafa et al., 2014* LV CT – – – – – – – – Y 3D DM

Corsini et al., 2014 RV MRI – – – – 1 – – – N 3D DM

De Vecchi et al., 2014 LV/RV Echo – – – – 1 – – 1 N 3D DM

Seo and Mittal, 2013# LV CT 1 – – – – – – – N 3D IBM

Mangual et al., 2013 LV Echo 20 – 8 – – – – – N 3D IBM

Nguyen et al., 2013 LV MRI 1 – – – – – – – N 3D DM

Le and Sotiropoulos,

2012

LV MRI 1 – – – – – – – N 3D IBM

Mangual et al., 2012 RV Echo 1 – – – – – – – N 3D IBM

Dahl and Vierendeels,

2012

LV Echo 1 – – – – – – – Y 2D DM

Khalafvand et al., 2012 LV MRI 3 – – – – – 3 – N 2D DM

Tay et al., 2011 LV MRI 1 – – – – – – – N 3D IBM

Mihalef et al., 2011 LV/RV CT – – – – – – – 1 Y 3D DM

Krittian et al., 2010 LV MRI 1 – – – – – – – N 3D DM

Doenst et al., 2009 LV MRI 1 – – 1 – – – – N 3D IBM

Schenkel et al., 2009 LV MRI 1 – – – – – – – N 3D DM

Long et al., 2008 LV MRI 6 – – – – – – – N 3D DM

Saber et al., 2003 LV MRI 1 – – – – – – – N 3D DM

Saber et al., 2001 LV MRI 1 – – – – – – – N 3D DM

PAH, Pulmonary Arterial Hypertension; DCM, Dilated Cardiomyopathy; SVR, Surgical Ventricular Restoration; SV, Single Ventricle; HCM, Hypertrophic Cardiomyopathy; MI, Myocardial

Infarction; MS, Mitral Stenosis; DM, Dynamic Mesh; IBM, Immersed Boundary Method; *, The type of heart disease was not specified in the manuscript; #, Only the initial shape is based

on patient-specific data.

cardiac cycles. In-vivo studies demonstrate direct and residual
flow (≥2 cycles) constitute about 37 and 30%, respectively,
of end-diastolic volume, respectively (Eriksson et al., 2011).
Although it is believed that larger residual volume may promote
thrombogenesis, clinical significance of the relative distribution
of the four volumes of subgroups has not been elucidated. The
considerable differences among numerical studies (Mangual
et al., 2013; Seo and Mittal, 2013) could be due to uncertainties,
differing assumptions and the methodologies adopted.

Challenges and Opportunities in Use of
Patient-Specific CFD Technologies for
Diagnosing Heart Dysfunction
A promising application of numerical models is found in surgical
and interventional planning for predicting procedural outcomes.

Corsini and coworkers compared two surgical options for a
patient with single ventricle malformation (Corsini et al., 2014).
A secondary application is to advance the understanding of the
effects of myocardial disease and surgery on ventricular flow.
Su and colleagues deduced that HCM retarded the formation of
vortex ring during diastole because the narrowed LV chamber
delayed flow separation and escalated energy dissipation (Su
et al., 2014a). Although various effects of myocardial disease on
ventricular flow have been investigated, sample sizes in these
numerical studies were too small to provide meaningful insights.

Since the 1990s, numerical studies have been conducted
to study heart function (Hunter et al., 2003; Sugiura et al.,
2012) including intraventricular flows. The early studies were
focused on ideal models due to limitations of imaging techniques,
particularly for segmenting images from noisy data. More
contemporary published patient-specific numerical studies are
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FIGURE 6 | CFD simulation of intra-cardiac flow showing (A) vortex formation in dilated cardiomyopathy (DCM) (Mangual et al., 2013); (B) the distribution of blood

velocity before and after surgical ventricular restoration (SVR) (Khalafvand et al., 2014); (C) vortex formation in right ventricle (Mangual et al., 2012); (D) vortex

formation in hypertrophic cardiomyopathy (HCM); (E) distribution of blood velocity in a single ventricle (SV) (SVC, superior vena cava; RPA, right pulmonary artery; LPA,

left pulmonary artery); (F) the distribution of blood velocity in the LV with myocardial infarction (MI) (Khalafvand et al., 2012).

summarized in Table 4, in which the majority of studies focus
on the LV rather than the RV (where the geometry is more
complex than LV). As shown in Table 4, very few studies
employed reconstructed 3D models from echocardiographic
images (Mangual et al., 2013). Among imaging modalities,
MRI is the most widely used owing to superior soft tissue
contrast, and absence of ionizing radiation. In our experience,
the accuracy of current commercial (e.g., 3D Doctor, Mimics,
SliceOmatic, Amira) and open (e.g., ITK, ITK-SNAP, VTK,
Analyze) segmentation software packages depends on the
experience of the user who processes the MRI images. This
is a hurdle to wider adoption of numerical studies. Most
studies focus on normal subjects, with relatively few myocardial
disease cases, for example, right ventricle (RV) dysfunction
(Mangual et al., 2012), dilated cardiomyopathy (Mangual et al.,
2013), hypertrophic cardiomyopathy (HCM) (Su et al., 2014a),
single ventricle (Corsini et al., 2014), and myocardial infarction
(Khalafvand et al., 2012) (Figure 6).

Although valve leaflet dynamics influence intraventricular
flow development relative to vortex formation mechanisms and
penetration depth, they are not taken into consideration in most
studies as current spatiotemporal resolution of MRI and CT
images are inadequate for assessing the rapid opening and closing

of thin heart valves. Although the mitral valve was incorporated
by Seo et al. (2014), the model was not a full patient-specific
model. Only the initial geometry was based on patient-specific

CT data, while the remaining geometries were simply dilated

according to an ideal model. In addition, the mitral valve motion
was pre-defined rather than based on patient-specific data.
Mihalef et al. (2011) studied a patient with severe mitral stenosis
and regurgitation. The expected strong forward jet toward the
apex during diastole and the reversal toward the atrium during
systole balanced out, preempting a mismatch between the leaflet
dynamics and LV volumetric changes in this selected case.

One feasible solution to model valvular motion is the FSI
(Khalafvand et al., 2011; Domenichini and Pedrizzetti, 2014;
Doost et al., 2016), which to date has been applied only in 2D
studies (Table 4). Basically, there are two methods for modeling
myocardium deformation during a cardiac cycle: dynamic mesh
and immersed boundary method. Volumetric mesh deforms to
cope with the motion of the boundary (e.g., the ventricle) in
the dynamic mesh method; while in the immersed boundary
method, modeling is accomplished using stationary grids and
adding force near the boundary in the Navier-Stokes equations to
take ventricular wall effects into account. Although the immersed
boundary method avoids the issues of potential meshing failure
during mesh generation and deformation, additional functions
must be added to obtain the solution, which results in extra
computational cost.

CONCLUSIONS

Regulatory authorities such as US Food andDrug Administration
have recognized the value of computer modeling and simulation
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in the regulatory approval process (Malinauskas et al., 2017).
Authorities encourage use of the simulation to complement
bench, animal and human testing. There are an increasing
number of FDA applications that include simulations. The
Heart Flow’s FFRCT software has been approved by the US
FDA for measuring coronary blockages non-invasively. Because
most healthcare practitioners and organizations are unfamiliar
to the technical, computational and simulation methodologies
of patient-specific CFD, and the methodology is not yet fully
developed, there is an understandable hesitancy to embrace
the approach. This is in addition to the presently unrealized
ability of researchers and practitioners advocates to effectively
communicate the potential benefits of patient-specific CFD.
One possible reason for the lack of interest by clinicians
could be the lack of a validation protocol in general. A
general validation protocol would stipulate procedures and
methods for measuring a specified clinical quantity using a
standard technique and comparing it to a CFD computation.
However, the virtual absence of specific clinical quantities with
recognized links to the vast majority of pathologies—with the
exception of FFR for PCI—upon which decisions could be
predicted, creates a particularly challenging obstacle in the

validation of patient-specific models. In addition, development
of patient-specific models is a time-consuming task that requires
patient-specific geometries, material properties, and realistic
boundary conditions. These represent formidable challenges,
but at the same time significant opportunities to interject
precision medicine into clinical practice for improved clinical
outcomes.
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Introduction: Computational models of the heart increasingly require detailed

microstructural information to capture the impact of tissue remodeling on cardiac

electromechanics in, for example, hearts with myocardial infarctions. Myocardial

infarctions are surrounded by the infarct border zone (BZ), which is a site of

electromechanical property transition. Magnetic resonance imaging (MRI) is an emerging

method for characterizing microstructural remodeling and focal myocardial infarcts and

the BZ can be identified with late gadolinium enhanced (LGE) MRI. Microstructural

remodeling within the BZ, however, remains poorly characterized by MRI due, in part, to

the fact that LGE and DT-MRI are not always available for the same heart. Diffusion tensor

MRI (DT-MRI) can evaluate microstructural remodeling by quantifying the DT apparent

diffusion coefficient (ADC, increased with decreased cellularity), fractional anisotropy (FA,

decreased with increased fibrosis), and tissue mode (decreased with increased fiber

disarray). The purpose of this work was to use LGE MRI in post-infarct porcine hearts

(N = 7) to segment remote, BZ, and infarcted myocardium, thereby providing a basis to

quantify microstructural remodeling in the BZ and infarcted regions using co-registered

DT-MRI.

Methods: Chronic porcine infarcts were created by balloon occlusion of the LCx. 6–8

weeks post-infarction, MRI contrast was administered, and the heart was potassium

arrested, excised, and imaged with LGE MRI (0.33× 0.33× 0.33mm) and co-registered

DT-MRI (1 × 1 × 3mm). Myocardium was segmented as remote, BZ, or infarct by

LGE signal intensity thresholds. DT invariants were used to evaluate microstructural

remodeling by quantifying ADC, FA, and tissue mode.

Results: The BZ significantly remodeled compared to both infarct and remote

myocardium. BZ demonstrated a significant decrease in cellularity (increased ADC),

significant decrease in tissue organization (decreased FA), and a significant increase
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in fiber disarray (decreased tissue mode) relative to remote myocardium (all p < 0.05).

Microstructural remodeling in the infarct was similar, but significantly larger in magnitude

(all p < 0.05).

Conclusion: DT-MRI can identify regions of significant microstructural remodeling in the

BZ that are distinct from both remote and infarcted myocardium.

Keywords: cardiac computational models, diffusion tensor MRI, border zone, cardiac remodeling, cardiac

electromechanics

INTRODUCTION

Computational modeling of cardiac electromechanics

(Krishnamoorthi et al., 2014) can provide mechanistic insight
to normal and abnormal cardiac function and electrical wave
propagation (Ponnaluri et al., 2016). Chronic myocardial
infarction remains a substantial risk factor for both mechanical

heart failure and fatal electric rhythm abnormalities. The post-
infarct heart is characterized by three distinct regions, including
the remote (“normal”) myocardium, the dense infarcted scar,

and the border zone (BZ) transition region between remote and
infarcted myocardium. The infarct BZ is known as a site for
electromechanical property transition.

Myocardial fibrosis as a consequence of post-infarct

remodeling increases apparent tissue stiffness and decreases
anisotropy. Increases in tissue stiffness are implicated in both
abnormal diastolic filling and abnormal systolic contraction,
ultimately fomenting heart failure. Myocardial fibrosis also
disrupts normal electrical wave front propagation, which

contributes to the initiation of fatal ventricular arrhythmias (de
Bakker et al., 1988, 1993; Morita et al., 2009). In particular, the
infarct border zone (BZ) facilitates slow conduction, reentry
phenomena, and is implicated in arrhythmogenesis (Anversa
et al., 1985; Ursell et al., 1985; de Bakker et al., 1988; Miragoli
et al., 2007). Furthermore, anisotropic tissue conduction at

epicardial border zones has been shown to influence the

occurrence of reentry (Dillon et al., 1988). Methods to identify

the BZ for incorporation into computational models of cardiac

electromechanics, however, are not currently well established.

Subsequent to administration of a gadolinium-based contrast
agent, T1-weighted late gadolinium enhanced (LGE) magnetic
resonance imaging (MRI) is recognized as the gold standard
for non-invasive myocardial infarct mapping (Kim et al., 2000;
Karamitsos et al., 2009; Schelbert et al., 2010). In LGE MRI
the slow contrast washout time from the extracellular space
gives rise to hyper-enhanced signal intensity (SI) within the
infarct (Kim et al., 1996). The adjacent BZ is characterized by
a mixture of replacement fibrosis and viable myocytes within
the tissue and, as a consequence of partial volume effects,
yields an intermediate SI in LGE MRI (Anversa et al., 1985;
Schelbert et al., 2010). LGE MRI, however, only indirectly
indicates the presence of microstructural remodeling, especially
in the infarct and BZ as it only directly reports the presence
of the contrast agent. The extent of microstructural remodeling
within the LGE identified BZ has not been previously been
characterized.

Diffusion tensor MRI (DT-MRI) quantifies the self-diffusion
tensor of water undergoing Brownian diffusion within each
imaging voxel. This enables the direct quantitative evaluation of
microstructural remodeling (e.g., direct and quantitative changes
to the tissue microenvironment). Microstructural remodeling
is frequently reported using tensor invariants, which saliently
characterize important shape attributes of microstructural
diffusion and are established as a tool for quantifying differences
in regional microstructure (Ennis and Kindlmann, 2006).
Complementary information is found in the eigenvectors, which
accord with the predominant cardiomyocyte orientation and
myolaminar sheetlet orientations (Kung et al., 2011).

A particularly useful set of microstructural remodeling
metrics (tensor invariants) consists of the DT’s: (1) apparent
diffusion coefficient (ADC, [mm2/s]), which measures the overall
magnitude of isotropic diffusion and increases with decreasing
tissue cellularity (Ellingson et al., 2010); (2) fractional anisotropy
(FA, unitless on [0, 1]), which quantifies the magnitude of
anisotropic diffusion and decreases with increasing fibrosis(Wu
et al., 2007); and (3) tissue mode(Ennis and Kindlmann,
2006) (unitless on [−1, 1]), which gauges the kind of tissue
anisotropy with mode values near zero indicating orthotropic
diffusion indicative of sheet-like structures; mode values near+1
indicating rod-like tissue organization; and mode values near−1
indicating planar or pancake-like tissue organization.

The objective of this study was to quantify and compare
microstructural remodeling in the remote, BZ, and infarcted
myocardium of the post-infarct swine using DT-MRI. We
hypothesized that microstructural remodeling (changes in ADC,
FA, and tissue mode) within the BZ and infarct will constitute a
significantly different microstructural environment compared to
remote myocardium.

MATERIALS AND METHODS

Porcine Heart Preparation
Animal handling and care followed the recommendations of
the National Institutes of Health Guide for the Care and Use
of Laboratory Animals and the University of California, Los
Angeles Institutional Animal Care and Use Committee. Animal
protocols were approved by the University of California, Los
Angeles Chancellor’s Animal Research Committee.

Following a 12-h fasting period, the swine for this study
were intramuscularly injected with 1.4 mg/kg Telazol, and
then intubated. General anesthesia was maintained with inhaled
2.5% isoflurane. Seven adult female Yorkshire pigs (40–55 kg)
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(N = 7) underwent closed chest myocardial infarction via balloon
occlusion and subsequent reperfusion of the left circumflex artery
(LCx). An obtuse marginal branch of the LCx was occluded for
150min with an angioplasty balloon via the retrograde aortic
approach using a sheath from the right femoral artery. Evolving
infarction was confirmed via ST segment elevation as assessed by
continuous electrocardiogram monitoring.

After 6 to 8 weeks, the animals were intubated and placed
under general anesthesia as above. Gd-DTPA was injected (0.1
mmol/kg) and allowed to circulate for 15min before euthanizing
with a lethal dose of KCl. Normal adult female Yorkshire pigs
(35–50 kg) (N = 7) served as the control group undergoing an
identical euthanasia procedure without infarct induction.

After sacrifice, each heart was excised by cutting the great
cardiac vessels, rinsed with saline and suspended by the root of
the aorta in a saline filled container. With the heart suspended,
a high viscosity silicone rubber injection compound (Ready-
Press Polyvinylsiloxane, Microsonic Inc., Ambridge, PA) was
injected first through the pulmonary vein to fill the left ventricle
and left atrium then through the superior vena cava to fill
the right ventricle and right atrium, in order to maintain
an approximate end diastolic cardiac anatomy (Kung et al.,
2011). The heart was then removed from saline and placed in
a one-liter plastic cylindrical container filled with a magnetic
susceptibility matched fluid (Fomblin Y-LVAC 6-06, Solvay
Solexis, West Deptford, NJ). The heart was held in place within
the container using open-cell foam and oriented to grossly
align with the long axis of the container and subsequently the
MRI scanner. The combination of the silicone rubber injection
compound, magnetic susceptibility matched fluid, and open-cell
foam maintains hold the heart rigidly in place during long scan
times. These materials also produce very low MRI signals, which
significantly facilitates image segmentation.

Ex Vivo Magnetic Resonance Imaging
Imaging was performed using a 3 Tesla (Trio, Siemens AG,
Munich, Germany) scanner and a 12-channel head coil. A
3D gradient echo LGE MRI sequence was used with the
following pulse sequence parameters: TR/TE = 4.24/9.35ms,
flip angle = 18.5◦, bandwidth = 260 Hz/pixel, 9 averages, and
scan time = 2:18 (HH:MM). The in-plane imaging resolution
was 0.33mm × 0.33mm × 0.33mm (∼550 myocytes per voxel)
obtained by using a 384 × 384 × 256 encoding matrix and a
128 × 128 × 85.33mm imaging volume. All MRI exams began
within 2 h of sacrifice to ensure Gd-DTPA contrast did not diffuse
significantly away from the infarct (Schelbert et al., 2010).

Immediately after LGE imaging, spatially co-registered
DT-MRI was performed. A two-dimensional, diffusion
weighted, readout-segmented echo-planar pulse sequence
(Porter and Heidemann, 2009) was used to acquire DT-MRI
data. The following pulse sequence parameters were used for all
experiments: TE/TR = 76 ms/6,800ms, b-value = 1,000 s/mm2,
30 non-collinear diffusion gradient encoding directions, one
non-diffusion weighted null direction, 15 readout segments,
bandwidth = 439 Hz/pixel, and 8–10 averages. The in-plane
imaging resolution was 1mm × 1mm × 3mm (∼42,000
myocytes per voxel) obtained by using a 150 × 150 encoding

matrix, 43–44 slices and a 150 × 150 × 129–132mm imaging
volume. The total imaging time for each diffusion weighted
volume was 3.4min, for a total DT-MRI acquisition time of
7:00–8:50 (HH:MM) per heart.

Diffusion tensors were reconstructed from the diffusion
weighted images using linear regression and custom Matlab
(The Mathworks, Natick, MA) code. ADC, FA, and mode
(Ennis and Kindlmann, 2006) were calculated for each imaging
voxel’s diffusion tensor. The diffusion tensors were visualized
directly with superquadric glyphs, which are 3D surfaces that
depict the tensor’s shape and orientation and highlight regional
organization and remodeling (Ennis et al., 2005).

LGE Segmentation and Registration to

DT-MRI
Segmentation
LGE images (Figure 1A) were segmented into remote, BZ, and
infarcted myocardium and registered to the diffusion tensor
images to enable analysis of microstructural remodeling using
the validated procedure of Schelbert et al. (2010). First, LGE
images were averaged in the slice direction to match the slice
thickness of corresponding DT-MRI data. Myocardial voxels
were designated as remote, BZ, or infarct based on LGE image
signal intensity (SI) thresholds defined for each heart (Ashikaga
et al., 2007; Schelbert et al., 2010; Tao et al., 2010). Regions
of interest in remote myocardium (myocardial voxels with low
SI) and infarct (myocardial voxels with high SI) were drawn
in each heart to calculate the SI mean and standard deviation
(SD) in each region for each infarcted heart. In accordance
with the method used by Schelbert et al. (2010), segmentation
of infarct and remote myocardium was defined starting with a
threshold halfway between the mean SI of remote myocardium
and the mean SI of infarcted myocardium on a per heart basis.
The BZ was defined as voxels with SI below the halfway SI
level, but greater than two SDs above mean remote myocardium
(Figure 1B).

Registration
LGE and DT-MRI studies were performed back-to-back without
adjusting the position of the tissue, but small spatial shifts still
occurred over the long scan times. Therefore, 3D rigid-body
registration was employed between a binary mask created using
SI thresholds of the myocardium in the LGE images and binary a
mask of the myocardium from the DT-MRI data created using
a tensor-based segmentation method (Gahm et al., 2013). The
binary LGEmasks were down-sampled in the in-plane directions
using bicubic interpolation to match the resolution of DT-MRI
(Figure 1C). LGE and DT-MRI data were registered first in the
through-plane direction by aligning the LV apex of both binary
mask image sets, then registered via rigid translation in the
in-plane direction using two dimensional cross-correlations in
Matlab (Figure 1D). The registered LGE mask was then applied
to the DT-MRI data to label each voxel as remote, BZ or, infarct
(Figure 1E). The DT-MRI segmentation was further refined by
excluding infarct labeled voxels when the connected regions of
infarct consisted of three or less voxels (Figure 1F), similar to
Tao et al. (2010). BZ segmentations were also refined using
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FIGURE 1 | Defining remote (blue), borderzone (green), and infarcted (red) myocardium on DT-MRI from co-registered LGE MRI. (A) Original high-resolution LGE MRI

shows a distinctly bright focal infarct. (B) The threshold segmented LGE image is (C) down-sampled to match the DT-MRI resolution, then (D) co-registered to DT-MRI

via 2D cross-correlation. (E) The registered LGE segmentation mask is superimposed onto the corresponding myocardial mask of the DT-MRI data. (F) Final DT-MRI

segmentation refined by excluding islands of high signal intensity consisting of three or less voxels (9 mm3 ) and removing BZ signal intensities greater than three

voxels (3mm) away from infarct. Note, the LGE to DT-MRI registration required a single pixel-level shift.

morphologic operations to exclude voxels designated as BZ that
were greater than three voxels away from infarct labeled regions.

Statistical Analysis
The central hypothesis of this work is that microstructural
remodeling (changes in ADC, FA and mode) within the BZ
and infarct constitute a significantly different microstructural
environment compared to remote myocardium. Testing this
hypothesis required developing the statistically appropriate
methods for characterizing significant microstructural
remodeling because pixel-based imaging data is spatially
correlated and the underlying distribution of the measurement
data is non-Gaussian distributed. The key statistical analysis
steps include: (1) spatial decorrelation of the data by the auto-
correlation length; (2) application of distribution-independent
bootstrapped analogs to conventional Gaussian statistical
methods; (3) application of boot-strapped analogs of the
common t-test to enable comparison of medians from non-
Gaussian distributions; and (4) use of the boot-strapped analog
repeated measures ANOVA to compare groups.

First, the use of inferential statistics requires statistically
independent samples. The highly-organized arrangement of
myocytes within normal myocardium, however, results in high
spatial correlation of the myocardial diffusive properties. For
example, adjacent pixels have very similar or spatially correlated
tissue properties. This leads to statistically non-independent local
diffusion tensors and tensor invariants. To produce statistically
independent data points—ADC, FA, and mode were spatially de-
correlated in three dimensions within remote, BZ, and infarct

regions via decimation by each region’s auto-correlation length
(Gahm et al., 2012).

Second, the standard formula-based statistical tests (e.g.,
t-test or ANOVA) require data to be approximately Gaussian in
distribution and to have equal variances between comparison
groups. The distribution of tensor invariant data, however,
is non-Gaussian with unequal variances across different
populations (Kung et al., 2011). Therefore, statistical significance
tests were performed using bootstrap methods (Gahm et al.,
2012).

Third, in order to compare the statistical distributions
of tensor invariants between remote, BZ, and infarcted
myocardium, we produced bootstrapped histograms by sampling
1,000 times with replacement from the segmented and spatially
de-correlated data to define 95% confidence intervals (CIs)
within each of 32 histogram bins. When comparing two regions
(e.g., remote vs. BZ), if the 95% CIs of the two regions do
not overlap within a histogram bin, then the two regions are
significantly different within the invariant range of that bin.
Similarly, if the 95%-CIs of the bootstrapped medians for two
regions within individual hearts do not overlap, then the two
regions are significantly different.

Last, to test whether DT invariants significantly remodeled
between remote, BZ, and infarct regions for pooled data from
all infarcted hearts, we performed a bootstrap analog to repeated
measures ANOVA of the de-correlated data (Lazic, 2010).
Remote myocardium in infarcted hearts was also compared
to myocardium in normal control hearts using a two-group
comparison of the medians of de-correlated data. Bootstrapped
repeated measures ANOVA and two-group comparisons were
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performed using the R programming language (http://www.
r-project.org), where p < 0.05 was regarded as statistically
significant. When reporting image quality and auto-correlation
lengths, results are reported as mean± SD.

RESULTS

Infarct Evaluation
Balloon occlusion of the LCx resulted in chronic infarcts that
exhibited replacement fibrosis as evidenced by the elevated SI
in the LGE images (Figures 1A, 2A). Infarcts regions were
predominantly located in the inferior and/or inferoseptal basal
to apical LV wall.

Image Quality and Registration
The mean signal-to-noise ratios (SNR) for the LGE MRI
experiments were calculated from each heart by selecting a region
of interest (Mewton et al., 2011) in remote/normal myocardium
and dividing it by the SD of an ROI of equal area in the
background of the same slice for five equally spaced slices within
each heart. The mean SNRs from the DT-MRI experiments were
calculated from the non-diffusion weighted images for each heart
in the same manner as the LGE images. The signal-to-noise ratio
of the high resolution LGE images for all hearts was 10 ± 2.
The SNR of the non-diffusion weighted images of the DT-MRI
was 59 ± 15. 3D rigid-body registration of LGE and DT-MRI
data resulted in shifting of the LGE data by 0.8 ± 0.9 and 1.2
± 1.5mm in the x- and y-directions (in-plane) respectively and
0.2± 0.5mm in the z-direction (through-plane), which results in
sub pixel-level registration differences.

Data De-correlation
Auto-correlation lengths were 3.0 ± 0.6 voxels (3.0 ± 0.6mm)
in the in-plane x- and y-directions and 1.8 ± 0.2 voxels (5.4 ±
0.6mm) in the through-plane z-direction for normal hearts and
remotemyocardium in infarcted hearts. Auto-correlation lengths
in the BZ were 1.2 ± 0.1 voxels (1.2 ± 0.1mm) in the x- and y-
directions and 1.1± 0.2 voxels (3.3± 0.6mm) in the z-direction.
Auto-correlation lengths in the infarct region were 1.7 ± 0.2
voxels (1.7 ± 0.2mm) in the x- and y-directions and 1.2 ± 0.1
voxels (3.6 ± 0.3mm) in the z-direction. The mean values were
rounded for data de-correlation.

Visualization of Microstructural

Remodeling
Figure 2A depicts a representative short-axis LGE slice from an
infarcted heart. Corresponding DT invariant maps are shown
in Figures 2B–D and show an increase in ADC (Figure 2B), a
decrease in FA (Figure 2C), and little apparent change in tissue
mode (Figure 2D) within the BZ and infarct regions compared
to remote myocardium. Figure 3A depicts, in three dimensions,
diffusion tensor remodeling within a short-axis slice, a long-
axis slice, and the entire infarct highlighted by a transparent
isosurface. Each superquadric glyph’s long-axis aligns with each
voxel’s primary eigenvector and is color coded by mapping the
primary eigenvector’s components to red-green-blue colormap.
The brightness of the infarct glyphs is increased for contrast.

Supplementary Movie 1 is available in the Supplementary
Material. Figure 3B depicts the same short-axis slice seen in
Figure 3A. Figure 3C depicts the diffusion profile in normal,
remote, BZ, and infarcted myocardium by rendering the median
microstructural tensors using superquadric glyphs. Superquadric
glyphs from the infarct are visibly larger (higher ADC) and
more isotropic (lower FA) than the glyphs represented by median
invariant values from normal and remote myocardium. Glyphs
within the BZ of all infarcted hearts show an intermediate size
(intermediate ADC) and intermediate isotropy (intermediate FA)
compared to the infarct, normal, and remotemyocardium glyphs.

Quantitative Evaluation of Microstructural

Remodeling
LGE based segmentation of the DT-MRI data revealed
significant differences in ADC and FA data between all
pairwise comparisons of remote, BZ, and infarct regions within
each infarcted heart (Figure 4, Table 1). The BZ within each
individual heart is characterized by a significant increase in ADC
and significant decreases in both FA and decrease in tissue mode
relative to remote myocardium. The infarct region within each
heart is characterized by an even larger and significant increase
in ADC and significant decreases in both FA and mode.

Figure 4 depicts pooled histograms with bootstrapped 95%-
CIs of the de-correlated DT invariant data for each segmented
region. DT invariant medians and their bootstrapped 95%CIs for
each pooled region (normal, remote, BZ, and infarct) are listed
in Table 1. Results from the bootstrapped analog to repeated
measures ANOVA revealed significant differences across remote,
BZ, and infarct regions for all hearts when comparing ADC
(p < 0.0001) and FA (p < 0.0001), but were not significant for
mode (p = 0.47). In a comparison of normal myocardium from
control swine and remote myocardium from infarcted swine,
two-group comparisons of the DT invariants did not reveal
significant differences between median values of ADC (p= 0.18)
and FA (p = 0.51), but did show a significant decrease in mode
(p= 0.02) from normal to remote myocardium.

DISCUSSION

Replacement fibrosis within an infarct significantly alters
the electrophysiological and mechanical properties of the
myocardium, leading to electrical abnormalities (e.g., reentrant
ventricular arrhythmias) and mechanical dysfunction (e.g., heart
failure). The BZ, consisting of a mixture of viable myocytes and
fibrotic scar, facilitates slow conduction or reentry and is believed
to serve as the substrate for ventricular tachyarrhythmias (Ursell
et al., 1985; de Bakker et al., 1988). Furthermore, premature
ventricular contractions that can initiate ventricular fibrillation
have been shown to elicit from the BZ (Marrouche et al.,
2004). Consequently, catheter-based ablation of the BZ is one
strategy used to manage ventricular arrhythmias (Marchlinski,
2008) and up to 68% of successful ablation sites reside in the
BZ (Verma et al., 2005). Thus, accurate characterization of
the BZ is important for developing microstructurally realistic
models of cardiac electrophysiology that may aid in identifying
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FIGURE 2 | (A) Short-axis LGE slice and the corresponding (B) apparent diffusion coefficient (ADC), (C) fractional anisotropy (FA) and (D) tissue mode maps. Regions

of increased ADC (B) and decreased FA (C) match similar regions of hyper-intense SI in the corresponding LGE MRI slice (A).

FIGURE 3 | (A) Short-axis depiction of diffusion tensor shape and orientation rendered with superquadric glyphs. The long-axis of each glyph is aligned with the

primary eigenvector of the diffusion tensor at each voxel. Glyphs are color coded by the primary eigenvector direction with red grossly aligning with the left-right

direction, green with the up-down direction, and blue with the through plane direction. The brightness of glyphs in the infarct is enhanced for contrast. (B) Short-axis,

long-axis and whole-infarct depiction of diffusion tensor shape and orientation rendered with superquadric glyphs. (C) Superquadric glyphs of the diffusion tensor

shape from normal hearts and remote, borderzone (BZ) and infarcted regions of the heart using the median values of ADC, FA, and tissue mode from Table 1.

Supplementary Movie 1 is available in the Supplementary Material.
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FIGURE 4 | Bootstrapped histograms with 95%-CIs (for each bin) for each segmented region (normal myocardium—black, remote—blue, borderzone—green, and

infarct—red) using spatially de-correlated data pooled from all hearts for (A) apparent diffusion coefficient (ADC), (B) fractional anisotropy (FA), and (C) tissue mode.

Non-overlapping regions between histograms reveal significant differences within a given bin. Significant microstructural remodeling (increase in the median ADC and

decrease in median FA) is evident transitioning from normal to remote to borderzone to infarct histograms. Mode changes suggest an increase in fiber disarray

(remodeling toward lower tissue mode values) within the borderzone and infarct regions.

TABLE 1 | Pooled tensor invariant medians and bootstrapped 95%-CIs of the medians for normal, remote, border zone (BZ), and infarcted myocardium.

Region Median ADC [×

10−3 mm²/s]

95%-CI of median

ADC [× 10−3 mm²/s]

Median fractional

anisotropy

95%-CI of

median FA

Median

tissue mode

95%-CI of

median mode

Normal 0.563 [0.560, 0.565] 0.470 [0.467, 0.473] 0.743 [0.736, 0.749]

Remote 0.573† [0.572, 0.577] 0.464† [0.462, 0.466] 0.666‡ [0.660, 0.672]

BZ 0.647† [0.640, 0.650] 0.417† [0.412, 0.421] 0.621 [0.603, 0.635]

Infarct 0.797† [0.787, 0.807] 0.330† [0.325, 0.336] 0.515 [0.495, 0.538]

†p
< 0.0001 for bootstrap analog to repeated measures ANOVA.

‡p = 0.02 for two-group comparison.

of the location of the arrhythmogenic substrate prior to catheter
ablation. Previous work by Ashikaga et al. has also suggested
that the BZ is characterized by abnormal mechanics (Ashikaga
et al., 2005). Therefore, in conjunction with the findings in this
study, the BZ exhibits altered mechanics, electrophysiology, and
microstructure.

The increase in BZ ADC likely results from the mixture
of fibrotic scar and viable myocytes, which increases the
extracellular volume and decreases the cellular volume. The
larger increase in ADC within the infarct region corresponds to
fibrotic scar fully replacing viable myocytes in this region and
accords with previous studies observing higher rates of diffusion
in infarct regions (Chen et al., 2003; Wu et al., 2007).

The observed decreases in FA within the BZ and infarct
regions likely results from two remodeling phenomena: (1)
the replacement of myocyte architecture with a more isotropic
extracellular collagen network due to replacement fibrosis and;
(2) an increase in myofiber disarray, which produces an apparent
increase in the isotropy of water diffusion. Such observations
of fiber disarray in infarcted myocardium have previously been
observed (Chen et al., 2003; Strijkers et al., 2009). Decreased
FA within the infarct from this study confirms observations
of lower diffusion anisotropy within infarcted myocardium
from previous studies (Chen et al., 2003; Wu et al., 2007).
The observed decrease in the pairwise comparison of tissue
mode within the BZ and infarct may also result from an
increase in fiber disarray as local diffusion shifts away from

linear isotropy toward orthotropic or planar diffusion. These
changes in ADC, FA, and tissue mode could be used to refine
computational models of the heart by proportionally adjusting
tissue conductivity (lower in regions of higher ADC) and
anisotropy (lower electromechanical anisotropy in regions of
lower FA).

Differences in ADC and FA between remote myocardium
from infarcted hearts and normal myocardium from control
hearts were not statistically significant. Previous studies have
shown wall thinning and reduced strain (Weisman et al., 1985,
1988; Bogaert et al., 2000), as well as myocyte lengthening
and hypertrophy in remote myocardium when compared to
normal controls (Anand et al., 1997). However, collagen volume
fraction is not significantly different in remote and control
myocardium (Marijianowski et al., 1997), which is consistent
with the similar ADC and FA in those regions. The observed
tissue mode decrease from normal to remote myocardium
indicates an increase in sheet-like structure, which may facilitate
the previously observed remote compensatory hyperfunction
and increased wall thickening (Sutton and Sharpe, 2000).

Although previous studies have evaluated microstructural
remodeling in post-infarct myocardium using DT-MRI (Chen
et al., 2003; Wu et al., 2007, 2011; Strijkers et al., 2009), they
have used imprecise methods to segment regions into infarct,
BZ, and remote regions using short-axis T2-weighted (non-
diffusion weighted) images from the DT-MRI experiment. Our
study is the first to use LGEMRI to create accurate segmentations
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of infarct and BZ on a voxel by voxel basis. Previous studies
of myocardial remodeling after infarction using DT-MRI have
also used t-tests to compare DT parameters between regions,
however, due to non-Gaussian data sets, spatially correlated
data, and unequal variances between data sets standard methods
are not appropriate. By de-correlating the data and using
bootstrapping methods this is the first study to correctly
quantify statistically significant microstructural remodeling of
BZ and infarctedmyocardium usingDT-MRI. These imaging and
statistical methods establish that the BZ and infarct are unique
microstructural environments.

Methods to evaluate cardiac microstructure with in vivo DT-
MRI continue to evolve (Aliotta et al., 2017; Nielles-Vallespin
et al., 2017). Moving forward studies could be performed that
compare the BZ as apparent on in vivo LGE MRI to in vivo
DT-MRI microstructural remodeling. Such studies could lead to
important changes to the methods being used to build patient-
specific computational models of cardiac disease.

Limitations
This study used a combination of LGE MRI and DT-MRI to
quantify microstructural remodeling in the post-infarct porcine
heart, but histological data is not available to confirm the
microstructural remodeling results. However, the histological
characterization of BZ infarcts has been previously performed
in detail. The purpose of this study was to identify MRI-based
measures of microstructural remodeling that may aid more
accurate computational model construction. Futhermore, due
to resolution constraints, voxels of intermediate SI designating
BZ may arise from areas containing an interdigitated mixture
of fibrosis and viable myocytes or from adjacent dense infarct
and viable myocardium with a single well-defined border
(Schelbert et al., 2010). The data from this study was not
amenable to distinguishing between these two possible origins

of intermediate SI and both were defined as BZ, but may
have different electrophysiologic implications. Improvements in
DT-MRI resolution and imaging methods may alleviate this
ambiguity in BZ segmentation, however, the resolution achieved
in this study is similar to those used in previous porcine DT-MRI
studies (Wu et al., 2007, 2011).

CONCLUSION

DT-MRI can identify regions of significant microstructural
remodeling in the BZ that are distinct from both remote and
infarcted myocardium.
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Ventricular Ejection Fraction:
Implications for Modeling Heart
Failure Phenotype With Preserved
Ejection Fraction
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Julius M. Guccione 1*

1Department of Surgery, University of California, San Francisco, San Francisco, CA, United States, 2 Section of Cardiology,

West Virginia University Heart and Vascular Institute, West Virginia University, Morgantown, WV, United States

The pathophysiological mechanisms underlying preserved left ventricular (LV) ejection

fraction (EF) in patients with heart failure and preserved ejection fraction (HFpEF)

remain incompletely understood. We hypothesized that transmural variations in myofiber

contractility with existence of subendocardial dysfunction and compensatory increased

subepicardial contractility may underlie preservation of LVEF in patients with HFpEF. We

quantified alterations in myocardial function in a mathematical model of the human LV

that is based on the finite element method. The fiber-reinforced material formulation of

the myocardium included passive and active properties. The passive material properties

were determined such that the diastolic pressure-volume behavior of the LV was similar to

that shown in published clinical studies of pressure-volume curves. To examine changes

in active properties, we considered six scenarios: (1) normal properties throughout the

LV wall; (2) decreased myocardial contractility in the subendocardium; (3) increased

myocardial contractility in the subepicardium; (4) myocardial contractility decreased

equally in all layers, (5) myocardial contractility decreased in the midmyocardium

and subepicardium, (6) myocardial contractility decreased in the subepicardium. Our

results indicate that decreased subendocardial contractility reduced LVEF from 53.2

to 40.5%. Increased contractility in the subepicardium recovered LVEF from 40.5 to

53.2%. Decreased contractility transmurally reduced LVEF and could not be recovered

if subepicardial and midmyocardial contractility remained depressed. The computational

results simulating the effects of transmural alterations in the ventricular tissue replicate

the phenotypic patterns of LV dysfunction observed in clinical practice. In particular,

data for LVEF, strain and displacement are consistent with previous clinical observations

in patients with HFpEF, and substantiate the hypothesis that increased subepicardial

contractility may compensate for subendocardial dysfunction and play a vital role in

maintaining LVEF.

Keywords: heart failure and preserved ejection fraction, left ventricle, myocardial contractility, finite element

method, simulation
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INTRODUCTION

Heart Failure (HF) is the only cardiovascular disease for which
incidence, prevalence, morbidity, mortality, and costs are not
decreasing. According to the 2017Update (Benjamin et al., 2017),
the prevalence of HF has increased from 5.7 million (2009 to
2012) to 6.5 million (2011 to 2014) in Americans >20 years
of age and projections show prevalence will increase 46% by
2030, resulting in over 8 million adults with HF (Heidenreich
et al., 2013). In 2012, the total cost for HF was estimated to
be $31 billion and projections show that by 2030, the total
cost will increase to $70 billion or roughly ∼$244 for every US
adult (Heidenreich et al., 2013). Among patients hospitalized
for an HF incident, 47% had HF with preserved ejection
fraction (HFpEF) or systolic function, which is the focus of this
paper.

The mechanism of the development of HFpEF is not
well-understood (Aurigemma and Gaasch, 2004; Shah and
Solomon, 2012; Steinberg et al., 2012; Sengupta and Marwick,
2018), and optimal treatment options remain unclear (Vasan
et al., 1995; Bhuiyan and Maurer, 2011). Recent studies have
suggested that HFpEF is associated with transmural changes in
myocardial deformation (Shah and Solomon, 2012; Omar et al.,
2016, 2017). Understanding the transmural variations in left
ventricular (LV) mechanics associated with HFpEF may offer
pathophysiological insights for developing potential therapeutic
targets. We therefore explored a physics-based mathematical
[finite element (FE)] model of the normal human LV to test the
hypothesis that reduced subendocardial contractility combined
with compensatory high subepicardial contractility may help in
preserving LVEF independent of changes inmyocardial geometry
and material properties. We used our established computational
framework in this paper. To the best of our knowledge, this is
the first study that quantifies the development of HFpEF based
on transmural variation in contractility, using patient-specific
parameters.

METHODS

Patient Data
In vivo echocardiographic recordings were obtained under a
protocol approved by our institutional review board. Individual
patients provided informed consent and anonymized data were
sent to a core laboratory for analysis.

Geometry Considerations
The ventricle model pertains to a normal human subject. The
LV was modeled as a truncated thick-walled ellipsoid (Mercier
et al., 1982; LeGrice et al., 2001). Based on echocardiography
recordings for end diastolic volume (EDV), LV diameter and wall
thicknesses for the posterior and septal wall, we back-calculated
ellipsoidal surfaces for the endocardium and epicardium at end
diastole (ED).

Using a linearly regressed estimation of the unloaded LV cavity
volume V0 (Klotz et al., 2006) we scaled the dimensions of
the endocardium surface to match the calculated volume V0.
The epicardium dimensions were then scaled to maintain the

samemyocardial wall volume ascertained at the ED configuration
(preservation of mass).

TruGrid (XYZ Scientific Applications Inc, Pleasant Hill,
California, USA) was used to mesh LV surfaces. The ventricle
was meshed to produce eight layers through the radial direction
(Figure 1). Finite element calculations were performed in
ABAQUS (SIMULIA, Providence, RI, USA). The FE meshes are
shown in Figure 1.

We used a rule-based approach coded in MATLAB 2012b
(The MathWorks, Inc., Natick, Massachusetts, United States) to
assign myofiber orientations to the centroid of each element in
the meshed LV geometry. The aggregated myofiber orientation
was assumed to present with an angle of −60◦ from the local
circumferential direction on the epicardium surface that varies
linearly through the LV wall thickness to an angle of +60◦ on
the endocardial surface. This assumption is well-established in
LV modeling studies (Carrick et al., 2012; Lee et al., 2013, 2015;
Genet et al., 2014), and based on histological studies (Streeter
et al., 1969), and diffusion tensor MRI studies (Lombaert et al.,
2011).

Constitutive Equation and Material
Parameters
The material formulation of the LV tissue includes passive and
active properties. The passive behavior of the tissue was described
using the model introduced by Holzapfel and Ogden (Holzapfel
and Ogden, 2009; Göktepe et al., 2011). Briefly, the strain
energy function used to compute passive stresses is composed of

FIGURE 1 | In normal conditions, contractility (Tmax) was uniform in all layers

(scenario 1). To simulate no contraction in the subendocardial region,

contractility in three layers in white was set to zero (scenario 2). The three

layers in red were used to simulate alterations in subepicardial contractility

(scenario 3). The three white layers, the two green layers, and the three red

layers comprise subendocardial, midmyocardial, and subepicardial regions,

respectively.
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deviatoric (9dev) and volumetric (9vol) parts as follows:

9dev =
a

2b
eb(l1−3) +

∑

i=f ,s

ai

2bi

{

ebi(l4i−1)
2

− 1
}

+
afs

2bfs

{

ebfs
(

l8fs
)2

− 1
}

(1)

9vol =
1

D
(
J2 − 1

2
− ln (J))

where a and b represent isotropic stiffness of the tissue, af and
bf represent tissue stiffness in the fiber direction, and afs and bfs
represent the stiffness resultant from connection between fiber
and sheet directions; l1, l4i, and l8fs are invariants, defined as
follows:

l1 : = tr(C)

l4i : = C :(f0 ⊗ f0)

l8fs : = C : sym(f0 ⊗ s0)

where C is the right Cauchy-Green tensor, and f0 and s0 are
vectors specifying the fiber and sheet directions, respectively. J
is the deformation gradient invariant, and D is a multiple of the
Bulk Modulus K (i.e., D = 2/K).

The material constants a, ai, and afs scale the strain-stress
curve, whereas material constants b, bi, and bfs determine the
shape of the strain-stress curve. To determine these parameters
we used the End Diastolic Pressure Volume (ED PV) curve as
described by Klotz et al. who reported an analytical expression for
the ED PV curve based on a single PV point that is applicable for
multiple species, including humans (Klotz et al., 2006). The LV
EDV of 53ml was recorded using echocardiography and the LV
EDP of 14.3 mmHg was approximated from echocardiography
data using Nagueh’s formula (Nagueh et al., 1997).

The optimized material properties were found using an in-
house Python script that minimized the error between the ED
PV curve from the FE model and the analytical expression (Klotz
et al., 2006). The sequential least squares (SLSQP) algorithm
(Jones et al., 2001) was used in the Python script, and ABAQUS
was used for the FE modeling, as the forward solver (Table 1 and
Figure 2).

The formulation for the active stress has been described
extensively in the literature (Guccione and McCulloch, 1993;
Walker et al., 2005; Genet et al., 2014; Sack et al., 2016). In short,
the active stress in the myofiber direction was calculated as:

T0 = Tmax
Ca20

Ca20 + ECa250
Ct (2)

TABLE 1 | Passive material properties that produced a pressure-volume curve

close to the experimental pressure-volume curve (Figure 2).

a

(MPa)

b af
(MPa)

bf as

(MPa)

bs afs
(MPa)

bfs

6.832e−4 7.541 2.252e−3 14.471 3.127e−4 12.548 1.837e−4 3.088

FIGURE 2 | The passive material properties were determined such that the

end diastolic pressure volume (ED PV) curve from finite element model was

close to the experimental ED PV curve determined by Klotz et al. (2006).

where Tmax is the isometric tension at the largest sarcomere
length and highest calcium concentration, Ca0 is the peak
intracellular calcium concentration, and

Ct =
1

2
(1− cosω),

ω =







π t
t0
when 0 ≤ t ≤ t0

π t−t0+tr
tr

when t0 ≤ t ≤ t0 + tr
′

0 when t ≥ t0 + tr

tr = ml+ b

m, b = constants that govern the shape of the linear relaxation
duration and sarcomere length relaxation.

Also,

ECa50 =
(Ca0)max

√

exp
[

B
(

l− l0
)]

− 1
, l = lR

√

2Ef f + 1

where Ef f is the Lagrangian strain in the fiber direction, B is a
constant that governs the shape of the peak isometric tension-
sarcomere length relation, l0 is the sarcomere length that does not
produce active stress, lR is the sarcomere length with the stress-
free condition, and (Ca0)max is the maximum peak intracellular
calcium concentration.

The active stress was added to the passive stress to compute
total stress:

S = SPassive + T (3)

where S is the total stress.
The boundary and load conditions generally follow

the ABAQUS Living Heart Model (Baillargeon et al., 2014,
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2015; Sack et al., 2016). In particular, the center of the LV
proximal cross-section (base) was fixed. The average rotation
and translation of nodes of the endocardial annulus were coupled
to the center of the LV base. This boundary condition prevents
rigid body rotation, but allows inflations and contractions of the
annulus. The nodes of the base were fixed in the longitudinal
direction. A pressure load was applied to the LV surface to
simulate diastole, whereas the contraction of the LV muscles
caused systole. Surface-based fluid cavities and fluid exchanges
were used to model blood flow (ABAQUS Analysis User’s
Guide).

When Tmax is changed in Equation (2), the total contractile
force of the tissue is altered, and other parameters related
to the passive and active material formulations (Equations 1,
2) either do not change or change in a consistent way. We
can prescribe different values of Tmax in transmural layers to
introduce regionally varying contractility throughout the LV. We
considered six scenarios with different contractile properties, as
explained in Table 2. Homogenous contractile properties were
considered in scenario 1, which also served to establish a baseline
value for normal Tmax. Tmax was calibrated to produce the
echocardiogram-recorded value for end- systolic volume (ESV)
for this patient (24.8ml). To simulate the diseased condition,
subendocardial contractility was set to zero by setting Tmax = 0
(scenario 2). To recover ESV, a scenario was considered in which
Tmax was increased in the subepicardial layers (scenario 3). To
further assess the effects of transmural contractility, three more
scenarios with different contractility in the transmural layers
were created. In scenario 4, Tmax in all regions was reduced by
50%. In scenario 5, Tmax was set to zero in subepicardial and
midmyocardial regions. In scenario 6, Tmax was set to zero in the
subepicardial region.

To calculate LV torsion, we use the following formula (Aelen
et al., 1997; Rüssel et al., 2009).

τ =
(Øapex −Øbase)× (ρapex + ρbase)

2D
(4)

Where τ is normalized LV torsion; Øapex and Øbase are rotations
in the apex and base, respectively; ρapex and ρbase are the radius
of the apex and base, respectively; and D is the distance between
the apex and base (Figure 3).

RESULTS

The EF decreased from 53.2 to 40.5% when Tmax was set to
zero in the subendocardial layers (Table 2 and Figure 4: scenario
2 vs. 1: 23.9% reduction in EF). The depressed contractility in
the subendocardial region was enough to drop EF below 50%,
producing HF with reduced EF (HFrEF). The EF normalized

FIGURE 3 | The torsion of the LV was computed based on the apical and

basal rotations, the apical and basal radius, and the distance between the

apex and base. The formula used to compute the LV torsion (Equation 4)

makes the LV torsion comparable for hearts of different sizes (Aelen et al.,

1997; Rüssel et al., 2009). The positive rotation is counterclockwise when

seen from apex.

TABLE 2 | Six scenarios were created to examine effects of contractility (Tmax) on EF.

Scenario Tmax

(MPa)

EF

(%)

ESV

(ml)

ESP

(mmHg)

Torsion

(degrees)

Strain

(%)

Three inner layers

(subendocardium)

Two middle layers

(midmyocardium)

Three outer layers

(subepicardium)

El Ec Er

1 0.086 0.086 0.086 53.2 24.7 88.9 24.7 −8.5 −29.7 44

2 0.0 0.086 0.086 40.5 31.4 94.5 26.7 −4.5 −15.8 25.3

3 0.0 0.086 0.117 53.2 24.7 92.8 30.2 −6.1 −28.1 39.9

4 0.043 0.043 0.043 13.3 45.8 82.6 18.6 −5.7 −0.6 12.9

5 0.086 0.0 0.0 0.3 52.6 63.2 −7.6 −7.6 2.7 4.9

6 0.086 0.086 0.0 12.7 46.0 80.1 −13.0 −5 −4.4 7.15

Scenario 1 represents the normal condition; scenario 2 represents zero subendocardial contractility; scenario 3 represents zero subendocardial contractility and increased subepicardial

contractility (an HFpEF condition); scenario 4 represents decreased contractility in all regions; scenario 5 represents zero midmyocardial and subepicardial contractility, and scenario 6

represents zero subepicardial contractility. For scenario 1, the computational EF matched the experimental EF. For all scenarios, EDV = 53ml, EDP = 14.3 mmHg. El, Ec, and Er are,

respectively, ES strain in longitudinal, circumferential and radial directions. The circumferential and radial strains were computed using the nodes located at the endocardial annulus

(base of the LV).
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FIGURE 4 | When the subendocardial contractility was zero, EF reduced by

23.9% relative to scenario 1 (scenarios 1 and 2). Increased subepicardial

contractility recovered EF to scenario 1 (scenarios 1 and 3).

when Tmax was increased in the subepicardial layers (Table 2
and Figure 4: scenario 3 vs. 1). This increased subepicardial
contractility was enough to recover EF from the failing value of
40.5% and reach 53.2% (vs. 53.2% in the normal scenario). End-
systolic pressure (ESP) and ESV increased when subendocardial
contractility was zero. After subepicardial contractility increased,
ESV and ESP decreased (Table 2, scenario 3 vs. 1 and 2).

The EF decreased by 75% when contractility decreased by
50% in all layers (Table 2: scenario 4 vs. 1). When subepicardial
and midmyocardial contractility was zero, EF became almost
zero (0.3% in scenario 5, Table 2). Similarly, when subepicardial
contractility was zero, EF decreased dramatically compared
to the normal scenario (12.7% in scenario 6 vs. 53.2% in
scenario 1, Table 2). ESV noticeably increased and ESP decreased
in scenarios 4, 5, and 6 vs. scenario 1.

When subendocardial contractility was zero, LV torsion
increased (scenario 2 vs. 1). The torsion further increased after
contractility in a remaining region was increased to compensate
(scenario 3 vs. 1 and 2). The torsion decreased when contractility
in all transmural regions decreased by 50% (scenario 4 vs. 1).
The torsion reversed when midmyocardial and subepicardial
contractility were decreased to zero (scenario 5 vs. 1). The
reversed torsion increased when only subepicardial contractility
was zero (scenario 6 vs. 5).

Strains (which are independent of displacement boundary
conditions) were altered in diseased conditions. The global
longitudinal, circumferential, and radial strains decreased in
HFpEF, but recovered after subepicardial contractility increased
(Table 2, scenarios 2 and 3 vs. scenario 1). In addition, the
global strains decreased when contractility decreased by half in all
layers, and when subepicardial and midmyocardial contractility
were zero, and also when subepicardial contractility was zero
(Table 2, scenarios 4, 5, and 6 vs. scenario 1). The direction
of circumferential strain changed when midmyocardial and
subepicardial contractility were both zero (Scenario 5 vs. 1,
Table 2). With normal homogenous contractility (scenario 1),

FIGURE 5 | A long-axis view showing that at end systole, with uniform Tmax

(scenario 1), all layers experienced compressive strain in myofiber directions.

When subendocardial contractility was zero, the strain pattern was altered

(scenarios 1 and 2), but it partially recovered when subepicardial contractility

increased (scenarios 1 and 3).

all layers experienced contractile strains (Figures 5–7). Regional
changes in contractility to simulate HFrEF (scenario 2) and
HFpEF (scenario 3) both presented with tensile strains in
the subendocardial regions where contractility was set to zero
(Figures 5–7). However, the increased subepicardial contractility
in HFpEF had a global effect on strains throughout all layers,
reducing the strains in all regions. Qualitatively, the transmural
strain curve of the HFpEF case (scenario 3) replicated the
pathological HFrEF curve (scenario 2), albeit with strains that
were 23.8% lower on average.

ES stress in the myofiber direction was noticeably reduced
when subendocardial contractility decreased (scenarios 1 and
2, Figure 8). A trend to recovery in the stress distribution was
observed when subepicardial contractility increased (scenarios 1
and 3, Figure 8).

The ES-shortening longitudinal displacement of the LV
was profoundly decreased when subendocardial contractility
was zero (scenarios 1 and 2, Figure 9). The longitudinal
displacement was partially recovered when subepicardial
contractility increased (scenarios 1 and 3, Figure 9).

The ES sphericity index (defined as the ratio between the
lengths of the LV long axis and the short axis) was approximated
as 1.1, 1.0, and 1.1 for scenarios 1, 2, and 3, respectively. In
the HFrEF case (scenario 2), the ES sphericity index decreased
compared to scenario 1. However, the ES sphericity index in
the HFpEF scenario normalized toward the normal scenario. In
other words, when the subendocardial contractility was zero, the
LV shape became more spherical, compared to scenario 1. The
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FIGURE 6 | A short-axis view showing that the ES myofiber strain pattern

altered when subendocardial contractility was zero (scenarios 1 and 2), but a

partial recovery in strain pattern was observed when subepicardial contractility

increased (scenarios 1 and 3).

FIGURE 7 | The ES myofiber strain at various points along LV thickness. In the

horizontal axis, 0% represents the endocardium and100% represents the

epicardium. The alterations in strains in scenario 2 are noticeable, compared

to scenario 1. In scenario 3, the tensile strains decreased compared to

scenario 2.

shape of the LV recovered toward the normal scenario when
subepicardial contractility increased.

DISCUSSION

In this study, we used a realistic FE model of the human LV to
examine the role of altered LV systolic mechanics as a mechanism

FIGURE 8 | A long-axis view showing the ES myofiber compressive stress

decreased when the subendocardial contractility was zero (scenarios 1 and 2).

The stress pattern became partially similar to the normal case when

subepicardial contractility increased (scenarios 1 and 3).

FIGURE 9 | The ES longitudinal deformation was altered when subendocardial

contractility was zero (scenarios 1 and 2). Deformation partially recovered

when subepicardial contractility increased (scenarios 1 and 3).

of HFpEF. Our findings support the hypothesis that HFpEF
could be a result of lower subendocardial contractility linked
with increased subepicardial contractility (Sengupta and Narula,
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2008; Shah and Solomon, 2012; Omar et al., 2016, 2017). When
subendocardial contractility was zero, LVEF decreased by 23.9%
(Table 2: 53.2% in scenario 1 vs. 40.5% in scenario 2). The EF
normalized when subepicardial contractility increased (Table 2:
53.2% in scenario 3 vs. 53.2% in scenario 1). The change in
subepicardial contractility (less than a 40% increase from normal
values) resulted in a 31.4% improvement in EF. Unlike scenario
1, scenarios 2 and 3 experienced abnormal strains within the
subendocardial region (Figures 5–7), even though scenario 3
experienced normal EF. The ES sphericity index decreased in
scenario 2 (1.0) compared to scenario 1 (1.1), but it recovered
in scenario 3 (1.1). The LV torsion increased in scenario 2
(26.7◦) compared to scenario 1 (24.7◦), and it further increased
in scenario 3 (30.2◦).

The subendocardial region played an important role in the
LV systolic mechanics, as our results showed. In particular, when
subendocardial contractility was zero, the EF was reduced below
50%. A scenario with EF below 50% and zero subendocardial
contractility corresponds to HFrEF (Vasan et al., 1999; Owan and
Redfield, 2005; Yancy et al., 2013). Also, reducing EF below 50%
by zeroing subendocardial contractility is in line with previous
studies that reported the important role of the subendocardial
region in the mechanics of the LV (Sabbah et al., 1981; Algranati
et al., 2011). Based on our adopted definition of end-systolic
elastance (EES) (Chen et al., 2001), our results imply that EES
decreased after subendocardial contractility was zero, but EES
recovered when subepicardial contractility increased (Table 2,
scenarios 2 and 3 vs. scenario 1). Increased ESP in HFpEF could
be due to alterations in the ejection period of the LV (scenario
2). After subendocardial contractility was lost, the ejection period
shortened and ended with a higher pressure.

The EF decreased by 75%when contractility decreased by 50%
in all layers (scenario 4 vs. scenario 1, Table 2). On the other
hand, setting subepicardial and midmyocardial contractility
to zero affected EF more than subendocardial contractility
(0.3% in scenario 5 and 12.7% in scenario 6 vs. 40.5% in
scenario 2, Table 2). This result illustrates the important role of
subepicardial and midmyocardial regions and confirms previous
experimental (Haynes et al., 2014) and computational (Wang
et al., 2016) studies that indicated the important roles of the
epicardium and midmyocardium in systolic mechanics of the
LV. Also, based on our adopted definition of EES, this parameter
decreased when contractility decreased in all layers by 50%, and
when subepicardial and midmyocardial contractility were zero,
and also when subepicardial contractility was set to zero (Table 2,
scenarios 4, 5, and 6 vs. scenario 1).

Quantifying changes in torsional deformation related to
changes in transmural contractility revealed an interesting
relationship between the two. Abnormally high torsion could be
a useful index of pathology, as we showed when subendocardial
contractility was lost (Table 2, scenarios 2 and 3 vs. 1). This
result confirms previous reports according to which the LV
torsion increases in subendocardial ischemia (Prinzen et al.,
1984), which has been related to the counter torque applied
by the subendocardial region against the subepicardial region
(Aelen et al., 1997). Also, this counter torque effect between
subendocardium and subepicarium can be seen in scenarios

5 and 6 (Table 2). In these scenarios a negative torsion was
seen after midmyocardium and subepicardium contractility was
set to zero. The torsion of the LV is strongly coupled to the
LV contractility and the inability to complete ejection properly
(Table 2).

The longitudinal strain has been reported as a criterion
to diagnose normal and diseased hearts (Henein and Gibson,
1999; Takeda et al., 2001; Yu et al., 2002; Vinereanu et al.,
2005). The decreased longitudinal strain in our results (Table 2)
corresponds to clinical studies that reported longitudinal strains
decrease in HFpEF (Mizuguchi et al., 2010). Also, the contour
of ES longitudinal displacement, which is directly related to
longitudinal strain, was noticeably altered in the diseased
scenario compared to the normal scenario (Figure 9, scenarios
1 and 2). However, when subepicardial contractility increased,
the pattern of longitudinal displacement became more similar
to the normal scenario (Figure 9, scenarios 1 and 3). The ES
strain pattern across the regional layers of the LV wall (Figure 7)
also supported the hypothesis that increased subepicardial
contractility in HFpEF improves function globally (Sengupta
and Narula, 2008). Moreover, the alterations in circumferential
and radial strains are in line with clinical studies that reported
these strains decrease in HFpEF (Wang et al., 2008; Mizuguchi
et al., 2010). Yet, our results should be interpreted with caution.
The circumferential and radial strains for normal conditions
(scenario 1) were in line with clinical data reported in the
literature, whereas the longitudinal strain was smaller than
reported clinical data (Moore et al., 2000; Yingchoncharoen et al.,
2013). The methodology of our study is similar to previous
computational models of LV in our group. The longitudinal
strain results of these previous models have been validated
against experimental strain data (for example, Genet et al., 2014).

It has been well-documented that the shape of the LV changes
in HF (Grossman et al., 1975; Carabello, 1995; Gaasch and Zile,
2011). In particular, LV concentric hypertrophy is seen in patients
with HFpEF (Melenovsky et al., 2007), and exercise capacity is
correlated with the sphericity index of the LV (Tischler et al.,
1993). In line with previous studies, in our simulations, the
shape of the LVwas altered when the subendocardial contractility
was zero. The ES sphericity index decreased in scenario 2 (1.0)
compared to scenario 1 (1.1). When subepicardial contractility
increased, the shape of the LV recovered toward the normal case,
as seen in the ES sphericity index in scenario 3 (1.1) compared
to scenario 2 (1.0). Thus, the increased subepicardial contractility
may prevent LV dilatation in HFpEF, and help preserve the LV
shape. This phenomenon will further support the normalization
of LVEF due to the direct interplay between the LV shape and
function (Grossman et al., 1975; Stokke et al., 2017).

In this study we used tissue-level load-independent properties
(Tmax) to alter myocardium contractility. This approach is more
appropriate than using the LV strains. In fact, the popular notion
of equating myocardial contractility with strain measurements
(that are load dependent) is “off the mark [and] if contractility
means anything, it is as an expression of the ability of a given
piece of myocardium to generate tension and shortening under
any loading conditions” (Reichek, 2013). Therefore, our approach
to alter transmural contractility, which might not be feasible

Frontiers in Physiology | www.frontiersin.org 7 August 2018 | Volume 9 | Article 1003223

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


Dabiri et al. Method for Modeling Mechanisms of HFpEF

using current experimental methods, could lead to a better
understanding of the development of HFpEF.

Novel physics-based mathematical modeling was used in this
study to examine a possible mechanism underlying preservation
of LVEF in HFpEF. The results from the simulations provide
evidence of the potential role of myocardial contractility in
the genesis of preserved EF in the HFpEF phenotype. Previous
studies on HFpEF were mostly based on experimental data
(for example, Phan et al., 2009), where the contribution of a
single feature like myocardial contractility could not be varied
in isolation of other parameters. However, we used FE modeling
to simulate and isolate transmural contractility as a feature
and study its effect on LV systolic mechanics. Our results
provide important first steps toward eventual development of a
computational model of HFpEF.

Study Limitations and Future Directions
The simulation addressed only the relationship between
transmural myocardial contractility and LV systolic mechanics.
Modeling all aspects of HFpEF was beyond the scope of this
paper. In clinical conditions, several factors contribute to the
development of HFpEF (Bench et al., 2009; Shah and Solomon,
2012; Sengupta and Marwick, 2018). These factors include
abnormalities in both the systolic and the diastolic mechanics
of the LV (MacIver and Townsend, 2008; MacIver, 2009; Shah
and Solomon, 2012), the LV hypertrophy and geometric changes
(Aurigemma et al., 1995; Vasan et al., 1999; Adeniran et al.,
2015) and material properties of the LV (stiffness). A recent study
employed computational models with heterogeneous transmural
distributions of Tmax (Wang et al., 2016). In our investigation,
only in one scenario (scenario 1) did we assume Tmax to be
uniform in the transmural direction. Also, since this study
focused on the LV, we assumed timing and activation of
contractility are homogenous. Amore realistic assumption would
be to consider the sequence of electrical stimulations in the tissue
(Chabiniok et al., 2012; Villongco et al., 2014; Crozier et al., 2016;
Giffard-Roisin et al., 2017), particularly in the septum. However,
a heterogeneous distribution of Tmax would be more important if
atria were also included in themodel. Moreover, we onlymodeled
LV data from one human subject in our study. Modeling data
from multiple subjects is the goal of a subsequent study. Here,
our intent was to document our modeling methodology and
demonstrate its utility.

Alterations in strain distributions might lead to remodeling in
the LV tissue (Figures 5–7). The response of myocardial tissue
to an altered mechanical environment will likely lead to changes
in tissue properties that will in turn affect the LV inflation,
contraction, and relaxation. It is well-documented that diastolic
LV tissue stiffness becomes abnormally high in HFpEF (Zile
et al., 2004). Our study focused on the systolic mechanics of
the LV. As a future direction, integration of tissue response in
diastole and systole will provide a more realistic and informative
model to understand the mechanisms involved during the onset
and development of HFpEF. Integration of cell-based cross-
bridge cycling and contractility could provide more realistic
information about the tissue alterations over the course of HFpEF
development (Adeniran et al., 2015; Shavik et al., 2017).

Although our study explored a simplified representation of
HFpEF (appropriately so, to isolate mechanical effects), the
clinical definition and diagnosis of HFpEF and HFrEF are more
complex than just calculations of EF (Borlaug and Paulus, 2011).
In fact, HFpEF lacks a clear validated diagnostic guideline (Lam,
2010; Oghlakian et al., 2011). In this hypothesis-generating
study, we simply assumed EF < 50% represents HFrEF. This
assumption is in line with some definitions used for HFrEF in
the literature (Vasan et al., 1999; Paulus et al., 2007). However,
an EF = 40.5% (scenario 2) might also be defined as borderline
HFpEF (for example, Yancy et al., 2013). These points may be
considered semantic because they do not affect the conclusions
of our study, which quantified alterations in contractility with
changes in EF, torsion and strain. It would be interesting to apply
these methods to personalized models derived from patients
diagnosed clinically with HFpEF and HFrEF.

Several other scenarios need to be investigated, including
more graded loss of subendocardial contractility, and graded
decrease of subendocardial contractility, with both coupled
to a graded increase in subepicardial contractility. Moreover,
the definitions of subendocardium, midmyocardium, and
subepicardium regions were arbitrary in this study because
exact definitions are not available. A more realistic imaging
approach might better delineate transmural layers and their
related contractility. Furthermore, exercise intolerance has been
reported as a key factor in HFpEF (Roh et al., 2017), and
could be implemented in our modeling methodology to better
understand the mechanisms of HFpEF development. Despite
these limitations, this paper reports instructive quantitative
information about development of HFpEF, as we could change
one aspect of the model (contractility at a particular location) and
determine its effects alone.

CONCLUSIONS

The results of this study support the hypothesis that preservation
of LVEF in patients with HFpEF could be explained on the basis
of reduced subendocardial contractility with a compensatory
increase in subepicardial contractility. These findings underscore
the roles of regional LVmyocardial contractility inHF syndromes
and emphasize the importance of computational models
in understanding pathophysiological mechanisms underlying
complex phenotypic presentations like HFpEF.
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Experimental limitations in measurements of coronary flow in the beating heart have led

to the development of in silicomodels of reconstructed coronary trees. Previous coronary

reconstructions relied primarily on anatomical data, including statistical morphometry

(e.g., diameters, length, connectivity, longitudinal position). Such reconstructions are

non-unique, however, often leading to unrealistic predicted flow features. Thus, it is

necessary to impose physiological flow constraints to ensure realistic tree reconstruction.

Since a vessel flow depends on its diameter to fourth power, diameters are the

logical candidates to guide vascular reconstructions to achieve realistic flows. Here,

a diameter assignment method was developed where each vessel diameter was

determined depending on its downstream tree size, aimed to reduce flow dispersion

to within measured range. Since the coronary micro-vessels are responsible for a

major portion of the flow resistance, the auto regulated coronary flow was analyzed

in a morphometry-based reconstructed 400 vessel arterial microvascular sub-tree

spanning vessel orders 1–6. Diameters in this subtree were re-assigned based on

the flow criteria. The results revealed that diameter re-assignment, while adhering to

measured morphometry, significantly reduced the flow dispersion to realistic levels while

adhering to measuredmorphometry. The resulting network flow has longitudinal pressure

distribution, flow fractal nature, and near-neighboring flow autocorrelation, which agree

with measured coronary flow characteristics. Collectively, these results suggest that a

realistic coronary tree reconstruction should impose not only morphometric data but also

flow considerations. The work is of broad significance in providing a novel computational

framework in the field of coronary microcirculation. It is essential for the study of coronary

circulation by model simulation, based on a realistic network structure.

Keywords: coronary circulation, computer simulation, network reconstruction, morphometry, diameter

assignment, perfusion dispersion

INTRODUCTION

The coronary network supplies oxygen-carrying blood to each myocyte in the myocardium to
meet its metabolic demand. This task is assigned to the coronary network consisting of millions of
vessels of different diameters which are embedded within the myocardium. Flow in the network
is determined by three major factors: (1) The network tree-like structure of asymmetrically
bifurcating arteries and respective collecting venous one; (2) The vessels’ compliance which
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responds to external loading by the periodically contracting
myocardium to affect the coronary lumen area and the blood
flow; (3) The three major flow control mechanisms which act
in concert to actively regulate the coronary arterial diameters,
aimed to meet the myocardium metabolic demand (Feigl,
1983). The flow control mechanisms are myogenic one which
responds to the local trans-vascular pressure (Johnson, 1980;
Kuo et al., 1988, 1990a; Davis, 2012); shear (flow) mechanism
which responds to the local wall shear of the flowing blood
(Kuo et al., 1990b, 1995; Jones et al., 1995b); and the
metabolic mechanism which responds to imbalance in oxygen
supply/demand in the myocardium (Feigl, 1983; Kanatsuka et al.,
1989).

Despite considerable progress in recent decades in
understanding coronary flow, further advances are impeded
primarily due to considerable difficulties in experimental
measurement of flow features in the heart which are due
to the significant movement during the cardiac cycle, the
inaccessibility of deep myocardial layer vessels, the dynamic
myocardium-vessel interaction (MVI), and the difficulties in
controlling the levels of each flow regulation mechanism under
in vivo conditions. Mathematical modeling can be a powerful
tool to supplement experiments. Previous modeling studies
considered either the network structure (Karch et al., 1999; Beard
and Bassingthwaighte, 2000) or the vessel interaction with the
contracting myocardium (Downey and Kirk, 1975; Spaan et al.,
1981; Krams et al., 1989; Rabbany et al., 1989; Kresh et al., 1990;
Manor et al., 1994; Zinemanas et al., 1994; Vis et al., 1997; Smith,
2004; Westerhof et al., 2006; Algranati et al., 2010), or only the
flow regulation (Liao and Kuo, 1997; Cornelissen et al., 2002;
Carlson et al., 2008).

On the network structure, the very large number of coronary
vessels precludes the possibility of deterministic reconstruction
of the network. Statistical data-base is thus the method of choice.
Such morphometric data was collected for the pig coronary
tree (Kassab et al., 1993) and served as a basis for a number
of flow studies in reconstructed coronary trees (Beard and
Bassingthwaighte, 2000; Smith, 2004; Kaimovitz et al., 2005,
2010). Reconstruction based on statistical morphometric data
is, however, non-unique. It may, in addition, lead to unrealistic
flow features. Our preliminary flow analysis in morphometry-
based reconstructed trees revealed that the predicted flow
did not match measured perfusion dispersion in the terminal
arterioles, being significantly higher compared to data measured
by radioactive microspheres (King et al., 1985; Austin et al.,
1994; Mori et al., 1995) and molecular microspheres (Stapleton
et al., 1995; Matsumoto and Kajiya, 2001). In the present study,
it was hypothesized that additional flow related constraints
should be applied in order to produce realistic simulated
coronary trees. The need to add flow constraints arises since the
statistical morphometric data-base (Kassab et al., 1993) contains
vessel order connectivity and statistics of order dependent
diameter and length, but no data on diameter and length
connectivity (correlation). Since flow is predominantly affected
by the vessels’ diameters, being dependent on their fourth power
(Poiseuille equation), diameter re-assignment was used for flow
optimization.

In the present study, a flow-based diameter re-assignment
method was developed. In addition to the measured network
morphometric data, the model considers the vessel interaction
with surrounding myocardium and active diameter regulation.
The procedure developed here was previously applied in the
analysis of coronary flow regulation (Namani et al., 2018). It
was used without details of rationale, the method procedure,
no comparison with other studies or proof of validity. Here,
we present analysis of the methodology and rationale, proof
of validity compared with measured flow characteristics, and
supplemented by detailed sensitivity analysis to the model
parameters.

In view of the excessive computational cost of simulating
dynamic regulated coronary flow in the entire arterial tree
(few million vessels), and given the dominance of the
microvasculature in flow resistance and control (Feigl, 1983;
Jones et al., 1995a; Zamir et al., 2015), the present analysis focused
on a microvascular sub-tree spanning vessel orders 1–6. This
network was pruned from our previously reconstructed whole
arterial LCX tree (Kaimovitz et al., 2005). To test the study
hypothesis, the new diameter re-assignment was implemented,
and the resulting flowwas analyzed and compared withmeasured
features of coronary flow.

METHODS

The tree reconstruction procedure consisted of three stages.
First, an arterial microvascular subtree was pruned from the
reconstructed LCX tree (Kaimovitz et al., 2005). Next, the subtree
auto regulated flow was numerically analyzed. Finally, based on
the predicted terminal order 1 arteriole flows, vessel diameters
were iteratively re-assigned. The aim was to achieve measured
physiological level of flow dispersion which is defined as the
variance around the mean level of the flows at pre-capillary
vessels. The flow dispersion is quantified by the flow coefficient of
variation (CV=Mean/SD), where Mean is the mean flow across
all pre-capillary arterioles, and SD is the respective standard
deviation.

Reconstruction of the Coronary Tree
The measured characteristics of the pig coronary tree are
connectivity of vessel orders, vessel length and diameter, and
myocardial depth. The LCX arterial tree was stochastically
reconstructed (Kaimovitz et al., 2005) based on such
morphometric data (Kassab et al., 1993). A 400-vessel arterial
microvascular subtree was pruned from the reconstructed LCX
tree. The stem vessel is of order 6 and the tree contains all vessels
down to the pre-capillary (order 1) arterioles. Based on the
morphometric data (Kassab et al., 1993), the subtree has both
bifurcations and trifurcations. The conductivity matrix (Table 1),
an essential input to the flow analysis, was derived from the
network structure as elaborated in the Appendix.

Flow in a Single Coronary Vessel
In the coronary microvasculature, flow is determined
predominantly by viscosity forces under given driving pressures,
while the effect of inertia is negligible. Under this condition,
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TABLE 1 | The network topology in matrix form indicating each vessel neighbors.

Indices of connected vessel numbers

1 2 3 4 5 6 7 8 9 10

Vessel

number

1 X X X

2 X X X X X

3 X X X X X

4 X X X X X

5 X X X X

6 X X X

7 X X X

8 X X X

9 X X X

10 X X

The table depicts the network neighbors of the first 10 vessels in the network. The

conductance matrix of the entire network was obtained from this topology matrix.

FIGURE 1 | (A) Schematic of a single coronary vessel and the applied

dynamic pressure boundary conditions. Pin is the inlet pressure, Pout is the

outlet pressure, PT is the tissue pressure exerted by the myocardium, Pmid is

the unknown intravascular pressure. (B) The vessel 3-element Windkessel

model comprising two resistors R1, R2 and a capacitive element C that

accounts for the vessel volume changes.

conservation of momentum in a single cylindrical vessel
(Figure 1A) yields the Poiseuille relation:

q (t) =
π[r (t)]41PL (t)

8µ(r)L
(1)

where q(t) is the flow rate, r(t) is the vessel dynamic radius,
1PL(t) is the longitudinal pressure drop, µ(r) is the dynamic
viscosity which is a function of the vessel radius, and L is
the vessel length. An equivalent validated non-linear 3-element
Windkessel model (Jacobs et al., 2008) was used here for each
vessel in lieu of Equation 1 (Figure 1B). The network model was
assembled from such vessel models.

Boundary Conditions
Apart from the inlet and outlet pressures [Pin(t) and Pout(t)],
the boundary conditions affecting the coronary flow are the
myocardial vessel interaction (MVI) which is the myocardial
loading on each vessel during the heartbeat, PT(t), consisting
of the sum of three contributions. The first two are the intra-
myocardial pressure (IMP) and the shortening-induced intra-
myocyte pressure, PSIP(t) (Algranati et al., 2010). The third
myocardial loading reflects the vessel radial traction by its
tethering to the surrounding myocardium (Borg and Caulfield,
1979; Caulfield and Borg, 1979). IMP was taken to vary linearly
with the myocardial depth (MRD) from zero at the epicardium
to the dynamic LV cavity pressure PLV (t) in the endocardium.

The inlet pressure boundary condition Pin(t), adopted from
measured pressures in order 6 arterioles (Chilian, 1991), was
87/55 mmHg in systole/diastole (average of 66 mmHg). The
outlet pressure, Pout(t) at a terminal order 1 arteriole was taken
to depend on each vessel’s myocardial relative depth (MRD) as
predicted in a previous study under non-regulated conditions
(Algranati et al., 2010). It was thus 82/−32 mmHg (average =
22 mmHg) in the endocardium and 34/0 mmHg (average = 13
mmHg) in the epicardium for systole/diastole. LV pressure signal,
PLV (t), was taken to be 99/7 mmHg (average = 36 mmHg), as
predicted from a distributive LV mechanical model (Nevo and
Lanir, 1989) under a resting heart rate of 75 BPM. More details
on the boundary conditions are presented in the Appendix.

Diameter Re-assignment
The basis for the diameter reassignment is the notion that given
the vessel length, and assuming uniform flow in all terminal order
1 vessels, diameter of an upstream vessel should be compatible
with a flow rate which is proportional to the number of terminal
arterioles it feeds. Hence, from Poiseuille’s formula (Equation 1),
the vessel diameter d should follow as:

d = BX
1/4
, X =

npcL

1PL
(2)

where npc is the number of terminal order 1 arterioles in the
crown of that vessel, L is the vessel length, and the pressure drop
along the vessel length (1PL) is determined from the network
flow analysis. The constant parameter B represents the target
terminal arteriole flow qtarget needed to balance the myocardium
metabolic demand. Equations 1 and 2 yield for B

B =
(

128µ qtarget

π

)1/4

(3)

The target flow rate for the terminal arterioles qtarget was set
to be 0.4 × 10−3 mm3/s, within the measured range of resting
diastolic flow which is 0.4–0.6 × 10−3 mm3/s for vessels of
order 1 in dog hearts (Tillmanns et al., 1974; Ashikawa et al.,
1986; Stepp et al., 1999). The dog heart level was adopted due
to the absence of such data in the swine, and based on the
remarkably similar relationship between left ventricle myocardial
blood flow (LVMBF) and heart rate in dog and swine hearts
(Figure 4 in Duncker and Bache, 2008). Diameter re-assignment
was carried out under flow control by myogenic and shear
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regulations. Metabolic regulation was not included here based
on the rationale that the low resting target flow rate represents
a state in which the metabolic regulation is nearly inactive. The
metabolic regulation plays a crucial role under higher metabolic
demands. Diameter reassignment was an iterative procedure
since the pressure drop along each vessel,1PL, changes each time
diameters are modified. The re-assignment was subject to the
constraints that the diameter level remains within the measured
range of that vessel order (Kassab et al., 1993). If the diameter fell
outside that range, the diameter was set to be at the limit of its
order range. This was done to ensure the reconstructed network
statistics to be compatible to that of the database (Kassab et al.,
1993). In addition, re-assignment was restricted to comply with
the constraint that a vessel diameter be smaller than its mother
vessel (hydraulic continuity). If this condition was violated,
diameter was assigned to be similar (difference was 0.1µm) to
that of the mother vessel. For order 0 vessels (capillaries), no
correction was applied. Convergence of this iterative method
was determined when the coefficient of variation in terminal
arteriolar flows reduced to < 25%, i.e., within the range of
measured data (Austin et al., 1994; Matsumoto and Kajiya, 2001).

Network Flow Solution and the Diameters

Re-assignment
For a given state of the network vessels unloaded diameters,
flow was iteratively solved under the dynamic pressure boundary
conditions by imposing mass conservation in all the tree nodes
at each time along the cardiac cycle. This yields a system of
ordinary differential equations (ODEs). The method of solution
is presented in detail in theAppendix. Briefly, for the given vessel
unloaded radius, the loaded radius was taken to vary with the
pressure difference across the vessel wall, which depends on the
vessel’s passive and active pressure-diameter relationships (PDR).
The passive properties are the non-linear pressure-diameter
relationships (Young et al., 2012) constrained by the vessel
tethering to its surrounding myocardium. The active properties
reflect the contractile and dilatory effects of the vessel’s smooth
muscle by myogenic (pressure-driven) and shear regulation
mechanisms. Their contributions were taken from in vitro data
on single isolated coronary micro-vessels (Liao and Kuo, 1997).
Details are provided in the Appendix.

Once the network flow was solved for a given diameter state,
each vessel unloaded diameter was iteratively re-assigned (by
application of Equations 2, 3), and the network flow was solved
following each diameter re-assignment until convergence was
attained.

Model Predictions
In presenting the model results, emphasis will be on those
predictions which can be compared with observed characteristics
of the coronary network flow.

Longitudinal Pressure Distribution
Numerical solution of the network flow yields the intravascular
pressures at each node and vessel in the tree. The associated
pressure distribution can be contrasted with the few in vivo data

that exist on the intravascular pressure in the coronary micro-
vessels (Tillmanns et al., 1981; Chilian, 1991). In view of the
paucity of coronary data, the predicted pressure distribution was
also compared with parallel data in the cat mesentery (Fronek
and Zweifach, 1975; Zweifach and Lipowsky, 1977), and in the
hamster cheek pouch (Davis et al., 1986).

Spatial Flow Heterogeneity
As another test of validity of the diameter re-assignment
methodology presented here, the model predicted flow
dispersion in terminal arterioles was compared with data.
This validation has three related but different aspects
(Bassingthwaighte and Beyer, 1991; Yipintsoi et al., 2016).
The flow dispersion level (CV), the flow fractal nature
(self-similarity), and the flow spatial auto-correlation.

Flow dispersion as a function of sample mass
Experimental evidence showed that flow dispersion decreases
with increasing sample size (Bassingthwaighte et al., 1989;
Matsumoto and Kajiya, 2001). In addition, the dispersion was
found to have a fractal (self-similar) nature (Bassingthwaighte
et al., 1989). When plotted on a log-log scale, self-similarity is
seen as a linear dispersion vs. sample size relationship where the
slope is 1–D, D being the fractal dimension (Bassingthwaighte
et al., 1989). A value of D = 1.0 indicates highly correlated near
neighbor flows and D = 1.5 indicates that neighboring flows
are uncorrelated having spatial randomness. These observed
characteristics of the coronary flow were examined in the
predicted flow as another test of validity of the proposed diameter
re-assignment. The tissue volume fed by a terminal arteriole
was previously estimated to be 0.2–1.0 mm3 (Bassingthwaighte
et al., 1974; Matsumoto and Kajiya, 2001). Since there are
interspecies variations, the sample mass fed by a terminal
arteriole was estimated in an independent manner. Based on the
morphometric data of Kassab et al. (1993), approximately 106

order 1 arterioles feed the 150 gm heart, which implies that each
arteriole supplies approximately 0.15mg. From this and the above
listed estimates, the mass perfused by a terminal arteriole was set
to be 0.2 mg in the present study. To estimate the dispersion vs.
sample mass relationship, sample size was increased by grouping
together tissue units supplied each by a single terminal arteriole.
Sample size was increased up to 4.4 mg. The flow dispersion was
represented by the coefficient of variation (CV = SD/Mean), SD
being the standard deviation.

Spatial autocorrelation of pre-capillary flows
Flow spatial autocorrelation is a measure of the flow continuity.
The idea is to estimate the correlation of near-neighboring flows
between regions as a function of the distance between them.
The spatial location of vessels in 3-D space given by its x, y,
z coordinates were used to calculate the Euclidean distance, e

=
√

(x1 − x2)
2 + (y1 − y2)

2 + (z1 − z2)
2, between any pair of

terminal arterioles with spatial co-ordinates, (x1, y1, z1) and (x2,
y2, z2). Per definition, the spatial autocorrelation function, f(e), is
the sum of co-variances in flow over all pairs of terminal arterioles
separated by a distance e, divided by the flow variance over all
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terminal arterioles of the subtree. It is thus expressed as

f (e) =

∑

i, j

(

Qi(e)− Qterm

) (

Qj(e)− Qterm

)

ne · var (Qterm)
(4)

where ne are the number of regions that are separated by
a distance e. The regional flow was normalized by the total
mean flow to derive relative flow Q. The regional relative
flows are Qi(e) and Qj(e) in the ith and jth regions which are
separated by a distance e, and Qterm is the flow in the pre-
capillaries. Two aspects of the flow autocorrelation have been
measured and modeled in previous studies. Accordingly, both
the model predicted flow autocorrelation, and the predicted
nearest-neighbor autocorrelation coefficient were estimated
before and after diameter re-assignment and compared with data
(Matsumoto and Kajiya, 2001) and with a previous model (Beard
and Bassingthwaighte, 2000).

Fractal structure of pre-capillary flows
The predicted autocorrelation function (Equation 4) was
compared with a theoretical prediction of this function for
terminal arteriole flows in a self-similar fractal tree structure
(Beard and Bassingthwaighte, 2000). The spatial autocorrelation
function of a fractal network with fractal dimension D as a
function of the spatial distance e is given by

f (e) = 0.5 ∗
[

(e+ 1)4−2D − 2e4−2D + (e− 1)4−2D
]

(5)

The spatial autocorrelation function f(e) that was determined
from Equation 4 was plugged into Equation 5. Linear regression
was carried out between f(e) and e and the exponent 4–2D was
estimated, and hence D. This estimate of the fractal dimension D
was compared with the D estimated from the dispersion-sample
size analysis described above.

Sensitivity Analysis
The model parameters used for diameter re-assignment are those
of the vessels’ myogenic and flow regulations ρm, φm, Cm, Fτ max

(Appendix), the target terminal flow qtarget and the network
outlet pressure Pout(Figure 1). Their values were adopted from
published experimental studies (Liao and Kuo, 1997) and from
simulation of non-active full sized network (Algranati et al.,
2010). Since biological systems exhibit inherent variability, a
sensitivity analysis was carried out by perturbing each parameter
uniformly in all the network vessels. Each parameter was varied
from the reference level. The perturbed levels of qtarget were 0.2
and 0.6 × 10−3 mm3/s (the reference being 0.4 × 10−3 mm3/s).
The outlet pressures Pout were perturbed by ±20 mmHg from
their depth dependent reference levels. The activation parameters
ρm, φm, Cm, Fτ max were perturbed by ±25% from their
reference levels. Upon each perturbation, diameter re-assignment
and flow analysis were redone with the new set of parameters.

The sensitivity of the model predictions were assessed in
relation to vessel diameters, terminal flow level and its dispersion
(CV), flow fractal dimension estimated from both the dispersion
and spatial autocorrelation of terminal flows, and network
longitudinal pressure distribution.

FIGURE 2 | Comparison of the flow distribution in the terminal pre-capillary

arterioles in the 400-vessel subtree under shear and myogenic controls prior

vs. after diameter re-assignment. Each bin on the X-axis represents a 0.05 ×
10−3 mm3/s range of terminal pre-capillary flows per cardiac cycle. The Y-axis

is the pre-capillary frequency for each bin.

TABLE 2 | Flow in the pre-capillary vessels under a target terminal flow of 0.4 ×
10−3 mm3/s, before and after diameter re-assignment, in the passive state and

under myogenic and shear flow regulations.

Flow control Method Flow: qterm (10−3 mm3/s)

(Mean + SD) CV (SD/Mean)

Myo + Shear. Original Recon. Tree (Model) 0.57 ± 0.54 0.95

Re-assigned Tree (Model) 0.39 ± 0.09 0.22

Matsumoto et al., 1999 (Data) – 0.18

Austin et al., 1994 (Data) – 0.20

Passive Original Recon. Tree (Model) 1.63 ± 0.43 0.87

Re-assigned Tree (Model) 1.26 ± 0.29 0.29

Austin et al., 1994 (Data) – 0.30

The model predicted coefficients of variation (CV) is compared with published data.

RESULTS

Flow Effects of Diameter Re-assignment
Diameter re-assignment significantly changed the frequency
distribution of the terminal arteriole flow, qterm to be narrower
(more uniform) with a higher peak close to the target flow of 0.4
× 10−3 mm3/s (Figure 2). The range of flows in the unmodified
reconstructed tree was 0.04–2.57 × 10−3 mm3/s which changed
after diameter re-assignment to be considerably narrower in the
range of 0.14–0.73 × 10−3 mm3/s. In addition, in the native
reconstructed network (prior to diameter re-assignment) the
mean terminal flow was 0.57 × 10−3 mm3/s, while in the re-
assigned network it reduced to 0.39 × 10−3 mm3/s which is
within the physiological range. Terminal flow dispersion (CV)
in the native reconstructed network was 0.97, and reduced in
the diameter re-assigned network to be 0.22, which is within the
physiological measured range (Table 2).

Frontiers in Physiology | www.frontiersin.org 5 August 2018 | Volume 9 | Article 1069232

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


Namani et al. Coronary Reconstruction Incorporating Flow Uniformity

FIGURE 3 | Comparison of the model-predicted time-averaged intravascular

pressure distribution in the subtree after diameter re-assignment with the data

sets of Chilian (1991) for pigs coronaries, of Tillmanns et al. (1981) for the

epi-myocardium of rats and cats, of Fronek and Zweifach (1975) and Zweifach

and Lipowsky (1977) for the cat mesentery, and of Davis et al. (1986), for the

hamster cheek pouch. Model predictions and mesentery data show significant

pressure drop in small micro-vessels.

Longitudinal Pressure Distribution
The predicted pressure distribution (Figure 3) decreased from
62 mmHg in vessel order 6 to 27 mmHg in vessel order 1. The
curve shows elevated pressure drop over the low vessel orders,
with the highest drop in vessel orders 1–4. The pressures in
these small vessels have the highest standard deviations. The
current model predictions are compared with measured data.
The comparison shows very good agreement with Chilian (1991)
pig coronary data for order 6 vessels, and likewise with Tillmanns
et al. (1981) rat and cat coronary data for a range of vessel sizes in
the intermediate (orders 3,4,5) and order 6 vessels, as well as with
Fronek and Zweifach (1975) cat mesentery data for intermediate
vessel range. The cheek pouch data (Davis et al., 1986) differ
substantially from the model predictions.

Spatial Flow Heterogeneity
Flow Dispersion as a Function of Sample Mass
The flow dispersion (CV) in myocardial regions was found to
decrease exponentially (linearly in a log-log plot) with increase
in sample tissue mass (Figure 4). In the native reconstructed
tree prior to diameter re-assignment, the highest CV of 0.97 was
found at the lowest sample mass of 0.2 mg, corresponding to
the perfused mass by one terminal arteriole in the present study.
The lowest CV of 0.16 was found at a sampled tissue mass of 4.4
mg. These values are one half to one order of magnitude higher
than in the measured data of the rabbit ventricular free walls
(Matsumoto et al., 1999). After diameter re-assignment, the CV
reduced to 0.24 for a sample mass of 0.2 mg, which decreases
linearly in the log-log plot to 0.06 for a samplemass of 4.4mg. The
re-assigned network flow dispersions vs. sample size relationship
is in close agreement (Figure 4) with the data of Matsumoto
et al. from rabbit’s free ventricular wall (Matsumoto et al., 1999;

FIGURE 4 | Log-log plot of model prediction and data of flow dispersion

(represented by CV = SD/Mean) vs. perfused sample mass. The slope of the

linear fit equals 1–D, where D being the fractal dimension (Bassingthwaighte

et al., 1989). The results yield D = 1.44 for the diameter-reassigned tree, D =
1.62 for the original reconstructed tree, D = 1.24 for the data of Matsumoto

et al. (1999) in the sub-endocardial region. There is a close agreement

between the data of Matsumoto et al. and the present model prediction for the

diameter re-assigned tree, while predictions of the original reconstructed tree

yields a CV of up to an order of magnitude higher than the data.

TABLE 3 | Parameter of the spatial autocorrelation model

f̂ (e) = a · exp
(

−e/e0
)

+ c estimated to fit the calculated spatial autocorrelation

f (e) for the original reconstructed and the diameter re-assigned subtrees.

Subtree a e0 (mm) c R2

Original reconstructed 0.92 0.13 0.02 0.98

Diameter re-assignment 0.92 0.11 0.08 0.99

Matsumoto and Kajiya, 2001). The regression of log(CV) vs. log
(sample mass) is linear with a slope of −0.62 in the original
reconstructed tree which changed to −0.44 after diameter re-
assignment, in close agreement with the experimental data. These
slope values yield fractal dimension D of 1.62 in the native
reconstructed network and changed to 1.44 after diameter re-
assignment.

Spatial Autocorrelation of Pre-capillary Flows
Diameter re-assignment was found to significantly increase the
spatial flow auto-correlation f (e) (Equation 4) at distances above
ca. 0.4mm (Figure 5) from an asymptotic average of 0.02 ±
0.01 for an unmodified tree to a level of 0.08 ± 0.01 after re-
assignment. The function f (e) has an exponential decay with
increasing spatial distance between terminal arterioles (Figure 5).
A single term exponential of the form a · exp (−e/e0) + c
was fit to f (e) for the subtrees prior and after re-assignment
(Figure 5). The fit yielded parameter estimates (Table 3) showing
that the most significant change induced by diameter re-
assignment is a 300% increase of the long-range autocorrelation
(from 0.02 to 0.08).
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FIGURE 5 | Flow spatial autocorrelation function between pairs of pre-capillary arterioles as a function of their spatial distance (Equation 4). Symbols are model

estimates. The curves are single term exponentials of the form a · exp
(

−e/e0
)

+ c fit to f (e) of the two subtrees. The parameter estimates are listed in Table 3.

TABLE 4 | Fractal dimension, D predicted from flow dispersion and from spatial

autocorrelation analyses in a 400 vessel reconstructed coronary tree before and

after diameter reassignment.

Author Type of study Fractal dimension, D

Original

reconst.

Diameter

reassign.

Present work Dispersion analysis 1.62 1.44

Spatial autocorrelation 1.68 1.31

Karch et al., 2003 Model 1 1.45

Model 2 1.69

Van Bavel and Spaan,

1992

Model 1.23

Beard and

Bassingthwaighte,

2000

Model 1.24

Matsumoto et al.,

1999; Matsumoto and

Kajiya, 2001

Data 1.24

Mori et al., 1995 Data 1.25

Bassingthwaighte

et al., 1989

Data 1.18–1.28

Kleen et al., 1997 Data 1.39

Iversen and Nicolaysen,

1995

Data 1.37

Comparison is listed with data and with other models which estimated D in artificially

generated trees that were not based on morphometric measurements.

Fractal Structure of Pre-capillary Flows
Estimates of the fractal dimension, D obtained from the flow
dispersion analysis and from its auto-correlation are shown
in Table 4. The difference in the estimates of D between the
two methods is 4% for the unmodified reconstructed tree
and 9% in the diameter reassigned tree. Both dispersion and
spatial autocorrelation analyses gave a D > 1.5 in the original

TABLE 5 | The nearest neighbor autocorrelation coefficients in the present model,

and in several experimental data and other models.

Nearest

neighbor

autocorrelation

Present model 0.47 Original Reconst. Subtree (m =
0.2mg)

0.52 Dia. Re-assigned Subtree (m =
0.2mg)

Experimental data 0.40 Matsumoto and Kajiya, 2001 (m

= 0.2mg)

Other models 0.37–0.43 Beard and Bassingthwaighte,

2000 (m = 16 mg–0.25 g)

reconstructed sub-tree which means that flows are negatively
correlated. In the diameter reassigned tree, D = 1.44 from the
dispersion analysis andD= 1.31 from the spatial autocorrelation.
Thus, the flow fractal nature of the network is maintained after
diameter reassignment.

Sensitivity Analysis
Two features are noticeable from the results of the diameter
sensitivity analysis (Table 6). First, the diameter changes
resulting from perturbations of the model parameters are small,
<5%. The exceptions are the substantial diameter changes in
order 6 vessels under changes in the following: (1) Outlet pressure
Pout , (2) increasing terminal target flow qtarget , (3) decreased
myogenic parameter ρm, and (4) under changes in the myogenic
parameter Cm. Likewise, the diameter changes are high in orders
5 and 6 vessels under reduction of the myogenic parameter φm.
The changes under decreased terminal target flow qtarget are also
> 5% evenwhen consideration is given to the higher perturbation
set for that flow (± 50% of the reference level) compared to the
±25% perturbations of the other parameters. Second, the trend of
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TABLE 6 | Sensitivity of the network re-assigned vessel diameters in each order to perturbations in the model active parameters ρm, φm, Cm, Fτ max (±25% of their

reference), network output pressure Pout (±20 mmHg of its references), and the target flow rate qtarget (±50% of its reference 0.4 × 10−3 mm3/s).

Parameter and perturbation Vessel diameter, d (µm)

Order 1 Order 2 Order 3 Order 4 Order 5 Order 6

Reference 9.6 ± 1.5 14.7 ± 1.3 21.9 ± 1.5 49.2 ± 4.4 99.9 ± 3.1 120.9 ± 0.0

ρm High 9.9 ± 1.2 14.3 ± 1.4 21.2 ± 1.7 46.7 ± 5.7 94.6 ± 11.0 115.8 ± 0.0

% 1d 3.6 −2.9 −3.4 −5.1 −5.3 −4.3

Low 9.3 ± 1.7 15.1 ± 1.0 22.5 ± 0.9 52.0 ± 0.0 101.7 ± 0.0 137.8 ± 0.0

% 1d −2.8 2.7 2.5 5.6 1.8 13.9

ϕm High 9.6 ± 1.5 14.6 ± 1.3 21.7 ± 1.7 49.0 ± 4.5 101.7 ± 0.0 114.4 ± 0.0

% 1d 0.4 −0.7 −0.9 −0.4 1.8 −5.4

Low 9.7 ± 1.3 14.1 ± 1.3 21.7 ± 1.4 48.3 ± 5.6 91.5 ± 9.2 103.9 ± 0.0

% 1d 1.3 −0.9 −1.0 −1.9 −8.4 −14.1

Cm High 9.8 ± 1.3 14.5 ± 1.4 21.4 ± 1.6 47.9 ± 5.8 92.6 ± 7.9 102.4 ± 0.0

% 1d 2.4 −1.8 −2.1 −2.7 −7.3 −15.3

Low 9.6 ± 1.5 14.7 ± 1.3 21.8 ± 1.6 49.1 ± 4.4 101.7 ± 0.0 148.3 ± 0.0

% 1d 0.2 −0.5 −0.6 −0.2 1.8 22.6

Fτmax High 9.3 ± 1.8 15.3 ± 0.7 22.7 ± 0.0 52.0 ± 0.0 101.7 ± 0.0 123.6 ± 0.0

% 1d −2.9 3.7 3.7 5.6 1.8 2.2

Low 9.8 ± 1.2 14.3 ± 1.4 21.3 ± 1.6 47.9 ± 5.8 96.1 ± 8.4 123.8 ± 0.0

% 1d 2.9 −2.6 −2.9 −2.8 −3.8 2.3

Pout High 10.2 ± 1.0 14.9 ± 1.1 22.1 ± 1.0 48.9 ± 5.0 97.4 ± 6.7 136.5 ± 0.0

% 1d 6.4 1.0 0.8 −0.8 −2.5 12.9

Low 9.2 ± 1.6 14.1 ± 1.5 20.6 ± 1.9 46.4 ± 5.8 94.1 ± 10.1 111.1 ± 0.0

% 1d −3.6 −4.1 −5.8 −5.8 −5.8 −8.1

qtarget High 10.3 ± 0.9 15.4 ± 0.1 22.7 ± 0.0 52.0 ± 0.0 101.7 ± 0.0 202.6 ± 0.0

% 1d 7.9 4.5 3.7 5.6 1.8 67.5

Low 8.7 ± 1.6 12.6 ± 1.6 17.7 ± 2.0 38.8 ± 5.6 79.5 ± 10.4 101.8 ± 0.0

% 1d −9.3 −14.4 −19.3 −21.1 −20.5 −15.8

%1d = (d − dreference )/dreference.

diameter change under a specific perturbation is different for the
different vessel orders; i.e., diameter in some orders may increase
while in others they decrease. The exceptions are the diameter
responses to changes in the terminal target flow rate qtarget which
are positive in all orders under increased qtarget and negative
when it decreases, and corresponding changes under reduced
Pout which are negative for all vessel orders.

Parameter perturbations affect the terminal flow rate qterm and
its dispersion CV (Table 7). The terminal target flow rate qtarget
has the highest effect on the terminal flow, followed by that of the
myogenic parameter ρm. Any perturbation of Fτ max (i.e., both
increase and decrease) changes the CV of the terminal flow in the
same direction while for the other parameter opposite changes
have opposite effects. The flow CV increases from its reference
under all parameter perturbations except when Cm is reduced,
where the highest effect on CV is that of the shear parameter
Fτ max, followed by those of the myogenic parameter ρm and the
target flow rate qtarget .

Sensitivity analysis of the terminal flow fractal dimension D
(Equation 5) to the model parameters (Table 8) shows that the
two approaches of estimating the fractal dimension not only
produce different values, but in addition predict at times the

same trend of change in D while in other cases they predict a
mutually opposite change. The dispersion analysis approach (left
panel) predicts, in most cases, an increase in D values under
perturbations, which in few cases crosses the boundary D =
1.50 between positive and negative correlation of near neighbor
flows (Bassingthwaighte and Beyer, 1991). In contrast, the spatial
autocorrelation estimated D (right panel in Table 8) is mostly
lower than its dispersion estimated value except in two cases–
reduced ρm and increased Fτ max. In the latter case, the estimated
(D = 1.65) is well within the negative correlated near neighbor
flows.

Perturbations in the model parameters seem to have a small
influence on the longitudinal (downstream) pressure distribution
(Figure 6). For the effects of the myogenic and shear parameters
ρm, φm, Cm and of Fτ max (Figures 6A–D), these insensitivities
may stem from the uniform percent perturbations of the
respective parameters across all vessel orders. The outlet pressure
Pout has a small effect on the pressures in the smallest vessels
(order 1 and 2) which are close to the network outlet, but has
insignificant influence on the higher order vessels (Figure 6E).
The target terminal flow rate qtarget has a very small effect on the
pressure distribution (Figure 6F).
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TABLE 7 | Sensitivity of the terminal flow rate and its dispersion over the terminal

order 1 vessels to perturbations in the model active parameters

ρm, φm, Cm, Fτ max (±25% of their reference), network output pressure Pout

(±20 mmHg of its reference), and the target flow rate qtarget (±50% of its

reference 0.4 × 10−3 mm3/s).

Parameter Perturbation qterm × 10−3 mm3/s CV

Reference 0.39 ± 0.09 0.22

ρm High 0.31 ± 0.10 0.32

Low 0.50 ± 0.16 0.33

ϕm High 0.45 ± 0.10 0.23

Low 0.33 ± 0.09 0.26

Cm High 0.42 ± 0.12 0.28

Low 0.41 ± 0.09 0.22

Fτmax High 0.30 ± 0.13 0.42

Low 0.35 ± 0.12 0.34

Pout High 0.30 ± 0.11 0.37

Low 0.43 ± 0.10 0.24

qtarget High 0.67 ± 0.25 0.37

Low 0.21 ± 0.06 0.30

TABLE 8 | Sensitivity of the terminal flow fractal dimension D to perturbations in

the model active parameters ρm, φm, Cm, Fτ max (±25% of their reference),

network output pressure Pout (±20 mmHg of its reference), and the target flow

rate qtarget (±50% of its reference 0.4 × 10−3 mm3/s).

Parameter Perturbation Fractal dimension D derived from

Dispersion

analysis

Spatial

autocorrelation.

Reference 1.44 1.31

ρm High 1.53 1.29

Low 1.40 1.50

ϕm High 1.56 1.32

Low 1.45 1.35

Cm High 1.49 1.33

Low 1.48 1.21

Fmax High 1.25 1.65

Low 1.46 1.36

Pout High 1.50 1.39

Low 1.55 1.45

qtarget High 1.51 1.18

Low 1.56 1.43

DISCUSSION

This study addresses a longstanding difficulty in modeling
coronary flow: how to reconstruct realistic coronary trees
which mimic native trees in both structure and flow. Such
reconstructions are indispensable for analyzing the coronary
circulation. To this end, physiological constraints were proposed
in conjunction with measured morphometric data. The present
study used previous reconstructed coronary trees (Kaimovitz
et al., 2005) which were built based on morphometric data
(Kassab et al., 1993), and incorporated a new diameter re-
assignment procedure designed to reduce flow dispersion to

within measured ranges, without affecting the vessel orders
or their lengths. The results show that application of this
flow constraint provided reconstructed trees that conform with
the morphometric data and at the same time, yield realistic
flows which correspond with measured data in terms of
the longitudinal pressure distribution, flow dispersion, spatial
autocorrelation, and fractal structure (Austin et al., 1994;
Matsumoto and Kajiya, 2001).

The current network reconstruction is the first which
considers a comprehensive set of physiological aspects of the
coronary circulation: measured morphometric-based tree-like
structure of asymmetrically bifurcating vessels (Kassab et al.,
1993); vessel compliance which allows for the external loading
by the periodically contracting myocardium to affect the vessel
lumen area and the blood flow; dynamic coronary flow driven
by the likewise dynamic inlet and outlet pressures, myocardium-
vessel interaction (Algranati et al., 2010); and the three major
flow control mechanisms which act in concert to actively regulate
the vessel diameters to meet the myocardium metabolic demand
(Feigl, 1983).

A number of previous network flow studies considered
morphometric data of vascular dimensions in symmetric
vascular trees. Liao and Kuo (1997) applied a symmetric four
element arterial network representing small arteries and large,
intermediate, and small arterioles. Cornelissen et al. (2002)
considered a network which consisted of 10 compartments in
series where the first nine represented the arterial tree with
resistance depending on the local pressure, and the distal one
lumped the capillaries and the venules. Based on data of
Van Bavel and Spaan (1992) and (Kassab et al., 1993, 1994;
Kassab and Fung, 1994), Vis et al. (1997) applied a model
network of symmetric bifurcating arterial and venous networks
of 19 generations each, connected by a capillary network of
parallel vessels. Arciero et al. (2008) and Carlson et al. (2008)
network includes seven compartments connected in series, each
consisting of identical parallel segments subjected to the same
hemodynamic and metabolic conditions. They represent the
upstream artery, the large arterioles, small arterioles, capillaries,
small venules, large venules, and veins. The models of Schreiner’s
group (Schreiner and Buxbaum, 1993; Karch et al., 1999, 2003)
generated 2D and 3D coronary networks by the method of
constrained constructive optimization by successively adding
new terminal segments while maintaining a set of physiological
constraints. The actual network structure of asymmetrical
bifurcating tree was considered by very few studies. Smith (2004)
analyzed the flow in a discrete anatomically accurate model of
the largest six generations of the coronary arterial tree. Beard
and Bassingthwaighte (2000) network was reconstructed based
on Kassab et al. (1993) morphometric data supplemented by
self-similarity and avoidance algorithm. Kaimovitz et al. (2005,
2010) developed a large scale 3D reconstruction of the entire
porcine coronary vasculature (arterial, capillaries, and veins)
based on the morphometric data of Kassab et al. (1993, 1994) and
subject to both global constraints relating to the location of the
larger veins, and to local constraints of measured morphological
features. No previous reconstruction considered flow constraints
associated with the coronary flow dynamics, with the associated
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FIGURE 6 | The network longitudinal (downstream) pressure distribution under ±25% perturbations of the myogenic and flow parameters ρm (A), φm (B), Cm (C),

and Fτ max(D), under ± 20 mmHg variations of the network outlet pressure Pout(E), and under ±50% variations of the terminal target flow rate qtarget (F). Depicted

in each sub-figure are the pressure distribution in the reference case (solid line), and under positive (broken line) and negative (dash-dot line) perturbation.

myocardium-vessel interaction (MVI), and included the active
flow regulation.

As expected, flow dispersion in the myocardial regions
was modified by diameter re-assignment (Table 2, Figure 4).
A novel finding is that diameter re-assignment based on
perfusion homogeneity consideration has dramatic effect on the
dispersion and fractal nature of the flow, endowing it with
dispersion/sample mass relationship and fractal nature that are
similar to those of native in vivo coronary networks. These results
suggest that the flow fractal nature is a consequence of not only
the network asymmetry (Bassingthwaighte et al., 1989), but is also
determined by the vessel diameters.

The results in Table 2 show that flow dispersion in the
terminal pre-capillary arterioles is highly sensitive to diameter
re-assignment. This sensitivity is attributed to the fact that by
Poiseuille relationship (Equation 1), the rate of flow depends on
the fourth power of diameter. Hence, diameter re-assignment
is a powerful scheme for achieving target flow features. In
addition, the developed scheme can be readily extended to
incorporate other physiological features such as different profiles
of non-uniform pre-capillary pressure distribution (Keelan et al.,
2016) and a transmural non-uniformmyocyte metabolic demand
(Namani et al., 2018).

The pressure gradient along the subtree drives the flow. In
vivo pressure data in the intermediate and small arterioles below
order 6 that could serve for comparison with the model results
are not available for the swine coronary micro-vessels. Data
in these vessels are available for the cat mesenteric arterioles
(Fronek and Zweifach, 1975; Zweifach and Lipowsky, 1977).

Model comparison with these data shows close match with the
intravascular pressures predicted by the model (Figure 3). The
small differences between the slopes of the longitudinal pressure
distribution curves between the model and mesenteric data may
result from the difference in the vessel boundary conditions,
in particular, the dynamic myocardial-vessel interaction (MVI)
which is not present in the mesenteric microcirculation.

Flow dispersion in the terminal arterioles of the reconstructed
and diameter re-assigned trees were found to increase with
a decrease in sample size, similar to the trend observed
experimentally by microsphere deposition (Bassingthwaighte
et al., 1989). The log-log relation between flow dispersion and
sample mass is linear (Figure 4) in both the model and measured
data (Bassingthwaighte et al., 1989; Mori et al., 1995; Matsumoto
and Kajiya, 2001). At sample sizes similar to the model ones,
flow dispersion data are available (Matsumoto and Kajiya, 2001).
There is close agreement between these data and the model
predicted dispersions in the terminal arterioles. This stems from
the realistic tree structure and from inclusion of the effects of
myocardial vessel interaction and flow regulation in the present
model, while not all of these factors were considered in previous
models. This favorable comparison of the present model with
data provides a rationale for using the diameter reassignment
for reconstruction of coronary trees in future studies and offers
flow dispersion as a new criterion for validation of these coronary
trees.

The model predicted spatial auto-correlation of near
neighboring flows, was found to decrease exponentially with
the distance (Figure 5), a trend similar to that observed by
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microsphere experiments (Austin et al., 1994; Mori et al., 1995;
Bassingthwaighte et al., 2012; Yipintsoi et al., 2016). Diameter
re-assignment induced a significant increase of the long-range
autocorrelation (Table 3) which suggests that distant flows are
more correlated. This can be accounted for by recalling that
re-assignment produces more uniform flows with a narrower
dispersion range (Figure 2).

Our model estimates for nearest-neighbor autocorrelation
coefficient of terminal arterioles flows are 0.47 and 0.52 (Table 5)
for the original reconstructed and for the re-assigned sub-trees,
respectively. These figures are comparable to the experimental
value of 0.4 using a similar sample mass (0.2mg) (Matsumoto
and Kajiya, 2001), and close to some experimental estimates
using higher sample masses (Mori et al., 1995; Yipintsoi et al.,
2016).

Although, sample sizes used in previous studies were mostly
different from the present model, the closeness of most reported
coefficients supports the fractal nature of the network flow. In
fractal networks the nearest-neighbor autocorrelation coefficient
is independent of the sample size (Beard and Bassingthwaighte,
2000).

In models of the coronary tree, Beard and Bassingthwaighte
(2000) found the nearest neighbor correlation coefficient to be in
the range of 0.38–0.43 which is close to the range predicted by the
present model.

The fractal dimension D is an established parameter for
quantifying the global heterogeneity of coronary blood flow.
It can be estimated either from the flow dispersion or from
the spatial auto-correlation. Dispersion analysis estimated D to
be 1.44 after diameter re-assignment. Spatial autocorrelation
analysis gave an estimate for D of 1.31 which is closer to most of
the measured data (Table 4). In contrast, prior to re-assignment,
D was estimated to be 1.62 (> 1.5) which represents a tree
with negatively correlated flows (f (e) < 0). This was rarely
observed, and mainly in abnormal physiological conditions such
as under reduced perfusion pressure (Mori et al., 1995) and
stenotic conditions (Kleen et al., 1997). These results suggest that
diameter re-assignment produces coronary flows that are fractal
in nature and are comparable to in vivo observations; i.e., a fractal
dimension of D < 1.5 with positive correlated near neighboring
flows.

In comparison with previous models, the present model
predicted D = 1.31 from spatial autocorrelation analysis of the
diameter re-assigned tree is close to the model estimated values
by Karch et al. (2003) (D = 1.38 – 1.45), by Van Bavel and Spaan
(1992) (D = 1.23) and by Beard and Bassingthwaighte (2000) (D
= 1.24) (Table 4).

Diameter sensitivity analysis of the model parameters
(Table 6) reveals that the effects are mostly small. This counter-
intuitive outcome is likely due to the large effect of the diameter
on the vessel resistance to flow (Equation 1). The other finding
(Table 6), is that the direction of diameter changes (increasing
vs. decreasing) is mostly inconsistent, which seems to be also
counter-intuitive. This is likely due to the diameter change by
the re-assignment results from a complex non-linear interaction
between the network asymmetric structure, the order-dependent
passive and active mechanical properties, and the blood flow.

The results presented in Table 6 allow comparison of the
effects of the myogenic and flow regulations on the vessel
diameters. The results show that the effects of their perturbations
(ρm, Fmax , respectively) on the network vessel diameters are
small and of approximately comparable levels. In addition, it
is seen that the effects of these perturbations on order 1 vessel
diameter is generally opposite to their effects on other vessel
orders. This result may be accounted for if one recalls that at
in vivo conditions, the highest effect of the metabolic regulation
is on order 1 vessels since the metabolic conducted response is
highest at the interface of capillaries with these vessels and drops
exponentially toward higher order vessels (Namani et al., 2018).

An interesting conclusion from the results in Table 7 is
that under virtually all perturbations, the flow dispersion (CV)
is higher than the reference level (= 0.22). The basis and
implications of this prediction requires further inquiry.

It is not surprising that with the increase in the terminal flow
dispersion (CV), the flow fractal dimension D changes as well
(Table 8). Most affected is the D estimates from the dispersion
vs. sample mass relationship, which in several cases changes the
flow from being spatially positively correlated (D< 1.50) to being
negatively correlated (D > 1.50).

LIMITATIONS OF THE STUDY

A limitation of the study is that the vessel re-assigned diameters
and resulting flow in them depend on the level of the target
terminal flow (Equation 3). The applied target flow level was
selected from measured data of resting metabolic demand.
Another limitation is the size of the network analyzed, which
although consisting of 400 vessels is relatively small compared
with the full-sized network. Applying the current diameter
re-assignment methodology to the entire coronary tree is
needed since it will allow for more accurate pressure boundary
conditions based on measured data. Otherwise, the network
size should have no effect on the diameter re-assignment, nor
on the flow in each vessel, provided the appropriate pressure
boundary conditions of inlet, outlet and tissue pressure (MVI)
are applied. The rationale is that the flow in any subtree chosen
is determined by the vessels dimensions and by the inlet,
outlet and tissue pressure, and is otherwise independent of flow
events in other branches. Finally, consideration of additional
physiological criteria to the flow dispersion, such as myocardial
metabolic heterogeneity, may provide a more accurate diameter
re-assignment. Such considerations can be readily incorporated
to the methodology developed here.

CONCLUSION

A diameter re-assignment method was developed and applied
on morphometry-based reconstructed coronary networks, with
the goal to obtain realistic coronary flow characteristics. This
method focuses on the size of each vessel crown and the
number of terminal pre-capillary vessels it supplies. The results
show that whereas flow features in the original reconstructed
subtree (without diameter re-assignment) significantly differ
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from measured data, application of diameter re-assignment was
found to improve the physiological realism of the flow field in
terms of correspondence with measured data of the longitudinal
pressure distribution and of the terminal flow dispersion, spatial
autocorrelation, and fractal structure. These results suggest
that future coronary flow studies using reconstructed vascular
networks should apply both morphometric data and flow
considerations to reconstruct the network. This conclusion likely
applies (with appropriate modifications) to circulation studies in
skeletal muscle, and perhaps in other tissues as well.
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Heart failure (HF) imposes a major global health care burden on society and suffering
on the individual. About 50% of HF patients have preserved ejection fraction (HFpEF).
More intricate and comprehensive measurement-focused imaging of multiple strain
components may aid in the diagnosis and elucidation of this disease. Here, we
describe the development of a semi-automated hyperelastic warping method for
rapid comprehensive assessment of biventricular circumferential, longitudinal, and
radial strains that is physiological meaningful and reproducible. We recruited and
performed cardiac magnetic resonance (CMR) imaging on 30 subjects [10 HFpEF, 10
HF with reduced ejection fraction patients (HFrEF) and 10 healthy controls]. In each
subject, a three-dimensional heart model including left ventricle (LV), right ventricle
(RV), and septum was reconstructed from CMR images. The hyperelastic warping
method was used to reference the segmented model with the target images and
biventricular circumferential, longitudinal, and radial strain–time curves were obtained.
The peak systolic strains are then measured and analyzed in this study. Intra- and inter-
observer reproducibility of the biventricular peak systolic strains was excellent with all
ICCs > 0.92. LV peak systolic circumferential, longitudinal, and radial strain, respectively,
exhibited a progressive decrease in magnitude from healthy control→HFpEF→HFrEF:
control (−15.5 ± 1.90, −15.6 ± 2.06, 41.4 ± 12.2%); HFpEF (−9.37 ± 3.23,
−11.3 ± 1.76, 22.8 ± 13.1%); HFrEF (−4.75 ± 2.74, −7.55 ± 1.75, 10.8 ± 4.61%).
A similar progressive decrease in magnitude was observed for RV peak systolic
circumferential, longitudinal and radial strain: control (−9.91 ± 2.25, −14.5 ± 2.63,
26.8 ± 7.16%); HFpEF (−7.38 ± 3.17, −12.0 ± 2.45, 21.5 ± 10.0%); HFrEF
(−5.92 ± 3.13, −8.63 ± 2.79, 15.2 ± 6.33%). Furthermore, septum peak systolic
circumferential, longitudinal, and radial strain magnitude decreased gradually from
healthy control to HFrEF: control (−7.11 ± 1.81, 16.3 ± 3.23, 18.5 ± 8.64%); HFpEF
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(−6.11 ± 3.98, −13.4 ± 3.02, 12.5 ± 6.38%); HFrEF (−1.42 ± 1.36, −8.99 ± 2.96,
3.35 ± 2.95%). The ROC analysis indicated LV peak systolic circumferential strain
to be the most sensitive marker for differentiating HFpEF from healthy controls. Our
results suggest that the hyperelastic warping method with the CMR-derived strains may
reveal subtle impairment in HF biventricular mechanics, in particular despite a “normal”
ventricular ejection fraction in HFpEF.

Keywords: heart failure with preserved ejection fraction, left ventricle, right ventricle, strain, hyperelastic warping

INTRODUCTION

Heart failure (HF) with preserved ejection fraction is a clinical
syndrome in which patients have symptoms and signs of
HF but normal or near-normal left ventricle ejection fraction
(LVEF). Nearly 30–50% of patients worldwide with HF have
HFpEF (Hogg et al., 2004), including Singapore (Zhong et al.,
2013), and the prevalence appears to be rising. Based on large
community and admission cohorts, some studies have suggested
recently that the prognosis may not differ significantly between
HFrEF and HFpEF patients, making HFpEF a substantially
challenging public health issue with an increasing burden on the
elderly population (Lo et al., 2013). Characterized by diastolic
dysfunctions with increased LV stiffness, slow LV filling, and
elevated LV end-diastolic pressure, HFpEF is most frequently
associated with myocardial fibrosis or hypertrophy. Despite
normal or nearly normal LVEF, ventricular contractility indexes
used in both Western and Asian population indicate that
systolic dysfunction is common in HFpEF patients (Borlaug
et al., 2009; Zhong et al., 2011, 2013). Impaired LV systolic
function may be revealed by measuring ventricular strain
(Lo et al., 2013; Choudhary et al., 2016; Genet et al.,
2016a).

In most studies, ventricular strain is measured using tissue
doppler or 2-D speckle-tracking echocardiography (Flachskampf
et al., 2015). However, tissue doppler-based assessment of
LV longitudinal function is angle dependent and typically
assesses only mitral annular motion (Koyama et al., 2003).
Speckle-tracking is the most widely available imaging modality
for quantitative assessment of the LV and RV structure and
functions (Kraigher-Krainer et al., 2014); image quality of the
RV is, however, often poor and somewhat subjective with
quantitation accuracy limited by the complex chamber geometry
(Haddad et al., 2008; De Siqueira et al., 2016). Cardiac magnetic
resonance (CMR) imaging has emerged as the gold standard for
quantitative assessment of LV and RV volumes and functions
(Marcelo et al., 2016). It is superior to echocardiography for
evaluating segmental wall motion abnormalities and extra cardiac

Abbreviations: EF, ejection fraction; HFpEF, heart failure with preserved ejection
fraction; HFrEF, heart failure with reduced ejection fraction; LV, left ventricle;
εLV

CC, left ventricular peak systolic circumferential strain; εLV
LL , left ventricular

peak systolic longitudinal strain; εLV
RR, left ventricular peak systolic radial strain;

MRI, magnetic resonance imaging; RV, right ventricle; εRV
CC right ventricular peak

systolic circumferential strain; εRV
LL , right ventricular peak systolic longitudinal

strain; εRV
RR , right ventricular peak systolic radial strain; ε

Sep
CC , septum peak systolic

circumferential strain; εSep
LL , septum peak systolic longitudinal strain; εSep

RR , septum
peak systolic radial strain.

findings due to its higher spatial resolution (Hussein et al.,
2013). In addition, CMR was demonstrated to have superior
reproducibility over two-dimensional (2D) echocardiography
(Kleijn et al., 2012; Leng et al., 2015).

Interest in the RV function in HF arises from community-
based studies showing that 83% of HFpEF patients have
associated pulmonary hypertension and one-third of them
have right ventricular dysfunction (Kanwar et al., 2016). These
findings have generated interest to study RV function in HFpEF.
However, very few studies have been undertaken to quantify
motion in the RV myocardium and ventricular septum for
the assessment of RV function and interaction between LV
and RV. Here, we utilized a hyperelastic warping approach
to quantify ventricular motion and function by estimating
bi-ventricular strains from CMR images. The hyperelastic
warping is a deformable image registration technique integrating
finite deformation continuum mechanics with image-based data
to obtain strain measurements from medical images such as
MRI, positron emission tomography (PET), and computed
tomography (CT; Rabbitt et al., 1995; Veress et al., 2002, 2013).
In the hyperelastic warping method, a finite element (FE) model
of the region of interest is deformed by a body force that depends
on the difference in image intensities between the template and
target images. Hyperelastic strain energy based on continuum
mechanics is applied to constrain and regularize the deformation
(Veress et al., 2005; Genet et al., 2015, 2016b). Note that other
regularizers have also been proposed, such as incompressibility
(Mansi et al., 2011), or equilibrium gap (Claire et al., 2004;
Genet et al., 2018). Application of the hyperelastic warping
approach in cardiac motion and function has focused primarily
on quantifying LV strains (Veress et al., 2008, 2013; Genet et al.,
2016b) that has been verified by tagged MRI (Phatak et al.,
2009) and 3D CSPAMM MR images (Genet et al., 2015). This
method has also been applied to quantify circumferential strain in
individual patient with HFpEF (Zou et al., 2016) and pulmonary
hypertension (Xi et al., 2016).

In this work, we performed further bi-ventricular strain
measurement using the hyperelastic warping method to extract
circumferential, longitudinal, and radial strains in three regions
of the bi-ventricular unit, namely, LV, RV, and septum. The
goals of this study are threefold: (i) develop a framework to
simultaneously quantify circumferential, longitudinal, and radial
strains in the bi-ventricle model, (ii) detect abnormalities in these
three types of strains in HFpEF patients compared to HFrEF
and normal controls, and (iii) study the inter- and intra-observer
reproducibility of the hyperelastic warping approach in its
application in HF patients.
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MATERIALS AND METHODS

Study Population
The HF patients were recruited from the Curvedness-based
Imaging Study (CBIS), a prospective study initiated in 2012.
The normal control subjects were recruited from the Cardiac
Aging Study (CAS) (Koh et al., 2018), a prospective study
initiated in 2014. Ten paired sub-groups of subjects were enrolled
and underwent CMR scans. One control, one HFrEF patient, and
one HFpEF patient were recruited for each sub-group. They were
age-comparable and gender-matched. Normal controls had no
known cardiovascular disease or other co-morbidities. Patients
with a clinical history of HF were recruited as HF patients. Using
40% as an LVEF cut-off value, HF patients with LVEF > 40% were
treated as HFpEF while those with LVEF < 40% as HFrEF. The
studies were approved by the local Institutional Review Board,

and all enrolled participants gave written informed consent. The
demographics of the study groups are summarized in Table 1.

CMR Image Acquisition
As part of the routine clinical protocol, HFpEF and HFrEF
patients underwent CMR evaluation on a 3T system (Ingenia,
Philips Healthcare, Netherlands) with a dStream Torso coil
(maximal number of channels 32). The same imaging protocol
was applied to the control subjects. Balanced turbo field echo
(BTFE) end-expiratory breath hold cine images were acquired
in multi-planner short-axis and long-axis views. The short-axis
view included the images from the apex to basal. The long-
axis images included the two-chamber, three-chamber, and four-
chamber views. The following typical sequence parameters were
used: TR/TE 3/1 ms, flip angle 45o, slice thickness 8 mm for
short-axis, pixel bandwidth 1797 Hz, field of view 280–450 mm,

TABLE 1 | Demographics of study populations.

Characteristics Normal (n = 10) HFpEF (n = 10) HFrEF (n = 10) HFpEF versus HFrEF§

Age (year) 52.1 ± 12.7 52.4 ± 12.5 52.7 ± 11.6 NS

Gender (F/M) 2/8 2/8 2/8 NS

Height (cm) 167.9 ± 8.6 164.1 ± 7.4 167.3 ± 10.8 NS

Weight (kg) 69.7 ± 11.4 76.5 ± 16.7 86.2 ± 22.2∗ NS

BSA (m2) 1.79 ± 0.18 1.85 ± 0.23 1.97 ± 0.30 NS

SBP (mmHg) 133.7 ± 11.6 136.1 ± 34.1 124.2 ± 19.6 NS

DBP(mmHg) 81 ± 9.37 75.7 ± 25.8 71.9 ± 13.1 NS

LVEF (%) 65 ± 6 53 ± 7∗ 25 ± 9∗ <0.05

LVEDV index (ml/m2) 71.0 ± 12.8 89.7 ± 17.0∗ 148.3 ± 53.1∗ <0.05

LVESV index (ml/m2) 25.0 ± 6.6 43.1 ± 13.2∗ 114.0 ± 50.0∗ <0.05

LVSV index (ml/m2) 46.1 ± 8.7 46.7 ± 7.4 34.3 ± 13.1 0.053

LV mass index (g/m2) 47.8 ± 6.6 69.1 ± 19.5∗ 79.3 ± 27.2∗ NS

RVEF (%) 56 ± 6 57 ± 7 40 ± 12∗ <0.05

RVEDV index (ml/m2) 79.5 ± 15.2 76.1 ± 16.7 89.6 ± 29.9 NS

RVESV index (ml/m2) 35.7 ± 9.4 33.1 ± 9.6 54.8 ± 26.3∗ <0.05

RVSV index (g/m2) 43.7 ± 7.2 43.3 ± 9.7 34.7 ± 13.3 NS

Pulse (BPM) 72 ± 10 58 ± 10 83 ± 24 <0.05

NYHA (I), n (%) N.A 3 (30) 4 (30) NS

NYHA (II), n (%) N.A 5 (50) 4 (30) NS

NYHA (III), n (%) N.A 1 (10) 2 (20) NS

NYHA (IV), n (%) N.A 1 (10) 0 (0) NS

Atrial flutter/fibrillation, n (%) N.A 2 (20) 1 (10) NS

Cancer within last five years, n (%) N.A 0 (0) 0 (0) NS

Chronic renal insufficiency, n (%) N.A 2 (20) 0 (0) NS

Current smoker, n (%) N.A 4 (40) 1 (10) NS

Depression, n (%) N.A 0 (0) 0 (0) NS

Diabetes, n (%) N.A 3 (30) 6 (60) NS

Hyperlipidemia, n (%) N.A 7 (70) 5 (50) NS

Hypertension, n (%) N.A 8 (80) 5 (50) NS

Peripheral vascular disease, n (%) N.A 1 (10) 0 (0) NS

Myocardial infarction, n (%) N.A 1 (10) 0 (0) NS

Stroke, n (%) N.A 0 (0) 1 (10) NS

NTproBNP N.A 2667.2 ± 2519.6 921.6 ± 837.7 <0.05

Data are mean ± SD. BSA, body surface area; SBP, systolic blood pressure; DBP, diastolic blood pressure; LV, left ventricular; EF, ejection fraction; EDV, end-diastolic
volume; ESV, end-systolic volume; SV, stroke volume; RV, right ventricular; HFrEF, heart failure with reduced EF; HFpEF, heart failure with preserved EF; NYHA, New York
Heart Association; NTproBNP: N-terminal pro b-type natriuretic peptide. § Wilcoxon rank-sum test. ∗Statistically significant difference between HFpEF vs normal controls,
HFrEF vs normal controls, Wilcoxon rank-sum test (p < 0.05).
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temporal resolution ≈ 28 ms, in plane spatial resolution
0.6 mm× 0.6mm–1.1 mm× 1.1 mm, and frame rate was selected
as 30 or 40 frames per cardiac cycle. Among these 30 subjects, 30
frames are used for all the short-axis view. For long-axis view, 26
subjects had 30 frames, and the other four had 40 frames.

Framework to Obtain the
Circumferential, Longitudinal, and Radial
Strains
The strain acquisition framework was implemented using a
combination of open-source software: MeVisLab (MeVis Medical
Solution AG, Bremen, Germany), Gmsh (Geuzaine and Remacle,
2009), Fenics (Alnaes et al., 2015), and in-house code (Genet
et al., 2014, 2015). The overall workflow is shown in Figure 1.

CMR Images
Figure 2 shows an example of the short-axis and long-axis CMR
images covering the LV and RV. They were used in contour
segmentation and surface reconstruction, including short-axis
images from basal to apex, and the four-chamber long-axis
images.

Contours Segmentation and Model Reconstruction
Figures 3A,B show the contour segmentation from the short-axis
and long-axis images for LV endocardium, RV endocardium, and

FIGURE 1 | The overall workflow of strain measurement using hyperelastic
warping method.

bi-ventricular epicardium (from top to bottom, respectively). End
of systole (ES) was chosen to be the time point to manually
delineate the contours for model reconstruction – this is the
cardiac phase when the aorta valve in three-chamber view
starts to close. Depending on the size of the heart and the
quality of the image, around 3–10 short-axis images and the
four-chamber long-axis image were utilized. Figures 3C,D show,
respectively, the contours used for surface reconstruction and the
generated surfaces for the LV, RV, and bi-ventricular epicardium.
Papillary muscles and trabeculated structures were not included
as myocardium. After reconstruction, the model is corrected
using a “WEMReducePolygons” module in Mevislab if there were
mis-registration of the images.

FE Mesh Discretization and Region Partition
Following reconstruction of the three surfaces, they were
assembled together to form the bi-ventricle model. Figure 4A
shows the three-dimensional bi-ventricle model, and Figure 4B
shows the FEmesh model generated by GMSH (Geuzaine and
Remacle, 2009). Considering the computational time as well
as the accuracy, we employed 0.3 as the mesh size. For these
30 cases, the number of FE nodes (points) ranged from 2286
to 3288 and the number of cells ranged from 7013 to 11,985.
As previously mentioned, the model was partitioned into three
regions (i.e., LV, RV, and septum) for strain study as shown in
Figure 4C.

Boundary Conditions Assignment
The short-axis images were used in the hyperelastic
warping method. However, with the heart in motion,
there was an excursion in the long-axis direction, thus a
displacement was applied in the long-axis direction as a
boundary condition in the hyperelastic warping method.
The magnitude of the displacement was estimated by the
mitral annular plane systolic excursion (MAPSE) at the
septum measured in the four-chamber view in MeVisLab,
as shown in Figure 5. During the dynamic deformation, the
prescribed longitudinal displacement was controlled by a sine
function.

Hyperelastic Warping Theory
Hyperelastic warping is a deformable image registration
technique that can be used to measure cardiac strain derived
from analysis of medical images such as MRI, ultrasound, and
microPET imaging (Veress et al., 2013). In the hyperelastic
warping method, a FE mesh (Figure 4B) was deformed
along with a set of short-axis images during a cardiac
cycle. The deformation of the FE mesh was defined as the
mapping φ (X) = X + u(X), where u is the displacement
field and X is the position. The deformation gradient was
defined as

F (X) =
∂φ

∂X
(1)

The forces responsible for driving the registration deformation
were derived from the difference in image intensity field between
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FIGURE 2 | Cardiac MR images corresponding to 10 short-axis slices (the upper two rows) and three long-axis slices (the third row).

two volumetric image data sets by minimizing the following
energy expression

E(ϕ) = ∫W(X, C)
dv
J
− ∫U(R(X)− T(φ))

dv
J

(2)

Here, W is the hyperelastic strain density energy function
related to the material model of myocardium and C = FTF is
the Cauchy–Green deformation tensor. A Neo–Hookean strain
energy density function was used to define W, which is given as

W(X, C) = C1 (I1-3) (3)

where C1 is a material constant and I1 is the first invariant
of the right Cauchy–Green deformation tensor. The energy
term U produced an image force field responsible for the local
registration of the discretized reference image R to the target
image T and is expressed as

U (X, φ) =
γ

2
(R (X)− T(φ))2 (4)

where γ is the penalty factor enforcing the alignment of the
reference image to the target image. In summary, the FE mesh
model was deformed to align with the target images via a
computed image-based local body force term that depends on
(1) the difference in image intensity between the template and
target images, (2) the target image intensity gradient, and (3) a
prescribed penalty factor.

The hyperelastic warping approach was implemented using
FEniCS (Logg et al., 2012; Alnaes et al., 2015). The penalty
parameter γ in Eq. 3 was set as 0.005 for all the cases.
The method to optimize γ is referred to (Genet et al., 2017).

Figure 6 shows an example of the resultant deformation in
the biventricular model from a normal subject computed from
the hyperelastic warping method. As shown in the figure,
the deformed biventricular model matched closely with the
myocardium in CMR short-axis images at different cardiac time
points.

Post-processing of Strains
The ES biventricular geometry was used as the initial
configuration for tracking because we found that the image
registration worked better when the myocardial wall at
all subsequent time points is thinner than the initial one,
which always revealed an image intensity gradient within
the initial wall volume. Since the deformation gradient F
was defined with ES as the initial configuration, the local
Green-Lagrange strain tensor with end-diastole (ED) as the
reference configuration – a more commonly used metric – was
defined as

E =
1
2

(
FTF−T

ED FF−1
ED − I

)
(5)

In Eq. 5, I is the identity tensor and FED is the deformation
gradient tensor at ED. Normal strains in the circumferential
εCC, longitudinal εLL , and radial εRR directions were computed
by projecting E onto these directions using εii = ei • Eei with
i ∈ (C, L, R). The circumferential eC , longitudinal eL , and
radial eR were prescribed using a Laplace–Dirichlet rule-based
(LDRB) algorithm (Bayer et al., 2012) with myofiber angle
prescribed to be zero.
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FIGURE 3 | Generating the surface for LV endo (top), RV endo (middle), and bi-ventricular epicardia (bottom). (A) Short-axis contours segmentation. (B) Long-axis
contours segmentation. (C) All the contours for surface generation. (D) LV endo, RV endo, and bi-ventricular epicardia surfaces.

FIGURE 4 | Bi-ventricle model: (A) 3D surface, (B) finite element mesh model, and (C) partition of region (red: RV free wall; green: septum; blue: LV free wall).

Strain–Time Curves
Figure 7A shows the circumferential direction assigned on the
model and the circumferential strain-time curve, Figure 7B the
longitudinal direction and longitudinal strain–time curve, and
Figure 7C shows the radial direction and radial strain–time
curve. These strain components were computed at each cardiac
time point to construct the strain–time curves. The strain curves
were computed by averaging the strains over all the elements with
respect to the three regions: RV free wall, septum, and LV free
wall as shown in Figure 4C. The effects of atrial contraction at

late filling (i.e., “atrial kick”) are visible in the strain–time curves,
particularly, in those associated with the LV.

Reproducibility
Assessment of inter- and intra-observer variability of the
hyperelastic warping method was performed on a random
selection of nine cases: three controls, three HFpEF, and
three HFrEF patients. Inter-observer variability was assessed by
comparing measurements made by two independent observers
from two different centers. Intra-observation variability was
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FIGURE 5 | Measurement of septal displacement of septal in four-chamber
view.

obtained from repeated measurements on these nine cases,
1 month apart, by the same observer.

Statistical Analysis
Data were analyzed using SPSS (version 17.0, Chicago, IL,
United States) and SAS (version 9.3, Cary, NC, United States).
Comparisons of demographics, patient characteristics, and CMR
measurements between patients and control subjects were
performed using independent t-tests for normally distributed
data, Mann–Whitney U-tests for non-normally distributed
data, and Fisher’s exact tests for categorical data. Intra- and
Inter-observer variability in peak circumferential, longitudinal,
and radial strains were assessed by mean bias ± SD, limits
of agreement, coefficient of variation (CV), and intra-class
correlation coefficient (ICC) using data from nine randomly
chosen subjects. ICC between 0.4 and 0.59 was considered
fair, good between 0.60 and 0.74, and excellent when ≥0.75
(Aarsæther et al., 2012).

RESULTS

Patient Demographics
Study subjects in each group consist of eight males and two
females with a mean ± SD age of 52.1 ± 12.7, 52.4 ± 12.5,
and 52.7 ± 11.6 years for controls, HFpEF, and HFrEF patients,
respectively. Demographic and clinical characteristic of study
subjects are given in Table 1. Compared with normal controls,
LVEF was lower in both HF groups. Between the HF groups,
LVEF was larger in HFpEF patients (53 ± 7%) than the HFrEF

group (25 ± 9%). Both HF groups were comparable to controls
with respect to height, BSA, SBP, DBP, LVSV index, RVEDV
index, and RVSV index, but exhibited higher LVEDV index,
LVESV index, and LV mass index than the controls (p < 0.05).
The HFpEF patients had comparable RVEF and RVESV index
to controls, while the HFrEF patients had lower RVEF and
higher RVESV index than both controls and HFpEF patients
(p < 0.05). HF groups were comparable relative to disease
history, including NYHA class, atrial flutter/fibrillation, cancer
within 5 years, chronic renal insufficiency, current smoker,
depression, diabetes, hyperlipidemia, hypertension, peripheral
vascular disease, myocardial infarction, and stroke. NTproBNP
was much higher in HFpEF patients than in HFrEF patients
(p < 0.05).

Peak Systolic Circumferential,
Longitudinal, and Radial Strains
Table 2 shows the average values of the peak circumferential,
longitudinal, and radial strains in different regions (LV, RV,
and septum) for control, HFpEF, and HFrEF patients. All
the peak circumferential, longitudinal, and radial strains in
the LV were, respectively, found to gradually decrease in
magnitude (p < 0.05) from control→ HFpEF→ HFrEF groups
(circumferential: −15.5 ± 1.90, −9.37 ± 3.23, −4.75 ± 2.74;
longitudinal: −15.6 ± 2.06, −11.3 ± 1.76, −7.55 ± 1.75;
radial: 41.4 ± 12.2, 22.8 ± 13.1, 10.8 ± 4.61; Table 2).
This may reveal impaired systolic LV function in both HF
groups. Figure 8 shows scatter plots for the three strains in
the LV. Excellent separation of controls from both the HFpEF
and HFrEF patients was observed in the peak circumferential
strain (Figure 8A). Almost no overlap was found between
the controls and the two HF groups of patients. Similar
to the peak circumferential strain, peak longitudinal strain
exhibited negligible overlap of controls with HFpEF and HFrEF
(Figure 8B). Significant differences were found between the peak
radial strain of normal controls and patients. However, there
was some overlap between the normal controls and the patients
(Figure 8C).

Circumferential and radial strains in RV were smaller in
HFpEF patients compared with the Controls but no significant
difference was observed (−9.91 ± 2.25 vs. −7.38 ± 3.17
for circumferential strain and 26.8 ± 7.16 vs. 21.5 ± 10.0
for radial strain). However, longitudinal strain in RV was
significantly decreased in the HFpEF group when compared
to the controls (−14.5 ± 2.63 vs. −12.0 ± 2.45; p < 0.05,

FIGURE 6 | Registration of the bi-ventricular model with the CMR images during a cardiac cycle. Note: biventricular model was reconstructed only from the CMR
images at ES.
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FIGURE 7 | Strain orientation and strain–time curves of LV, RV, and septum
for one cardiac cycle. (A) Circumferential strain. (B) Longitudinal strain.
(C) Radial strain.

Table 2). Significant differences were found for all the three strain
components between HFrEF and normal controls (−5.92 ± 3.13
vs. −9.91 ± 2.25 for circumferential strain; −8.63 ± 2.79 vs.
−14.5 ± 2.63 for longitudinal strain; and 15.2 ± 6.33 vs.
26.8 ± 7.16 for radial strain; all p < 0.05, Table 2). Only
longitudinal strain was observed to differ significantly between
HFrEF and HFpEF (−8.63 ± 2.79 vs. −12.04 ± 2.45; p < 0.05,
Table 2). Scatter plots of RV strains are shown in Figure 9.

Circumferential and longitudinal strains in the septum
were depressed in HFpEF patients compared to the controls
(−6.11 ± 3.98 vs. −7.11 ± 1.81 for circumferential strain;
−13.4± 3.02 vs.−16.3± 3.23 for longitudinal strain; all p < 0.05,
Table 2). Radial strain was smaller but not significantly different

(12.5 ± 6.38 vs. 18.5 ± 8.64). Circumferential, longitudinal, and
radial strains in the septum were all depressed in the HFrEF
group compared with Controls (p < 0.05, Table 2). The scatter
plot of strains for septum is shown in Figure 10.

ROC Analysis and Cut-Off Values
Receiver operating characteristic (ROC) curve analysis showed
that LV circumferential and longitudinal strains were superior to
the septal strain for differentiating normal controls from HFpEF
patients (Figure 11). Area under the ROC curve (AUC) for LV
circumferential strain was 1.00 with corresponding sensitivity
and specificity of 1.00. AUC for LV longitudinal strain was 0.95
with sensitivity 0.90 and specificity 0.90 (Table 3).

Reproducibility
Table 4 shows both intra- and inter-observer variability for
nine randomly chosen cases (three normal controls, three
HFpEF, and three HFrEF). In the Bland–Altman analysis,
peak circumferential strain for LV had the best intra-observer
agreement (bias, 0.08 ± 0.63; 95% CI, −1.16 to 1.32) and
inter-observer agreement (bias, 0.67 ± 0.90; 95% CI, −1.10 to
2.45). Peak radial strain RV exhibited the largest intra-observer
variability (bias, 1.28 ± 4.23; 95% CI, −7.01 to 9.57) and peak
radial strain for LV had the largest inter-observer variability (bias,
5.6 ± 8.30; 95% CI, −10.63 to 21.9). All parameters had an
excellent intra- and inter-observer agreement (ICC ≥ 0.92).

DISCUSSION

In this study, we compared myocardial strains estimated using
a hyperelastic warping approach in the control, HFpEF, and
HFrEF patients that are comparable in age and gender. To
the best of our knowledge, this research work is the first
to study biventricular three-dimensional strain (longitudinal,
circumferential, and radial) based on CMR images in HF patients
using the hyperelastic warping method. The major contributions
of our study are as follows: (1) development of a novel framework
for assessment of the biventricular mechanics of HF from
CMR and (2) implementation of a viable and reproducible
hyperelastic warping method for simultaneous evaluation of
3D circumferential, longitudinal, and radial strains for HF
patients. The key findings from our study are as follows: (1)
strains estimated in cine CMR images of HF patients using the
hyperelastic are feasible and reproducible, (2) peak (absolute)
circumferential, longitudinal, and radial strains in the RV, LV,
and septum are highest in the normal controls followed by
HFpEF to HFrEF patients, and (3) peak LV circumferential and
longitudinal strain can better differentiate HFpEF patients from
healthy subjects. These findings may provide a new method
for simultaneous assessment of 3D biventricular strains in HF
patients.

LV Strain
We have found that all the three strain components
(circumferential, longitudinal, and radial strains) in HFpEF
and HFrEF patients were decreased compared to the normal
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TABLE 2 | Average circumferential, longitudinal, and radial strains for RV, LV, and septum.

Strain parameters Normal HFpEF HFrEF HFpEF vs. HFrEF§

εRV
CC (%) −9.91 ± 2.25 −7.38 ± 3.17 −5.92 ± 3.13∗ NS

εLV
CC (%) −15.49 ± 1.90 −9.37 ± 3.23∗ −4.75 ± 2.74∗ <0.05

ε
Sep
CC (%) −7.11 ± 1.81 −6.11 ± 3.98∗ −1.42 ± 1.36∗ <0.05

εRV
LL (%) −14.49 ± 2.63 −12.04 ± 2.45∗ −8.63 ± 2.79∗ <0.05

εLV
LL (%) −15.58 ± 2.06 −11.30 ± 1.76∗ −7.55 ± 1.75∗ <0.05

ε
Sep
LL (%) −16.26 ± 3.23 −13.38 ± 3.02∗ −8.89 ± 2.96∗ <0.05

εRV
RR (%) 26.79 ± 7.16 21.49 ± 10.01 15.15 ± 6.33∗ NS

εLV
RR (%) 41.41 ± 12.20 22.81 ± 13.05∗ 10.84 ± 4.61∗ <0.05

ε
Sep
RR (%) 18.51 ± 8.64 12.45 ± 6.38 3.35 ± 2.95∗ <0.05

Values are mean ± SD. εRV
CC, right ventricular peak circumferential strain; εLV

CC, left ventricular peak circumferential strain; ε
Sep
CC , septum peak circumferential strain; εRV

LL ,

right ventricular peak longitudinal strain; εLV
LL , left ventricular peak longitudinal strain; ε

Sep
LL , septum peak longitudinal strain; εRV

RR, right ventricular peak radial strain; εLV
RR, left

ventricular peak radial strain; ε
Sep
RR , septum peak radial strain; HFrEF, heart failure with reduced ejection fraction; HFpEF, heart failure with preserved ejection fraction. §

Wilcoxon rank-sum test. ∗Statistically significant difference between HFPEF vs. normal, HFREF vs. normal controls, Wilcoxon rank-sum test (p < 0.05).

FIGURE 8 | Scatter plot for the peak (A) circumferential, (B) longitudinal, and (C) radial strains for LV.

FIGURE 9 | Scatter plot for the peak (A) circumferential, (B) longitudinal, and (C) radial strains for RV.

FIGURE 10 | Scatter plot for peak (A) circumferential, (B) longitudinal, and (C) radial strains for septum.
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FIGURE 11 | ROC curves of all strain parameters and LVEF for differentiating normal controls with HFpEF patients. LVEF, left ventricular ejection fraction; εRV
CC, right

ventricular peak circumferential strain;εLV
CC, left ventricular peak circumferential strain; ε

Sep
CC , septum peak circumferential strain; εRV

LL , right ventricular peak longitudinal

strain; εLV
LL, left ventricular peak longitudinal strain; ε

Sep
LL : septum peak longitudinal strain; εRV

RR, right ventricular peak radial strain; εLV
RR, left ventricular peak radial strain;

ε
Sep
RR , septum peak radial strain.

subjects. Similar conclusions are also found in Yip et al. (2011),
where they found a similar trend in global 2D circumferential,
radial, and longitudinal strain (as well as torsion) using
standard 2D Doppler and speckle-tracking echocardiography.

Several studies (MacIver and Townsend, 2007; MacIver, 2008,
2011; Maciver et al., 2015) have used mathematical modeling
to explain the apparent paradox of a reduction in longitudinal,
circumferential, and radial strain but with a preserved LVEF.

TABLE 3 | Sensitivity, specificity and AUC of the strains and LVEF for differentiating normal controls and HFpEF.

Parameters Patient type Cut-off value Sensitivity Specificity AUC

εRV
CC (%) HFpEF 6.39 0.400 1.000 0.715

εLV
CC (%) HFpEF 13.10 1.000 1.000 1.000

ε
Sep
CC (%) HFpEF 7.26 0.800 0.700 0.690

εRV
LL (%) HFpEF 14.12 0.800 0.800 0.780

εLV
LL (%) HFpEF 12.85 0.900 0.900 0.950

ε
Sep
LL (%) HFpEF 14.90 0.700 0.900 0.750

εRV
RR (%) HFpEF 25.26 0.700 0.600 0.660

εLV
RR (%) HFpEF 30.53 0.900 0.800 0.890

ε
Sep
RR (%) HFpEF 20.51 0.900 0.500 0.700

LVEF HFpEF 59 0.800 1.000 0.945

εRV
CC, right ventricular peak circumferential strain; εLV

CC, left ventricular peak circumferential strain; ε
Sep
CC , septum peak circumferential strain; εRV

LL , right ventricular peak

longitudinal strain; εLV
LL , left ventricular peak longitudinal strain; ε

Sep
LL , septum peak longitudinal strain; εRV

RR, right ventricular peak radial strain; εLV
RR, left ventricular peak radial

strain; ε
Sep
RR , septum peak radial strain; LVEF, left ventricular ejection fraction.
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TABLE 4 | Inter- and intra-observer agreement for nine randomly chosen cases (three control, three HFpEF, and three HFrEF).

Variable Variability Mean bias ± SD Limits of
agreement

Coefficient of
variation (%)

ICC (95% CI)

εRV
CC Intra-observer 0.20 ± 1.31 −2.38 to 2.78 10.40 0.954 (0.799, 0.990)

Inter-observer 1.00 ± 1.24 −1.43 to 3.43 11.89 0.964 (0.839, 0.992)

εLV
CC Intra-observer 0.08 ± 0.63 −1.16 to 1.32 4.18 0.997 (0.988, 0.999)

Inter-observer 0.67 ± 0.90 −1.10 to 2.45 7.27 0.994 (0.973, 0.999)

ε
Sep
CC Intra-observer 0.56 ± 0.51 −0.45 to 1.58 11.27 0.989 (0.843, 0.998)

Inter-observer 0.55 ± 1.73 −2.85 to 3.95 23.35 0.952 (0.787, 0.989)

εRV
LL Intra-observer −0.91 ± 1.56 −3.97 to 2.15 9.30 0.940 (0.728, 0.987)

Inter-observer −0.27 ± 1.57 −3.35 to 2.81 8.48 0.945 (0.758, 0.988)

εLV
LL Intra-observer −0.54 ± 0.86 −2.23 to 1.14 5.77 0.989 (0.944, 0.998)

Inter-observer −0.56 ± 1.42 −3.35 to 2.23 8.98 0.974 (0.883, 0.994)

ε
Sep
LL Intra-observer −1.23 ± 1.35 −3.89 to 1.42 9.11 0.963 (0.692, 0.993)

Inter-observer −1.32 ± 2.38 −6.00 to 3.35 14.78 0.921 (0.649, 0.982)

εRV
RR Intra-observer 1.28 ± 4.23 −7.01 to 9.57 12.41 0.953 (0.805, 0.989)

Inter-observer 4.97 ± 3.52 −1.94 to 11.88 20.39 0.953 (0.794, 0.990)

εLV
RR Intra-observer 0.47 ± 2.47 −4.36 to 5.31 6.15 0.997 (0.987, 0.999)

Inter-observer 5.63 ± 8.30 −10.63 to 21.90 28.09 0.948 (0.769, 0.988)

ε
Sep
RR Intra-observer −0.87 ± 1.12 −3.06 to 1.31 8.74 0.995 (0.965, 0.999)

Inter-observer 1.00 ± 2.29 −3.49 to 5.50 15.33 0.986 (0.939, 0.977)

εRV
CC, right ventricular peak circumferential strain; εLV

CC, left ventricular peak circumferential strain; ε
Sep
CC , septum peak circumferential strain; εRV

LL , right ventricular peak

longitudinal strain; εLV
LL, left ventricular peak longitudinal strain; ε

Sep
LL , septum peak longitudinal strain; εRV

RR, right ventricular peak radial strain; εLV
RR, left ventricular peak radial

strain; ε
Sep
RR , septum peak radial strain.

These studies suggest that the normal ejection fraction in patients
with HF can be explained by the presence of left ventricular
hypertrophy, which is found in the HFpEF patients of this
study (LV mass index: 47.8 ± 6.6 g/m2 for normal controls vs.
69.1± 19.5 g/m2 for HFpEF, p < 0.05, Table 1).

In the literature, decreasing longitudinal strain was found in
HFpEF patients (Borlaug, 2014). Specifically, a high prevalence
of patients hospitalized with acute HFpEF with abnormal LV
longitudinal strain suggests the presence of some previously
unrecognized myocardial systolic dysfunction associated with
this disease (Buggey et al., 2017). Consistent with our findings,
a clinical trial including 219 HFpEF patients also demonstrated
that LV longitudinal and circumferential strains are significantly
lower in HFpEF patients when compared with normal controls
(Kraigher-Krainer et al., 2014). Peak global longitudinal strain
and strain rate in HFpEF patients are also found to be higher than
those found in HFrEF patients (Carluccio et al., 2011). However,
reports are conflicted with respect to the peak LV circumferential
and radial strains in HFpEF patients. Some investigators suggest
that reduced peak longitudinal strain in the presence of normal
LVEF in HFpEF patients is due to a compensatory increase in
circumferential and/or radial function (Fang et al., 2004; Paulus
et al., 2007; Edvardsen and Haugaa, 2011; Vitarelli et al., 2015).
Others suggest that peak radial strain in LV is increased in
asymptomatic mildly hypertensive patients but decreases as LV
hypertrophy (LVH) progresses and the severity of HF increases.
Longitudinal and radial strains in the LV were reduced, but
circumferential deformation and twist were normal in HFpEF
patients in a study by Wang et al. (2008). To the contrary,
longitudinal, radial, and circumferential deformation and twist
are consistently reduced in patients with HFrEF.

RV Strain
Right ventricular systolic dysfunction is a common feature in
HFrEF that is associated with impaired functional capacity and
portended a poor prognosis (Mohammed et al., 2014). The
prevalence as well as the functional and prognostic implications
of RV dysfunction in HFpEF are, however, less clear. Here,
although there are no significant differences in all RV functional
parameters (e.g., RVEF, RVEDV index, RVESV index, and RVSV
index) between HFpEF patients and normal controls – see
Table 1, we found that the peak RV longitudinal strain is
significantly decreased in HFpEF patients compared with normal
controls. This finding suggests that RV function may be impaired
in HFpEF patients, and peak RV longitudinal strain may be a
useful in detecting this change. Consistent with previous findings,
all the three RV strain components are significantly reduced
in HFrEF patients. This is also consistent with the significant
difference in RVEF and RVESV index between HFrEF patients
and normal subjects.

Systematic assessment of RV function is a widely recognized
challenge owing to: (1) its complex geometry, (2) the limited
definition of the RV endocardial surface occasioned by
trabeculated myocardium, and (3) the retrosternal position of
the RV that limits echocardiographic imaging windows (Cameli
et al., 2014). It is, however, also becoming increasingly clear
that assessing RV strain is important in analyzing HF. Meris
et al. (2010) found that RV strain accurately identified reduced
global RV function. Moreover, there is also mounting evidence
that pulmonary hypertension with RV dysfunction is associated
with a reduced regional longitudinal strain. A large body of
data showing that pulmonary hypertension and RV dysfunction
are also common in HFpEF (Gorter et al., 2016). However, the
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focus is on tricuspid annular plane systolic excursion (TAPSE),
fractional area change (FAC), and tricuspid annular systolic
velocity (RV S; Melenovsky et al., 2014; Leng et al., 2016). Studies
reporting on RV strain, in particular those using CMR, are scarce.
Our study on the evaluation of the longitudinal, circumferential,
and radial strains in the RV suggests that hyperelastic warping
method may be helpful.

Septum Strain
Septum shape and deformation (i.e., area strain) has been studied
in repaired tetralogy of Fallot patients with volume overloading
(Zhong et al., 2012). However, septum strains by using
warping method were investigated for the first time in HFpEF.
The results revealed that circumferential and longitudinal
strains decreased gradually from controls→HFpEF→HFrEF.
The observed decrease in radial strain was approximately 50% for
HFpEF compared to controls. However, due to the wide band of
radial strain exhibited in the normal controls, the difference was
not statistically significant. We emphasize that longitudinal strain
was reduced in the septal region, as well as in the LV and RV.

Reproducibility
Overall, LV strains have better reproducibility than the septum
and RV, which is expected due to its thicker wall. Circumferential
and longitudinal strains have excellent intra- and inter-observer
agreement, although this is less so for radial strains that still
possesses acceptable reproducibility. Peak LV circumferential
strain has the best reproducibility, followed by peak LV
longitudinal strain. On the other hand, peak radial strain has the
worst reproducibility.

Comparability of Strain Values to Other
Published Results
Absolute peak strains obtained here appear to be smaller
compared with previous studies. In normal subjects, peak
LV circumferential, longitudinal and radial strains were
−18.4 ± 2.9%, −19.1 ± 4.1%, and 39.8 ± 8.3% for Western
population (Taylor et al., 2015); and−24.3± 3.1%,−22.4± 2.9%,
and 79.0 ± 19.4% for Chinese population (Peng et al., 2018),
respectively using CMR feature tracking. Comparing the peak
values, those found here are relative smaller in the circumferential
(−15.5 ± 1.90%) and longitudinal directions (−15.6 ± 2.06%),
but slightly different in the radial direction (41.4 ± 12.2%).
This disparity may be explained by a difference in strain
definition used in that and our studies. Specifically, we have
used Green–Lagrange strain that expressed as 1L

L +
1
2
(

1L
L

)2

in the one-dimensional case whereas Biot strain, reduced to 1L
L

in one-dimension was used in previous study. The additional
term 1

2
(

1L
L

)2 leads to the Green–Lagrange strain having a lower
peak value in the shortening (circumferential and longitudinal)
directions and a larger peak value in the lengthening (radial)
direction during systole. The disparity in strain estimated from
feature tracking technique and deformable registration method
was also discussed previously (Mangion et al., 2016).

Limitations
First, to address the poor out-of-plane tracking at the ventricular
base that arises because of the large out-of-plane resolution
in the short-axis clinical CMR images, we have imposed a
basal longitudinal displacement that varies sinusoidally with
time. Despite able to obtain reasonable results even with this
assumption, having a higher out-of-plane resolution (smaller
slice thickness) may obviate the need to impose such an
assumption.

Second, sample size in this study is relatively small. A larger
sample size will be used in future studies to the increase statistical
power.

CONCLUSION

An advanced image registration method based on continuum
mechanics was used to estimate three-dimensional peak
circumferential, longitudinal, and radial strain in the
bi-ventricular model. By dividing the biventricular unit
into LV, RV, and septum, a new perspective was introduced for
investigating strain in HFpEF and HFrEF and for studying the
physiology of HFpEF disease. Diminishing magnitude in strain
components from controls, HFpEF to HFrEF demonstrated
subtle functional impairment in the LV and RV in HFpEF
patients.
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Aortic dissection (AD) involves tearing of the medial layer, creating a blood-filled channel

called false lumen (FL). To treat dissections, clinicians are using endovascular therapy

using stent grafts to seal the FL. This procedure has been successful in reducing mortality

but has failed in completely re-attaching the torn intimal layer. The use of computational

analysis can predict the radial forces needed to devise stents that can treat ADs. To

quantify the hyperelastic material behavior for therapy development, we harvested FL

wall, true lumen (TL) wall, and intimal flap from the middle and distal part of five dissected

aortas. Planar biaxial testing using multiple stretch protocols were conducted on tissue

samples to quantify their deformation behavior. A novel non-linear regression model was

used to fit data against Holzapfel–Gasser–Ogden hyperelastic strain energy function.

The fitting analysis correlated the behavior of the FL and TL walls and the intimal flap

to the stiffness observed during tensile loading. It was hypothesized that there is a

variability in the stresses generated during loading among tissue specimens derived

from different regions of the dissected aorta and hence, one should use region-specific

material models when simulating type-B AD. From the data on material behavior analysis,

the variability in the tissue specimens harvested from pigs was tabulated using stress

and coefficient of variation (CV). The material response curves also compared the

changes in compliance observed in the FL wall, TL wall, and intimal flap for middle

and distal regions of the dissection. It was observed that for small stretch ratios, all the

tissue specimens behaved isotropically with overlapping stress–stretch curves in both

circumferential and axial directions. As the stretch ratios increased, we observed that

most tissue specimens displayed different structural behaviors in axial and circumferential

directions. This observation was very apparent in tissue specimens from mid FL region,

less apparent in mid TL, distal FL, and distal flap tissues and least noticeable in

tissue specimens harvested from mid flap. Lastly, using mixed model ANOVAS, it was

concluded that there were significant differences between mid and distal regions along

axial direction which were absent in the circumferential direction.

Keywords: aortic dissection, material behavior, Holzapfel–Gasser–Ogden, planar biaxial testing, layered model
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INTRODUCTION

Aortic dissection (AD) is the most common life-threatening
disorder affecting the aorta (Hagan et al., 2000). AD is classified
as Stanford type-B if it originates distal to the left subclavian
artery and does not involve ascending aorta. In type-B dissection,
there is separation and propagation between the intima–media
where blood enters the layers of the aortic wall to create a
false channel, known as the false lumen (FL) in addition to the
normal endothelialized channel referred to as the true lumen
(TL). The layer of the aorta dissected from its wall is called
the intimal flap. The primary pathological changes in the aortic
wall leading to AD is attributed to two major theories (Mann
et al., 2015). The first ascribes primacy to the development of
an intimal tear, followed by penetration of blood from the aortic
lumen into a weakened, susceptible medial space (characterized
by elastic degeneration of the vessel). The second hypothesis is
that initial rupture of the vasa vasorum leads to hemorrhage
within the aortic wall and subsequent intimal disruption and
propagation of a dissection flap. The dynamics of the intimal
flap and the dilation of the FL during the cardiac cycle can cause
malperfusion of the vital organs (usually kidneys) and can lead to
adverse life-threatening events. AD has been linked with clinical
complications such as aneurysmal formation, aortic wall rupture,
aortic wall regurgitation, pericardial effusion causing tamponade,
hypotension/shock, and malperfusion syndromes leading to end
organ ischemia (Erbel et al., 2001; Greenberg et al., 2003;
Nienaber and Eagle, 2003; Golledge and Eagle, 2008; Juang et al.,
2008; Patel et al., 2014). The two most important acquired risk
factors related to the development of AD include hypertension
and atherosclerosis. Hypertension has been linked with Stanford
Type B dissections in 70% of cases. This is almost twice as
many as the number of incidences with type A dissections where
hypertension was found to be the leading cause (36%; Hagan
et al., 2000). The propensity to AD is also amplified due to
genetic diseases and connective tissue disorders. Syndromes such
Marfan, Ehlers-Danlos, Loeys-Dietz, familial AD, and annulo-
aortic ectasia are all implicated in the development of thoracic
aortic aneurysm and dissection (Halme et al., 1985).

The incidence of AD in the United States is approximately
2,000 cases per year and early mortality is as high as 1%
per hour if untreated (Vecht et al., 1980; Roberts, 1981).
Currently, there are three modes of treating patients suffering
from AD: medical management, open surgery, and endovascular
treatment. While medical management is suggested for patients
that have uncomplicated dissections, for complicated dissections,
open surgery or endovascular grafting is recommended. The
design and use of endovascular grafts or bare metal stents can
provide sufficient radial forces on the intimal flap to push it
back against the FL wall and allow reconstitution of the aorta
without imposing high mechanical stresses on the FL wall. The
research and development of effective mechanical devices for
endovascular grafting would require the use of computational
techniques to analyze the structural interaction between the
rigid stents (usually composed of Stainless steel or Nitinol
alloy) and different tissue segments of the dissected aorta (i.e.,
Intimal flap, FL wall, and TL wall). Unfortunately, the “building

elements” for computational model such as a suitable constitutive
model that characterizes the mechanical behavior of a dissected
aorta by providing a mathematical formulation for the stress–
strain relation is currently lacking (Babu et al., 2015). Structural
continuum constitutive models of the different layers of aorta
integrate information about the tissue morphology and therefore
assess the interrelation between the structure and response
to mechanical loading. Fiber-reinforced structural models of
different layers of aorta, namely media and adventitia, have
been presented in Holzapfel et al. (2000) and Holzapfel and
Gasser (2001), but material characterization of intima–media
and media–adventitia layers from porcine aortas suffering from
dissection is not available. The current Finite Element Analysis
(FEA) and Fluid–Structure Interactionmodels for dissected aorta
assume linear elasticity or simplified hyperelasticity for different
regions of the dissected aorta (Alimohammadi et al., 2015). The
goal of this paper was to develop a novel non-linear regression
material model using data from planar biaxial testing on dissected
porcine aortas and empirically fit it to a five parameter form
of Holzapfel–Gasser–Ogden hyperelastic strain energy function
(Gasser et al., 2006). It was also hypothesized that there was a
variability in the stresses generated due to loading among tissue
specimens derived from different regions of the dissected aorta
and hence, one should use region-specific material models when
simulating type-B AD. To test the hypothesis, the variability in
the tissue specimens harvested from (n = 5) pigs was tabulated
using stress as the variable and coefficient of variation (CV) as the
statistical method. Also, the analysis compared the changes in the
compliance and regional variability observed in the TL wall, FL
wall, and intimal flap harvested frommiddle and distal regions of
the dissection. The passive behavior was the focus of this work,
while the active response will be studied in a subsequent work
once the passive foundation is established here. It is hopeful
that the biomechanical characterization of a layered model for
dissected aorta will expedite the development of endovascular
therapy for successfully sealing the FL thereby reducing mortality
and future reinterventions.

MATERIALS AND METHODS

Materials
The data for thematerial behavior was collected from five porcine
aortas obtained from a slaughterhouse. The aortas were obtained
from ∼100 kg swine that had been raised on a farm (Sierra for
medical sciences, Whittier, CA, USA). The descending thoracic
part of the aortas was harvested, cleaned, and flushed with 0.9%
NaCl physiological saline solution and later stored in saline at
4◦C to slow down any enzymatic tissue breakdown (Rashid et al.,
2013). The mechanical testing of the samples were completed
within 16 h of tissue harvest.

Dissection
A healthy porcine aorta was inverted exposing the intima and
dissections were created ∼5–6 cm from the vessel start (∼6–
8 cm from the left subclavian artery). Dissections in healthy
descending thoracic aorta represented the case of acute Type-
B AD. The percent circumferential length of the entry tear was
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FIGURE 1 | An inverted aorta with dissection. An entry was initially created

carefully in the descending thoracic aorta and propagated using forceps to the

distal region of the aorta where a pocket of re-entry is created. Tissue

specimens from two regions (mid and distal) are extracted and tested on

planar biaxial testing machine for material characterization.

calculated as 100X (perimeter of the flap/circumference of the
vessel). The perimeter of the flap was calculated by measuring
the average length of the two edges of the flap in an ultrasound
image representing cross-section of the entry tear (Peelukhana
et al., 2016; Canchi et al., 2017). Using a surgical blade, a cut was
made in the inner lining of the vessel. The layers were separated
using the surgical blade and advanced using a fine-tip forceps to
the desired axial length. A resulting intimal flap of about ∼10–
13 cm in length was created due to surgical dissection as shown
in Figure 1. At the end of dissection, a reentry was created and
the flap separated the TL from the FL in the vessel.

Mechanical Experiments on Dissected

Tissues Using Displacement Controlled

Biaxial Protocols
The planarmechanical biaxial experiments were performed using
a custom-built planar biaxial testing machine shown in Figure 2.
The instrument consisted of four motors with attached encoders
and each motor had a maximum displacement of 12mm. The
force on the tissue was measured using 1,000-g submersible
load cells installed in both x- and y-directions. The strain was
measured with the “Bose R© digital video extensometer,” and the
entire system was controlled and monitored using WinTest R©

version 7 software. The extensometer had a sampling rate of
up to 200Hz. The experiments were conducted at a sampling
rate of 0.02Hz to achieve quasi-static loading conditions. Tissue
specimens were oriented in the circumferential and longitudinal
directions and attached to the linear arms using clamps. The
specimens were immersed in 0.9% NaCl physiological saline
solution maintained at 37◦C. Several previous studies such as
Rassoli et al. (2014), Zemánek et al. (2009), and Jhun et al. (2009)
had also used 0.9% saline solution for biaxial testing on soft
tissue and bioartificial tissue specimens but did not report any
deteriorating effects on their structural integrity. Each specimen
was cut into a cruciform shape of 15 × 15mm cross-sectional
area such that the arm width, w, was 5mm. Four graphite
markers were applied to the central region (away from corners
and arms to avoid errors due to end effects) of the cruciform
specimen and the marker positions during deformation were
recorded. Using a dedicated proprietary software (prepackaged
with Bose R© digital video extensometer), the displacements of the

FIGURE 2 | Planar biaxial testing setup. A cruciform specimen is suspended

using clamps which is stretched along x- and y-axes. The x-axis represents

the circumferential direction while y-axis represents the axial direction.

four markers were tracked and the recorded data was used to
calculate the circumferential (ǫθ ) and longitudinal (ǫz) strains in
the tissue specimen.

The mechanical testing showed that preconditioning of
10 loading–unloading cycles on specimens could eliminate
the viscoelastic response and provide reproducible curves.
An additional 10 cycles were done to ensure there was no
load cell drift during mechanical testing. For each specimen,
enzymatic degradation was not induced as the tissue was
tested within 16 h (Rashid et al., 2013). The strains and
loads along the two axes were recorded for each of the five
different displacement protocols (1:11, 1.5:1, 2:1, 1:1.5, 1:2). After
completing the preconditioning and reproducibility of force-
displacement curves, the loading curves from succeeding three
cycles were chosen for the determination of material parameters.

11:1 displacement protocol is also referred to as equibiaxial displacement protocol.
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The Cauchy stress was computed for both circumferential and
longitudinal directions. It is defined as:

σθθ =
(

Fθ

tw

)

λθ (1)

σzz =
(

Fz

tw

)

λz (2)

where stresses along circumferential and longitudinal directions
were given as σθθ and σzz , respectively. Fθ and Fz were
loads registered by the load cells of ElectroForce TestBench
instrument along the two directions. The variables t and w
(=5mm) were the initial thickness and width of the tissue
sample, respectively and λθ (= ǫθ + 1) and λz (= ǫz + 1)
were the stretches in circumferential and longitudinal directions
which were measured using the CCD camera mounted over
the specimen. The thickness of the sample was measured using
a Mitutoyo Absolute Digimatic caliper-type micrometer. For
each specimen, thickness was measured at four locations using
the micrometer. The average measurement for each specimen
was recorded and provided in Table 1. The shear strains were
measured by the data acquisition system and were small and not
accounted for in the constitutive model.

Theory
Using the displacements recorded on the planar biaxial tests,
we computed the Green strains (E) in the principal material
directions. Strains were represented in terms of the in-plane
deformation gradient tensor, F, as:

E =
1

2
(FTF− I) (3)

where I was the identity tensor and FT was the transpose of
deformation gradient tensor F. The strain-energy function (SEF)
proposed on Gasser et al. (2006) was used to represent the
inherent hyperelasticity of the aortic tissue. It was given as an
additive split of the isochoric SEF into a part associated with
isotropic deformations and a part associated with the anisotropic
deformations as given by:

9 = 9iso + 9aniso (4)

The isotropic component (9iso) was associated with the
mechanical response of elastin and smooth muscle cells in the
passive state (Gundiah et al., 2009) and was described as:

9iso = C10(I1 − 3) (5)

where C10 was a material constant and I1 represented the first
invariant of the Cauchy-Green tensor (Spencer, 1971). The
anisotropic component (9aniso) was related to the response of
collagen fibers to loading of the tissue specimen. The collagen
fibers were crimped at low stretches of the tissue and are not
involved in its extension. At higher stretches, the fibers were
elongated and were responsible in reinforcing the tissues. An

TABLE 1 | Specifications of tissue sample and test protocols used for its material

characterization.

Pig number Region of thoracic aorta and

displacement-controlled protocols

Pig 1 Mid TL wall (1:1),

Mid Flap (1:1, 1:1.5, 1:2, 1.5:1, 2:1),

Mid FL wall (1:1, 1:1.5, 1:2, 1.5:1, 2:1),

Distal FL wall (1:1, 1.5:1, 2:1),

Distal Flap (1:1, 1:1.5, 1:2, 1.5:1, 2:1)

Pig 2 Mid TL wall (1:1, 1:1.5, 1:2, 1.5:1, 2:1),

Mid Flap (1:1, 1:1.5, 1:2, 1.5:1, 2:1),

Mid FL wall (1:1, 1:1.5, 1:2, 1.5:1, 2:1),

Distal FL wall (1:1, 1:2, 1.5:1, 2:1),

Distal Flap (1:1, 1:1.5, 1:2, 1.5:1, 2:1)

Pig 3 Mid TL wall (1:1, 1:1.5, 1:2, 1.5:1, 2:1),

Mid Flap (1:1, 1:1.5, 1:2),

Mid FL wall (1:1, 1:1.5, 1:2, 1.5:1, 2:1),

Distal FL wall (1:1),

Distal Flap (1:1, 1:1.5, 1:2, 1.5:1, 2:1)

Pig 4 Mid TL wall (1:1, 1:1.5, 1:2, 1.5:1, 2:1),

Mid Flap (1:1, 1:1.5, 1:2),

Mid FL wall (1:1),

Distal FL wall (1:1, 1:1.5, 1:2, 1.5:1, 2:1),

Distal Flap (1:1, 1:1.5, 1:2, 1.5:1, 2:1)

Pig 5 Mid TL wall (1:1, 1:1.5, 1:2, 1.5:1),

Mid Flap (1:1),

Mid FL wall (1:1),

Distal FL wall (1:1, 1.5:1, 2:1),

Distal Flap (1:1, 1:1.5, 1:2, 1.5:1, 2:1)

exponential function was used to describe the strain energy
stored in the collagen fibers:

9aniso =
k1

2k2

(

exp
{

k2 [κI1 + (1− 3κ) I4 − 1]2
})

+
k3

2k4

(

exp
{

k4 [κI1 + (1− 3κ) I6 − 1]2
})

(6)

where I4, I6 ≥ 1 characterized the mechanical response in the
preferential directions of the fibers. k1 > 0 and k3 > 0 were stress
like parameters while k2 > 0 and k4 > 0 were dimensionless.
The parameter κ ∈ [0, 1/3] was also dimensionless and
accounted for fiber dispersion. The preferred directions for the
fibers contributing to the SEF was represented by invariants
I4 and I6. The anisotropy directions in tissues were assumed to be
helically oriented at ±θ degrees with respect to the longitudinal
direction (Holzapfel et al., 2000). Therefore, invariants I4 and I6
became equal and were given as:

I4, I6 = λ2θ cos2θ + λ2z sin2θ (7)
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A value of κ close to 0 indicated concentration of the fibers
along the preferred orientation θ while a value closer to 1/3
suggested dispersion of the fibers. Also, since each family of fibers
represented the main direction we assumed same mechanical
response along θ degrees, therefore, k1 = k3 and k2 = k4. The
value of 9aniso was only valid when the tissue was stretched and
became zero when I4, I6 < 1.

The vascular wall layers, namely TL wall, intimal flap, and
FL wall, were incompressible. This meant that the volume of
these tissue specimens remained conserved after deformation. As
a result, the Jacobian of the deformation gradient, represented
as J = det (F) and defined as the product of stretches in the
principal directions, λθλzλr was equal to 1. The vessel wall
layers were regarded to be composed of elastin, smooth muscle
cells and collagen fibers. In a planar biaxial testing experiment
of tissue specimen with the axes aligned with the longitudinal
and circumferential directions, the deformation gradient, F and
corresponding Cauchy stress tensor, σ were given as:

F =





λθ

0
0

0
λz
0

0
0

1/λθλz



 , σ =





σθθ

σzz
0



 =











λθ

∂9

∂λθ

λz
∂9

∂λz
0











(8)

The values of stresses along circumferential and axial directions
were obtained using Equation (9):

σθθ = λθ

[

2C10

(

λθ −
1

λ3θλ
2
z

)

+ 4k1 (κI1 + (1− 3κ) I4 − 1)

e
{

k2(κI1+(1−3κ)I4−1)2
}

(

κ

(

λθ −
1

λ3θλ
2
z

)

+ λθ (1− 3κ) cos2α)

)]

σzz = λz

[

2C10

(

λz −
1

λ2θλ
3
z

)

+ 4k1 (κI1 + (1− 3κ) I4 − 1)

e
{

k2(κI1+(1−3κ)I4−1)2
}

(

κ

(

λz −
1

λ2θλ
3
z

)

+ λz (1− 3κ) cos2α)

)]

(9)

Statistical Methods
The coefficient of determination R2 ∈ [0, 1] and the root
square of the reduced chi-square ε ∈ [0, 1] were used as a
measure of correlation between the model-derived values and the
experimental data. They were defined as:

R2(A) =

∑

f = zz,θθ

∑n
q= 1

(

Am
q,f

− A
exp

q,f

)2

∑

f = zz,θθ

∑n
q= 1

(

A
exp

avg,f
− A

exp

q,f

)2
(10)

ε (A) =

√

√

√

√

√

1

n− nv

∑

f = zz,θθ

n
∑

q= 1





Am
q,f

− A
exp

q,f

A
exp

avg,f





2

(11)

where A = σzz , σθθ, the subscript “avg” indicated the
average of the experimental values over all n data points, and

nv = 5 referred to the number of unknown parameters for the
model. A high value of R2 indicated that a good fit was globally
obtained. A low value of ε revealed that the differences between
model predicted and experimental values were not significant
for each data point. The model was fitted to all protocols.
Fitting was considered acceptable for R2 > 0.8 and ε < 0.25
over all data points, and R2 > 0.9 with ε < 0.2 for data
from equibiaxial protocol. A particular importance was given
to data from equibiaxial protocol since equibiaxial displacement
conditions were typically favored for model fitting and, in some
cases, only data from equibiaxial conditions were retained. This
was justified by the fact that, generally, smoother deformation
data was captured under equibiaxial conditions. Regardless, we
still considered other protocols to inform the model with more
data about the material, albeit a particular focus was given to the
equibiaxial-displacement data.

A statistically independent mixed model ANOVAS were
conducted on the data representing differences in the material
behavior of the specimens from middle and distal regions of the
dissected aortas. A p < 0.05 was considered to be significant.

Algorithm for Non-linear Regression Modeling
The non-linear regression techniques for determining the
parameters of the HGO model were written in Python script.
The data from multiple stretching protocols (1:1, 1:1.5, 1:2, 1.5:1,
2:1, with 1:1 being an equibiaxial loading condition) were used
in the testing of tissues (Table 1). The following algorithm was
proposed to select the best data to optimize the parameters for
the HGO constitutive model:

1) Import the excel (or.csv) file that contained the load vs.
displacement data recorded from the planar biaxial testing of
the specimen.

2) Select the protocols (i.e., 1:1, 1:1.5, 1:2, 1.5:1, 2:1 or all of them)
which were utilized in curve fitting.

3) For each of the protocols, only select the region in the recorded
data that correspond to tensile loading.

4) Since the planar biaxial data may contain noise while
recording, it should be filtered. We used the Locally Weighted
Scatterplot Smoothing (LOWESS) algorithm (Cleveland,
1979) available in the statistical module of Python to remove
noise from data.

5) After filtering the data for each protocol, we made several
sets which covered data from each protocol as well as
combinations of protocols. As an example, when we
considered protocols (1:1, 1:1.5, 1:2, 1.5:1, 2:1), we ended
up having 31 different data sets that contained 5 data sets
considering each protocol, 10 data sets containing filtered data
from a combination of two protocols (i.e., 1:1 and 1.5:1, 1:1
and 1:2, 2:1 and 1:1.5, etc.), 10 data sets containing filtered
data from combination of three protocols (i.e., [1:1, 1:1.5, 1:2],
[1:1.5, 1.5:1, 2:1], etc.), 5 data sets containing filtered data
from combination of four protocols, and 1 data set containing
filtered data from all protocols.

6) Using Nelder-Mead minimization algorithm (Nelder and
Mead, 1965), we defined the objective function (Equation 12)
considering isochoric tissue. In this function, σθθ and σzz were
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TABLE 2 | Parameter estimation for mid true lumen wall.

Pig number Thickness (mm) C10 (Pa) k1 (Pa) k2 α (deg) κ

1 1.76 78,219 201,440 1.52 87.09 0.2

2 1.75 60,707 230,300 3.2 89.95 0.29

3 1.70 53,816 117,670 3.02 0 0.28

4 1.75 51,191 188,950 1.11 2.86 0.32

5 1.86 54,702 110,450 2.32 61.31 0.22

the Cauchy (true) stress data obtained from the experiments,
σ9

θθ
and σ9

zz were the Cauchy stresses for the ith point
computed using Equation (9) and n was the number of
data points. The minimization algorithm optimized the
five parameters for the HGO constitutive model, namely
C10, k1, k2, α, and κ , using the objective function given as:

χ2 =
n
∑

i= 1

[
(

σθθ − σ9
θθ

)2

i
+
(

σzz − σ9
zz

)2

i
] (12)

The minimization problem is ill-conditioned and thus, has
several solutions for given limits on parameters. To achieve a
global minimum, the algorithm was repeated for 200 different
initial values of the parameters. Only the parameter estimates
corresponding to the lowest chi-square value was selected.

7) For every feasible solution we imposed conditions of R2 ≥ 0.9
and a mean square root error, ǫ ≤ 0.2 that needed to be
satisfied.

8) Performing steps 1–7, we obtained parameter values for each
considered combination of protocols. If the parameter values
from each combination could fit the data given by the original
protocols (i.e., 1:1, 1:1.5, 1:2, 1.5:1, 2:1) with a R2 ≥ 0.8 and
a mean error value, ǫ ≤ 0.25, those parameter values were
chosen.

9) Finally, the median of the parameter values from
combinations of protocols satisfying Step 8 was computed.
The median values for C10, k1, k2, and κ were used to plot
stress-strain curves for hyperelastic tissues.

10) In case the median of the parameter values obtained from
Step 9 did not fulfill the criterion laid out in Step 8, we used
the parameter values for the combination that considered
data points from maximum number of protocols. This
combination of protocols had already fulfilled the criterion in
Step 8.

The code used to compute material parameters was included
as Supplementary Material, The estimated parameter values for
the different regions of the dissected aortas were recorded in
Tables 2–6. The data in the tables were published in Ahuja et al.
(2018) and reused as part of current research.

RESULTS

The specimens and their corresponding material testing results
from displacement protocols listed in Table 1were utilized by the
non-linear regression algorithm for parameter estimation. The

TABLE 3 | Parameter estimation for mid false lumen wall.

Pig number Thickness (mm) C10 (Pa) k1 (Pa) k2 α (deg) κ

1 1.3 53,456 952,380 4.94 7.45 0.3

2 1.06 88,823 94,663 18.665 0.00 0.165

3 1.04 72,082 32,735 14.9 21.20 0.11

4 1.10 19,657 45,520 2.022 49.85 0

5 1.33 53,316 53,787 6.0417 0.80 0.22

TABLE 4 | Parameter estimation for mid flap.

Pig number Thickness (mm) C10 (Pa) k1 (Pa) k2 α (degrees) κ

1 0.58 92,963 230,290 13.90 87.1 0.33

2 0.59 73,144 235,075 7.86 68.7 0.3

3 0.54 64,042 212,120 4.99 23.5 0.32

4 0.70 52,072 125,430 5.87 53.9 0.26

5 0.47 45,588 149,880 1.42 55.6 0.21

TABLE 5 | Parameter estimation for distal false lumen wall.

Pig number Thickness (mm) C10 (Pa) k1 (Pa) k2 α (degrees) κ

1 1.24 72,996 20,894 9.01 66.5 0

2 1.17 31,299 64,299 5.44 66.5 0.25

3 0.87 44,479 229,920 5.02 22.3 0.3

4 0.85 45,167 200,820 9.84 87.7 0.27

5 1.01 58,489 90,846 4.78 48.1 0.21

TABLE 6 | Parameter estimation for distal flap.

Pig number Thickness (mm) C10 (Pa) k1 (Pa) k2 α (degrees) κ

1 0.4 103,140 61,969 4.1 62.4 0.1

2 0.34 171,740 661,830 8.05 86.5 0.3

3 0.43 78,686 239,090 3.18 89.9 0.3

4 0.29 63,554 77,013 4.76 83.4 0.11

5 0.47 55,960 78,560 2.86 89.9 0.19

estimation for each sample returned a R2 ≥ 0.8 and a mean
error, ǫ ≤ 0.25 for every protocol that was used during the planar
biaxial test measurement. The planar biaxial testing of different
tissue specimens yielded the results summarized in Tables 2–6.
The results in Figure 3 presented stress-stretch curves along the
circumferential and axial directions for tissue samples tested with
an equibiaxial (1:1) displacement-controlled protocol. It could be
observed that there were differences in the mechanical response
of the tissues harvested from different animals.

From Tables 2–6, the material parameters were used in
Equation (9) to give the stress values for all the different
stretches i.e., λθand λz . The average computed results as well
as the standard errors for all the different tissue specimens
were presented in Figures 4, 5. Specifically in Figure 4, the
variation in the stiffnesses of TL wall, FL wall, and flap
harvested from the same region were compared. In Figure 5,
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FIGURE 3 | Circumferential/Axial Stress vs. Stretch relations for different regions of the dissected aorta.
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FIGURE 4 | (A) Average Stress vs. Stretch for the different specimens harvested from the mid region (B) Average Stress vs. Stretch for the different specimens

harvested from distal region of thoracic aorta.

FIGURE 5 | For all stretches, λθ , λz ≤ 1.25, the axial and circumferential

stresses generated in the mid and distal regions.

we plotted the differences in material behaviors of specimens
as one advanced from mid to distal region. The axial and
circumferential stresses generated in mid and distal regions were
analyzed separately using a mixed-model analyses of variance
(ANOVA) using IBM SPSS Statistics (v25, IBM corporation).
To accomplish it, the mid TL, mid FL, and mid flap regions
were grouped into one section called “Mid” and the remaining
distal regions were grouped as another section called “Distal.”
For both axial and circumferential ANOVAs, mean stresses
over the five stretch values (1.05, 1.10, 1.15, 1.20, 1.25)
were analyzed with location (Mid vs. Distal) as the between-
group variable and stretch value as the within-group (repeated
measures) variable. In both axial and circumferential stress
ANOVAs, the assumption of sphericity was violated and thus,
the Greenhouse–Geisser correction was utilized for the stretch
values.

In the ANOVA on axial stretches, results revealed a significant
main effect of location [F(1, 22) = 5.80, p = 0.025] with the distal
region showing higher mean stresses than the mid region. There
was a significant main effect of the stretch value [F(1.09, 23.99) =
43.85, p < 0.001] i.e., mean stresses increased with stretch values.
The location vs. stretch value interaction was not significant
[F(1.09, 23.99) = 3.24, p> 0.05] suggesting a similar rate of increase
in stresses over the increasing stretch ratios in the mid and distal
region. In the ANOVA on circumferential stretches, there was
no significant main effect of location [F(1, 21) = 0.31, p > 0.05],
while the main effect of stretch value was significant [F(1.02, 21.43)
=13.90, p = 0.001], again suggesting a similar rate of increase
in stresses over the increasing stretch ratios. The location vs.
stretch value interaction was not significant in the circumferential
ANOVA [F(1.02, 21.43) =1.00, p > 0.05]. The comparison between
mid and distal regions for axial and circumferential directions
were given in Figure 5.

The variation in the material behavior of tissues were
compared for a range of stretch values, 1 ≤ λz , λθ ≤ 1.4,
and the dimensionless statistic, coefficient of variation (COV =
σ/µ, where σ is the standard deviation and µ is the mean
at a specific stretch value) was calculated from computational
values to indicate the extent of variability in relation to the
mean. Since standard errors only reflected absolute variability
among specimens, we chose CV to give us a relative insight
into the variation in material behavior for every considered
stretch value. Tables 7A–J lists the CV for stresses generated
in tissue samples stretched to different values as well as the
corresponding mean and standard deviation results. CV has been
used to measure dispersion of critical parameter for a number
of applications e.g., to measure precision and reproducibility in
biological samples/assays, variability in soil compositions, etc. As
there is no single CV-value to categorize a data series as less or
more dispersive, we assumed a COV > 0.3 in this research as a
measure of greater variation across stress data.

The following inferences were proposed based on the analysis
of data in Tables 7A–J:
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TABLE 7A | Statistical data for circumferential region of mid TL.

Stretch value, λθ CV

1.05 0.10

1.10 0.13

1.15 0.18

1.2 0.17

1.25 0.19

1.3 0.26

1.35 0.25

TABLE 7B | Statistical data for axial region of mid TL.

Stretch value, λz CV

1.05 0.39

1.10 0.34

1.15 0.35

1.2 0.36

1.25 0.34

1.3 0.37

1.35 0.37

1.4 0.38

TABLE 7C | Statistical data for circumferential region of mid FL.

Stretch value, λθ CV

1.05 0.36

1.10 0.38

1.15 0.46

1.2 0.66

1.25 0.73

TABLE 7D | Statistical data for axial region of mid FL.

Stretch value, λz CV

1.05 0.30

1.10 0.20

1.15 0.19

1.2 0.17

1.25 0.25

1. The CVs for mid TL wall (circumferential direction;
Table 7A), mid FL wall (axial direction; Table 7D), and mid
flap wall (axial direction; Table 7F) were <0.3 for all stretch
values. Thus, there was less variation in tissue data for all
stretches.

2. In the axial direction, the CVs for mid TL wall was >0.3 for all
stretches, indicating dispersion in data. A large variation was
observed between data from pig 1 and data from all other pigs
(Table 7B and Figure 3).

3. In mid FL wall (Table 7C) and distal flap (Table 7I), the
stresses along circumferential direction led to CV-values

TABLE 7E | Statistical data for circumferential region of mid flap.

Stretch value, λθ CV

1.05 0.32

1.10 0.28

1.15 0.27

1.2 0.33

1.25 0.42

1.3 0.16

1.35 0.20

1.4 0.28

TABLE 7F | Statistical data for axial region of mid flap.

Stretch value, λz CV

1.05 0.12

1.10 0.09

1.15 0.10

1.2 0.12

1.25 0.11

1.3 0.15

1.35 0.30

1.4 0.11

TABLE 7G | Statistical data for circumferential region of distal FL.

Stretch value, λθ CV

1.05 0.07

1.10 0.24

1.15 0.28

1.2 0.27

1.25 0.33

1.3 0.33

1.35 0.48

TABLE 7H | Statistical data for axial region of distal FL.

Stretch value, λz CV

1.05 0.26

1.10 0.26

1.15 0.32

1.2 0.47

1.25 0.89

>0.3. We observed a greater dispersion behavior between all
specimens.

4. The circumferential direction of mid flap (Table 7E) resulted
in CVs >0.3. The variation is shown in Figure 6 and is
attributed to differences between (Pigs 1 and 2) and (Pigs 3,
4, and 5).

5. The data analysis on circumferential directions for distal FL
(Table 7G) yielded CVs > 0.3 only for stretches, λθ ≥ 1.25.
Hence, at higher stretch values, there was variation among
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TABLE 7I | Statistical data for circumferential region of distal flap.

Stretch value, λθ CV

1.05 0.55

1.10 0.51

1.15 0.49

1.2 0.57

1.25 0.64

1.3 0.74

TABLE 7J | Statistical data for axial region of distal flap.

Stretch value, λz CV

1.05 0.22

1.10 0.26

1.15 0.29

1.2 0.39

1.25 0.42

1.3 0.51

FIGURE 6 | Circumferential stress vs. stretch comparison between averages

of (Pigs 1 and 2) and (Pigs 3, 4, and 5) for mid flap specimens.

tissue specimens. In terms of mathematical formulation,
9aniso dictated the differences in the distribution of collagen
fibers which led to variation in the stress responses at higher
stretch values.

6. Similarly, stretching distal flap along axial direction (Table 7J)
resulted in CV-values > 0.3 for stretch values, λz ≥ 1.20.

DISCUSSION

AD is the most common life-threatening disorder affecting
the aorta. The literature is replete with material behavior
characterization of thoracic and abdominal aortic aneurysm wall
(Raghavan and Vorp, 2000; Thubrikar et al., 2001; Vorp, 2007;
Speelman et al., 2009) but the data on mechanics of dissected
aortic wall and intimal flap is incomplete (Pasta et al., 2012).

A better understanding of this critical condition is warranted
since greater number of patients are undergoing endovascular
treatments which requires interaction between the walls, the
intimal flap of the dissection and endograft, or bare metal stent.
This will allow us to assess the design and long-term utilization
of aortic grafts. Thus, characterizing the material response of
the different regions of dissected aorta using a structure based
form of strain energy function will be useful in constructing
well-informed computational models (e.g., FEA and FSI) which
will expedite the development of endovascular therapy for
successfully sealing the FL and thereby reducing mortality and
future reinterventions.

Non-linear Regression Analysis for

Constitutive Modeling
The present study created artificial dissections in porcine
aortas, conducted planar biaxial testing on tissue segments from
different regions and then used a novel non-linear regression
modeling interface to fit the five parameter HGO model for
hyperelastic materials against measured data. The constitutive
modeling for soft tissues has been widely utilized to understand
its mechanical response and perform computational modeling
for developing virtual therapies for treating diseases (Raghavan
and Vorp, 2000; Holzapfel et al., 2004; Speelman et al., 2009;
Patel et al., 2018). The algorithm introduced in this study
utilized data from various protocols (i.e., 1:1, 1:1.5, 1:2, 1.5:1,
2:1) to develop an enriched HGO constitutive model relation
that was trained on larger data set for achieving higher stress-
stretch predictive capabilities (Table 1). The algorithm was
validated by ensuring that the parameters selected for the
HGO constitutive model could fit the measured data from
each protocol with a R2 ≥ 0.8 and a mean error value of
ǫ ≤ 0.25. This was in contrast with the approaches followed
traditionally in literature (Zeinali-Davarani et al., 2013; Babu
et al., 2015), where data collected from only equibiaxial protocol
was considered or parameters were estimated from entire data
set (Billiar and Sacks, 2000) without validating the constitutive
model response to new data. This study proposed a rigorous
algorithm for considering multiple combinations of material
testing protocols. The resultant parameters estimated from
different combinations were pooled together and the median
values for C10, k1, k2, α, and κ were computed. Only in the
case when median values did not fit the data (Step 8 in section
Algorithm for Non-linear Regression Modeling), the parameter
values for the combination that considered data points from
maximum number of protocols were used. The implementation
of this novel algorithm was undertaken to propose a well-
informed constitutive model that would allow development of a
better computational model for understanding the mechanics of
the aortic tissue in health and disease.

The material parameters, C10, k1, k2, α, and κ , for all tissue
specimens from different regions of the dissected aorta were
presented in Tables 2–6. These material parameters were used,
as it is, for developing specimen-specific computational models
for reproducing AD and analyzing the effects of therapy on the
treatment of the disease (Ahuja et al., 2018).
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Clinical Relevance
A healthy aorta is pre-stretched axially to carry the pulse pressure
with minimal variation in its length (Van Loon, 1977; Schulze-
Bauer and Holzapfel, 2003; Sommer and Holzapfel, 2012). In
the circumferential direction, the aorta resists distensibility by
stiffening at higher stretches. With the creation of FL due to AD,
two new regions, namely FL wall and intimal flap are created.
It becomes important to highlight the importance of material
response with respect to the circumferential and axial directions
to support therapy as well as predict potential complications.

Patients with AD suffer from hypertension, which
significantly adds to the existing longitudinal stresses in
aorta leading to circumferential tearing along this orientation.
As the dissected aorta dilates, the circumferential stresses on
mid and distal FL wall increases according to Laplace’s law. The
weakened wall of distal FL has higher propensity to dilate at
lower stresses along circumferential direction (Figure 4B) and
as a result, there is a risk of aneurysm formation in patients
(Lopera et al., 2003; Won et al., 2006). Furthermore, the
blood flow induces additional normal and shear stresses on
the compromised distal FL wall. Future simulations utilizing
region-specific material properties would be required to
understand the relationship between hemodynamics and
structural loading and the formation of aneurysms in distal
FL walls.

For treatment of AD, an endograft is first deployed to exclude
the proximal entry tear to redirect blood flow toward the TL
and then a stent graft is used to push the intimal flap against
the FL wall such that the aorta is reconstituted by sealing
the FL. The deployment of stents/graft will be dependent on
circumferential stiffnesses of mid and distal flaps. According to
our results in Figure 5, significant differences were not observed
in circumferential stresses between mid and distal regions. This
observation will be an important factor in sizing stents (Ahuja
et al., 2018).

Stiffness of TL Wall, FL Wall, and Flap

Harvested From the Same Region
In the mid region, the stress-stretch plots for each region
were superimposed and shown in Figure 4A. It was observed
that the mid FL region was the stiffest when tested biaxially
in both the circumferential and axial directions. A slightly
higher stiffness was observed along the circumferential
direction in the mid region of the flap for small stretch
values (λθ < 1.2). At higher stretch values, the curves for
mid region of flap overlapped indicating similar material
behavior along the two principal directions. Lower stress
values in the circumferential direction of the mid TL
region indicated higher density of collagen fibers along axial
direction.

In the distal region, a different trend was observed for the flap
and the FL wall. The flap tissue was stiffest in the axial direction
as shown by high stresses in Figure 4B. On the contrary, the
FL wall was the least stiff along the circumferential direction
but eventually became stiffer and showed asymptotic material
behavior in the axial direction for λz > 1.2.

Differences Between Mid and Distal

Regions
The results in Figure 5 showed that the mid region tissue
was stiffer along circumferential direction at higher stretches
(λθ ≥ 1.2) which decreased as one advanced toward the
distal region. The axial direction was stiffer in the distal region
suggesting greater presence of collagen fibers along that direction.
Thus, a change in the distribution and orientation of the collagen
fibers as one moved from mid to distal region of dissected aorta
was observed.

Variability Between Tissue Specimens

From Different Pigs
The results showed that CVs > 0.3 were obtained for all
studied tissue regions (i.e., mid TL, mid FL, mid flap, distal
FL, distal flap). In all tissue regions except mid TL, the CV-
values were larger along circumferential direction as compared
to axial direction. This could be attributed to the differences
in the collagen fiber content and their orientations, which led
to higher variability between specimens. Consequentially, it
becomes imperative to perform patient-specific measurements
and computations for choosing the accurate therapy to treat AD
patients.

LIMITATIONS OF STUDY

The planar biaxial testing methodology assumed aortic tissue
samples as incompressible because of the presence of high water
content. As a result, the stretch of tissue along the radial direction
was given as λr = 1/λ1λ2. A small error was introduced
in our calculations because of this assumption (Taghizadeh
et al., 2015). Moreover, the experimental studies conducted for
this research did not include the effects of in-plane shear as
we assumed the x- and y-directions for the specimens to be
oriented along the principal directions; i.e., circumferential and
axial. A method proposed in Sacks (2000) oriented specimens
at specific angles to produce a state of simultaneous in-plane
shear and normal strains. This method would be explored
and incorporated in future studies if the in-plane shear strains
are comparable to the normal strains. Our current approach
optimized the five parameters for the HGO constitutive model,
namely C10, k1, k2, α, and κ, using an objective function. The
orientation and distribution of fibers in the tissue specimens,
represented by α and κ, respectively, were calculated numerically.
An alternative approach would be to conduct histology on the
dissected aorta specimens to visualize the collagen fibers using
fluorescence microscope. The histological measurements of α

and κ can then be incorporated into the HGO constitutive
model for optimizing the remaining parameters, C10, k1, k2.
Even though the biaxial measurements were conducted on tissue
specimens within 16 h of harvesting, there is a concern regarding
swelling of these samples. In future, biaxial tests would be
undertaken on fresh samples and compared with samples that
have been stored over certain number of hours. This would
allow in precisely predicting the enzymatic degradation of tissue
samples over a range of time span.
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Further, it was realized that the use of healthy tissues could
be a limitation in comparing with an actual dissection where the
aortic wall is diseased and weak. The presented mathematical
model was developed to compare with our developed acute
in-vivo porcine animal model which is out of the scope
of current paper. Nonetheless, these results provided insight
into type B dissections occurring, for example, as a result
of blunt chest trauma from motor accidents (Turhan et al.,
2004).

CONCLUSIONS

From the results presented above, it was shown that there were
significant differences in the mechanical responses of tissue
specimens harvested from different regions of a dissected aorta.
Hence, the null hypothesis was true, and it was suggested that one
should use region-specific material properties when simulating
the structural and hemodynamic response of a dissected aorta
to external loading. In future, accurate simulations would allow
in advancing the development of properly sized grafts for
treating AD and thereby, reducing patient reinterventions during
followups.

ETHICS STATEMENT

The aortas required for conducting experiments were sourced
from a service oriented company (Sierra for medical science,
Whittier, CA) that provides biological tissues to the consumers
for research and development. The company requests animal
tissues postmortem from only USDA-approved slaughterhouses

throughout the nation. Hence, ethical approval was not requested
for current study.

AUTHOR CONTRIBUTIONS

AA is the first author of this research and contributed to this
manuscript extensively. JN prepared the samples and supervised
the bench testing. TT conducted bench testing and saved
the data in.csv files. BP assisted AA with the biomechanical
characterization of tissues. JK provided expert insight into the
material behavior of tissues and assisted with the calibration
and functioning of bench testing machine. BP, JN, SC, and GK
contributed to critical sections of the paper, the protocol, and
revision of the drafts.

FUNDING

This research was funded by 3DT Holdings and Cook Medical
Inc.

ACKNOWLEDGMENTS

The authors thank Dr. Amy Spilkin for providing expertise in
statistical analysis.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/fphys.
2018.01317/full#supplementary-material

REFERENCES

Ahuja, A., Guo, X., Noblet, J. N., Krieger, J. F., Roeder, B., Haulon, S., et al. (2018).

Validated computational model to compute re-apposition pressures for treating

type-B aortic dissections. Front. Physiol. 9:513. doi: 10.3389/fphys.2018.00513

Alimohammadi, M., Sherwood, J. M., Karimpour, M., Agu, O., Balabani, S., and

Díaz-Zuccarini, V. (2015). Aortic dissection simulation models for clinical

support: fluid-structure interaction vs. rigid wall models. Biomed. Eng. 14:34.

doi: 10.1186/s12938-015-0032-6

Babu, A. R., Byju, A. G., and Gundiah, N. (2015). Biomechanical properties of

human ascending thoracic aortic dissections. J. Biomech. Eng. 137:081013.

doi: 10.1115/1.4030752

Billiar, K. L., and Sacks, M. S. (2000). Biaxial mechanical properties of the

native and glutaraldehyde-treated aortic valve cusp: part II—a structural

constitutive model. J. Biomech. Eng. 122, 327–335. doi: 10.1115/1.

1287158

Canchi, S., Guo, X., Phillips, M., Berwick, Z., Kratzberg, J., Krieger, J., et al. (2017).

Role of re-entry tears on the dynamics of type B dissection flap. Ann. Biomed.

Eng. 46, 186–196. doi: 10.1007/s10439-017-1940-3

Cleveland, W. S. (1979). Robust locally weighted regression and

smoothing scatterplots. J. Am. Stat. Assoc. 74, 829–836. doi: 10.1080/

01621459.1979.10481038

Erbel, R., Alfonso, F., Boileau, C., Dirsch, O., Eber, B., Haverich, A., et al. (2001).

Diagnosis and management of aortic dissection. Eur. Heart J. 22, 1642–1681.

doi: 10.1053/euhj.2001.2782

Gasser, T. C., Ogden, R. W., and Holzapfel, G. A. (2006). Hyperelastic modelling

of arterial layers with distributed collagen fibre orientations. J. R. Soc. Interf. 3,

15–35. doi: 10.1098/rsif.2005.0073

Golledge, J., and Eagle, K. A. (2008). Acute aortic dissection. Lancet 372, 55–66.

doi: 10.1016/S0140-6736(08)60994-0

Greenberg, R., Khwaja, J., Haulon, S., and Fulton, G. (2003). Aortic dissections:

new perspectives and treatment paradigms. Eur. J. Vasc. Endovasc. Surg. 26,

579–586. doi: 10.1016/S1078-5884(03)00415-5

Gundiah, N., Ratcliffe, M. B., and Pruitt, L. A. (2009). The biomechanics

of arterial elastin. J. Mech. Behav. Biomed. Mater. 2, 288–296.

doi: 10.1016/j.jmbbm.2008.10.007

Hagan, P. G., Nienaber, C. A., Isselbacher, E. M., Bruckman, D., Karavite,

D. J., Russman, P. L., et al. (2000). International Registry of Acute Aortic

Dissection (IRAD): new insights from an old disease. JAMA 283, 897–903.

doi: 10.1001/jama.283.7.897

Halme, T., Savunen, T., Aho, H., Vihersaari, T., and Penttinen, R.

(1985). Elastin and collagen in the aortic wall: changes in the Marfan

syndrome and annuloaortic ectasia. Exp. Mol. Pathol. 43, 1–12.

doi: 10.1016/0014-4800(85)90050-4

Holzapfel, G. A., and Gasser, T. C. (2001). A viscoelastic model for fiber-

reinforced composites at finite strains: continuum basis, computational

aspects and applications. Comput. Methods Appl. Mech. Eng. 190, 4379–4403.

doi: 10.1016/S0045-7825(00)00323-6

Holzapfel, G. A., Gasser, T. C., and Ogden, R. W. (2000). A new constitutive

framework for arterial wall mechanics and a comparative study of material

models. J. Elast. 61, 1–48. doi: 10.1023/A:1010835316564

Holzapfel, G. A., Sommer, G., and Regitnig, P. (2004). Anisotropic mechanical

properties of tissue components in human atherosclerotic plaques. J. Biomech.

Eng. 126, 657–665. doi: 10.1115/1.1800557

Jhun, C. S., Evans, M. C., Barocas, V. H., and Tranquillo, R. T. (2009).

Planar biaxial mechanical behavior of bioartificial tissues possessing

Frontiers in Physiology | www.frontiersin.org 12 September 2018 | Volume 9 | Article 1317266

https://www.frontiersin.org/articles/10.3389/fphys.2018.01317/full#supplementary-material
https://doi.org/10.3389/fphys.2018.00513
https://doi.org/10.1186/s12938-015-0032-6
https://doi.org/10.1115/1.4030752
https://doi.org/10.1115/1.1287158
https://doi.org/10.1007/s10439-017-1940-3
https://doi.org/10.1080/01621459.1979.10481038
https://doi.org/10.1053/euhj.2001.2782
https://doi.org/10.1098/rsif.2005.0073
https://doi.org/10.1016/S0140-6736(08)60994-0
https://doi.org/10.1016/S1078-5884(03)00415-5
https://doi.org/10.1016/j.jmbbm.2008.10.007
https://doi.org/10.1001/jama.283.7.897
https://doi.org/10.1016/0014-4800(85)90050-4
https://doi.org/10.1016/S0045-7825(00)00323-6
https://doi.org/10.1023/A:1010835316564
https://doi.org/10.1115/1.1800557
https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


Ahuja et al. Biomechanical Characterization of Dissected Aortas

prescribed fiber alignment. J. Biomech. Eng. 131:081006. doi: 10.1115/1.31

48194

Juang, D., Braverman, A. C., and Eagle, K. (2008). Cardiology

patient page. Aortic dissection. Circulation 118, e507–e510.

doi: 10.1161/CIRCULATIONAHA.108.799908

Lopera, J., Patiño, J. H., Urbina, C., García, G., Alvarez, L. G., Upegui, L.,

et al. (2003). Endovascular treatment of complicated type-B aortic dissection

with stent-grafts: midterm results. J. Vasc. Interv. Radiol. 14, 195–203.

doi: 10.1097/01.RVI.0000058321.82956.76

Mann, D. L., Zipes, D. P., Libby, P., Bonow, R. O., and Braunwald, E. (2015).

Braunwald’s Heart Disease A Textbook of Cardiovascular Medicine, 10th Edn.

Philadelphia, PA: Elsevier; Saunders.

Nelder, J. A., and Mead, R. (1965). A simplex method for function minimization.

Comput. J. 7, 308–313. doi: 10.1093/comjnl/7.4.308

Nienaber, C. A., and Eagle, K. A. (2003). Aortic dissection: new frontiers in

diagnosis and management: part I: from etiology to diagnostic strategies.

Circulation 108, 628–635. doi: 10.1161/01.CIR.0000087009.16755.E4

Pasta, S., Phillippi, J. A., Gleason, T. G., and Vorp, D. A. (2012). Effect of aneurysm

on the mechanical dissection properties of the human ascending thoracic aorta.

J. Thorac. Cardiovasc. Surg. 143, 460–467. doi: 10.1016/j.jtcvs.2011.07.058

Patel, A. Y., Eagle, K. A., and Vaishnava, P. (2014). Acute type B aortic dissection:

insights from the International Registry of Acute Aortic Dissection. Ann.

Cardiothorac. Surg. 3:368. doi: 10.3978/j.issn.2225-319X.2014.07.06

Patel, B., Chen, H., Ahuja, A., Krieger, J. F., Noblet, J., Chambers, S.,

et al. (2018). Constitutive modeling of the passive inflation-extension

behavior of the swine colon. J. Mech. Behav. Biomed. Mater. 77, 176–186.

doi: 10.1016/j.jmbbm.2017.08.031

Peelukhana, S. V., Wang, Y., Berwick, Z., Kratzberg, J., Krieger, J., Roeder, B.,

et al. (2016). Role of pulse pressure and geometry of primary entry tear

in acute type B dissection propagation. Ann. Biomed. Eng. 45, 592–603.

doi: 10.1007/s10439-016-1705-4

Raghavan, M. L., and Vorp, D. A. (2000). Toward a biomechanical tool to evaluate

rupture potential of abdominal aortic aneurysm: identification of a finite strain

constitutive model and evaluation of its applicability. J. Biomech. 33, 475–482.

doi: 10.1016/S0021-9290(99)00201-8

Rashid, B., Destrade, M., and Gilchrist, M. D. (2013). Influence of preservation

temperature on the measured mechanical properties of brain tissue. J. Biomech.

46, 1276–1281. doi: 10.1016/j.jbiomech.2013.02.014

Rassoli, A., Shafigh, M., Seddighi, A., Seddighi, A., Daneshparvar, H., and

Fatouraee, N. (2014). Biaxial mechanical properties of human ureter

under tension. Urol. J. 11, 1678–1686. doi: 10.22037/uj.v11i3.2472

Roberts, W. C. (1981). Aortic dissection: anatomy, consequences, and causes. Am.

Heart J. 101, 195–214. doi: 10.1016/0002-8703(81)90666-9

Sacks, M. S. (2000). Biaxial mechanical evaluation of planar biological materials. J.

Elast. 61, 199. doi: 10.1023/A:1010917028671

Schulze-Bauer, C. A., and Holzapfel, G. A. (2003). Determination of constitutive

equations for human arteries from clinical data. J. Biomech. 36, 165–169.

doi: 10.1016/S0021-9290(02)00367-6

Sommer, G., and Holzapfel, G. A. (2012). 3D constitutive modeling of the biaxial

mechanical response of intact and layer-dissected human carotid arteries. J.

Mech. Behav. Biomed. Mater. 5, 116–128. doi: 10.1016/j.jmbbm.2011.08.013

Speelman, L., Bosboom, E. M., Schurink, G. W., Buth, J., Breeuwer, M.,

Jacobs, M. J., et al. (2009). Initial stress and nonlinear material behavior

in patient-specific AAA wall stress analysis. J. Biomech. 42, 1713–1719.

doi: 10.1016/j.jbiomech.2009.04.020

Spencer, A. J. M. (1971). “Theory of invariants,” in Continuum Physics,

ed A. C. Eringen (New York, NY: Academic Press), 239–253.

doi: 10.1016/B978-0-12-240801-4.50008-X

Taghizadeh, H., Tafazzoli-Shadpour, M., Shadmehr, M. B., and Fatouraee, N.

(2015). Evaluation of biaxial mechanical properties of aortic media based on

the lamellar microstructure. Materials (Basel). 8, 302–316. doi: 10.3390/ma80

10302

Thubrikar, M. J., Labrosse, M., Robicsek, F., Al-Soudi, J., and Fowler, B. (2001).

Mechanical properties of abdominal aortic aneurysmwall. J. Med. Eng. Technol.

25, 133–142. doi: 10.1080/03091900110057806

Turhan, H., Topaloglu, S., Cagli, K., Sasmaz, H., and Kutuk, E. (2004).

Traumatic type B aortic dissection causing near total occlusion of

aortic lumen and diagnosed by transthoracic echocardiography: a case

report. J. Am. Soc. Echocardiogr. 17, 80–82. doi: 10.1016/j.echo.2003.

09.011

Van Loon, P. (1977). Length-force and volume-pressure relationships of arteries.

Biorheology 14, 181–201. doi: 10.3233/BIR-1977-14405

Vecht, R. J., Besterman, E. M., Bromley, L. L., Eastcott, H. H., and Kenyon, J. R.

(1980). Acute dissection of aorta: long-term review and management. Lancet 1,

109–111. doi: 10.1016/S0140-6736(80)90601-7

Vorp, D. A. (2007). Biomechanics of abdominal aortic aneurysm. J. Biomech. 40,

1887–1902. doi: 10.1016/j.jbiomech.2006.09.003

Won, J. Y., Suh, S. H., Ko, H. K., Lee, K. H., Shim, W. H., Chang, B. C.,

et al. (2006). Problems Encountered during and after Stent-Graft

Treatment of Aortic Dissection. J. Vasc. Interv. Radiol. 17 (2): 271–281.

doi: 10.1097/01.RVI.0000195141.98163.30

Zeinali-Davarani, S., Chow, M. J., Turcotte, R., and Zhang, Y. (2013).

Characterization of biaxial mechanical behavior of porcine aorta

under gradual elastin degradation. Ann. Biomed. Eng. 41, 1528–1538.

doi: 10.1007/s10439-012-0733-y
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Background: The differential effects of rapid cardiac pacing on small and large vessels

have not been well-established. The objective of this study was to investigate the effect

of pacing-induced acute tachycardia on hemodynamics and arterial stiffness.

Methods: The pressure and flow waves in ascending aorta and femoral artery of

six domestic swine were recorded simultaneously at baseline and heart rates (HR) of

135 and 155 beats per minutes (bpm) and analyzed by the models of Windkessel and

Womersley types. Accordingly, the flow waves were simultaneously measured at carotid

and femoral arteries to quantify aortic pulse wave velocity (PWV). The arterial distensibility

was identified in small branches of coronary, carotid and femoral arteries with diameters

of 300–600µm by ex vivo experiments.

Results: The rapid pacing in HR up to 135 bpm reduced the total arterial compliance,

stroke volume, systemic pulse pressure, and central systolic pressure by 36 ± 17, 38 ±
26, 29 ± 16, and 23 ± 12%, respectively, despite no statistical difference of mean aortic

pressure, cardiac output, peripheral resistance, and vascular flow patterns. The pacing

also resulted in a decrease of distensibility of small muscular arteries, but an increase of

aortic distensibility. Pacing from 135 to 155 bpm had negligible effects on systemic and

local hemodynamics and arterial stiffness.

Conclusions: There is an acute mismatch in the response of aorta and small arteries to

pacing from basal HR to 135 bpm, which may have important pathological implications

under chronic tachycardia conditions.

Keywords: acute tachycardia, total arterial compliance, arterial distensibility, pulse wave velocity, Windkessel

model, Womersley model

INTRODUCTION

Epidemiologic data show that hypertension and atrial fibrillation (AF) often coexist (Dzeshka et al.,
2017; Andreadis and Geladari, 2018; Verdecchia et al., 2018). Patients with high blood pressure
(BP) show higher risk of developing AF by 50% in men and 40% in women (Benjamin et al., 1994)
while >60% of patients with AF have hypertension (Verdecchia et al., 2018). Although multiple
clinical studies have shown a direct relationship between BP levels and the risk of AF, the form of
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the relationship remains unknown (Conen et al., 2009;
Grundvold et al., 2012; Verdecchia et al., 2012a,b). Patients with
high BP, however, do not benefit from the pharmacological heart
rate (HR) lowering (Rimoldi et al., 2016). It is also unclear
whether the pharmacological BP control can relieve the incidence
and progression of AF (Manolis et al., 2012; Verdecchia et al.,
2016; Whelton et al., 2018). Hence, one objective of this study
is to quantify the relationship between acute tachycardia and
systemic hemodynamics in normotensive swine.

A large number of epidemiological studies have shown that
elevated HR increases cardiovascular morbidity and mortality
such that high HR is considered as a prognostic factor for the
cardiovascular disease independent of other risk factors (e.g.,
hypertension, hyperlipidemia, diabetes, and so on) (Bergel, 1961;
Palatini and Julius, 2004; Diaz et al., 2005; Fox et al., 2007;
Lonn et al., 2010; Fox and Ferrari, 2011). The pathophysiology
of elevated HR for cardiovascular disease is potentially involved
in the decrease of arterial distensibility because a long-term
elevated arterial stiffness can be an important determinant of the
development and progression of hypertension (Stefanadis et al.,
1998; O’Rourke and Hashimoto, 2007; Fox and Ferrari, 2011;
Safar, 2018). There is also debate on the mechanical response
of large conduit arteries to acute tachycardia (Stefanadis et al.,
1998; Liang et al., 1999; Wilkinson et al., 2000; Albaladejo et al.,
2001; Lantelme et al., 2002; Haesler et al., 2004) and lack of
studies on the mechanical response of small arteries to heart
rate changes. Based on the in vivo and ex vivo measurements,
the second objective of this study is to investigate the effects of
rapid pacing on arterial distensibility in aorta and small arteries
of normotensive swine, which can enhance the understanding of
arterial stiffness relevant to elevated HR.

Total arterial compliance and peripheral resistance are two
key parameters that have been widely used to characterize
systemic hemodynamics (Liu et al., 1986; Stergiopulos et al.,
1994, 1995;Westerhof et al., 2009; Nichols andMcDonald, 2011).
Based on the classical two-element Windkessel model, pulse
pressure method has been used to estimate the total arterial
compliance accurately (Stergiopulos et al., 1994). To generalize
the model, researchers have added more elements (e.g., three-
element Windkessel model) (Westerhof et al., 1971; Latson
et al., 1988; Laskey et al., 1990) and incorporated non-linearities
(Burattini et al., 1987; Li et al., 1990).Moreover, the three-element
Windkessel model can be used to quantify aortic characteristic
impedance, which is proportional to arterial stiffness (Huo and
Kassab, 2006, 2007). On the other hand, pulse wave reflections
derived from transmission theory (Westerhof et al., 1972, 2006;
Westerhof and Westerhof, 2013) are sensitive to heart rate and
peripheral vasculature (Quick et al., 1998). The analytic model
of Womersley type features transient flow patterns in aorta and
peripheral arteries (Zheng et al., 2010). The third objective of this
study is to use the models of Windkessel andWomersley types to
perform systemic and local hemodynamic analyses.

We hypothesize that pacing-induced acute tachycardia
decreases the acute stiffness of aorta and increases the acute
stiffness of small arteries in some pressure range, which results in
an acute mismatch. Moreover, pacing-induced acute tachycardia
reduces the total arterial compliance, systemic pulse pressure

(PP), central systolic pressure, and stroke volume (SV) in some
pressure range despite no statistical difference of mean aortic
pressure (MAP), cardiac output (CO), peripheral resistance,
and transient flow patterns in aorta and peripheral arteries. To
test these hypotheses, the simultaneous measurement of blood
pressure, flow, and cross-sectional area (CSA) was performed
in ascending aorta and femoral artery of six domestic swine at
baseline and during right atrial pacing to HR of 135, 155, and
170 beats per minutes (bpm). Analytic models of Windkessel and
Womersley types were used to carry out transient hemodynamic
analysis based on these experimental measurements. Aortic pulse
wave velocity (PWV) was determined using two simultaneously
measured flow waves. In addition to the in vivo experiments,
the ex vivo pulsatile pressure-diameter measurements were
demonstrated in small branches of coronary, carotid and femoral
arteries when the frequency was varied in the range of 1–
3Hz (mimicking the HR of 60–180 bpm). The physiological
implications of initial rapid pacing are discussed along with the
limitations and significance of the study.

MATERIALS AND METHODS

Animal Preparation
Studies were performed on six domestic swine weighing 71
± 8 kg for in vivo hemodynamic pacing measurements and
six controls with similar weights for ex vivo measurements of
dynamic pressure and diameter waves in small arteries of 300–
600µm in diameter. All animal experiments were performed
in accordance with Indiana University, Purdue University,
Indianapolis, consistent with the NIH guidelines (Guide for the
care and use of laboratory animals) on the protection of animals
used for scientific purposes. The experimental protocols were
approved by the Institutional Animal Care and Use Committee
of Indiana University.

The animal preparation was similar to previous studies
(Zheng et al., 2010; Huo and Kassab, 2015). Briefly, surgical
anesthesia was induced with TKX (Telaxol 500mg, Ketamine
250mg, Xylazine 250mg) and maintained with 2% isoflurane.
The animal was intubated and ventilated with room air and
oxygen by a respiratory pump. A side branch from the left
jugular vein was dissected and cannulated with 7Fr. sheath
for administration of drugs (e.g., heparin, lidocaine, levophed,
papaverine, and saline). The right femoral artery was cannulated
with a 7Fr. sheath and connected to a pressure transducer
(Summit Disposable Pressure Transducer, Baxter Healthcare;
error of±2% at full scale) for monitoring arterial blood pressure.

The right jugular vein was exposed and cannulated with a
9Fr. sheath for the advancement of the pacing lead into the right
atrium. The pacing lead (Medtronic 5568) was screwed into the
wall of right atrium and connected to a pacemaker (Medtronic
Enpulse E2DR01) which was placed into a subcutaneous pocket.
The ascending and descending aortas and femoral artery were
dissected. Perivascular flow probes (Transonic Systems Inc.;
relative error of ±2% at full scale) were mounted on these
arteries to measure the volumetric flow rate. Flow and pressure
were continuously recorded using a Biopac MP 150 data
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acquisition system. The cross-sectional area (CSA) of arteries was
determined using ultrasound (Philips IE33 ultrasound system).

In vivo Measurements
The heart rate was paced to 135, 155, and 170 bpm as compared
with basal HR of about 90 bpm (range of 80–105 bpm). The
animals were allowed to recover to basal HR between consecutive
pacing sessions. Electrocardiography (ECG) signals were used
to monitor HR. The aortic, carotid and femoral flow rates
were measured simultaneously. The femoral arterial pressure
was measured by the pressure transducer connected to the 7Fr.

sheath. The aortic pressure was determined when the sheath was
advanced to aorta under fluoroscopy.

We have shown an abrupt decrease of blood pressure and
flow after rapid pacing (initial period) and then recovered close
to baseline after about 3–5min of pacing (recovery period)
(Zheng et al., 2010). Since the present study only considered
the hemodynamic analysis in the recovery period, the flow and
pressure waves as well as ECG signals were continuously recorded
for about 10min under eachHR by a data acquisition system (MP
150, Biopac Systems Inc.). Finally, animals were euthanized by an
injection of pentobarbital sodium (300 mg/kg).

FIGURE 1 | Pressure waves in ascending aorta (A) at baseline and after the heart rate was paced to (B) 135 bpm and (C) 155 bpm. (D–F,G–I) refer to flow and WSS

waves, respectively, in ascending aorta corresponding to A–C. The marked, solid, and dash lines represent the measured, forward, and backward waves, respectively.
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Ex vivo Measurements in Small Arteries
Similar to previous studies (Huo et al., 2012, 2013; Lu et al.,
2017), arteries with diameters of 300–600µm were dissected
free of periarterial tissues. Two black marks were made at the
two ends of the artery with waterproof India ink. The image
of the vessel was displayed on screen with a CCD camera
mounted on the dissection microscope to determine the in
vivo length (i.e., the length between the two black marks) and
then isolated from various positions (i.e., small branches of
coronary, carotid, and femoral arteries) and dissected free of
fat and connective tissue after euthanasia. The side branches
were ligated with suture under dissection microscope in 4◦C
HEPES PSS (physiological saline solution). An artery specimen
was mounted on the two cannulas in an organ bath chamber
containing PSS solution. One cannula was connected with a

pressure transducer through a Y tube, while the other was
connected with a bottle of PSS solution that induced sawtooth
flow wave by a piston pump. The temperature in the bath
and bottle was gradually increased to 37◦C in 10min. The
vessel was stretched close to the in vivo length (axial stretch
ratio approximately equals to 1.4). The image of the vessel
was displayed on screen with a CCD camera mounted on a
stereo microscope and the changes of outer diameter were
measured with dimensional analysis software (DIAMTRAK 3+,
Australia). The pressure transducer and diameter tracings were
interfaced into a computer by a data acquisition system (MP
150, Biopac Systems Inc.), which monitored transient changes
of pressure and diameter. The time-averaged pressure over a
cardiac cycle equaled to 80 mmHg. We determined the changes
of the arterial distensibility as the frequency increases from 1

FIGURE 2 | Pressure waves in femoral artery (A) at baseline and after the heart rate was paced to (B) 135 bpm and (C) 155 bpm. (D–F,G–I) refer to flow and WSS

waves, respectively, in femoral artery corresponding to (A–C). The marked, solid, and dash lines represent the measured, forward, and backward waves, respectively.
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to 3Hz (by a step of 0.5Hz) to mimic HR from 60 to 180
bpm.

Windkessel Analysis
Based on the in vivo measurements of pressure and flow
waves in aorta and femoral artery, we determined the time-
averaged pressure and flow over a cardiac cycle (Pmean and
Qmean). MAP and PP equal to Pmean and the difference
of systolic and diastolic pressures, respectively, in ascending
aorta. The CO was computed by Qmean×60 s and the SV
was calculated as the ratio of CO to HR. The classical two-
element Windkessel model (Stergiopulos et al., 1994) is written
as:

Z(ω) =
R

1+ jωRC
(1)

where Z(ω) is the input impedance, ω the angular frequency
after Fourier transformation, C the total arterial compliance [=
dV(t)/dP(t), where V(t) is the blood volume of the arterial system
and P(t) is the blood pressure of the most proximal artery],
and R the peripheral resistance (=Pmean/Qmean). The peripheral
resistance was obtained directly from the measured pressure
and flow waves and the total arterial compliance was estimated
by the pulse pressure method (Stergiopulos et al., 1994). The

aortic characteristic impedance (Zc) was determined using the
three-element Windkessel model (Westerhof et al., 1971) as:

Z(ω) = Zc +
R− Zc

1+ jω (R− Zc)C
(2)

where Zc is the characteristic impedance, i.e., an important
parameter to address the relationship between pulsatile pressure
and pulsatile flow in an artery when pressure and flow waves
are not influenced by wave reflection. Since R and C are
determined by experimental measurements and pulse pressure
method of Equation (1), Zc is estimated by minimizing the
error between the input impedance by Fourier transformation

of the ratio of the measured pressure to flow waves
[

pmeasured(t)
qmeasured(t)

]

and the one predicted by Equation (2), i.e., minimizing
[

|Zmeasured(ω)−Zestimated(ω)|
|Zmeasured(ω)|

]

.

Forward and Backward Waves
The forward [pforward(t), qforward(t)] and backward [pbackward(t),
qbackward(t)] pressure and flow waves are given asWesterhof et al.
(1972):

pforward(t) = [pmeasured(t)+ Zc · qmeasured(t)]/2;
qforward(t) = pforward(t)/Zc (3)

TABLE 1 | Hemodynamic parameters in ascending aorta and femoral artery at baseline (80–105 bpm) and HR of 135 and 155 bpm.

Animals Ascending aorta

R (mmHg·s/ml) C (ml/mmHg)

Baseline 135 bpm 155 bpm Baseline 135 bpm 155 bpm

1 1.83 1.77 1.88 0.54 0.25 0.27

2 1.37 1.38 1.37 0.48 0.40 0.39

3 0.87 1.19 1.16 0.97 0.54 0.52

4 0.48 0.46 0.43 1.41 0.98 1.05

5 0.56 0.75 0.84 0.59 0.27 0.18

6 1.62 1.64 1.65 0.44 0.37 0.36

Mean ± SD 1.21 ± 0.57 1.20 ± 0.51 1.22 ± 0.53 0.74 ± 0.38 0.47 ± 0.27 0.46 ± 0.31

p-value 0.26 (Baseline-135) 0.40 (135–155) 0.009 (Baseline-135) 0.77 (135–155)

Animals Femoral artery

R (mmHg·s/ml) C (ml/mmHg)

Baseline 135 bpm 155 bpm Baseline 135 bpm 155 bpm

1 41.32 40.63 46.37 0.023 0.014 0.011

2 27.68 25.67 31.82 0.032 0.022 0.025

3 29.72 30.01 34.09 0.043 0.025 0.028

4 24.23 24.91 29.32 0.033 0.026 0.025

5 21.31 22.30 22.51 0.029 0.018 0.018

6 41.50 41.69 42.24 0.021 0.020 0.017

Mean ± SD 30.96 ± 8.59 30.87 ± 8.36 34.39 ± 8.71 0.030 ± 0.008 0.021 ± 0.004 0.021 ± 0.006

p-value 0.85 (Baseline-135) 0.02 (135–155) 0.009 (Baseline-135) 0.89 (135–155)

R and C refer to the peripheral resistance and total arterial compliance, respectively.
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pbackward(t) = [pmeasured(t)− Zc · qmeasured(t)]/2;
qbackward(t) = −pbackward(t)/Zc (4)

The forward pressure and flow waves have the same shape. The
backward pressure and flow waves also have the same shape, but
are inverted with respect to another.

Womersley Analysis
Similar to a previous study (Zheng et al., 2010), the equation for
the pulsatile flow velocity profile across the lumen, u(r, t), is given
as:

TABLE 2 | PWV along aorta from carotid to femoral arteries at baseline (80–105

bpm) and HR of 135 and 155 bpm.

Animals PWV along aorta from carotid to femoral arteries (m/s)

Baseline 135 bpm 155 bpm

1 8.45 6.14 6.31

2 9.33 8.81 7.97

3 4.95 3.75 3.50

4 3.61 3.30 3.25

5 4.50 3.72 3.63

6 9.34 8.35 6.99

Mean ± SD 6.70 ± 2.62 5.68 ± 2.47 5.28 ± 2.06

p-value 0.017 (Baseline-135) 0.15 (135–155)

PWV refers to the pulse wave velocity.

u(r, t) = REAL





2Q(0)
(

R2 − r2
)

πR4
+

∞
∑

ω=1

Q(ω)
πR2

·
(

1− J0(3r/R)

J0(3)

)

1− 2J1(3)
3J0(3)

eiωt



 (5)

where r is the radial coordinate, R is the radius of artery, 32 =
i3α2, qmeasured(t) = Q(ω)eiωt , J0is a Bessel function of zero
order and first kind, and J1 is a Bessel function of first order
and first kind. Accordingly, wall shear stress (WSS), τ (R, t), and
oscillatory shear index (OSI) for pulsatile blood flow can be
written as:

τ (R, t) = REAL





4µ

πR3
Q(0)−

∞
∑

ω=1

µQ(ω)
πR3

· 3J1(3)
J0(3)

1− 2J1(3)
3J0(3)

eiωt



 (6)

OSI =
1

2



1−

∣

∣

∣

1
T

∫ T
0 τ (R, t)

∣

∣

∣

1
T

∫ T
0

∣

∣τ (R, t)
∣

∣



 (7)

The viscosity (µ) and density (ρ) were assumed to be 4.0
cp and 1.06 g/cm3, respectively. The forward and backward
WSS were computed, based on qforward(t) and qbackward(t),
respectively.

PWV and Dynamic Elastic Modulus
Aortic PWV is the velocity at which the arterial pulse propagates
through the vessel and used clinically as a measure of arterial

FIGURE 3 | Arterial distensibility (Unit: 10−3 × mmHg−1) as a function of frequency in isolated small branches of coronary, carotid or femoral arteries. There is

statistically significant difference (p < 0.05) in arterial distensibility between 1.5Hz (mimicking the HR of 90 bpm) and higher frequencies in parentheses (i.e., ≥2Hz in

branches of coronary and carotid artery and ≥2.5Hz in branches of femoral artery).
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stiffness. Similar to a previous study (Mohiaddin et al., 1993),
we determined aortic PWV (PWV = L/1T, where L is the
distance between carotid and femoral arteries and 1T is the
pulse transit time). The distance, L, was calculated as the distance
between the sternal notch and the carotid site subtracted from the
distance between the sternal notch and the femoral site using the
subtraction method (Butlin et al., 2013) while the pulse transit
time, 1T, was computed using the foot-to-foot method based
on the simultaneously measured carotid and femoral flow waves
(Mohiaddin et al., 1993).

When tissue is modeled by Kelvin-Voigt model (Bergel, 1961),
the vessel dynamic elastic modulus can be written as:

Edyn = E’+ jηω = Dmean

∣

∣

∣

∣

1 p

1 D

∣

∣

∣

∣

cosφ + jηω (8)

where
∣

∣

∣

1 p
1 D

∣

∣

∣
is the amplitude ratio of sinusoidal pressure and

diameter waves and φ = tan−1
(

ηω
E

)

is the phase lag of outer
diameter behind pressure. Since φ is small (<0.2 rad), Edyn ∼=
E such that the dynamic elastic modulus (∼= Dmean

∣

∣

∣

1 p
1 D

∣

∣

∣
)

can be determined by Fourier transformation of the in vitro
measured pulsatile waves. Furthermore, the arterial distensibility
(= 2

dynamic elastic modulus
) was computed in small branches of

coronary, carotid and femoral arteries.

Data Analysis
The measurements were repeated five times and averaged at each
HR per animal. The mean and standard deviation (mean ± SD)
were computed by averaging over all animals in each HR group.
One Way Repeated Measures ANOVA (SigmaStat 3.5) was used
to compare the various parameters (e.g., R, C, CO, SV, PWV, Zc,
CSA, etc.) between baseline and various HR, where p- < 0.05
represented statistically significant differences.

RESULTS

Figures 1A–C show pressure waves in ascending aorta at baseline
and after HR was paced to 135 bpm and 155 bpm, where
the marked, solid, and dash lines represent the measured,
forward, and backward pressure waves, respectively. Accordingly,
Figures 1D–F show flow waves and Figures 1G–I show WSS
waves in ascending aorta at different HR. Figures 2A–I show
pressure, flow, and WSS waves in femoral artery at baseline, 135
bpm, and 155 bpm in correspondence with Figures 1A–I. The
ascending aorta and femoral artery of swine had MAP of 91 ±
6 and 86 ± 7 mmHg (averaged over 6 animals), respectively,
in the supine position regardless of HR. The CO was 5.9 ± 3.6
and 5.6 ± 3.3 L/min (averaged over 6 animals) at baseline and
135 bpm, respectively. As shown in Figures 1A,D, SV, systemic
PP, and central systolic pressure were reduced by 38 ± 26%,
29 ± 16%, and 23 ± 12% (averaged over 6 animals, p < 0.05),
respectively, as HR increased from baseline to 135 bpm. The
peripheral resistance was relatively unchanged (p > 0.25) as
HR increased from baseline to 135 bpm while the total arterial
compliance distal to aorta and femoral artery was decreased by 36

± 17 and 29± 14% (p < 0.05), respectively, as shown in Table 1.
There was no statistical difference in the total arterial compliance,
systemic PP, central systolic pressure, CO, and SV between 135
and 155 bpm.

The aortic (carotid-femoral) PWV was reduced (p < 0.05)
as HR increased from baseline to 135 bpm, as shown in
Table 2. There was no statistical difference of PWV (p = 0.15)
between 135 and 155 bpm. The characteristic impedance in
the descending aorta had values of 0.31 ± 0.22, 0.27 ± 0.13,
and 0.26 ± 0.13 mmHg·s/ml for baseline, 135, and 155 bpm,
respectively. On the other hand, Figure 3 shows a decrease of
arterial distensibility (Unit: 10−3 × mmHg−1) as the frequency
increases in isolated small branches of coronary (square mark),
carotid (triangle mark) or femoral (circle mark) arteries. There
was statistically significant difference (p < 0.05) in arterial
distensibility between 1.5Hz (mimicking the HR of 90 bpm)
and higher frequencies (i.e., ≥2Hz in branches of coronary
and carotid artery and ≥2.5Hz in branches of femoral artery).
Moreover, Figure 4A shows pressure and flow waves in femoral
artery after HR was paced to 170 bpm. There are different
amplitudes between consecutive heart beats. Figure 4B shows
the corresponding waves in femoral artery after I.V. injection
of papaverine (100mg per dose). This restores successive
amplitudes of pressure and flow waves.

FIGURE 4 | Pressure and flow waves in femoral artery (A) after the heart rate

was paced to 170 bpm and (B) after the heart rate was paced to 170 bpm

with I.V. injection of papaverine (100mg per dose).
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At baseline, Figure 5A shows flow velocity profiles in
ascending aorta along the accelerating period of flow waveform
and Figure 5B shows flow velocity profiles along the decelerating
period of flow waveform. Figures 5C,D show the corresponding
flow velocity profiles at HR of 155 bpm. Peak Reynolds
numbers (Repeak) are 6,000 and 4,400 for baseline and 155 bpm,
respectively, while Womersley numbers (Wo) are 8.9 and 11.7.
Moreover, Figures 6A–D show flow velocity profiles in femoral
artery at baseline and 155 bpm. The femoral artery has peak
Reynolds numbers of 690 and 530, and Womersley numbers of
3.2 and 4.2 for baseline and 155 bpm, respectively.

DISCUSSION

The major finding of the present study was that aortic PWV,
determined by the validated techniques in Mohiaddin et al.
(1993) and Butlin et al. (2013), and characteristic impedance
decreased (i.e., the increase of aortic distensibility) as HR
increased from baseline to 135 bpm. We also found that: (1)
Total arterial compliance, SV, systemic PP, and central systolic
pressure decreased by 36 ± 17, 38 ± 26, 29 ± 16, and 23 ±
12%, respectively, while the MAP, CO and peripheral resistance
remained relatively unchanged as HR increased from baseline
(HR of 80–105 bpm) to 135 bpm; (2) No statistical difference
was found in hemodynamic parameters between 135 and 155
bpm; (3) Arterial distensibility decreased in small arteries as the
frequency increased from 1.5Hz (mimicking 90 bpm) to ≥2Hz
(mimicking HR ≥ 120 bpm); and (4) An increase of HR has
relatively small effects on flow velocity profiles at HR range of
90–155 bpm, but results in an increase of the turnover of positive
and negative WSS.

Systemic Hemodynamics
It has been documented that pharmacological HR lowering
in patients with high BP can result in adverse cardiovascular
outcomes (Rimoldi et al., 2016). Here, we showed significantly
higher values of SV, systemic PP, and central systolic pressure at
baseline as compared to HR of 135 and 155 bpm in swine. A
high value of SV due to the prolonged LV (left ventricle) filling
time increases LV preload and higher values of systemic PP and
central systolic pressure increase LV afterload. This indicates that
lowering HR should be considered cautiously in patients, which
supports previous conclusion (Rimoldi et al., 2016).

The elevated HR by rapid atrial pacing from baseline to
135 bpm was found to significantly reduce the total arterial
compliance (C in Equations 1, 2) distal to the ascending aorta,
but remain the peripherical resistance (R in Equations 1, 2) in
comparison with the baseline, as shown in Table 1 and Figure 1,
which is consistent with a human study (Liang et al., 1999).
A decrease of total arterial compliance has been shown to be
chronically detrimental for the cardiovascular system (Westerhof
et al., 2009). It is known that the total arterial compliance can be
estimated by the equation C= (SV · Ad)/[(As + Ad)(PES − Pd)],
where As and Ad refer to the systolic and diastolic areas under
the pressure curve (Liu et al., 1986). Pd refers to the diastolic
pressure and PES refers to the end-systolic aortic pressure (or
the pressure at the dicrotic notch). Since the value of Ad/(As +

Ad)/(PES − Pd) remains relatively unchanged, the 38 ± 26%
decrease of SV is the major determinant for the 36 ± 17%
decrease of total arterial compliance. In contrast, a decrease of
systemic PP (29± 16%) due to the elevated HRmay be beneficial
for the cardiovascular system because a high value of systemic
PP is known to correlate with cardiovascular mortality and
morbidity (Benetos et al., 1997). In acute tachycardia, systemic
PP is mainly determined by cardiac function while the total
arterial compliance distal to the ascending aorta accounts for
the entire systemic arteries (Nichols and McDonald, 2011). This
suggests different mechanical responses of ventricle and vascular
system in response to the rapid atrial pacing from baseline to
135 bpm, which requires further investigations. On the other
hand, the relatively unchanged SV, systemic PP, and total arterial
compliance as HR increases from 135 to 155 bpm imply a
different equilibrium between the ventricle and vascular system
from normal range of HR.

Arterial Distensibility
Acute tachycardia significantly affects the mechanical response
of normal conduit arteries given the changes in systemic
hemodynamics. We determined the aortic PWV using the foot-
to-foot method suggested by expert consensus in EuropeanHeart
Journal (Laurent et al., 2006). The aortic PWV was found to
decrease (p < 0.05) with elevated HR from baseline to 135 bpm,
which is consistent with the previous studies (Stefanadis et al.,
1998; Wilkinson et al., 2000; Albaladejo et al., 2001). There was
no statistical difference of PWV between 135 bpm and 155 bpm.
The variation of characteristic impedance (Zc in Equation 2)
in descending aorta was consistent with the measured aortic
PWV given Zc∞PWV (Huo and Kassab, 2006). Clinical studies
have investigated the relationship between acute tachycardia
and aortic PWV, which have led to contradictory results such
as: unchanged PWV (Wilkinson et al., 2000; Albaladejo et al.,
2001), decreased PWV (Stefanadis et al., 1998), or increased
PWV (Liang et al., 1999; Lantelme et al., 2002; Haesler et al.,
2004). Liang et al. found a significant increase of MAP and
aortic PWV as patient’s HR changed from 56 to 80 bpm, but no
significant difference as HR increased from 80 to 100 bpm (Liang
et al., 1999). Haesler et al. and Lantelme et al. showed constant
MAP and increased PWV in elevated HR (the highest HR was
below 100 bpm) in patients with a low degree of atherosclerosis
(Haesler et al., 2004) and in subjects with a mean age of 77.8
± 8.4 years (Lantelme et al., 2002), respectively. The increase
of PWV by rapid pacing is not in agreement with the findings
in Table 2 (normal swine), which may be attributed to aortic
diseases such as atherosclerosis (Haesler et al., 2004) and old age
(Lantelme et al., 2002) in those patients, or the role of activation
of adrenergic system in physiological HR (from 56 to 80 bpm)
in young patients not treated with sedative drugs (Liang et al.,
1999). Moreover, MAP may be one of the most important factors
to affect aortic PWV (Nichols and McDonald, 2011; Townsend
et al., 2015). Some recent studies showed that HR dependency
of PWV is different at high pressures than at low pressures and
HR has a minimal influence on PWV in the lower range of MAP
(Safar et al., 2003; Tan et al., 2012). Here, MAP is lower than 100
mmHg such that HR has relatively slight effect on PWV.
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FIGURE 5 | Flow velocity profiles in ascending aorta at various time instances during (A) accelerating and (B) decelerating periods at baseline. (C,D) refer to flow

velocity profiles in ascending aorta after the heart rate was paced to 155 bpm in correspondence with (A,B). (A–F) in (A–D) refer to time instances A–F as shown in the

top curve.

A significant decrease of the distensibility of coronary, carotid
and femoral arteries (diameters of 300–600µm) was found as
the frequency increased from 1.5 to ≥ 2Hz. The interaction of
incident and reflected pressure and flow waves determines the
actual waves, which depends on the mechanical properties of

large elastic arteries, small muscular arteries, and small arterioles
(Nichols and McDonald, 2011; Townsend et al., 2015). The
peripheral resistance mainly resides in the arteriolar vessels in
normal subjects (Chilian, 1991; Huo andKassab, 2009). The acute
tachycardia does not alter the vasoreactivity and mechanical
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FIGURE 6 | Flow velocity profiles in femoral artery at various time instances during (A) accelerating and (B) decelerating periods at baseline. (C,D) refer to flow velocity

profiles in femoral artery after the heart rate was paced to 155 bpm in correspondence with (A,B). (A–F) in (A–D) refer to time instances A–F as shown in the top curve.

response of the arteriolar bed given the relatively unchanged
MAP and peripheral resistance in HR range of 90–155 bpm. In
contrast, the irregular pressure and flow waves occurred after
the heart was paced to 170 bpm, which disappeared after the
injection of papaverine (a smooth muscle relaxant). We have
shown that the increased vascular tone significantly increases the
arterial stiffness in coronary arteries (Huo et al., 2012, 2013).

These findings imply relatively small effects of vascular tone
on the stiffness of small muscular arteries and arterioles in HR
range of 90–155 bpm albeit the biology-regulated tone can affect
vascular mechanical properties after the heart was paced to 170
bpm. Since the distensibility was determined in isolated small
muscular arteries, in vivomeasurements should be demonstrated
to validate the implication. Here, we showed that pacing-induced
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acute tachycardia affects the elastic response of the arterial wall in
small muscular arteries significantly as compared with the aorta,
which is consistent with a previous study (Whelton et al., 2013).
Moreover, the mismatch between aorta and small muscular
arteries in highHRmay be a risk factor for adverse cardiovascular
events in the long term, which requires further investigations.

Local Hemodynamics
The accelerating and decelerating phases of pulsatile flow are
clearly distinguishable periods in a cardiac cycle, as shown in
top curves in Figures 5, 6. Since Repeak (Repeak > 4400) >

250·Wo (Wo < 11.7), the blood flow in aorta should result in
turbulence during the decelerating phase of pulsatile flow, but
not during the accelerating phase (Nerem and Seed, 1972). Since
the present experimental techniques and analytic models did not
assess turbulence, we used the Womersley model to simplify
the flow velocity profiles. A near-wall flow reversal was found
during the decelerating phase, but not during the accelerating
phase. Moreover, the ascending aorta has a much larger value of
peak Reynolds number than the femoral artery (6,000 vs. 690 at
baseline), which leads to the less stable blunt flow velocity profiles
as compared with the parabolic profiles in femoral artery. The
increased HR, however, seems to have a negligible effect on the
flow velocity profiles.

The low time-averaged WSS and high OSI are thought
to result in endothelial dysfunction, monocyte deposition,
smooth muscle cell proliferation, microemboli formation,
and so on (Fan et al., 2016; Huang et al., 2016). In
addition, the increased frequency of oscillatory shear stress can
cause sustained molecular signaling of pro-inflammatory and
proliferative pathways that contribute to endothelial dysfunction
and atherosclerosis (Chien, 2008). Elevated HR increases the
frequency of oscillatory shear stress while it has very small effects
on the time-averaged WSS and OSI. This increased oscillatory
shear may be a risk factor for the development of atherosclerosis
in arteries, if sustained clinically.

Critique of Study
The arterial distensibility were measured in isolated small arteries
with diameters of 300-600µm, which needs to be incorporated
into the cardiovascular system for a more systematic analysis.
Hence, the hemodynamic analysis in the entire arterial tree
including large arteries, small arteries and small arterioles should

be implemented to help understand the contribution of both
acute and chronic highHR to arterial stiffness and atherosclerosis
(Huo and Kassab, 2006, 2007; Huo et al., 2009; Feng et al.,
2018). In a review article (Safar et al., 2003), Safar et al. indicated
that the aorta and its main branches are highly sensitive to
age and changes in MAP while the small muscle arteries are
highly sensitive to vasoactive substances (particularly those of
endothelial origin). The cellular mechanisms of arterial stiffness
in response to chronic high HR (particularly for the regulation of
autonomic nervous system and endocrine system) need further
investigations in relation to the remodeling of endothelial and
smooth muscle cells.

CONCLUSIONS

This study investigated the role of rapid pacing on systemic and
local hemodynamics and arterial stiffness through in vivo and
ex vivo experimental measurements and hemodynamic analysis.
The acute increase in HR up to 135 bpm resulted in significant
increase/decrease of the distensibility of aorta/small muscular
arteries and a mismatch in the response of aorta and small
arteries. Themismatch between aorta and small muscular arteries
in high HR can be a risk factor for adverse cardiovascular
events. The pacing also reduced the total arterial compliance, SV,
systemic PP, and central systolic pressure but had no statistical
significant effect onMAP, CO, peripheral resistance, and vascular
flow patterns. Finally, pacing from 135 to 155 bpm had negligible
effect on systemic hemodynamics and arterial stiffness.
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The minimum stent area (MSA) has been clinically established as a significant
predictor of restenosis, thrombosis, and ischemia using intra-vascular ultrasound (IVUS).
Unfortunately, IVUS measurements are far from routine because of significant cost of
IVUS, the training required, the subjectivity of image interpretation and the time added
to the procedure. The objective of this study is to verify the accuracy of a conductance
catheter for stent sizing. Here, we introduce an easy and entirely objective device and
method for real time determination of MSA. A 10 kHz, 35 µA rms current is passed
through the external electrodes of an intravascular catheter while the conductance is
measured across a separate set of electrodes. Both phantom and ex vivo validations
of metal stent sizing in five porcine carotid arteries were confirmed. The accuracy of
the measurements were found to be excellent in phantoms (root mean square, rms, of
3.4% of actual value) and in ex-vivo vessels (rms = 3.2% of measured value). An offset of
conductance occurs when a conductive metal stent (e.g., bare metal stent) is deployed
in the vessel, while the slope remains the same. This offset is absent in the case of drug
eluting stent where the metal is coated (i.e., insulated) or non-metal bioresorbable stent.
The present device makes easy, accurate and reproducible measurements of the size of
stented blood vessels within 3.2% rms error. This device provides an alternative method
to sizing of stent (i.e., MSA) in real-time without subjective interpretation and with less
cost than IVUS.

Keywords: minimum stent area, lumen sizing, diameter, conductance catheter, drug eluting stents

INTRODUCTION

Many studies have shown that the minimum stent area (MSA) is an important predictor of
prognosis and later events such as restenosis, thrombosis, myocardial ischemia, and so on (Kasaoka
et al., 1998; Wu et al., 2003; Fujii et al., 2004, 2005). This observation has led to the notion of “bigger
is better” (Di Mario and Karvouni, 2000). The limit to such larger size is, of course, vessel injury,
dissection and edge stenosis when the vessel is overly distended. Hence, it is clinically important to
determine the MSA accurately.

Angiography, intra-vascular ultrasound (IVUS) and optical coherence tomography (OCT) are
techniques than can be currently used to determine the size of a vessel after stenting. A difficulty
with angiography is the poor resolution with the two-dimensional view, typically obtained from a
single x-ray projection. Furthermore, trapping of contrast agent near the stent lattice often creates
hazing or fuzziness in the angiogram, which further reduces the accuracy of measurement (Ziada
et al., 1997; Grewal et al., 2001). IVUS, on the other hand, is more accurate and reliable. Other
factors, however, limit its routine clinical use. The cost of IVUS (device and console), the significant
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training required, and the subjectivity of image interpretation
have significantly limited its usage to less than 20% of routine
procedures despite being on the market for over 20 years.
Finally, OCT is primarily used as a research tool for high spatial
resolution images to assess the interaction of struts with vessel
wall but has limited penetration and is even more expensive
than IVUS. Hence, it is desirable to introduce easier, more cost
effective and entirely objective tools for MSA measurements to
improve clinical outcome.

Kassab (Kassab et al., 2005, 2009; Hermiller et al., 2011; Nair
et al., 2018) introduced an impedance catheter and guidewires
that allows real time vessel lumen sizing based on an electric
impedance principle. These devices were validated in silico,
in vitro and in vivo in swine (Kassab et al., 2005, 2009) and
patients (Hermiller et al., 2011; Nair et al., 2018). As a proof of
concept, we modify the catheter and technique of determining
vessel size in the presence of a stent (typically a metal; either
bare metal or drug coated). It is noted that contact of the
impedance electrodes with bare metal stent (BMS) can cause
electrical shorting of signal and significant resulting noise, which
prohibits accurate measurements. Furthermore, the presence of a
bare metal in the measurement field also affects the conductance
and introduces an offset. The present study proposes solutions
to overcome these issues. The major conclusion is that, with
a small modification of the catheter, accurate measurements of
MSA can be made with the current device. Since most stents used
clinical are drug eluting (coated and hence electrically insulated),
no modification of the device is needed as described below.

MATERIALS AND METHODS

Design Modification of Impedance
Catheter for Stent Sizing
The impedance catheters were similar to those used in previous
studies (Kassab et al., 2005). Four holes were made in the catheter
5 mm, 9 mm, 10 mm, and 14 mm from the tip (i.e., 4-1-
4 mm spacings). One insulated wire was threaded through each
hole. The portion of the wire exposed through each hole was
then stripped of its insulation and wrapped around the catheter.
Previously, the four electrodes were exposed at the surface of
the catheter where direct contact with stent was possible. In the
present study, a design was proposed where grooves are made
into the catheter such that the wires were made sub-surface as
shown in Figure 1. This design decreases surface contact of wires
or electrodes with the stent while allowing the necessary exposure
for the conducting electrode in the measurement field.

The exteriorized portions of the four wires through the lumen
were connected to an electronic conductance module constructed
in our laboratory. This module drives a 10 kHz, 35 µA (root
mean squared, rms) constant current between the two outermost
electrodes and measures the resultant voltage between the two
inner electrodes. The voltage detected, moderated in amplitude
by the impedance change through the NaCl solution, has a
frequency of approximately 10 kHz. The data acquisition rate
has a frequency of 10 kHz, with current injected and detected
voltage channels.

FIGURE 1 | An illustration of an impedance catheter where the four electrodes
are spaced at the tip (two inner and two outer electrodes) in the top panel; a
zoom of the embedded portion of the electrode arrangement is shown in the
middle panel; and a further zoom of the wire tunneling is shown in the lower
panel.

Conductivity of Fluid and Stent
A calibration of known CSA was made in four acrylic tubes with
sizes ranging from 2.5 mm to 5.0 mm in diameter. The catheter
was placed in each of the four tubes. All four tubes were filled
with either 0.45 or 0.9% NaCl solutions at room temperature. By
using the voltage reading from the catheter, the conductivity, σ, of
both NaCl solutions was determined by plotting the conductance,
G, against CSA/L (G = a.CSA/L where L is the distance between
the inner electrodes). The calibration was then repeated with
a stainless steel Jostent (316L stent, Jomed) embedded within
each tube. The conductance readings were plotted in order to
determine the effect of stent.

Stent CSA in Tygon Tubing
The CSA measurements were taken with the catheter placed in
the lumen of each tube with known CSA containing a stent. The
conductivity was determined for each solution as described above
and the measured conductance was adjusted to accommodate for
the offset caused by the stent. The CSA was then calculated using
CSA = G·L/s.

Stent CSA in ex-vivo Vessels
The lumped cylindrical model that relates the conductance, G
(G = I/V, ratio of current to voltage), to the CSA as:

G = σ · CSA/L (1)

holds if the electrical current is insulated within the cylinder.
It is known that the vessel wall and any surrounding tissue are
conductive, however, and will cause an offset error from current
leakage known as the effective parallel conductance, Gp. Since Gp
is constant at any given position on a vessel, using two different
concentrations of NaCl solutions will result in the desired relation
as:

CSA(t) = L [G2(t) − G1(t)]/[σ2 − σ1] (2a)

where “1” and “2” refers to 0.45% and 0.9% NaCl solutions with
specific conductivities σ1 and σ2. If we assume that the vessel
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has a circular cross-section, we can compute the diameter as
D = (4CSA/π)1/2; namely,

D(t) =
(

4L
π

1G(t)
1σ

) 1
2

(2b)

where 1 represents the difference in a quantity for the
two injections.

Five porcine carotid arteries were harvested from a local
slaughter house to validate the stent sizing in ex-vivo vessels.
The isolated carotid vessels were stored in 0.9% saline solution
at 4◦C. The carotid artery was cannulated with 6 Fr sheaths on
both ends with one end connected to a pressure transducer. The
stent was first deployed within the vessel and the catheter was
then inserted through the sheath into the lumen of the artery as
shown in Figure 2. The vessel was perfused with approximately
5 ml of 0.9% followed by 0.45% NaCl solutions. Each infusion was
used to pressurize the vessel from 20 to 120 mmHg in increments
of 20 mmHg for each solution. The pressurization to change the
diameter of vessel was done by hand using a syringe connected to
the second sheath. During pressurization, the vessel was placed
under a camera to measure the outer diameter during inflation.
By using the conductivities of different NaCl (0.45 and 0.9%)
solutions with and without the stent and the conductance value
for each solution, the CSA was determined by Eq. (2a) at each
pressure. The diameter of the stented vessel was subsequently
computed from Eq. (2b).

At the completion of experiment, a ring of the artery of 1 mm
in thickness was obtained at the site of the detection leads of
the catheter. A photo of the no-load (zero pressure) ring was
taken under a dissection microscope and the no-load CSA of the
vessel (CSAnl) was measured. Assuming incompressibility, the
inner diameter of the vessel during pressurization was obtained
from the outer diameter measurements described above. For a
cylindrical vessel, the incompressibility assumption can be stated
as:

Di =

√
D2
o −

4CSAnl

πλz
(3)

where Do, CSAnl and λz are outer radii at the loaded state,
wall area in the no-load state, and the axial stretch ratio,
respectively. Hence, the lumen diameter or CSA (CSA = pD2/4.
for a cylindrical vessel) determined from equation [3] was directly
compared with the impedance measurements.

FIGURE 2 | A schematic of an impedance catheter in the lumen of a stented
vessel.

CSA for Various Stent Metal Coils
In addition to actual stents, we used several wires to examine
different stent metals with varying conductivities. Tungsten and
stainless-steel type 316 wires of 0.25 mm diameter were shaped
to a 2 cm long coil with approximately one full loop every 5 mm.
The diameter of the coil was 3.5 mm for each type of metal and
the experiments were repeated similar to those involving stents as
described earlier.

Drug Coated Stents in vivo
We also considered 3 drug eluting stents, DES (Xience, Abbott)
deployed in swine (n = 2). The 3 mm stents were deployed at
nominal pressure as suggested by manufacture’s chart as per our
previous studies (Chen et al., 2011). These animals were used
from other acute studies to maximize animal use. Briefly, normal
male swine (60-65 Kg body weight) had expired DES deployed
in each of three coronary arteries (RCA, LAD and LCx). The
animal studies were approved by the Institutional Animal Care
and Use Committee of Indiana University and complied fully
with the Guide for the Care and Use of Laboratory Animals
published by the National Research Council. After deployment
of stent recommended diameter, IVUS was used to measure
the diameter of the stent for comparison with the conductance
measurements. The procedures and methods were the same as
those reported in Ref. 9.

Statistical Analysis
The relation between phantom (P) or optical (O) and impedance
(I) diameter measurements were expressed by DPorO = αDI +

β where α and β are empirical constants that were determined
with linear least squares fit and a corresponding correlation
coefficient R2. In a Bland-Altman scatter diagram, we plotted the
percent differences between the two measurements of diameter
(DPorO−DI

DPorO
× 100) against their means (DPorO+DI

2 ). In the scatter
diagram, the precison and bias of the method can be quantified.
We also determined the root mean squares (rms) error to further
assess the reliability of the technique.

RESULTS

Conductivity of Saline and Stent
Figure 3A shows the conductance measured by the catheter
for each CSA in 0.45% and 0.9% NaCl solutions. A saline only
calibration was used as a baseline run to show that the 0.9%
saline has a higher (approximately 2 times) conductivity (slope)
than the 0.45% saline solution. The NaCl measurements have
a nearly zero offset (intercept) in the conductance readings.
The calibration of NaCl in the presence of stent showed no
change in conductivity (slope) of both solutions but resulted in
an offset of about 3 mS for the stainless-steel stent as shown in
Figure 3B. The two graphs were superimposed to demonstrate
that when normalizing for the offset (i.e., subtract the intercepts
from Figures 3A,B), the stent calibration is nearly identical to the
saline calibration (Figure 3C).

The saline and stent calibrations were done with four catheters
(3Fr and 4Fr) where the conductivity (slope) was unchanged with
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FIGURE 3 | Saline and stent calibrations of 0.45 and 0.9% NaCl solutions.
Graph (A) shows conductance values for each corresponding CSA in acrylic
tubes filled with saline only. Graph (B) shows the values with the stent
embedded in each of the tubes. Graph (C) shows both saline only and stent
values with normalized offsets. Lines of best fit are shown in Graphs (A) and
(B).

or without the stent. The conductance offsets of 3.2 ± 1.2 and
3.3 ± 0.72 for the 0.45% and 0.9% NaCl solutions, respectively,
were significantly different from zero in the presence of
stent (BMS).

Stent CSA in Tygon Tubing
Four catheters were placed in five different sized Tygon tubing
with the deployed stent to determine the stented diameter.
Although the diameter measurements were made with both NaCl

solutions, the difference was not significant and the average from
both solutions was used. Figure 4A shows the phantom diameter
measured by the catheter as compared to the diameter measured
with a caliper. To determine the agreement between the two
methods, we made a Bland-Altman plot of the percent difference
in diameters between the two methods against their mean values.
Figure 4B shows the Bland-Altman plot where the mean and SD
were found to be 0.25 and 4.2, respectively. The upper and lower
dotted lines represent mean+2SD (8.6%) and mean-2SD (-8.1%),
respectively. The rms error for the impedance measurements was
3.4% of the phantom diameter.

Stent CSA in ex vivo Vessels
Figure 5A shows the relationship between carotid vessel
diameters measured by impedance and optical methods. The
correlation coefficient for the relationship between impedance
and optical measurements was 0.946, with a slope and intercept
of 1.01 and 0.034, respectively. Figure 5B shows the Bland-
Altman plot where the mean and SD were found to be 0.37
and 3.4, respectively. The upper and lower dotted lines represent
mean+2SD (6.8%) and mean–2SD (–6.0%), respectively. The
rms error for the impedance measurements was 3.2% of the
vessel diameter.

CSA for Various Stent Metal Coils
The calibrations with metal (stainless steel and tungsten) coils
show that the slopes remain the same (Table 1). There were also
no differences in the offsets in relation to the NaCl (0.45 or 0.9%)
solutions used as shown in Table 1. There were differences in
the offsets, however, for the two metals. The stainless-steel coil
offsets the conductance readings by about 4 mS in four catheters,
while the tungsten coil records an offset of 45 mS. Hence,
the more conductive tungsten material shows a significantly
higher conductance offset (an order of magnitude) than stainless
steel (p< 0.00001).

DES Stent CSA in in-vivo Vessels
In the stents used, the differences between the conductance
catheter measurements and IVUS were 8.2%. We had also
confirmed that the drug coated stents were not conductive and
did not produce any offset as observed with BMS or stent metal
coils. Hence, the two animal studies in 3 coronary arteries were
purely confirmatory.

DISCUSSION

Although stenting reduces acute complications and restenosis
as compared to balloon angioplasty, in stent restenosis (ISR)
remains an important clinical problem (Chen et al., 2011).
Studies suggest that a significant number of ISR lesions contain
inadequately expanded stents (Schiele, 2005). Furthermore, stent
underexpansion is a significant cause of failure after sirolimus-
eluting stent (SES) treatment (Fujii et al., 2004). IVUS studies
show that an MSA< 5 mm2 was the optimal threshold to predict
target-lesion reascularization after treatment of de novo lesions
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FIGURE 4 | Phantom diameter measurements determined using impedance catheters versus a caliper. Four catheters were tested in five different tubing sizes.
(A) A line of identity shown between caliper diameter and impedance diameter measurements. (B) A Bland-Altman plot of mean of diameter measurements versus
percent difference in measurements.

FIGURE 5 | Inner diameters of five pig carotid arteries measured by impedance catheters versus diameters measured optically. Each artery was pressurized from 20
to 120 mmHg in increments of 20 mmHg during measurements. (A) The line of identity between optical diameter and impedance diameter measurements. (B) A
Bland-Altman plot of mean of diameter measurements versus percent difference in measurements.

with SES (Fitzgerald et al., 2000). MSA > 5 mm2 predicted long-
term patency after treatment of de novo lesions with SES (Fujii
et al., 2004, 2005).

Despite the utility of IVUS in the assessment of MSA, it
has several shortcomings which limit its routine use in the
catheterization laboratory. It requires advancement of a relatively
expensive IVUS catheter connected to an expensive apparatus.
It also adds longer procedure time and longer fluoroscopic

time, increases the use of contrast material (Chen et al., 2011)
and increases the risk of dissection, thrombosis, spasm and
acute occlusion during catheter manipulation (Hausmann et al.,
1995; Sonoda et al., 2004). Furthermore, it is not unusual
that the relatively bulky IVUS catheter cannot be advanced
across a lesion due to high grade stenosis, vessel tortuousity
or calcification. Finally, since the impedance electrodes can be
implanted within a workhorse guidewire (Nair et al., 2018),
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TABLE 1 | The calibration slope and offset of the impedance catheter in NaCl and NaCl plus wire coil (stainless steel and tungsten).

Stainless Steel (SS)

0.45% NaCl 0.45%NaCl w/ SS 0.9% NaCl 0.9%NaCl w/ SS

Slope 1.1 ± 0.17 1.1 ± 0.11 1.9 ± 0.31 1.9 ± 0.25

Offset −0.47 ± 0.18 3.8 ± 1.5 −1.1 ± 0.71 3.1 ± 1.8

Tungsten (T)

0.45% NaCl 0.45%NaCl w/T 0.9% NaCl 0.9%NaCl w/T

Slope 1.2 ± 0.28 1.1 ± 0.26 1.8 ± 0.41 1.9 ± 0.35

Offset −0.78 ± 0.17 45 ± 5.6 −0.84 ± 1.6 46 ± 6.4

The values are mean ± SD.

it is not necessary to change catheters such as with the
use of IVUS.

The present device makes easy, accurate and reproducible
measurements of the size of stented blood vessels within clinically
acceptable error. This enables the determination of MSA with
higher accuracy using previously published methods (Kassab
et al., 2005, 2009; Hermiller et al., 2011; Nair et al., 2018).
The present catheter addresses two key issues that are resolved
by modification of the previous device design. First, the four
electrodes were exposed at the surface of the catheter where
direct contact with stent was possible (Kassab et al., 2005, 2009;
Hermiller et al., 2011; Nair et al., 2018). In the present study, a
design is implemented where grooves are made into the catheter
such that the wires are made sub-surface as shown in Figure 1.
This design decreases surface contact of wires or electrodes
with the stent while allowing the necessary exposure for the
conducting electrode in the measurement field.

The second issue addressed here relates to the offset creates
by the presence of the stent in the vessel lumen. Previously, it
was shown that sizing (cross-sectional area, CSA) is related to the
ratio of change in conductance to change in conductivity (slope
of the conductivity-conductance relation). Figure 3A shows the
CSA/L-conductance relationship, which is expected to be linear
with zero intercept (Eq. 1). The slope of Figure 3A corresponds
to the conductivity s. Figure 3B shows the same relation in
the presence of a stent. It is apparent that the slope of the
curve remains unchanged but there is an offset that reflects the
conductivity of the stent. Although the conductivity of the metal
itself may vary, this will not affect the measurements as the
slope which determines the CSA (Eq. 2) remains unchanged.
In conclusion, the presence of a stent does not affect the sizing
accuracy of the impedance catheter (errors < 5%) as shown in
Figures 4, 5. The change of offset is inconsequential for the sizing
utility of the conductance technology.

Although we used BMS and conductive stent metal to consider
the worst-case scenario, current clinical stents are either DES or
bio-resorbable stents which, in either case, are not conductive
and hence would not present any offset or conductive issues
for measurements. Since the strut thickness is relatively small,
the sizing measurements is essentially that of lumen area or
MSA. Furthermore, although the measurements were made on
a conductance catheter, the methodology presented is completely
translatable to a sizing guidewire as shown in peripheral arteries

of animals and patients (Svendsen et al., 2014b; Nair et al.,
2018). For example, our peripheral guidewire can size the Supera
(Abbott) or the Viabahn (Gore) as neither of these devices is
electrically conductive.

Limitations of Study
As with any technology, the conductance method has limitations.
First, the electrical conductivity measurements of lumen size
cannot confirm stent apposition (i.e., this method is non-
tomographic and hence does not allow visualization of relation
between struts and vessel wall at the current state). A sizing post-
dilation method using the same electrical platform technology
can be used to address this issue for coronary or peripheral
applications (Svendsen et al., 2014a, 2015). Second, the saline
injections (although routine in the clinic) do add steps to the
procedure. An injection-less method is possible with the current
technology where feasibility has been recently demonstrated
(Dabiri and Kassab, 2018). Finally, the comparison of accuracy is
made in comparison with IVUS. Ultimately, a clinical outcome
study may be necessary to establish the clinical utility of this
technology similar to IVUS studies (Zhang et al., 2018).

SUMMARY

We validated a conductance device that allows accurate sizing
of the stent vessel. Undoubtedly, a workhorse guidewire
that allows reliable and accurate assessment of coronary and
peripheral stent area may provide a powerful treatment tool for
the interventionalist. This may improve clinical outcomes by
ensuring the desired MSA without over-distension which should
lead to better clinical outcome.
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