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Landslides are one of the most dangerous geomorphological processes, responsible for losses of human lives and damages to structures, infrastructures, cultural and natural heritage. During the Anthropocene, impacts of human activity on the environment, including recent climate changes, have caused deep alterations to the natural evolution of surficial geologic processes, causing a progressive increase in the occurrence of landslides.

The goal of this Research Topic is to provide an updated overview of the progress in the field of landslide research, covering all the aspects related to the landslide events: geomorphological characterization and understanding of triggering and predisposing factors, new technologies applied to the study of evolution of slope phenomena, new methodologies to foresee and mitigate landslide hazard.
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Editorial on the Research Topic
 Landslide Hazard in a Changing Environment



Landslides are one of the most common natural disasters in the world causing large economic losses and casualties. Their impacts are increasing globally due to rapid development, deforestation and urbanization. According to the Emergency Events Database at Université Catholique de Louvain (UCL)—CRED, from 2008 to 2017 (OFDA/CRED, 2018), landslides has been responsible for 10,338 deaths worldwide, with more than 3 million citizens affected and more than US$ 2.7 billion economic losses. Even in the absence of fatalities, landslides and floods have significant socio-economic impacts. These include the severance of access to and from relatively remote communities for services and markets for goods; employment, health and educational opportunities; and social activities. Recently, a series of debris flows occurred in southern California, US, on January 2018 causing 21 deaths and economic losses for more than US$ 207 million, and landslides caused by heavy rain killed 32 people in Ethiopia in May 2018.

Cruden and Varnes (1996) define landslides as movements of a mass of rock, debris or earth down the slope. Hungr et al. (2014) classified landslides based on failure mechanisms and involved material. Other relevant landslide classifications are related to landslide velocity (Cruden and Varnes, 1996) and size (Fell, 1994) as expression of phenomenal magnitude or related to the triggering factors, like earthquakes or rainfall (Rodríguez et al., 1999; Katsura et al., 2008; Baum and Godt, 2010; Havenith et al., 2016; Calvello, 2017).

During the last decades, climate change has affected the stability of natural and engineered slopes at different temporal and geographical scales (Seneviratne et al., 2012). Several studies demonstrated the impact of climate change on landslide occurrence and investigated future scenarios according to climate model projections (Stoffel et al., 2014, Gariano and Guzzetti, 2016). The type, extent, magnitude and direction of the changes in the stability conditions, and on the location, abundance, activity and frequency of landslides as a consequence of the projected climate changes is under debate (Gariano and Guzzetti, 2016).

In this research topic, Zumpano et al. present two case studies in low-density populated areas in the southern Apennine (Italy) and Romania. In these areas, the main productive activities are based on agricultural and pastoral resources, evaluating the potential economic loss trends in rural areas, according to future scenarios by 2050. Esposito et al. show an interesting analysis of increasing flash flood frequency linked to climate changes in urbanized coastline in southern Italy, during 1970–2014.

Developing landslide hazard/risk modeling applications is a complex task that involves geomorphology, hydrology, geoengineering and statistics (Hungr et al., 1984; Glade, 2005; Fuchs et al., 2008; Bhatt et al., 2013). To properly define hazard/risk scenarios, it is mandatory to characterize and to model the triggering causes and the propagational and deposition pattern of mobilized material. In this research topic, Gregoretti et al. describe the back analysis of the debris flow that occurred in 2015 at Rio Secco Creek (north-eastern Italy), demonstrating that the proposed rainfall-runoff model can reconstruct the triggering factors and the process evolution (propagation and deposition). Boreggio et al. show that the most relevant input in simulations of debris flow routing is the Digital Terrain Model (DEM) with appropriate resolution: several interpolation methods to derive DEM in complex orography are investigated by a GIS framework. Effects of different gridding techniques are also evaluated on modeling of debris flow routing.

Landslide hazard assessment is a relevant step toward landslide hazard and risk management. Pardeshi et al. (2013) provide a comprehensive overview of current techniques in this field of research. In this research topic, Tiranti et al. propose an integrated approach in an Alpine environment (north-western Italy), demonstrating that the comprehensive hazard scenario is evaluated by incorporating the source areas' distribution and characteristics, the actual connection to main channel, estimated by the Connectivity Index, propagation and deposition modeling operated by a 3D Cellular Automata algorithm. Frey et al. describe a study on Quillcay catchment in the Cordillera Blanca, Perú, presenting a scenario-based multi-source glacial lake over burst flood. Beside technical aspects, the study gives special attention to approval and dissemination of hazards information given the complex institutional context.

In 2009, the United Nations Office for Disaster Risk Reduction (UNISDR, 2009) defined an early warning system (EWS) as “a set of capacities needed to generate and disseminate timely and meaningful warning information to enable individual, communities and organizations threatened by a hazard to act appropriately and in sufficient time to reduce the possibility of harm or loss”. There are many operational EWSs currently implemented for various types of natural hazards, including landslides. Overview and classification of existing landslide EWSs are presented in Thiebes et al. (2012), Bazin (2012), Stähli et al. (2015), Devoli et al. (2018), and Segoni et al. (2018). In this research topic, a methodology to couple rainfall thresholds and susceptibility maps for hazard assessment at a regional scale is presented by Segoni et al.: this new approach has been tested in northern Tuscany (central Italy) where an appropriate calibration and validation of the hazard matrix has been implemented to meet stakeholder requirements. The availability of quantitative precipitation estimates (QPEs) based on weather radars with high spatial and temporal resolution provides new chances for automatic EWSs: Cremonini and Tiranti illustrate a successful application of an operational EWS in northern Italy. On November 2016, heavy rain hit Piemonte (north-western Italy), causing diffuse landslides and floods: the operational landslide EWS successfully detected the conditions for rainfall-induced landslides.

This Research Topic presents some original research papers on scientific studies representing an updated overview of recent achievements in slope processes research. The presented researches advance our understanding of landslide related hazards and the necessary mitigation actions. These papers also address the possible impacts of climate change on this significant natural hazard.
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A high dynamic environment is typically interested by changes affecting the natural processes and their related consequences. Landslides do not only alter the landscape, but substantially affect human activities. When it comes to natural hazards, landslides have been acknowledged as one of the main causes of human casualties or damage to assets. Furthermore, economic losses to rural lands are also significant, despite often being underrated, especially in rural areas. In not densely populated territories, the main productive activities are in fact often based on the agricultural and pastoral resources. We intend to propose a methodology that helps to investigate the potential loss of value (expressed in €) of lands usually exploited for economical profit in rural areas. We test the method on two case studies, belonging to different European Countries with very different economical assets and geological, geomorphological, and environmental conditions. The first study area is located in the Southern Italian Apennines, in the Molise region, while the second area is located in Buzau County, a region belonging to the Romanian Curvature Carpathians and Subcarpathians. Our analysis is focused not only on the actual situation, represented by the past and present landslides, but also on potential future scenarios for 2050. The scenarios foresee future similar socio-economical and technological activities, with no major changes expected. The loss estimation is based on the presence of landslides affecting the rural lands, but it also considers both a present and future landslide susceptibility scenario. This procedure allowed the estimation of the economic losses in the two case-study areas, highlighting how the same natural processes might result in different economical consequences. Following our approach, the results highlight that for the Italian case study there is a loss of 10.4% for 2007 and 9.9% for 2050 of the total land value as concerns landslides susceptibility. In the Romanian case study, on the other hand, the loss corresponds to 29.6 and 29.8% for 2010 and 2050, respectively. In addition, the proposed procedure could be considered a valuable methodological approach to assess landslide-induced economic losses, and be effectively used during spatial planning activities, aimed at supporting decision makers for a more sustainable land management.

Keywords: landslides, land cover changes, economic loss, susceptibility, future scenario

INTRODUCTION

Natural hazards, including landslides, cause severe damage to a large variety of assets (meaning structural, infrastructural, and social goods), determining losses on population activities, natural, and human environment all over the world (Zêzere et al., 2008; Petley, 2012; Promper and Glade, 2016; Salvati et al., 2018).

There is an increasing interest on studying how anthropogenic pressure on the ecosystems can determine changes in the spatial distribution of landslides (Reichenbach et al., 2014; Malek et al., 2015; Schmaltz et al., 2017; Gariano et al., 2018). It is also important to underline that changes in the socio-economical structure are going to affect also the number and the type of assets exposed to natural hazards and risks, including landslides (Pisano et al., 2017a). The interactions among exposed assets, landslides, and economic analysis of the occurred damage have therefore become object of several studies since a few decades (i.e., Schuster, 1996; Godt et al., 2000).

Estimating consequences of landslides in terms of direct and indirect damage (Fleming and Taylor, 1980; Schuster and Fleming, 1986) is imperative in the framework of reliable risk assessment and management strategies.

When dealing with natural disasters, direct and indirect losses have to be distinguished. According to the United Nations Office for Disaster Risk Reduction (UNISDR): “Direct losses refer to damage to human lives, buildings, infrastructure, and natural resources. Indirect disaster losses are declines in output or revenue, as a consequence of direct losses or owing to impacts on a supply chain” (GAR, 2015). Other types of costs are intangible costs, business interruption costs, and risk mitigation costs, as defined in Kreibich et al. (2014). The damage observed, and the related costs, may be also very different to quantify depending upon the type of natural hazards (Parise et al., 2013; Vennari et al., 2015, 2016; Salvati et al., 2018).

Furthermore, there are generally two ways to assess costs of natural hazards, namely “ex-post” are those estimates after the event, meanwhile with “ex-ante” can be named those estimated taking into account the likely future hazard occurrence. Following Donnini et al. (2017) the first is the approach most commonly addressed in the scientific literature, because it provides information relevant to the stakeholders or planners related to the compensation and economic support.

When a natural hazard occurs, there can be a great variety of elements at risk affected, but commonly the focus is on buildings and public infrastructure such as roads, railroads, and other communication routes (Alexander, 1986; Chiocchio et al., 1997; Iovine and Parise, 2002; Calcaterra et al., 2008; Calò et al., 2012; Del Soldato et al., 2017). However, when it comes to rural areas the main economic resources are strictly tied to the exploitation of agricultural, pastoral, and natural resources, therefore land damage represents a serious threat to the socio-economic development. In this case, the landslide direct damage can be identified as the partial or complete loss of agricultural production and of soil productivity in time, and/or the reduction in land value.

Indirect damages caused by landslides, on the other hand, are related to the reduction of functions derived by rural activities normally taking place in the affected land (for example harvesting, plowing, pasture), determining also the reduction in the normally produced public services.

It is quite common that the losses to rural land, caused by activity of slope movements, tend to be underrated, due to the fact that they do not constitute a practical risk to personal safety. For instance, at present there is quite relevant scientific literature available concerning loss or damage of rural lands due to natural hazards such as drought (IPCC, 2012; WMO, 2014; Lesk et al., 2016) or floods (Ward et al., 2013; Tanoue et al., 2016), but almost anything about landslides to the best of our knowledge.

Economic damage produced by soil erosion and landslide phenomena in rural environments, together with the lack of methodological approaches to assess landslide-induced damage, makes difficult to take decisions concerning land management, or to plan and develop actions to prevent and mitigate such damage. This amplifies the need to develop methods potentially contributing to a more precise and rapid evaluation of the likely economic consequences.

In this work we propose a methodology that helps to determine the loss of value suffered by those land parcel types which are exploited for economical profit in rural areas. The method is a multi-disciplinary approach, based on the integration of GIS applications, effective and easy to use because it does not require a large amount of data. To test its robustness we applied it to two different case studies, characterized by different socio-economical environments, geological and geomorphological settings, and data availability and resolution as well.

In addition, considering that future damage is often considered the essential basis of risk reduction strategies and preparedness planning in any risk analysis (Van Westen et al., 2006; Vranken et al., 2013), we further analyse the expected losses for both case studies, according to a possible Business As Usual (BAU) scenario for year 2050.

STUDY AREAS

The study is focused on two areas located in different European Countries. The first one is the Rivo catchment in the Molise region of the Italian Southern Apennine, while the second is placed in the Curvature sector of the Romanian Carpathians and corresponds to the upper sector of the Bălăneasa catchment. Selection of these two areas lies in the fact that they are representative for the rural environment in the respective countries. In addition, they were selected also on account of the fact that we wanted to apply the methodology in two quite distinct settings from both the environmental and the socio-economical standpoints.

Rivo Catchment

The Rivo catchment study area covers an area of 82 km2 and is located along the Adriatic flank of Molise region (Southern Italy). It is a small hilly to low mountainous basin which is part of the larger valley system of the Trigno River, one of the major water courses in the region. The area is characterized by altitudes ranging from ca. 230 to 980 m above sea level. From a geological standpoint the outcropping geological formations consist mainly of marly-arenaceous and clayey deposits (from Upper Oligocene to Middle Miocene), with subordinate limestone and Middle-Lower Miocene bio-calcilutites, as reported in the sheet 393 “Trivento” of the geological map (Sgrosso and Naso, 2012).

Slope modeling processes, such as landslides and deep gully erosion, take place extensively on steep slopes modeled on clayey lithologies (mainly varicolored scaly clays; Aucelli et al., 2010).

Landslides belong to the categories of earthflows and complex earthslide-earthflows, and are primarily triggered by rainfall (Rosskopf and Aucelli, 2007; Borgomeo et al., 2014). Most of the phenomena are dormant and relatively superficial (depth ≤ 4 m); they are typically found along fluvial slopes directly bordered by stream incisions, and thus severely affected by river undercutting (Aucelli et al., 2001, 2004).

The area lies within a prevalently rural context with low population density. The prevailing land use is represented by crops (55.4%), forest lands (32.87%), and pasture (4.7%). The most common population sustenance methods are agricultural, pastoral, and crafting activities, and small enterprises.

Bălăneasa Catchment

The second study area is situated in the Curvature sector of the Romanian Carpathians, at the limit between the Buzău Carpathians and Subcarpathians (see Figure 1), an area considered representative for the two main morpho-structural units in respect to the landslide typology—land cover categories relationship. Overlaying the upper catchment of Bălăneasa River (main tributary of Buzau), the area extends from 1,100 m to 300 m a.s.l., and can be divided in two almost equal sub-sectors: an upper mountainous zone, and a lower hilly zone. The northern mountainous area (Buzău Carpathians) features low-altitude summits (1,000–800 m a.s.l.) and elongated, NE-SW-oriented, smooth ridges alternating with large valleys carved in Mid-Upper Palaeogene flysch deposits (Eocene schistose sandstone flysch, Oligocene sandstone flysch with schistose intercalations, bitumen and conglomerates). The lithological features, together with the highly folded and faulted structures, constitute the main predisposing factors of the active morphodynamics. The slopes are modeled by large, deep-seated landslides (debris/rock slumps, rock block slides), triggered by snowmelt or long-lasting rains, with a high reactivation potential, especially in the form of shallow and medium-seated earth/debris slides. The southern hilly sector corresponding to the Buzău Subcarpathians consists of an alternation of low-to-high rounded hills with enlarged valleys as a result of differentiated erosion exerted on the different-consistence molasse deposits of Low Neogene age (Miocene schistose clays and schists, alternating with thin sandstone, gypsum or conglomerate layers). Developed between 800 and 300 m a.s.l., the Subcarpathian sector is marked by intense landslide activity, conditioned by the lithology and enhanced by human activity (road cuts). The landslide typology consists of shallow and medium-seated earth/debris slides and numerous earthflows, triggered by early spring showers or torrential summer rains. Throughout both sectors, slope processes are strongly correlated with the river network, both at the level of large valleys and smaller tributaries, so that in numerous cases landslide deposits cause river blockages and temporary landslide dams. The human activities are leaving strong imprints on the landscape. Even if it is a rural area, social, and political-economical frameworks marked changes in the land-cover patterns. Partial collective agriculture until 1990, followed by a transition period and by Romania's EU joining procedures (2007) induced different management procedures, in which recent deforestations, property fragmentation or abandonment strongly influenced the correlation between slope processes (landslides and erosion) and land coverage/usage (Micu, 2008). The broad-leaved forests are covering the majority of the land in the Carpathian sector, being replaced in the Subcarpathians by orchards and hayfields. The settlements are usually clustered along valleys, while seldom households could be encountered scattered across the upper slopes and used mainly during the harvest periods (of both fruits and hay). The subsistence agriculture prevails, while arable lands are limited in extension and used mainly for maize or potato crops.
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FIGURE 1. General overview of the study areas locations (in A Rivo catchment; in B Balaneasa catchment) and landslides bodies (reported in red) used for the analysis.



DATA PREPARATION AND METHODS

Estimation of the damage suffered by rural lands lying on slopes prone to landslides is built through the interaction of two features, namely: (i) land use/cover type and associated economic value, and (ii) landslide susceptibility. These two are overlapped by using GIS software in order to obtain the potential degree of loss suffered by rural and agricultural lands due to different levels of landslides susceptibility. To this aim, we completed the landslide susceptibility analyses for the two case studies, and collected information related to the average land values of forested areas, pastures, cultivated land, bareland, and shrubland for both the case studies. Landslides susceptibility classes and land values were eventually intersected by means of a matrix that, after the application of specific indicators, provided a net land value reduced by the estimated loss, called the “real” value.

This section illustrates the data and the methods used to perform the analysis, whilst land use data and the future 2050 scenario were developed by Pisano et al. (2017b,c). Here the output related to the 2007 land cover, and the so-called 2050 trend scenarios, together with the associated susceptibility, were used as input data in order to calculate the potential loss of economic value of the rural lands due to susceptibility. For the Bălăneasa catchment case study, we performed the land cover scenario and the associated susceptibility (for years 2010 and 2050) by adopting the same methodology used for the Rivo catchment. In the following sections we present data and methods related, in both case studies, to the land cover and landslide susceptibility, the economic value of the rural lands and its loss due to landslide susceptibility, an overall overview of the methodology adopted is given in the flowchart provided as the Supplementary Materials (Supplementary Figure 1).

Land Cover and Land Cover Scenarios

Land cover maps were designed in the framework of a multi-temporal analysis aimed at evaluating land cover changes in a 50 year period (Pisano et al., 2017b,c). The multi-temporal land cover mapping was performed in GIS environment by using ortho-rectified and co-registered aerial photos. The aerial image interpretation was performed using a scale of 1:5,000, organized in the following seven classes: settlements, cultivated area, forested land, pasture, shrubland, wetland, and bareland.

In these works, we considered only those land cover classes exploited as agricultural, pastoral, and natural resources in less populated territories where rural activities are the main source of income. In detail, they are forested areas, pastures, cultivated land, bareland, and shrubland.

For the Bălăneasa case study we used the land cover maps developed by Malek et al. (2014) starting by classifying the forest cover through Landsat images for the years 1989, 2000, and 2010. To map settlements and cropland, we combined the Landsat data with most recent high resolution Google Earth images. More detailed topographic maps and spatial plans obtained from local authorities were also used to help with manual digitization of settlements and cropland. The final land cover map had a 89% overall accuracy. More information on the land cover classification and the underlying data are available in Malek et al. (2014).

Regarding the scenario modeling, we projected future land use changes in both study areas for the year 2050 by simulating future changes based on the observed historical trends, which we assumed to continue in the future. To spatially allocate future land cover change, we developed a model using Dinamica EGO. Dinamica EGO is a GIS, particularly suitable for spatial land cover change simulation on a high spatial and temporal resolution (Soares-Filho et al., 2002).

The demands of future land cover were based on observed trends. In this way, we simulated how the future land cover might look like if socio-economic conditions, current agricultural, and forestry practices, as well as spatial planning will continue with the business as usual (BAU) scenario. In both areas, we however modified the observed trends, to allow the continuation of the most significant processes. For example, forest expansion was observed as the prevailing process in the landscape. To allow the continuation of the forest expansion trends, we therefore had to modify the change rates of other processes, that occurred on a smaller spatial extent. This did not influence the final results, as we only limited cropland and urban expansion change rates to exclude expansion on the account of forests. Moreover, agricultural abandonment and subsequent overgrowth have been identified as a major land use process in European mountain areas (van Vliet et al., 2015), a trend likely to continue.

The trend scenarios were different for the two areas: whereas the Italian area witnessed cropland and urban expansion, that in Romania was characterized by forest expansion and to some extent small scale deforestation, as indicated by forest management trends at the regional level (Malek et al., 2015, 2018).

In future scenarios particular land cover types, such as forest or cropland, are in our study areas more likely to be found near or adjacent to existing forests or croplands. We therefore mostly modeled expansion of particular land cover, instead of forming new isolated patches in a landscape. We still allowed the formation of new patches of specific land cover, based on the observed size and variation of observed past land cover changes. In this way, we aimed to capture more realistic spatial patterns of future land cover change specifically for each of the study areas.

Landslide Susceptibility and Associated Scenario

To quantify the potential loss of value of rural lands due to landslides we considered the landslide susceptibility of the two analyzed case studies, starting from the landslide susceptibility analysis already available for the Rivo catchment (Pisano et al., 2017c). We carried out the susceptibility using the Spatial Multi Criteria Evaluation (SMCE) (Alkema, 2007; Boerboom and Alan, 2012; Pourghasemi et al., 2014) in GIS environment using ILWIS software (ILWIS™ Academic 3.3, 2012)1 and taking into account seven predisposing factors (slope angle, slope aspect, altitude, internal relief, land cover, soils, and ancient landslide deposits), for which the frequency ratio (FR) was calculated (Pradhan and Lee, 2010; Yalcin et al., 2011; Persichillo et al., 2017). FR was calculated exploiting the landslide dataset points extracted in the source zone, in order to represent the probability of occurrence from the initiation area. To the variables were assigned weights representing their relative importance; namely, we gave the highest weights to slope declivity and land cover (0.19), followed by slope orientation, large old landslide deposits (0.14), internal relief (0.13), soil (0.11), and altitude (0.09). The dataset was divided in two parts, allowing to have two independent dataset, one of which representing the 10% of the total to be used for validation. This latter was operated applying the receiver operating characteristic (ROC) curve (Pisano et al., 2017c).

In the SMCE the FR was used to relate the factor classes weights to the landslide density standardized using the maximum linear function; meanwhile the factors standardization was performed using the direct method based on expert judgment (Pisano et al., 2017c). The obtained map (Figure 2) for 2007 has been re-classified using five intervals from very low to very high, and showed a ROC curve of 0.814 (Pisano et al., 2017c). The map identifies the highest susceptibility in the central areas in correspondence of the most clayey formations, i.e., Varicoloured Scaly Clays, that showed high Frequency Ratio values (Pisano et al., 2017c), and is known to be highly affected by landslides in the Southern Apennines of Italy (Fiorillo et al., 1996; Parise and Wasowski, 1999; Rosskopf and Aucelli, 2007).
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FIGURE 2. Rivo catchment landslide susceptibility (A), land cover (B), and damage (C) maps for 2007 and 2050 (respectively, D–F). In the zoomed squares (A′-C′ for 2007 and D′-F′ for 2050) some sectors of the related maps are highlighted.



Following the same approach, we carried out the susceptibility analysis for the Bălăneasa catchment. Based on a wide knowledge of the geological and geomorphological characters and of the main hydro-geological processes occurring in the area, we prepared the conditional factors maps useful for the SMCE method application. Further, in doing so, several previous studies focusing on landslides occurrence and spatial distribution in proximal areas were considered in the selection of the conditional factors (i.e., Damen et al., 2014; Zumpano et al., 2014; Hussin et al., 2016). Therefore, we sorted out the following parameters: slope declivity, slope aspect, altitude, internal relief, land cover, soil, and ancient landslides deposits.

The geomorphological parameters were derived in GIS environment from a DEM (25 m cell size) extracted from a topographical map produced by the Military Topographic Direction (scale 1:25,000); the soil map (scale 1:100,000) was available from the Institute of Geography Archives, and the land cover map was derived from digital aerial photo interpretation. We decided to take in consideration also old large landslides areas among the conditional factors, due to the fact that in the region very often new landslides develop within old, large, landslide bodies (Micu et al., 2014). Old landslides areas were extracted from archive inventory data from the Institute of Geography of the Romanian Academy, and from previous studies (Damen et al., 2014). For the SMCE, guided by the tool available in ILWIS software, we standardized the factors using the expert judgment and conversely to what was done before for the Rivo catchment, we weighted the factors classes by integrating the FR values with the expert judgment. This was given by the fact that a preliminary analysis carried out using only the FR values turned out in unreliable results, probably because the landslides database is compiled starting from civil protection reports and field activity, resulting in a non-uniform dataset, partially incomplete, across the area.

The validity of the analysis' performance was evaluated by using the ROC curve, which for this map showed a value of 0.811. Finally, we run the susceptibility analysis scenario adopting the land cover 2050 scenario among the input factor replacing the land cover 2010 in both models. We maintained the same factors weights and the same standardization approach, the resulting map being presented in Figure 3.
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FIGURE 3. Bălăneasa catchment landslide susceptibility (A), land cover (B), and damage (C) maps for 2010 and 2050 (respectively, D–F). In the zoomed squares (A′-C′ for 2010, and D′-F′ for 2050) some sectors of the related maps are highlighted. The pie charts represent the percentage area of the susceptibility classes related to the susceptibility maps (A,D).



Land Value and Estimated Economic Loss

The second phase of the data preparation focused on the collection of the information related to the economic land values for the two case studies.

The average land values for the Rivo catchment were extracted from the regional dataset available at the Italian Income Revenue Agency of the Ministry of the Economy and Finance website (http://wwwt.agenziaentrate.gov.it/mt/Osservatorio%20immobiliare/valori_agricoli_medi/molise/CB_2007.pdf). The dataset organized for regions provides values in €/ha at the provincial level for all the agricultural land types falling within the province. As reported in the website, the numbers represent the weighted averages of agricultural values within the region based on the indemnity to be paid to the owner of an agricultural land expropriated for public use, according to the actual cultivation practiced. From the database we collected the values for the Campobasso province and correlated them to the Rivo land cover classes, afterward we transformed the values to €/m2 (Table 1).


Table 1. Economic values of the selected land cover classes in the Rivo area.
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For the Bălăneasa catchment the data related to the land values were collected through an accurate survey of both the formal legal documents recommending values and procedures of selling/buying land parcels according to the Romanian law (LG 17/2014), but also taking into account informal transactions documents. This duplex approach was demanded by the fact that in terms of land value based on its coverage/usage, there are major differences between informal (suggested benchmarks) and official transaction values. Prices vary a lot when taking into account the relief (morphometry, accessibility) and the economic and social requirements (village location inside different relief units, imposing different requirements for agricultural land). In addition, they depend also on its quality as a reflection of relief units and settlements' presence relationship, but also on the size of the land parcels, since in the study area there are not many properties exceeding 5-10 ha in surface. For this application we decided to take into consideration an average of the prices provided as guides for the real-estate market by the Romanian National Association of Authorized Evaluators (Table 2); however, one should take in consideration this ambiguity when looking at the value loss. Finally, values were converted into €/m2, and correlated to the land cover classes object of interest in this study.


Table 2. Economic values of the selected land cover classes in the Bălăneasa area.
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For both case studies we decided to use also the present economic values for the future land cover scenario. This was due to the fact that considering forecasted economic variables to predict future prices for the scenarios would have made the calculation very complex and difficult to manage, in addition producing final outcomes difficult to be compared (Mela et al., 2012).

To establish the economic damage in terms of loss value we decided to set up a rapid and feasible approach based on three parameters, namely the average land value in €/m2 (LV), the susceptibility class, ranging from very low to very high (S), and a specific land cover damage index (DI), according to the formula:

[image: image]

The first parameter (S) was ranked ascribing, based on expert judgment, proportionally higher values from 0 to 0.9 to the five susceptibility classes (from very low to very high; Table 3). We decided not to use 1 for the highest value, given the fact that we are estimating here a probability or proneness, thus not having the certainty of the landslide occurrence. For the DI parameter we have attributed qualitatively a value from 0 to 1 based on a qualitative estimation conceived to represent the resilience of the land parcel to reconstitute its potential use after a landslide event.


Table 3. Matrix used to correlate the land cover damage index (DI) and the susceptibility classes indexes (S).
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We choose to combine the susceptibility classes (S) and the landslide-damage index (DI) by multiplying them in a matrix (Table 3) from which we obtained a value that, multiplied to the land value (LV), gives the value loss (LOSS).

Finally we calculated also a net land value that considers the estimated loss, which can be intended as the real economic land value.

The matrix was used for both present and future scenarios, and the final results were compared in order to examine how landslide susceptibility affects, and might affect in the future, the land values.

Further, with our application we investigate the extent of this potential loss considering future land cover changes anticipated by a business as usual (BAU) scenario in the two considered European Countries, highlighting how the same natural process might result in quite different economic consequences.

RESULTS

To quantify the changes in the economic values for the land cover categories considered relevant for the rural economic activity of the study areas, we started to evaluate the variations in the total land value exclusively due to land cover changes for the period 2007–2050 in the Rivo catchment, and 2010–2050 for Balaneasa (section Variations in the Land Values Due to Land Cover Changes and Scenario); afterwards, we present the results obtained for the estimated loss due to susceptibility (section Landslide Susceptibility and Scenario) for the past situation and for the future 2050 scenario. Eventually, we compare the loss in the two case studies considering the respective land cover, the differences in the land prices, the degree of landslide susceptibility and the scenarios.

Variations in the Land Values Due to Land Cover Changes and Scenario

By means of the application of the proposed method implemented in GIS, we observed the changes in the total land values by comparing the actual and the future 2050 extent for each class in the Rivo and the Bălăneasa catchments (Tables 4, 5).


Table 4. Variations in the total land values due to land cover changes in the Rivo case study.
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Table 5. Variations in the total land values due to land cover changes in the Bălăneasa study area.
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As shown in the tables, there is a difference in the associated values for the classes for both case studies. For the Rivo area some classes such as cultivated, shrub and bareland are decreasing their extent (Pisano et al., 2017c). Due to the fact that cultivated land has the highest value, its variation pays the highest contribution to the value of the total area. This loss is partially balanced primarily by the increase of forest extension (see Table 4). As a consequence, there is a decrease in the total rural land value of ~2 Mln€ (representing 3.6%, with respect to the initial value).

In the Bălăneasa catchment, the forest expansion due to abandonment of cropland and pastures was identified as the prevailing process. In this area the changes are not so straightforward, and forest and shrubland expansion are about 2% of the total area. On the other hand, pasture is the class showing the most significant decrease. The highest forest value with respect to the other classes determines an increase of the total land value of around 290,000 €, corresponding to 2% of the total land value.

Landslide Susceptibility and Scenario

The values related to each land cover class, presented in the previous section, must be considered as gross values, given that they do not take into any consideration the possible land depreciation given by landslides spatial probability of occurrence that might affect them. For this reason we used the landslide susceptibility organized in five classes, interpolated with the land cover maps to understand the degree of loss that can affect the rural land. This procedure was applied by assigning also a coefficient that considers the resilience of the land according to its use type.

The results carried out for the present and for future scenario are presented in Figures 2, 3.

Landslide susceptibility in the Rivo catchment, as described in Pisano et al. (2017c), shows a decrease in the highest susceptibility classes, primarily linked to the transformation of pasture, bareland, and shrubland into forest and cultivated area. In fact, the highest susceptibility classes vary from 26.8% in 2007 to 25.2% in 2050.

As a first approach, we estimated the loss due to susceptibility in the year 2007. By following the approach described in section Land Value and Estimated Economic Loss and summarized with the matrix (Table 3) we obtained the loss of land value for the examined areas, as displayed in Figures 2, 4.
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FIGURE 4. Histogram of the Rivo land monetary values for 2007 and 2050, differentiated between the official standard values and those diminished by the interaction with landslide susceptibility (real). In the bottom table the loss percentages with respect to the total area (% Loss to the total), and to the class official value (% Loss to the class) are listed.



In the Rivo catchment the loss values for 2007 and 2050 have been analyzed. These range from a minimum of 0, where the susceptibility is very low, to a maximum of 0.55 €/m2. The highest loss is concentrated where the susceptibility is the highest and corresponds to the cultivated land cover class, that is indeed the most valuable. The zoomed areas reported in the figure highlight how the land cover changes according to our method play a major control on the susceptibility spatial distribution and intensity, and consequently the land price.

The results obtained show how the most affected areas are placed in the central-western sector where there is the higher landslide susceptibility. Information related to each land cover class values changes are reported in Figure 4. The histograms in Figures 4, 5 indicate for both case studies a quantification of the loss of value for land cover types after considering the susceptibility for the present and the scenario (2007/2010 real and 2050 real).
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FIGURE 5. Histogram of the Bălăneasa land monetary values for 2010 and 2050 differentiated between the official standard values and those diminished by the interaction with landslide susceptibility (real). In the bottom table the loss percentages with respect to the total area (% Loss to the total), and to the class official value (% Loss to the class) are listed.



In the tables associated to the histograms (Figures 4, 5) the percentage of loss is calculated as the difference between the standard value and the net land value that considers the estimated loss. The percentage values are calculated based on the total land value (1st and 3rd columns), and on the single class (2nd and 4th columns). These numbers are the results of the product of land value, susceptibility and damage coefficient. In the Rivo catchment the outcome resembles very well the fact that even under similar conditions of susceptibility, the most valuable classes (i.e., cultivated and forest) present higher loss, given by the highest economic values and higher damage index. The total loss for the study area is estimated in about 5 Mln€ for 2007 and 4.8 Mln€ for 2050 (corresponding to 10.45 and 9.90% of the total, respectively).

Cultivated areas, together with barelands, are the classes giving the highest contribution to the total area land value loss, with the first one being the class with the highest value loss, followed by the forest.

The highest percentage loss for the single class due to landslide susceptibility occurs mainly in the cultivated, bareland, and forest classes. Nevertheless, the economic loss for bareland is substantially low when compared to the cultivated and forest classes. Namely, bareland losses around 30,000 € for 2007 and 20,000 € for 2050, meanwhile forest loses around 1 Mln€ for 2007 and 2050, and cultivated loses 4 Mln€ for 2007 and around 3.3 Mln€ for 2050. This is attributable to the extension of the single class in the area and even more to the initial economic value.

For the Bălăneasa catchment the susceptibility analysis was applied for the first time, even though similar applications have been run in nearby areas (Damen et al., 2014; Zumpano et al., 2014; Hussin et al., 2016; Malek et al., 2018). The resulting maps for 2010 and 2050 are presented in Figures 3A,D. For both years, the highest susceptibility is distributed at the contact between the Carpathians and the Subcarpathians, where we find high energy relief, with strong rock heterogeneity and deformation. At a greater detail, the spatial distribution of the most landslide prone areas is mostly controlled by the relief and in particular by slope and aspect. Further, a significant influence seems to be played by the ancient landslides deposits too, in correspondence of which the highest susceptibility classes are reported. The five susceptibility classes from very low to very high cover have, respectively for 2010 and 2050, the following areal percentages: VL 6.3–6%; L 35.4–36.9%; M 37.7–37.1%; H 16.6–16.5%; and VH 4–3.6% (cfr. diagram in Figure 4A). The difference in the spatial distribution and in the percentage of classes between 2010 and 2050 is attributable to the estimated changes in the land cover, namely due to the forest enlargement at the expense of cropland and pastures.

Moving to the loss due to susceptibility (Figures 3C,F), for both years the highest value corresponding to the highest susceptibility classes is 0.252 €/m2. This value is concentrated where also the most valuable land cover classes such as forest and, secondarily, cultivated areas meet the highest susceptibility classes.

The histogram in Figure 5 gives an insight about the loss in each land cover type in the two considered years, also allowing useful comparison. The total loss for year 2010 is 4.3 and 4.5 Mln€ for 2050, that correspond to the 29.6 and 29.81% with respect to the initial value.

The class giving the highest contribution to the total loss is forest (25.57%). Forest and cultivated are also the classes with the highest differences between the standard and the real value, namely 33.37 and 25.63% (highest percentage loss to the class, table in Figure 5), corresponding to about 3.8 Mln€ and 400,000 €, respectively.

In addition, given that cultivated areas are not widespread at the site, they contribute poorly to the total loss, contrarily to what happens with forest, even though this latter is not characterized by very high susceptibility.

For the scenario 2050, the total loss is 4.5 Mln€, and similar considerations can be drawn, given that they show similar figures.

DISCUSSION AND CONCLUSION

In this work we have introduced a semi-quantitative approach applicable at the regional scale to estimate the loss of value suffered by rural lands and, in a local way and to a lesser degree, by agricultural lands due to landslide susceptibility. The approach is mostly expert-based and quantifies the susceptibility and the land resilience through indexes that, once interpolated with the land cover values, allow to estimate the loss.

We produced two sets of landslide susceptibility maps related to two time frames (2007/2010 and 2050), in order to evaluate possible values changes and trends related to land cover variations. It is known, in fact, that landslide susceptibility is influenced by land cover, which changes might determine variations in the spatial distribution of the highest landslide susceptibility classes (Vanacker et al., 2003; Wasowski et al., 2010, 2014; Promper et al., 2014; Reichenbach et al., 2014; Pisano et al., 2017b,c).

We tested our method for the evaluation of the economic loss in two different study areas placed in different countries, with different socio-economic and environmental settings.

The main findings show how land value may suffer changes due land cover variations through time, or due to landslide susceptibility that interferes with the land itself.

In particular for the Rivo catchment we observed a change in the total land value consisting in about 2 Mln€, representing 5% of the entire area land value, that is due mainly to the decrease of cultivated areas according to the modeled scenario. On the contrary, for the susceptibility the loss is estimated to be 5 Mln€ for 2007 and 4.8 Mln€ for 2050, with the highest loss values in the cultivated areas and forest. However the class with the highest percentage loss with respect to the initial class value is bareland, that is the most susceptible class in the area, even though it is the one with the lowest economical value.

In the Bălăneasa area the land cover changes observed in the trend scenario are few, with a slight increase in the economic values (+0.29 Mln€) ascribable mostly to the changes from forest to pasture. As regards the depreciation due to susceptibility there is a loss of 29.6% and 29.81% with respect to the initial total land value for 2010 and 2050, respectively. The class suffering the highest loss is forest, given that it is also the most valuable in the area; in addition, it gives the highest contribution to the total land value, due to the fact it is the main class, covering almost 45%. As for the other classes, bareland and cultivated areas are subject to high losses in 2010 and 2050, being the most susceptible classes in the area; nevertheless, they do not contribute predominantly to the total loss, as a result of their reduced areal extension, and low economic values as regards bareland.

Looking at numbers, it appears that the total losses obtained for the Italian case study are higher. Actually, these outcomes are biased by the initial land values, which are not comparable, and present higher numbers for the Rivo catchment.

The results represent a first example of the estimation of loss values in rural environments, which in the literature are often not taken into any account, since evaluation of the loss typically is focused on buildings and infrastructures. The present work ranks therefore among the very few scientific publications devoted to present a methodology aimed at evaluating this type of loss. Being a first attempt in using such an approach, it might contain some uncertainties, and could certainly be improved in the near future. However, the method has proven to be reasonable and easily applicable. The amount of data needed is acceptable and quite easy to find, which allows an application even in contexts where the data are incomplete, or when there is the need to run a quick estimate as a pre-analysis before a following, more detailed, study. Furthermore, our approach even if simple takes in consideration both factors influencing the land values, namely the land cover variation and the landslide proneness, besides the fact it allows to estimate the potential loss before the occurrence of the landslide event.

By applying this approach, it is possible to obtain results that could be exploited for land use planning, given that landslides occurrence threatens the productive activities and hence might have a severe impact on the involved communities.

In conclusions, considering the growing attention toward global changes, especially by decision makers increasingly worried about geo-hydrological consequences (Gariano and Guzzetti, 2016), we believe that applying the method exploiting future scenarios could provide useful information for a more sound and reasonable land management in territories with high susceptibility to landslides. Using these information as a hint to plan future land uses, without excluding the possibility of occurrence of landslides, could result in a decrease of the losses of land value and land productivity. At the same time, a conscious land planning, taking into account the distribution and activity of slope movements, could in turn contribute to mitigate the risk associated to occurrence of landslide phenomena.
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Climate change is affecting the frequency and severity of extreme meteorological and geo-hydrological events hitting the coastal zone of the Campi Flegrei volcanic district (southern Italy), which is prone to a wide spectrum of natural hazards, including volcanism, earthquakes, ground deformation, flash floods, landslides, and coastal erosion. This study documents the trend of flash floods affecting the town of Pozzuoli, located along the coastline of the Campi Flegrei volcanic area, during the 1970–2014 time period. An archive research together with the collection of data published on news websites and social media allowed understanding of the triggering and evolution mechanisms of flash floods in the area, as well as the most recurrent damages. Rainfall data collected by the rain gauge located within the Pozzuoli watershed were also analyzed. Results of this study show an increased frequency of flash flood events occurred in the study area. The variation in flash flood frequency is likely not related to urbanization changes, as no increase of the urban area occurred after the year 2000. The observed increase of flash flood events in recent years (2000–2014) can be reasonably ascribed to variations in the rainfall regime. Our research provides a contribution for the understanding of flash flood processes in the study area as well as relevant information for hazard and risk assessment.

Keywords: climate change, flash flood, extreme precipitations, Pozzuoli, Italy

INTRODUCTION

Changes in extreme weather and climate events, including an increase in warm temperature extremes and an increase in the number of heavy precipitation events, have been observed since about 1950 in many regions worldwide (IPCC, 2014). Specifically, changes in precipitation regimes are modifying the magnitude, frequency, and timing of floods at both regional and local scales. Blöschl et al. (2017), for example, evaluated a shift in the timing of river floods in Europe, during the past 50 years, as well as Diakakis (2014) observed in recent decades an increase in flood frequency associated with increases in extreme daily precipitation around Athens (Greece).

Extreme floods and flash floods are the most frequent and among the costliest and deadliest natural disasters worldwide (Gaume et al., 2016). In the Mediterranean area, coastal sectors of the central-western countries (e.g., France, Italy, Spain) result the most exposed to high impact and high magnitude events because of climatic and topographic conditions (Llasat et al., 2010; Tarolli et al., 2012; Gaume et al., 2016). Here, floods result frequently in fatalities and significant economic losses due to the high concentration of urban settlements and population.

The Italian coasts were recurrently affected by flash floods in the last years, especially during the late summer-autumn period. The latest event occurred on September 10, 2017 and hit the urban area of Livorno, a port city located along the Tuscan coastline. Such event was triggered by a quasi-stationary mesoscale convective system (MCS) characterized by a V-shaped plume, which released about 230 mm of rain in 3 h (Regione Toscana, 2017). During this flood, eight people died. Previously, other deadly events affected urban areas widespread along the Italian coasts, such as the major flash floods occurred in 2000 in Calabria (13 deaths—Federico et al., 2003; Montani et al., 2003), 2009 in Siciliy (38 deaths—Aronica et al., 2012), 2011 in Tuscany and Liguria (19 deaths—Cevasco et al., 2012; Silvestro et al., 2012; Faccini et al., 2015). These and other events, also affecting inland areas of Italy, may be correlated with a general tendency toward a decrease in the number of rainy days, and an increase in the frequency of high-intensity precipitation events. According to Brunetti et al. (2004), these trends were observed since the end of the nineteenth century and resulted amplified in the last decades.

Ducrocq et al. (2014) mostly relate the occurrence of heavy precipitation events in the Mediterranean region to the MCSs development. Most of these systems occur in the autumn season (September to November), when the Mediterranean Sea is still relatively warm with high evaporation rates (Mariotti et al., 2002). The warm sea surface temperatures increase air-sea surface heat fluxes, which in turn moisten and destabilize the marine atmospheric boundary layer (Ducrocq et al., 2014). The warm and moist low-level air flows that impact with reliefs surrounding the Mediterranean Sea are then uplifted, initiating a cycle of condensation and convection processes that can be renewed at the same location for hours, as long as the flux of low-level moisture remains intact (Ducrocq et al., 2014). In addition, flash floods can be also triggered by short-lived convective cells with a limited areal extent (typically <100 km2), or by occasional heavy rainfall developing within large-scale perturbations lasting several days (Gaume et al., 2016).

Location and magnitude of flash floods are influenced by rainfall properties (i.e., spatial extent, duration, intensity), as well as by topography, land use, soil types, and the initial soil moisture content of the affected watersheds (Hapuarachchi et al., 2011). In many regions, natural watersheds underwent massive urbanization associated to strong modification of local drainage patterns. The permeable soils were replaced with impermeable surfaces such as roads, roofs, parking lots, and sidewalks, reducing infiltration of water into the ground and accelerating the runoff rates (Konrad, 2003). These modifications increased both likelihood of flash floods and risk conditions. In spite of this, people living in flood or landslide prone areas are expected to increase in the coming years because of population growth and urban development (United Nations, 2011). On the other side, the globally averaged surface temperature is also projected to rise over the twenty-first century under all assessed emission scenarios (IPCC, 2014). For these reasons, it is very likely that the climate change-related effects, such as extreme floods, flash floods, and rapid-moving landslides (e.g., soil slips, debris flows, rock falls) will occur more often, potentially leading to loss of human life and economic damages.

In this work, we have analyzed the historical frequency of flash flood events affecting the urban area of Pozzuoli, a densely populated town located near Naples in southern Italy (Figure 1). In a previous paper (Esposito et al., 2015), we described the flash flood event that hit the Pozzuoli town on November 6, 2011, by analyzing meteorological conditions, rainfall properties, ground effects and results obtained by simulating the flow propagation. The new research presented in this paper is aimed at verifying the eventual increase of flash flood events in the 1970–2014 time interval and related causes, as well as at characterizing the flash flood-triggering rainfall properties. The work wants also give a valuable contribution to the more wide research topic concerning the identification of an increasing trend in the frequency of extreme floods in the central Mediterranean region under the current climate change scenario.
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FIGURE 1. Aerial view and location of the Pozzuoli town within the Campania Region, southern Italy. The most important infrastructures and position of the rain gauge are also indicated. The contour interval is 25 m.



THE POZZUOLI STUDY AREA

Pozzuoli is the most important town of the Campi Flegrei volcanic area, located in the western sector of the wide urban area of Naples (Italy). Very important roman monuments such as amphitheater Flavius and Temple of Serapis are present in the historical town center of Pozzuoli. More than 81,000 people inhabit this territory, with a population density of about 1,800 inhabitants per square kilometer. The town center is located along the coastline, and spreads out over the surface of four volcanic edifices formed during the past explosive activity of the still active Campi Flegrei caldera (e.g., Di Vito et al., 1999): Astroni, Cigliano, Gauro, and Solfatara (Figure 1). These cones extend from the sea level to an altitude of 325 m a.s.l. Since historical times, slope instability processes including shallow landslides and rock falls involved the volcanic slopes, as well as sediment-laden flows (hyperconcentrated flows and streamflows - Pierson and Costa, 1987), affected the drainage network near the coastline. Nevertheless, only a few studies related to geo-hydrological events in the whole Campi Flegrei area have been made in relatively recent years (e.g., Beneduce et al., 1988; Calcaterra et al., 2003; Di Martire et al., 2012), given that the scientific community dedicated more interest toward volcanic and seismic processes.

The flash flood hazard in the urban area of Pozzuoli have been analyzed in a previous work (Esposito et al., 2015). Authors evaluated in 360 ha the extent of the partially-urbanized watershed involved by flash floods, and in 18.6° its average slope angle, reaching values of about 70° within the drainage channels located in its central zone. The geological framework is characterized by welded pyroclastic rocks like tuff and ignimbrite, and locally by lava domes/flows. Such lithologies are often mantled by incoherent primary volcaniclastic deposits constituted by ashes, scoria, and pumices, and by reworked pyroclastics and colluvial soils, together with alluvial deposits derived from the water-driven surface erosion of the slopes. The climatic setting is of Mediterranean type, with hot, dry summers and moderately cool rainy winters. Mean annual temperatures are in the order of 16°C and the mean annual rainfall is of ca. 875 mm. The most intense rainy period is between October and December, when heavy rainfall occur (Figure 2).


[image: image]

FIGURE 2. Average monthly rainfalls and temperatures related to the Pozzuoli area for the 1970–2014 time period.



The rain regime in this part of Italy is characterized by typical rainfall patterns, among frontal rainfalls, hurricane-like rainfalls or isolated convective storms (De Luca et al., 2010). The seasonal effects of rainfall on shallow deposits and unsaturated pyroclastic soils have been studied in Cascini et al. (2014). A typical trend of soil suction is characterized by very high values (>30 kPa) from June to August due to the intense sun radiation, high values from September to October (20–30 kPa), intermediate value (10–20 kPa) in November and December, and the lowest values of soil suction (<10 kPa) from January to May (Cascini et al., 2014). No direct measurements of soil moisture were available for the pyroclastic soils outcropping in the study area. Some relative soil moisture data for a 5 cm layer in pyroclastic soils, measured at Bagnoli and Melizzano sites (see BAG and MEL in the inset of Figure 1), show high values during winter to spring rainy periods and very low values during summer dry periods (Brocca et al., 2011; Dorigo et al., 2011). Relationships between soil suction data and soil volumetric water content have been studied in several sites characterized by unsaturated pyroclastic soils in Campania region, such as the slopes near Cervinara (Greco et al., 2013), Nocera Inferiore (De Chiara et al., 2016), and Sarno (De Vita et al., 2013; Napolitano et al., 2016) (inset in Figure 1), showing opposite trends. Generally, such soils can be affected by erosion phenomena at the end of the dry season (August to October), during intense rainstorms, with a consequent triggering of flash flood events dominated by hyperconcentrated flows (Cascini et al., 2014; Vennari et al., 2016).

MATERIALS AND METHODS

In order to characterize the flash flood-triggering rainfalls and precipitation regime, in this study we have analyzed the rainfall data collected by a rain gauge located within the Pozzuoli watershed (Figure 1). Given its location, this was able to capture representative flash flood-triggering rainfall data reported in the Results section. Since 1970 and up to 1999, this rain gauge was included in the national network of the Italian Hydrographical Service, regularly reporting only daily rainfall values. In the year 2000, the rain gauge was included in the real-time hydrological monitoring network of the Campania Regional Agency of Civil Protection, and was set for collecting rain data every 10 min. For this reason, the rainfall dataset used in this study consists of two subsets. The first subset includes daily rainfalls related to the 1970–1999 time interval, that were extracted from Hydrological Annals—Part I, available on the Institute for environmental Protection and Research (ISPRA) website (http://www.acq.isprambiente.it/annalipdf/). The second dataset includes rainfall data collected in the 2000–2014 time interval with a temporal resolution of 10 min, which were supplied by the Campania Regional Agency of Civil Protection (http://centrofunzionale.regione.campania.it/). Analysis of the frequency distribution of daily rainfall values with respect to different thresholds allowed characterizing the rainfall regime of the study area, as well as addressing identification of the occurred flash flood events.

A first list of flash flood events hitting the Pozzuoli urban center, obtained from previous scientific studies and inventories, such as AVI (Aree Vulnerate in Italia) (Guzzetti et al., 1994) and SICI (Sistema Informativo Catastrofi Idrogeologiche) databases (http://sici.irpi.cnr.it/gndci.htm), as well as from local news websites, was presented in the previous work of Esposito et al. (2015). In order to obtain an updated and complete list of flash flood events occurred in the 1970–2014 time interval, it was performed an archive research at the National Library of Naples. Here, information related to flash flood events (rainfall qualitative data, description of damages, photos, etc.) were collected from the most relevant local newspaper (namely “Il Mattino”), edited in Naples since 1892.

In order to address the archive research by avoiding time wasting efforts, we selected an arbitrary daily rainfall threshold of 40 mm that allowed us to identify rainy days with high probability of flash flood occurrence. This kind of threshold corresponded to the lowest value of daily rainfall measured in a day for a flash flood event occurred in 2009, as reported in Esposito et al. (2015). Our assumption was hence that all events of the first subset should be occurred in days characterized by cumulated rainfall amounts equal or higher than 40 mm. At the same time, we verified if such amount was reached or exceeded at the turn of two consecutive days, also to include potential rainstorms occurred between midnights. In this way, we selected a series of dates that were investigated through the historical archive research. With the aim of identifying all the occurred flood events, we addressed the archive research by visually checking also the newspaper editions related to a brief period (2–3 days) after the day characterized by high probability of flash flood occurrence. After this, in order to avoid data gaps and verify effectiveness of the adopted threshold, we expanded the archive research by checking days characterized by cumulated rainfall amounts higher than 30 mm. An accuracy analysis aimed at validating the used threshold and at verifying relationships between a series of other thresholds and occurrence of flash flood events was then performed.

Supplementary data for the more recent events were collected from web sources, including news websites and social networks. It is worth noting that, in order to avoid an information bias toward the last decade when reports from web sources were widespread, identification of the flash flood events was primarily obtained by means of the archive research, and supplementary materials were only used for better characterizing the magnitude of processes, affected zones, and consequent damages from a qualitative point of view. After the identification of flash flood events, the effective daily rainfall and, when available, other properties, such as maximum 1-h rainfall and 10-min peak storm intensity, were collected. Both flash flood and rainfall data were finally elaborated and represented by means of specific plots, aimed at highlighting related behaviors.

A comparison performed in GIS environment between the 1:10,000 topographic map of the study watershed, dated 1965 and available on the Città Metropolitana di Napoli website (http://sit.cittametropolitana.na.it/), and orthophotos related to the years 2000 and 2012, available on the National Geospatial archive of the Italian Ministry for the Environment (www.pcn.minambiente.it/mattm/), allowed quantifying the urban growth occurred through the considered time spans.

RESULTS

Daily Rainfall Regime

The rainfall dataset analyzed in this study is related to the period between January 1970 and December 2014, and includes 13,078 daily rainfall measurements. The first subset (1970–1999, 30 years) encompasses 7,891 days of measurements, while the second subset (2000–2014, 15 years) encompasses 5,187 days. Data related to some years (i.e., years 1972–1974, 1991–1996, 2000) were not included in the analysis because daily rainfall measurements were discontinuous.

The cumulated annual rain time series shows a clear variability around an average value of 875 mm/year (Figure 3), and stronger oscillations can be observed during the 1970–1990 period.
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FIGURE 3. Cumulated annual rain at the Pozzuoli rain gauge.



The daily rain time series (Figure 4) does not show a particular statistical trend, but it is characterized by both seasonal and monthly fluctuations, as well as by several daily peaks also higher than 100 mm. Specifically, it can be noted that daily peaks are more frequent but less severe during the 1970–1999 time interval, and are less frequent but more severe during the 2000–2014 (Figure 4).
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FIGURE 4. Daily rain time series measured by the Pozzuoli rain gauge.



Analysis of the frequency distribution of daily rainfall values is represented with respect to classes defined according to different rain thresholds (Table 1), by using a bi-logarithmic diagram (Figure 5). The two analyzed datasets do not show important differences in frequency distribution. Taking as reference daily thresholds of 40 and 75 mm, the frequency of days with relatively higher cumulated amounts is similar for the two studied periods: 51 days with rain >40 mm (0.65% of total daily measurements) and 9 days with rain >75 mm (0.11%) during the 1970–1999, 26 days with rain >40 mm (0.50%), and 5 days with rain >75 mm (0.10%) during the 2000–2014 (Table 1).


Table 1. Distribution of daily measurements for different daily rainfall classes.
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FIGURE 5. Bi-logarithmic diagram of threshold classes and cumulated frequency of daily rain data.



However, by considering the full series, a clear change in the threshold/frequency relationship occurs around thresholds between 10 and 20 mm, as represented by the two different power-laws in Figure 5. At the high frequencies (f = 10–100), corresponding to daily rainfalls lower than 10 mm, the curve is very steep indicating a very rapid decrease in frequency for an increase of daily rain. At the low to very low frequencies (f = 0.01–10), corresponding to daily rainfalls higher than 20 mm, the curve flattens and shows a slight linear increasing behavior since the 30 mm threshold.

Monthly distribution of the relatively most rainy days (rain >40 mm/day) occurred within the entire 1970–2014 time period shows a strong seasonality (Figure 6), concentrating mostly in the autumn season. However, some differences can be observed between the two analyzed periods, such as a strong peak recorded in October only during the 1970–1999 period.
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FIGURE 6. Monthly frequency of days characterized by rain amounts major than 40 mm for the 1970–1999 and 2000–2014 time spans, as well as for the entire period.



Inventory of Flash Flood Events

The most dramatic flood event of the last century occurred on October 25, 1918 (AVI database; Guzzetti et al., 1994), causing the collapse of a building and 13 fatalities in the urban center of Pozzuoli. For this event, no rain data is available and the archive research gave us only a qualitative description of the event: “an extreme rainstorm with torrential rain and strong winds caused the collapse of a two-floor building located in San Leonardo street, in the town center, at 5 a.m.” (source: “Il Mattino,” issue dated 26–27 October 1918). Beside this main event, and probably other minor events occurred in the first half of the last century, the results of the archive research revealed that in the 1970–2014 time interval nine flash flood events hit the Pozzuoli town (Table 2). Among these, four events occurred in the 1970–1999 (i.e., 30 years) and five events in the 2000–2014 (i.e., 15 years) time spans. Analysis of the record showed that events mostly occurred in the late summer-autumn period (78%), whereas in the spring (11%), and summer seasons (11%) they were less frequent. No event has been recorded in the winter season. This seasonal distribution is coherent with the average monthly distribution of the most severe rainfalls occurred in the 1970–2014 time period (Figure 6).


Table 2. Flash flood events occurred in the Pozzuoli area in the 1970–2014 time interval and related daily rainfalls.
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Analysis of information related to the most recent events (e.g., 2011 event; Esposito et al., 2015) supplied a clear explanation of the flash flood dynamic in the study area. Specifically, enhanced runoff processes initiate during heavy rainstorms along the volcanic hillslopes, eroding pyroclastic soils and supplying sediment-laden flows downstream. In the upper part of the watershed, these flows pour down along hollows and natural channels (Figure 7), where soil slips can also affect hilly slopes and channel sides. Downstream, the sediment-laden flows have been reported along the road network connecting the neighborhoods located up in the watershed with the littoral zone (Figure 7). In many cases, flows were able to drag motorcycles and cars together with people. The documented rapid flows induced heavy damages to the railway crossing the urban center and to the buildings realized close to the coastline, or in proximity of the flooded roads (Esposito et al., 2015). Deposits of mud reported in the littoral zone reached up to one meter in thickness, whereas other amounts of sediments flowed into the sea. No fatalities have been recorded during the recognized events.
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FIGURE 7. Photographs of the different sectors of the studied watershed: (A) hilly sector with hollows and partly-natural channels, and soil slips along the slopes; (B) intermediate sector with a tunnel passing under the highway, and a drainage channel transformed in a road for connecting the urban center; the dashed line highlights the scar of a shallow landslide triggered by intense rainfalls; (C) lower and fully urbanized sector.



The accuracy analysis revealed that the adopted threshold of 40 mm was suitable to identify flash flood events occurred in the study area by means of the performed archive analysis. This emerged after testing further thresholds by means of several accuracy statistics commonly used for assessing models of weather forecasting, landslide susceptibility and other (Frattini et al., 2010), such as the False Positive rate (FP), True Positive rate (TP), True skill statistic score (Peirce, 1884; Hanssen and Kuipers, 1965), Efficiency (Finley, 1884), and the Odd ratio skill score (Yule, 1900). Such statistics allowed assessing the model performance by comparing observed data (occurrence or absence of a flash flood response after a daily rain exceeding a given threshold) with the model (i.e., selected thresholds) by means of a contingency table (Table 3). Results of the accuracy analysis are shown in Table 4, with reference to thresholds ranging from 30 to 80 mm.


Table 3. Contingency table used for flash flood model evaluation (modified after Frattini et al., 2010).
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Table 4. Classification of rainy days with different thresholds combined with flash flood events and results of related accuracy statistics (the best scores are in bold letters).
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Generally, FP and TP give an insufficient performance statistics, because they ignore false negatives and false positives, respectively (Frattini et al., 2010). In this study, however, the 30 and 40 mm thresholds gave a full sensitivity. The same result was given by the odd ratio skill score that conveniently ranges between −1 and 1 and takes prior probabilities into account (Frattini et al., 2010), resulting in better scores for rare events like the analyzed flash floods. The True skill statistic score, that uses all elements of contingency table and does not depend on event frequency, showed better results for the 40 mm threshold (Table 4). The Efficiency measured the percentage of events that were correctly classified by the used model (threshold), but all the scores resulted very high because were heavily influenced by the most common class (true negative). It was therefore not evenhanded.

Properties of the Flash Flood-Triggering Rainfalls

Properties of rainfalls related to the four flash floods occurred in the first analyzed time interval are reported in Table 5 (gray rows). Daily amounts range from a minimum of 76 mm recorded on August 26, 1975 to a maximum of 115.6 mm recorded on October 10, 1987. The 1-h rainfall amount is available for the 1971 and 1987 events only, resulting in 30 and 40 mm respectively. The 10-min peak storm intensity was recorded for the 1971 event only and resulted in 60 mm h−1. These four flash floods were recognized within a selection of 51 days characterized by daily rainfall amounts equal or >40 mm (Figure 8), 47 of which did not correspond therefore to any event on checked newspapers.


Table 5. Rainfall properties related to the flash flood events occurred in the Pozzuoli area.
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FIGURE 8. Daily cumulative rainfall recorded in selected dates of the 1970–1999 time interval. Rainfall data associated to flash floods are highlighted in blue.



Properties of rainfalls related to the five flash floods occurred in the second analyzed time interval (subset 2000–2014) are also reported in Table 5 (orange rows). Daily amounts range from a minimum of 40 mm recorded on September 14, 2009 to a maximum of 161.6 mm recorded on September 15, 2001. The 1-h amounts range from a minimum of 34.4 mm recorded on September 14, 2009 to a maximum of 80 mm recorded on September 15, 2001. The 10-min peak storm intensities range from a minimum of 54 mm h−1 recorded on March 4, 2005 to a maximum of 140.4 mm h−1 recorded on September 15, 2001. These five flash floods were recognized within a selection of 26 days characterized by daily rainfall amounts equal or >40 mm (Figure 9), 21 of which did not correspond therefore to any event. With reference to these 26 days, a torrential character of precipitations is generally recorded, as highlighted in Figure 9, where daily rains, 1-h maximum amounts and peak intensities recorded in 10 min are compared. These observations were obtained thanks to the availability of rain gauge measurements characterized by a high temporal resolution (i.e., 10 min), since the year 2000. For this latter time interval, we have observed that, in the study area, the flash flood triggering rainfalls consist of two types. The type 1 includes abundant rainfall persisting on the same area for several hours, with variable intensities that can reach peaks in 10 min up to 100 mm h−1; the type 2 includes short-duration, high-intensity rainstorms able to release significant amounts of rain in < 1 h. Examples of both types are shown in Figure 10.
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FIGURE 9. Daily cumulative rainfall, 1-h max rainfall amount and 10-min peak intensity related to selected dates of the 2000–2014 time interval. Daily rainfall data associated to flash floods are highlighted in blue.
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FIGURE 10. Examples of the two types of rainfall recorded during flash flood events.



A general analysis of rainfall data related to flash floods (Table 5) revealed that the 1-h rainfall amount and the 10-min intensity exceeded the 30 mm and 54 mm/h, respectively, as well as daily rainfall usually showed values higher than 76 mm, except for the 2009 event (40 mm).

Land Use Changes

Processes described in the previous section were favored by a severe modification of the natural drainage pattern together with an increased urbanization of the watershed that occurred through the second half of the XX century.

Drainage channels, in fact, were deeply modified and many of them were transformed in roads or were buried by means of culverts, compromising their capability of drain flood discharges. The hydrographic network is partly natural in the hilly sectors of the watershed, on the upstream side of the highway, and became completely anthropized downstream, where roads (Figures 1, 7, and 11) have replaced natural channels. For this reason, in all the recent inventoried events, we found that the channelized flows leaved their natural path to overwhelm the urban center with high energy downstream.
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FIGURE 11. Map showing the urban expansion of the Pozzuoli town in the years 1965, 2000, and 2012.



According to Pesaresi and Marta (2014), the main part of an urban sprawl occurred over the last decades of the XX century (1970–2000). Later, a strong decrease in the growth of artificial surfaces took place. The quantitative GIS analysis performed in this study revealed that the urbanized surface of the Pozzuoli watershed (area 3,615,454 m2) raised of 31.2% in the 1965–2000 time interval, and of only 0.7% in the 2000–2012 time span (Table 6). Figure 11 shows the areas involved by such urban developments.


Table 6. Quantitative urbanization changes in the Pozzuoli watershed during the 1965–2012 time span.
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DISCUSSION AND CONCLUSIONS

In the Pozzuoli area, the oldest and most severe (13 fatalities) flash flood event occurred in 1918 (for location see Figure 11), but no rain data is available for that time. After this, 9 events have been recognized between 1970 and 2014; all of them caused several damages to roads, buildings and the railway in the town center with a comparable level of severity. Data presented in this research highlight as the frequency of flash flood events varied in the Pozzuoli area throughout the 1970–2014 time interval. The most relevant finding is that the frequency increased in the 2000–2014 time span (5 events in 15 years; 0.33 ev./yr) respect to the 1970–1999 time span, when 4 events occurred in 30 years (0.13 ev./yr). Cumulated frequency of days with rainfall amounts equal or higher than 40 mm (threshold selected for the archive research) shows a constant trend through the analyzed time interval (1970–2014), without significant variations (Figure 12). Conversely, cumulated frequency of flash flood events highlights an increasing trend since the year 2000, while the urbanization of the area increased only before the year 2000 (Figure 12).
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FIGURE 12. Trend of days characterized by a cumulative rainfall depth ≥40 mm (above) and trend of flash flood events (below) related to the 1970–2014 time interval. Urbanization rates are also reported for comparison



The lower occurrence of flash floods in the first period cannot be related to a lack of historical data. In fact, information related to the occurrence of all the inventoried flash floods were reported by the same authoritative source for both the analyzed time periods. Such newspaper had always been careful to report any local incident that had an impact on society, such as fatalities and injuries, road diversions, rail delays, flooding and other damages typical of flash floods, as testified by the example of the oldest event noticed to (i.e., the 1918 one). However, the greater amount of data supplied by web sources for events occurred in the last decade, resulted very useful for better understanding the triggering and evolution mechanisms of flows, the affected areas and types of damages. Specifically, as reported by Esposito et al. (2015) for the 2011 event, video footages captured with smartphones by people living in different areas of the Pozzuoli watershed gave us relevant information about flow types, their paths, and the variable depths reached within the urban center. Many studies emphasized the valuable use of web sources, especially social media for flood mapping (Brouwer et al., 2017 and references therein), streamflow estimation (Restrepo-Estrada et al., 2018), and damage assessment (e.g., Diakakis et al., 2016). According to Pennington et al. (2015), the use of social media enables to acquire detailed information about the impacts, remediation and triggers at the time of the event, many of which could be otherwise unknown.

The strategy of determining a daily rainfall threshold for addressing the archive research and extending inventory of flash floods occurred in the study area demonstrated to be very effective in terms of time optimization and accuracy of results. The adopted threshold of 40 mm resulted in fact very accurate from a statistical point of view, as reported in Table 4. Moreover, taking into account overall results of the accuracy analysis, as well as properties of rainfalls triggering the identified flash floods (Table 5), higher daily thresholds of 60 or 70 mm would have led to less valuable results. In referring to this consideration, however, it is worth underlining that application of such method requires a preliminary set of events, which is essential to take adequate decisions about the daily rainfall threshold that should be used. The only analysis of daily rainfall data series is not wholly sufficient.

In order to address causes of the increased flash flood trend, it was assessed the urbanization progress occurred in the studied watershed throughout the 1965–2012 time interval. The analysis of topographic maps and orthophotos of the Pozzuoli area documented the high level of urbanization, representing a complex and critical factor for risk management in the area. Our GIS analysis allowed assessing that urbanized surface of the Pozzuoli watershed raised from 24 to 55% in the 1965–2000 time interval. A strong decrease in the growth of artificial surfaces took place instead during the 2000–2012 time span, when the urbanization has increased only for 0.7% of the watershed area (Figure 11). In the light of this, the frequency of flash floods and the rate of urbanization followed opposite behaviors, since 2000 (Figure 12), indicating that the temporal distribution of events is ostensibly controlled by different factors. The initial soil moisture content may also have a marginal role, given that in this period is relatively low in the whole region and that the flood-triggering rainfalls are often characterized by high rain rates exceeding the soil's infiltration capacity. In the volcanic and peri-volcanic areas of the Campania Region, moreover, this behavior is enhanced within hillslopes that during the summer season are hit by wildfires generating soil water repellency conditions (e.g., Esposito et al., 2017). In small and highly urbanized watersheds like that of Pozzuoli, the hydrological response to high-intensity rainstorms is very rapid and almost all the rain supplies overland flows characterized by discharges that are often not able to be drained by artificial channels and culverts. Unfortunately, the studied watershed is not gauged with instruments for flow discharge measurements, so that we have not accurate data about this. Analysis of the collected multimedia data also highlighted that flow discharges were increased by a relevant concentration of fine sediments, mostly derived from surface erosion of volcanic soils and pyroclastic units outcropping in the hilly sector of the study area.

Taking into account the findings described previously, the observed increase in the flash flood trend can be reasonably ascribed to some variations in the rainfall regime.

The frequency of days with most abundant cumulated rainfall (i.e., ≥40 mm) is very similar for the two analyzed periods, and a generally constant trend can be observed since 1970 (Figure 12). The factor that has probably played the major control on the increase of flash flood events in the study area has been a change in the rainfall intensity. However, intensity data are fully available only for the 2000–2014 dataset, and are therefore not sufficient to definitively confirm this hypothesis. As consequence, the use of future 10-min registrations would help to define appropriate rain intensity trends.

In the Eastern Mediterranean, a significant rise in the flood frequency, partially related to the increased rainfall intensity (Philandras et al., 2010), has been documented by Diakakis (2014) in the metropolitan area of Athens (Greece). According to this Author, such increment mostly occurred in recent decades (i.e., from 1970 to 2010), with a concentration of events in the autumn season, as in the current case history. In Athens too, heaviest damages occurred in specific locations mostly near the city's natural drainage network, parts of which have been converted to culverts or streets and were derelict for decades (Diakakis et al., 2016).

Even though it was not possible to calculate significant intensity trends in this study, a torrential character of sub-hourly precipitations recorded since the year 2000 (e.g., Figures 9, 10) is evident. The 1-h amounts range from 30 to 80 mm, while the 10-min peak storm intensities range from 54 to 140.4 mm h−1. According to Tranfaglia et al. (2016), for example, the meteorological event that hit the cities of Naples and Pozzuoli on September 15, 2001 was undoubtedly one of the most intense events ever recorded on such territory. This event, as well as those triggering the other flash floods, were rather restricted on the most urbanized areas of the Campi Flegrei coastline. This circumstance may be explained by considering these areas as Urban Heat Islands (UHI) that release high amount of suspended particles together with sensible heat in the atmosphere, contributing to increase its mechanical turbulence and to create favorable conditions for severe convective rainstorms (Chandler, 1965). At this effect should be associated the contribution of the rugged topography of the volcanic hillslopes that, also in other parts of the Campi Flegrei (e.g., Santo et al., 2012), influenced both the development of convective cells and triggering of flash floods. According to Marchi et al. (2010), orography plays an important role in regulating atmospheric inflow to the storm and in controlling storm motion and evolution, as well as topographic relief is necessary for promoting flow concentration along drainage ways, which result in high unit discharges and relevant geomorphic effects.

The increased frequency of flash floods here described seems to do not follow the trends recognized at larger scales in the Mediterranean region, probably due to the limitations of the available datasets and some complex overlapping signals (e.g., decadal and inter-decadal variability). In fact, Madsen et al. (2014) indicate that there is some evidence of a general increase in observed extreme precipitation, whereas there are no clear indications of significant increasing trends at regional or national levels of observed extreme streamflow in Europe. Gaume et al. (2016) also detected no significant trends in the frequency and magnitude of extreme floods for the Mediterranean area. According to Llasat et al. (2016), the lack of a common or significant trend is a general result found in the majority of works dealing with flood time series analysis, as pointed out by the IPCC, both in their reports on Extremes (IPCC, 2012) and in the Fifth Report (IPCC, 2014).

In spite of this, some increments were clearly identified at local scales. For example, other than findings of Diakakis (2014) discussed previously, Llasat et al. (2013) calculated positive trends for extraordinary floods (0.13 floods yr−1) occurred between 1981 and 2010 in north-east Spain, south-east France and south-west Italy. Petrow and Merz (2009) detected increasing trends in flood frequency in some parts of Germany, and correlated them with temporal changes in atmospheric circulation patterns. Wilhelm et al. (2012) identified flash flood events that affected an alpine watershed in the NW French Alps, during the 1740–2007 time span, and discovered that most of the extreme flood events took place since the beginning of the twenty-first century, with the strongest occurring in 2005. These authors also related the occurrence of high magnitude torrential flood events in high-altitude watersheds to the climate warming. An increment of flash floods in the 1986–2015 time span was also found by Vennari et al. (2016) for other parts of the Campania region.

Taking into account this framework, it seems that local conditions in terms of atmospheric circulation, topography and vulnerability are prevailing on factors acting at larger scales. This requires more efforts to the scientific community engaged in the evaluation of climate change-related effects, also to predict future social consequences.

In summary, results presented in this contribution highlight as urbanization of the Pozzuoli watershed has become relatively stable since the year 2000, whereas frequency of flash floods has increased. This supports the hypothesis of local changes in the extreme precipitations. Information provided by archive chronicles and web sources demonstrate as the current urban setting plays a fundamental role in making the Pozzuoli area prone to future flash flood events that, probably, will be increasingly favored by the occurrence of more extreme rainstorms, as already forecasted for rainfall-induced landslides in other parts of southern Italy (Gariano et al., 2017).
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On 4 August 2015, a very high intensity storm, 31.5 mm in 20 min (94.5 mm/h), hit the massif of Mount Antelao on the Venetian Dolomites triggering three stony debris flows characterized by high magnitude. Two of them occurred in the historical sites of Rovina di Cancia and Rudan Creek and were stopped by the retaining works upstream the inhabited areas, while the third routed along the Ru Secco Creek and progressively reached the resort area and the village of San Vito di Cadore, causing fatalities and damages. The main triggering factor of the Ru Secco debris flow was a large rock collapse on the northern cliffs of Mount Antelao occurred the previous autumn. The fallen debris material deposited on the Vallon d'Antrimoia inclined plateau at the base of the collapsed cliffs and, below it, on the Ru Salvela Creek, covering it from the head to the confluence with the Ru Secco Creek. The abundant runoff, caused by the high intensity rainfall on 4 August 2015, entrained about 52,500 m3 of the debris material laying on the Vallon d'Antrimoia forming a debris flow surge that hit and eroded the debris deposit covering the downstream Ru Salvela Creek, increasing its volume, about 110,000 m3 of mobilized sediments. This debris flow routed downstream the confluence, flooding the parking of a resort area where three people died, and reached the village downstream damaging some buildings. A geomorphological analysis was initially carried out after surveying the whole basin. All liquid and solid-liquid contributions to the phenomenon were recognized together with the areas subjected to erosion and deposition. The elaboration of pre and post-event topographical surveys provided the map of deposition-erosion depths. Using the rainfall estimated by weather radar and corrected by the nearest rain gauge, about 0.8 km far, we estimated runoff by using a rainfall-runoff model designed for the headwater rocky basins of Dolomites. A triggering model provided the debris flow hydrographs in the initiation areas, after using the simulated runoff. The initial solid-liquid surge hydrographs were, then, routed downstream by means of a cell model. The comparison between the simulated and estimated deposition-erosion pattern resulted satisfactory. The results of the simulation captured, in fact, the main features of the occurred phenomenon.

Keywords: survey, multi-temporal topographical data, runoff, debris flow, initiation area, routing, damages

1. INTRODUCTION

The Boite Valley in Venetian Dolomites (Northestern Italian Alps) was affected by several runoff generated debris flows during the summer of 2015 (Baglioni and De Marco, 2015). The evening of 4 August a high intensity storm hit the top area of the Monte Antelao massif and caused three stony debris flows of high magnitudo on the sites, South to North of Rio Rudan Creek, Rovina di Cancia channel and Ru Secco Creek (Figure 1). The first two sites are periodically affected by debris flows (Gregoretti and Dalla Fontana, 2008) and are defended by a check dam and some retaining basins respectively that reduced and stopped the solid part of the solid-liquid waves. Ru Secco Creek just experienced its first debris flow since 1950s and was without any defense. Consequently, the debris flow flooded from it causing three deaths in the parking of a resort area and partially damaging some buildings of the village of San Vito di Cadore downstream. The runoff generated debris flows are very common in the Boite Valley (Berti and Simoni, 2005; Gregoretti and Dalla Fontana, 2008) as elsewhere on Alps (Theule et al., 2012; Navratil et al., 2013; Tiranti and Deangeli, 2015; Destro et al., 2018) and worldwide (Imaizumi et al., 2006; Cannon et al., 2008; Coe et al., 2008; Okano et al., 2012; Kean et al., 2013; Hurlimann et al., 2014; Hu et al., 2016). These phenomena, increased in number due to the climate change, are among the most dangerous natural hazards for human settlements in the Boite Valley since the last two centuries. According to Mattea et al. (2016), Thiene et al. (2017) and Stancanelli et al. (2017), they could have a strong socio-economic impact. The aim of the present research is the study of this debris flow event by means of pre and post-event topographical data, post-event direct surveys and its reproduction by modeling the physical processes associated to its occurrence. Multi-temporal topographical data and direct post-event surveys are important for identifying the phenomenon and its characteristics. The phenomenon reconstruction through models is also important, because it shows the evolution of the event. In addition, it is a reliability test of the models. Models, in fact, can play a crucial role in hazard assessment and in risk analysis, and, only the use of models satisfactorily tested against field data can provide reliable results. Consequently, we propose the use of a methodology for simulating the cascade of the physical processes that origin a debris flow phenomenon by models. After the debris flow occurrence, all the areas surrounding the Ru Secco Creek were carefully surveyed with the scope of identifying the development of the phenomenon and its characteristics. This field survey gave the general view of all the single phenomena that contributed to the formation and routing of the solid-liquid surge along the Ru Secco Creek. All the areas that provided solid-liquid or liquid flows were identified with the corresponding watersheds. These results were used for identifying the watersheds where modeling runoff and solid-liquid hydrographs as well the debris flow routing. After building the DEMs of all the contributing watersheds, needed for the hydrological simulations, pre and post-event topographical data were used for building the pre and post-event DEMs of the area affected by the occurred debris flow. The difference between the pre and post-event DEMs provided the map of the deposition-erosion depths and the total sediment volume mobilized during the event. The result of field surveys and analysis of this map showed the main features of the occurred phenomenon. Rainfalls on the contributing watershed were obtained through radar estimates corrected by rainfall depths measurements given by a rain gauge placed at the base of the southern rock walls of Mount Antelao, in the contiguous basin of Rovina di Cancia at an altitude of about 2,150 m a.s.l. (Figure 1). Runoff hydrographs were, then, modeled by the rainfall-runoff model proposed by Gregoretti et al. (2016a) for headwater rocky basins while the solid-liquid hydrographs were modeled extending the method proposed by Gregoretti et al. (2016b). Finally, we used an updated version of the GIS-based cell model of Gregoretti et al. (2016b) that ensures a fully bi-phase routing for modeling the debris flow propagation downstream the initiation areas. This updated version, proposed by Gregoretti et al. (2018), allows a better simulation of the entrainment processes that have a crucial role in the estimation of the sediment volume transported by a debris flow that is needed for an efficient hazard assessment. The transported sediment volume, in fact, influences the extension and height of the inundation (Iverson et al., 1998; Rickenmann, 1999; Santi et al., 2008; Reid et al., 2016), that are decisive to evaluate the impact of debris flow. The comparison between the simulation results with the deposition-erosion depth map accounts for the reliability of the phenomenon reconstruction, that is the capturing of its main features.
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FIGURE 1. Aerial view of whole area with the contributing hydrological basins and the basins of Rovina di Cancia and Rudan.



The remainder of this paper is organized as follows. Section 2 describes the materials and methods, divided in four sub-sections concerning: the study site of Ru Secco Creek with the big rock fall occurred on November 2014, the topographical data and the set up of pre and post-event DEMs, the correction of the radar rainfalls estimates and the models used for the simulations. The field surveys and the geomorphical analysis of the occurred phenomena are presented in section 3, while section 4 shows the reconstruction of the phenomenon by models. Section 5 discusses the results and, finally, section 6 reports the conclusions.

2. MATERIALS AND METHODS

2.1. The Study Site and the Rock Fall Occurred on 14 November 2014

The storm event of the 4 August 2015 hit all the areas contributing to Ru Secco Creek. Figure 1 shows the plan view of the sub-basins that provided runoff and the routing paths. Figure 2 shows a frontal view of the upper part of the study area, where the arrows point the path of the liquid and solid-liquid contributions to the whole phenomenon. Ru Secco Creek origins downstream Forcella Piccola Fork and following a quasi straight route reaches the bottom of the Boite Valley where it crosses the village of San Vito di Cadore and flows into the Boite river. It initially flows between two rocky walls and after a drop, it runs on the bottom of the valley between the northern rocky slopes of Mount Antelao, where Ru Salvela Creek origins (Figure 1), and the slopes starting at the feet of the rocky massif between Bel Pra and Scotter tops along Northwest-Southeast direction. Along its route, downstream the drop, Ru Beche and Ru Salvela Creeks join it on the right and left side (Figure 3a) respectively. About 800 m downstream the second confluences, the Ru Secco Creek is culverted to allow the joining of a slope ski on the right side with a chairlift located on the left side of the creek (Figure 3b). In the reach from a location about 300 m upstream the culvert to the inhabitated of San Vito di Cadore, the bed of the Ru Secco creek is protected by a series of check dams. At the entrance of the inhabitated of San Vito di Cadore the Ru Secco is again culverted, and after the exit, it flows into the Boite river. This area, located in the Venetian Dolomites, is dominated by carbonatic Platform formations. The rocky massifs are formed of a thick succession of the calcareous “‘Dolomia Principale” Formation with overlaying limestones of the “Calcari Grigi” Formation. The night of 12 November 2014 a cliff failure on the northern side of Mount Antelao (Figures 1, 4) caused a large rock fall that part deposited on the rocky sloping surface of Vallon d'Antrimoia at the base of the collapsed cliffs and part traveled downstream along the Ru Salvela Creek. It reached the confluence with the Ru Secco Creek and stopped just a hundred meters downstream. All the Ru Salvela Creek, and the Ru Secco Creek from the confluence to a hundred meters downstream, were covered by a thick layer of debris material. In Figures 3a, 4 the debris thick layer covering the Ru Salvela and Ru Secco Creeks (about 175,000 m3 according to the computations of section 3). Starting from the Ru Secco Creek, debris material began to be removed: Figure 3a shows the situation about 1 month before the occurrence of the debris flow event with the works for reducing the large debris deposits on the Ru Salvela Creek.


[image: image]

FIGURE 2. Frontal view of the upper basins that contributed to the phenomenon. The blue arrows show the runoff routing, the red arrows the debris flow starting locations and its routing, and the black arrows the path of the debris flow on the right slope, that did not contribute significatively to solid-liquid wave routing along Ru Secco (flight of 5 August 2015).
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FIGURE 3. Pre-event images: view of the large debris deposits covering the Ru Salvela and Ru Secco creeks during their removal (flight of 1 July 2015) (a) and the culverting of the Ru Secco in correspondence with the ski resort area (b).
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FIGURE 4. View of the collapsed cliff on the northwestern side of the Mount Antelao (flight of 1 July 2015) and the deposits of debris material from the base of the collapsed cliff to just upstream the confluence with Ru Secco creek. Top right insert shows the debris material covering the Vallon d'Antermoia rocky surface at the base of the collapsed cliff (flight of 1 July 2015). Bottom right insert shows the Ru Salvela creek covered by debris material till the confluence with Ru Secco creek that was obstructed (picture taken on November 2014).



About the characteristics of sediments forming the debris deposits that were eroded by runoff and debris flows, we can refer to the grain size analysis carried out through the frequency-by-weight method, on five samples taken on the channelized initiation area of Chiapuzza debris flow (about 1 km north) located on the scree of Cadino dei Ross formed by the rocks collapsed from the overhanging rocky walls of Punta Ross Top. Both the debris deposits on the sites of Vallon d'Antrimoia-Ru Salvela Creek and Cadin dei Ross formed for the collapse of the overhanging rocky cliffs with the same geological Formations. For these reasons, the properties and the characteristics of the debris material are assumed to be quite the same. The five samples of material have a composition ranging in the following intervals for each type of soil: 4% silt (0.002 ≤ d < 0.063 mm), 33–50% sand (0.063 ≤ d < 2 mm), 48–58% gravel (2 ≤ d < 63 mm), and 1–3% cobbles (63 ≤ d < 200 mm), with a mean density of 2.62 kg/m3 and a solid volumetric concentration of 0.73. The static friction angle, 39°, was also estimated through triaxial tests.

2.2. Topographical Data

Topographical data are given by two LiDARs flights held on November 2011 and 2015, the photogrammetric restitution of photos of the large debris deposit taken 1 month before the event, a drone photogrammetric flight held 2 days after the event and direct GPS survey held about 2 months after the event. Figure 5 gives a schematic view of the cover provided by the different topographical data. The pre-event Digital Elevation Model (DEM) is built by using the LiDAR 2011 for all the areas but the debris deposit covering the Ru Salvela Creek till the confluence with Ru Secco Creek where photogrammetric points provided by photos elaboration, are used. The post-event DEM is built using the GPS points, the drone photogrammetric points and for the areas uncovered by this flight the LiDAR 2015. GPS points corresponding to the check dams are also used for the pre-event DEM because they remained substantially unchanged. The DEMs for the hydrological simulations of the basins depicted in Figure 1 were built by using the LiDAR 2015. LiDAR 2011, in fact, does not cover the upper part of the basins that in part changed after the cliff failure of November 2014, and, the DEMs derived by points along the contour lines of the Regional Techinical Map are characterized by a poor accuracy that could cause a noticeable underestimation of the simulated peak discharge (Degetto et al., 2015). Therefore, as only a part of the surface of the Vallon d'Antrimoia changed after the event due to the erosion, with no significative influence on the hydrological simulation, we used the LiDAR 2015. Density points of the LiDAR 2011 survey is about 1.2 pts/m2 while that of LiDAR 2015 is about 1.5 pts/m2. Points provided by the drone flight have a larger density, about 30 pts/m2. The photogrammetric restitution through the photos relative to the Ru Salvela Creek after the rock fall of November 2014 and before the debris flow event (one is that shown in Figure 3a), was carried out by using the software 3DF Zephyr (Lo Brutto and Meli, 2013).
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FIGURE 5. Schematic view of the cover of the topographical data.



Usually, the accuracy assessment of DEMs is carried out through independent topographic survey points called checkpoints, which should be at least three times more accurate than the DEM elevations being evaluated (Höhle and Höhle, 2009). Unfortunately, an unchanged and significative area, where independent ground control points could be taken, was not available because of the restoration works. This hampered the possibility to perform an extensive vertical accuracy assessment of each employed topographic dataset in a common area. About LiDAR2015 an extensive vertical accuracy assessment was performed using independent Real Time Kinematic GPS measurements, acquired according to a cross-sections morphological-guided spatial sampling scheme along the upper part of the Rovina di Cancia channel on November 2015 (Boreggio et al., 2018). The median of the errors was equal to 0.020 m, and it represents the systematic vertical shift between LiDAR point cloud and the GPS validation data. Conversely, the robust standard deviation of the errors (i.e., the Normalized Median of Absolute Errors) was equal to 0.237 m, which corresponds to the random error component of the LiDAR dataset. More details are in Boreggio et al. (2018). About “photogrammetric points” and “drone points,” on some small areas of the Ru Salvela Creek that remained unchanged during the debris flow event we compared the two points data sets. It resulted a nearly good agreement with average differences of about 0.1 m and the largest of 0.4 m.

2.3. The Precipitation

The rainfall on the five basins depicted in Figure 1 that mainly contributed to the event was obtained after the correction of weather radar estimates with the data of the rain gauge of the monitoring and alarm system installed on the Rovina di Cancia channel by the Province of Belluno. This rain gauge is located at the base of the southeastern cliffs of the Monte Antelao group, at an altitude of 2,150 m a.s.l. and is about 0.8 km far from the centroids of the Salvela and Antrimoia hydrological basins (Figure 1). Figure 6 shows the rainfall depths sampled at 5 min by the rain gauge with those of the corrected radar estimates for each of the five considered hydrological basins. On average the observed rainfall depths are just a slightly smaller than those given by the radar corrected estimates. The core of the precipitation that caused the larger quantity of runoff lasted 20 min and ranged in a 31.5–36.2 mm interval for all the five basins. The corresponding mean intensity values ranged between 94.5 and 108.6 mm/h, while the largest intensity values corresponding to the depth in 5 min, between 118.8 and 159.6 mm/h. This very high intensity and short duration rainfall is a typical precipitation causing the runoff generated debris flows that occur along the Boite valley (Bacchini and Zannoni, 2003; Berti and Simoni, 2005; Gregoretti and Dalla Fontana, 2007).
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FIGURE 6. Hyetograph of the rainfall depths from the rain gauge and the corrected radar estimates.



2.4. The Models

In this section, the models used for modeling rainfall-runoff and debris flow routing are presented.

2.4.1. Hydrological Modeling

The hydrological model used in the present study was proposed for headwater rocky catchments by Gregoretti et al. (2016a), after directly testing it by runoff discharge measurements at the outlet of a rocky channel incised on the cliffs of the Dimai Peak (14 km far from Ru Secco Creek), and also indirectly by the debris flow/runoff transit in the initiation area of two other dolomitic catchments, the Acquabona and Rovina di Cancia basins according to Rengers et al. (2016). The centroids of these basins are 8 and 1 km far from the Antrimoia hydrological basin centroid respectively. All these catchments belong to the same geological context and have very similar morphological features.

The excess rainfall Pe contributing to the runoff discharge is computed by coupling the SCS-CN method with a simplified Horton equation that assumes a constant infiltration rate fc. At each time step t, Pe is given by:
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where Ia is the initial abstraction, tIa is the time within Ia occurs, Ia = 0.2S, S is the potential maximum retention (S = 1000/CN − 10), I is the mean rainfall intensity during the time step Δt, and PeSCS is the excess rainfall of the total precipitation determined through the SCN-CN method. The empirical parameter CN depends on the type, use, and antecedent moisture condition (AMC) of the terrain. Three AMCs are assumed: I, dry condition; AMC II, standard condition; AMC III, wet condition. Following Gregoretti et al. (2016a) for mountain watersheds Ia = 0.1S while Bernard (2018), after examining a larger number of runoff events, diminishes to 2 days the previous rainfall depth for determining the antecedent moisture conditions (AMC). Excess rainfall is conveyed to the channel network along the steepest direction, with a constant value of runoff velocity U, that varies with the terrain typology. The contributes to the channel network are routed to the outlet of the basin using the matched diffusivity kinematic-wave model proposed by Orlandini and Rosso (1996), providing the liquid hydrograph.

2.4.2. The GIS-Based Cell Model

The routing model here introduced is the bi-phase version of the GIS-based cell model proposed by Gregoretti et al. (2016b) that provides a better simulation of the entrainment process (Gregoretti et al., 2018). The governing flow equations are those of mass and momentum conservation coupled with the Exner equation and a modified version of the empirical law of Egashira and Ashida (1987) to express the rate of change of the bed elevations. The mass conservation is stated by means of the continuity equations of the mixture and of the solid phase, while the momentum conservation by means of simplified motion equations of the mixture after assuming equal velocities for both the solid and liquid phases according to Rosatti and Begnudelli (2013). The flow pattern is discretized by the square cells of the DEM. At the cell scale, the continuity equations read:
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where A is the area of the cell, t is time, z is the bottom elevation, h is the flow depth, c is the sediment volumetric concentration of the mixture, c* is the solid volumetric concentration of the dry bed, and Qk is the discharge exchanged with the surrounding cells along the k − th direction (Figure 7a), assumed to be positive if outflowing and negative otherwise. Following the kinematic wave approach, a uniform flow equation is locally applied if the flow occurs along positive slopes while a broad-crested weir equation is considered if the flow occurs along adverse slopes (Figure 7b). The discharges are expressed by the following relationships:
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where Δx is the cell size (= A0.5), θk is the angle formed with the horizontal by the line joining the center of the considered cell with that of the k − th adjacent cell, C is the conductance coefficient (Tsubaki, 1972), and Cq is a discharge coefficient, assumed equal to that of the water (0.385) because of the missing of experimental observations. The two weighting functions wk and sk are introduced for partitioning the flow along the eight (n + m ≤ 8) different directions issuing from a given cell to the adjacent cells, provided that the corresponding bed (θk) and flow surface (h − zk) drops are positive.
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FIGURE 7. The eight possible flow directions (a) and the two possible flow conditions of the routing model (b); partial redrawing of the Figures 1 and 2 of Gregoretti et al. (2016b).



The choice of the kinematic approach, also used by Lenzi et al. (2003), is justified by the analysis of Arattano and Savage (1994), and Di Cristo et al. (2014) for which a kinematic model can provide reliable simulations of debris flow propagation along sloping channels. The uniform flow Equation (4) can be straightforwardly derived by integrating along the flow depth the dispersive normal stress given by Bagnold (1954), typical of a grain-collision dominated rheology that rules the stony debris flows dynamics (Takahashi, 2007). The use of such a law (i.e., the assumption of grain-inertial rheology) is here justified by the absence of clay and the poor percentages of silt in the material sampled in the initiation areas of the neighboring areas of Chiapuzza (see section 2.1) and Rovina di Cancia (Gregoretti et al., 2018), that have nearly the same characteristics of that eroded on Vallon d'Antrimoia and Ru Salvela Creek. Takahashi (2007) provided also an expression for the conductance coefficient C, depending on an empirical constant that can vary on a large interval, and consequently C up to ten times (Gregoretti, 2000; Takahashi, 2007; Armanini et al., 2009). Therefore, it should be calibrated against field measurements. The Exner equation:
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provides the rate of change of the cell elevation by the difference between the deposition (D) and erosion (E) rates. This difference is modeled modifying the empirical relationship of Egashira and Ashida (1987) (see also Brufau et al., 2000; Egashira et al., 2001):
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where K is an empirical constant, ranging between 0 and 1, αk = θk in the case of the uniform flow described by Equation (4), and αk = Θk + θk in the case of the weir flow associated with Equation (5), with Θk the angle that the horizontal forms with the line joining the center of the flow surface of the considered cells along which the flow is directed (Figure 7b). Erosion and deposition are computed along the steepest direction, where the maximum value Vmax of the mean velocities contributing to the discharges Qk is attained. In particular, deposition occurs if Vmax < VLIM and αk < θLIM, while erosion requires that Vmax > VLIM and αk > θLIM. The limiting values VLIM and θLIM are different for deposition (VLIM−D, θLIM−D) and erosion (VLIM−E, θLIM−E). Note that, considering a generic direction transversal to the steepest direction could lead to unrealistically large depositions. Furthermore, a cell could be subjected to both erosion and deposition at the same time.

In addition three more conditions descending from the debris flow physics are imposed. Erosion is computed only if dh/dt > 0 because according to the field observations of Berger et al. (2011) erosion generally occurs during the passage of the debris flow front, and starts before the maximum value of the flow depth is reached. Moreover, erosion cannot indefinitely occur (i.e., sediment concentration tending to unity) and is allowed within a given cell if c < 0.9c*, maximum transport concentration value according to Takahashi (2007). Likewise deposition can take place if c > cD.

The limiting concentration for deposition, cD = 0.05, is introduced to prevent c from becoming negative if large deposition rates occur, even though no substantial quantitative differences have been observed by setting cD = 0.

The original law of Egashira and Ashida (1987) was adapted after eliminating the reasons for the equilibrium angle because it can lead to uncorrect results. In Gregoretti et al. (2016b) more details about it with its physical justification. Please note that also Hussin et al. (2012) use, even if more simplified, a similar approach to estimate the bed deposition/entrainment rate.

An explicit scheme is used to solve numerically the model equations with the time step computed according to the Courant-Friedrichs-Lewy stability condition. Flow discharges and the rate of change bed elevation are computed for each cell by Equations (4–7) and used in Equation (2) to provide the flow depth. Finally Equation (3) provides the sediment concentration. The reader is referred to Gregoretti et al. (2016b) for more details and explanations about the numerical integration.

3. THE DEBRIS FLOW EVENT: GEOMORPHOLOGICAL ANALYSIS

The geomorphological analysis is essential for understanding whichever gravitative mass movement on earth, and allowing its reliable reproduction by models. It also provides information about its occurrence and behavior to be used in future studies as recommendations for countermeasures. All the basin was carefully surveyed to identify all the contributions, liquid or solid-liquid, to the debris flow that routed along Ru Secco. The entrained and deposited sediment volumes were estimated through the deposition-erosion depths map (Figures 8a, 9) that was obtained differencing the pre and post-event DEMs. The deposition and erosion depths are grouped into classes of 2 m size, about twenty and five times larger the average and maximum error (that of photogrammetric points) respectively. The map of Figure 9 allows the computation of the sediment volumes deposited and entrained: 108,700 and 57,165 m3, respectively. Their difference 51,535 m3 is the sediment volume that runoff entrained on the Vallon d'Antrimoia sloping plateau, upstream the Ru Salvela head. This volume is increased to 52,535 m3 to consider the sediment volume that reached the Boite River, so that the total mobilized sediment volume raises up to about 110,000 m3. Therefore, the debris flow event was triggered upstream the Ru Salvela Creek. Abundant runoff descending the northern cliffs of Mount Antelao corresponding to the basins of Antrimoia and Salvela in Figure 1, hit the debris deposits laying on the Vallon d'Antrimoia inclined plateau (upper blue arrows in Figure 2) and entrained enough sediment to generate a solid-liquid surge. This surge descended along the rock chutes linking the Vallon d'Antrimoia with the Ru Salvela head (upper red arrows in Figure 2) and propagated over the debris deposit covering the Ru Salvela Creek. This deposit (Figures 3a, 4) has a volume of 175,000 m3 obtained differencing the pre-event DEM with that before the rock collapse on November 2014, obtained through the LiDAR 2011 points. During the propagation over the rock fall deposits on Ru Salvela Creek, it entrained the debris material and meanwhile received the liquid contribution from Ru Longia (blue arrow on the right in Figure 2), that increased its erosive power. At the confluence with Ru Secco Creek, the well formed debris flow was supplied with the stream flow descending along Ru Secco Creek and the solid-liquid contribution from the debris flow triggered along the Ru Beche. These contributions increased its solid-liquid volume. The large runoff amount and the entrained sediments deriving from cliffs collapse in absence of clay and low percentage of silt, point out to a debris flow of stony type (Takahashi, 2007). The deposition-erosion map of Figure 8a clearly shows the erosion occurred along the middle part, in longitudinal sense, of the debris deposit covering the Ru Salvela Creek where the solid-liquid surge, descending from the Vallon d'Antrimoia inclined plateau, excavated a channel (bottom middle insert of Figure 8a). Both the sides of this channel are characterized by small debris deposits, i.e., the typical lateral levee that debris flow creates during its routing. These deposits usually occur on debris flow sides when the relative flow depth is small and terrain roughness is able to stop the flowing material. Upstream the confluence, debris flow began also to deposit significative quantities of sediments anticipating that occurred in larger size on the right side of Ru Secco Creek just before and in correspondence of the confluence. Figure S1 shows the bottom longitudinal profile of the channel excavated by debris flow on the debris deposit covering Ru Salvela Creek with some cross-sections. It can be observed that in the upstream part, debris flow entrained most of the debris material of deposit from the rock collapse while in the downstream part it did not. Debris flow, then, channelized along Ru Secco mainly depositing sediments on the sides and eroding the bed in the middle. About 380 m upstream the first culvert inlet, debris flow began to deposits. This reach is in fact protected by check dams and the bed slope diminishes. The debris flow front reached the inlet culvert where it stopped. Photos taken during the sediment removal operations and located in the Supplemental Material (Figure S2) show some big rocks obstructing inlet, i.e., the debris flow front that stopped, while the culvert is not clogged of sediments. In the same Figure S2, the exit of the culvert just after the event appears mainly free. The stoppage of the front imposed the deposition of the solid part of the current flowing behind it, that extended both in depth and upstream (up to 380 m), interesting all the creek cross-section and only the liquid part flowed downstream. Figure S3 of the Supplemental Material shows the pre and post-event bottom longitudinal profiles along Ru Secco Creek from the confluence to the village with nine cross-sections (A–I). Upstream the culvert, the bottom is in general raised up respect to the pre-event situation. Nevertheless, the rear part of the solid-liquid current, flowing over this large deposit, reached the culvert and flooded all the area surrounding it. This overflow caused sediments deposition on the main part of the parking and flow returned to the Ru Secco Creek after eroding all the border area of the parking on the creek side (top right insert of Figure 8a). The overflow on the terrain above the culvert eroded it creating an erosion channel. Top right and bottom left inserts of Figure 8a shows the downstream view of this channel and its cross section respectively. The re-channalized flow routed downstream causing erosion on some bends and mainly downstream the check dams (top left insert of Figure 8a) because of the large drop (see also sections E and F of Figure S3). The distribution of the volumes of deposited and eroded sediments is analyzed after dividing the flow pattern in five significative areas. Figure 9 shows the areas with a table listing the corresponding entrained and deposited sediment volumes: most of erosion downstream the Vallon d'Antrimoia inclined plateau, occurred on the debris deposit covering the Ru Salvela Creek (35,400 m3, about 63% of the total), while most of deposition occurred along Ru Secco between the confluence with the Ru Salvela Creek and the culvert inlet (62,700 m3, about 55% of the total). The values of the volumes of the deposited and eroded sediments downstream the culvert, about 29,581 and 12,721 m3 respectively, show that debris flow transformed in an hyperconcentrated flow. This occurred for two main reasons: (1) the large deposition occurred upstream the culvert that stopped the anterior part of debris flow that is usually richer of sediments; (2) the bed slope, that in this reach decreases from 11 and 2°, is not able to guarantee the transport of large quantities of sediments. The view of the cross-sections E–I, downstream the culvert with the pre and post-event bottom longitudinal profiles of the Ru Secco Creek (Figure S3) shows that some reaches were subjected to deposition (the larger part), while other subjected to erosion. In Figure 2 it can be also observed a small debris flow channel joining the Ru Secco on its right side. Direct field survey showed that its contribution was negligible and for this reason it was not considered in the routing simulations. Until late '50s the slopes on the right side were routed by debris flow providing the main solid-liquid contributions to Ru Secco (Figures S4, S5). The works for transforming this area in a touristic resort area stopped them. About 200 m downstream the base of the overhanging rocky cliffs, the slope was reshaped, and, where needed, some protection works (walls and pottings) were built. The small debris flow routed a new path on the reshaped slope, avoiding, the protection works.
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FIGURE 8. View of the area subjected to deposition or erosion and land use. The upper image (a) is the general view of the areas routed by debris flows and subjected to deposition or erosion. The top right insert is the post-event view of the area depicted in Figure 3b while the other three inserts show the downstream view of debris flow route incising the debris material covering the Ru Salvela creek (bottom middle), the observed and simulated cross-section of the channel excavated by debris flow above the culvert (bottom left) and a particular of a bank erosion after the upper culvert (top left). The position of the cross-sections that are shown in the Supplemental Materials is also indicated. The lower image (b) is the landuse of terrain for the routing simulation.
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FIGURE 9. Deposition and erosion depths map for the two groups of reaches. Upper image (a) is the map of estimated deposition and erosion for the reaches I-III, while the image below (b) is that simulated. Images (c,d) are the corresponding of (a,b) for the reaches IV-V respectively. The position of the six sections (B, D, E, F, H, and I) is also shown.



4. THE PHENOMENON REPRODUCTION BY MODELS

This section concerns the reproduction of the entire phenomenon by models. It is divided in three subsections relative to the hydrological modeling, the solid-liquid hydrographs determination and the debris flow routing. The hydrological modeling provides runoff hydrographs that directly contributed to the phenomenon or entrained the debris material forming the solid-liquid hydrographs of the initial surges. Both runoff and solid liquid hydrographs are the input for the routing modeling.

4.1. Hydrological Simulations

The rainfall-runoff modeling for the five basins depicted in Figure 1 was carried out by the model of Gregoretti et al. (2016a). The model computes the excess rainfall for each cell of the basin and routes it through the steepest path to the channel network. The routing to the channel network occurs with constant velocity while that along the channel network to the outlet is ruled by means of a matched-diffusivity kinematic wave model. Parameters for the excess rainfall computation and slope routing are CN, the infiltration rate fC and slope velocity U which assume different values for each soil typology covering the basin. The values of these parameters are shown in Table 1 with those of CN and fC for rocky soil updated by Bernard (2018). Parameters for channel network routing are the roughness coefficient [image: image], the channel width at the outlet, b0, and a morphological exponent, b1 = 0.26. The values of b0 were measured in the case of the basins of Ru Longia, Ru Secco and Ru Beche, while for the Salvela and Antrimoia basins, they were obtained by LiDAR 2015 data. These values are shown in Table 2. The event occurred in AMC I conditions, because it did not rain in the previous 2 days (Bernard, 2018). The flow path from each cell of the basin to the channel network is obtained through the DEM (see Gregoretti et al., 2016a for details). The channel network cannot be provided by cells with a drainage area larger than 0.005 km2 as proposed by McGlynn and Seibert (2003) and McGuire et al. (2005). This threshold value was successfully tested by Gregoretti et al. (2016a) in the head water rocky basin of Dimai that has the same morphological features of those investigated here and about 10 km far but, unfortunately, it cannot be applied to the Ru Beche basin. Its area is too small (about 0.022 km2) and that threshold does not work because too large. For this reason, we investigated the transition from slope to channel routing by using two different methodologies: (1) the convergence of the upslope drainage area values after using different techniques (Wilson and Gallant, 2000); (2) the slope scaling method (Ijjasz-Vasquez and Bras, 1995). The first method examines the convergence of values of the upslope drainage area computed following the D8 and D∞ methods (Tarboton, 1997). The value where the values of drainage areas converge, is the area threshold value for determining the channel network. The second method explores the behavior of the drainage area vs. its mean slope. The drainage area values, where there is a discontinuity, correspond to the transition from slope routing to channel routing. The two methods provide the same results supporting the reliability of the obtained threshold value for the determining the channel network. Figure S6 shows the results of the two methods. These values together those of the morphometric characteristics of the basins are shown in Table 2. Simulations were carried out using both the radar estimates and the observed rainfall depths. Results are shown in Figure 10. Simulations corresponding to the corrected radar estimates provide runoff hydrographs slightly larger except that of the Ru Secco basin whose peak value is about 25% larger.


Table 1. Parameters adopted in the hydrological model.
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Table 2. Morphometric characteristics of the basins: AB, basin area; AT, threshold area for channel network; zO, basin outlet altitude; zM, mean basin altitude; zMAX, maximum basin altitude; SLMEAN, mean slope; SLMAX, maximum slope; b0, outlet width.
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FIGURE 10. Modeled runoff hydrographs for the five basins corresponding to the measures (a) and corrected radar estimates (b) of rainfall depth.



4.2. The Solid-Liquid Hydrographs

The sites on the Vallon Antrimoia sloping plateau where the solid-liquid surges formed after the impact of runoff with the debris deposits could not be surveyed because of their inacessibility. Therefore, we determineted the solid-liquid hydrographs at the middle of the rock chute following the methodology proposed by Gregoretti et al. (2018). We adopted a triangular shape of the solid-liquid hydrograph with an abrupt raise to peak and a less rapid decreasing because downstream the triggering area, the debris flow surge tends to assume such a shape. The solid-liquid volume is given by the sum of the solid volume with the volumes of runoff contributing to debris flow and of the interstitial water of the entrained sediments as also proposed by Gregoretti et al. (2012, 2016a). Because of the high intensity precipitation and the quite high permeabilty of the debris, deposits are assumed to be nearly in saturated conditions. The solid volume can be obtained by the volume of sediments entrained on the Vallon d'Antrimoia that is provided by the difference between the computed deposited and eroded sediment volumes downstream it: 108,700−57,165 = 51,535 m3. This volume is increased to 52,535 m3 to consider the sediment volume that reached the Boite River (see the previous section). The solid volume is the entrained sediments volume multiplied by c*. The runoff contributing to debris flow is the part of runoff hydrograph where the runoff discharge is larger than the triggering discharge (see also Gregoretti et al., 2016b and Han et al., 2017). In the present case, the inaccessibility of the triggering site prevented direct measurements, and the unit width triggering discharge was estimated as 0.05 m2/s through the relationship proposed by Gregoretti and Dalla Fontana (2008) after assuming reasonable values of sediments mean size (0.1 m) and bed slope angle (30°). The interstitial water volume is given by the difference between the entrained sediments volume and the just computed solid volume. The solid-liquid hydrograph is the triangle with the height equal to the peak discharge value and the base equal to the ratio between the double of the solid-liquid volume and the peak value. The peak solid-liquid discharge, QP, is computed following the relationship provided by Lanzoni et al. (2017):
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where cF is the solid volumetric concentration of the debris flow front, and, Q0 is the runoff peak discharge. The value for c* is assumed equal to 0.62 (value proposed by Gregoretti et al., 2016b for unchannelized debris deposits that are not subjected to compaction) and that for cF equal to 0.9c* (0.558) according to Takahashi (2007). The two solid-liquid hydrographs are computed by using the runoff hydrograph of the two basins of Antrimoia and Salvela after partioning the sediments volume (52,535 m3) in 38,035 and 14,500 m3, respectively. The Antrimoia basin, in fact, occupies the larger part of the Vallon Antrimoia sloping plateau where debris deposits lie. The resulting solid-liquid hydrographs are shown in Figure S7.

4.3. Routing Simulations

Parameters of debris flow routing simulation depend on the terrain (channel, scree, grass, wood) and slope because flow resistance and deposition-entrainment processes vary with them. Figure 8b shows the land use of the terrain interested by the phenomenon. The values of parameters used for the routing simulation are shown in Table 3. This set of parameters, until the culvert, is that used by Gregoretti et al. (2016b, 2018) for reproducing two occurred debris flows after a sensitivity analysis based on the comparison between simulations and observations of deposition/erosion depths. Only the conductance coefficient, C, respect to Gregoretti et al., 2016b, was increased from 3 to 5 where the flow is channelized. Gregoretti et al. (2016b) in fact simulated the dispersion in several directions on a fan of a debris flow of high magnitude while in present case the flow is channelized. In the case of channelized flow, estimates of C, from field data of stony debris flows with a magnitude much lower than that here studied (Gregoretti, 2000; Hurlimann et al., 2003; Okano et al., 2012), mostly range in the interval 1–3. Flume experiments of Tognacca (1999) and Lanzoni et al. (2017) on stony debris flows show that the velocity increases with the triggering discharge much more than the flow depth, and consequently also the conductance coefficient C increases with it. Figure S8 shows, in fact, the growth of the experimental values of C with the triggering discharge. This means that the debris flow discharge, and thus the magnitude of the debris flow, increases with the amount of the runoff generating the event, while the flow resistance decreases. Therefore, the value of the conductance coefficient was raised to 5 because this event, characterized by a magnitude higher than that of the observed and above referenced debris flows, was triggered by a larger runoff amount. Downstream the culvert, debris flow transforms to hyperconcentrated flow because most of solid material deposited upstream and bed slope decreases from 11° to 2° along the flow direction. This means an increase of the conductance coefficient and a decrease of the limit values of angle and velocity both for deposition and entrainment because the transported solid concentration decreases (Armanini, 2015). The values of parameters downstream the culvert were assigned after calibration. For all the channelized flows, different values of parameters were adopted for the banks where, due to the low submergence, flow resistance is larger and for the wooded and grass areas. The value of the parameter relevant for erosion, θlim−E, was assumed equal to 16°, inferior angle associated to the occurrence of mature channalized stony debris flows according to the experiments of Lanzoni et al. (2017). This value was also confirmed by the field observations of Jordan (1994). According to Gregoretti et al. (2018), we also adopted values of K equal to 0.1 and 0.5 for deposition and entrainment respectively.


Table 3. Values of the parameters used in the routing simulations for the different terrains.
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The simulated deposition and erosion depths are shown together those estimated in Figure 9. The flow pattern, for a better comparison between simulation and estimate of the deposited and eroded sediments volume, has been divided in five reaches: the Ru Salvela Creek (I), the Ru Beche (II), the Ru Secco Creek upstream the culvert (III), the Ru Secco Creek downstream the culvert with a mean bed slope of 8° (IV) and the ending reach with a mean bed slope of 4.5° (V). In particular both the simulated and estimated deposition and erosion depths are shown in two groups of reaches, I–III and IV–V respectively, allowing a more detailed analysis together with a table the values of the simulated and estimated sediment volumes, that were eroded and deposited for each reach. The comparison of simulation results with the observations (Figure 9) shows that the main features of the deposition-erosion pattern are captured by the simulation except at the confluence of Ru Salvela with Ru Secco Creek and in the downstream part of the ending reach where the bed sloping angle decreases to a value of about 2°. The simulated volumes of deposited and eroded sediments are 104,318 and 55,469 m3, respectively. Both of them underestimate those observed of 4 and 3% respectively. This overall satisfactorily agreement between observations and simulations, obtained using the same parameters for reproducing two other debris flows in the Dolomites, points to a validation of the routing model here used for simulating solid-liquid flows in the grain-inertial range. The examination of the results reach by reach allows a better understanding of the model capability to simulate the occurred phenomenon. In reach I (that of Ru Salvela creek), the simulated eroded sediment volume quasi coincides with that estimated but it is more concentrated in the upstream part of Ru Salvela. This could be due to an imperfect reproduction of the pre-event DEM at the head of the Ru Salvela. This zone is just under the cliffs and some three dimensional shapes of debris deposits could be not detectable by the photos by which the pre-event DEM has been built. For this reason, in the upstream part, the simulated debris flow front mainly concentrated in a narrow path that was highly eroded. Resulting debris surge was too concentrated and, therefore, eroded a smaller amount of sediments in the downstream part. About deposition, the large deposits at the confluence were not satisfactory reproduced due to missed local bed reproduction of the terrain in the pre-event DEM. The deposits on this area were subjected to excavation during the restoration works in the month between the photo time and the event. Therefore, some path and the flat area built by the excavators, that we could not to reproduce, could have significatively conditioned the flow routing. Sediment volume that did not deposited there during simulation, in fact, deposited just downstream the confluence (beginning of reach III). In fact simulated deposition depths, there, are on average larger than those estimated. Routing along Ru Beche (reach II) was satisfactory simulated but not that along the Ru Secco Creek between the two confluences with Ru Beche and Ru Salvela Creeks. This could be a result of the missed deposition of flow arriving from the Ru Salvela Creek, explained above. There is a quite good agreement between simulation results and observations along reach III: nearly coincidence of areas subjected to the main deposition and erosion phenomena combined with the nearly coincidence of the simulated and estimated sediments volumes that were depositated and entrained (the percentage of simulated deposited sediments volume is 8% higher than that observed due to the missing of simulated deposits at the confluence). The flooding of the park and the erosion of it, together the excavation of a channel in the terrain overlaying the culvert, is also nealry satisfactory simulated. The bottom left insert of Figure 8a shows the comparison between the surveyed and simulated cross section of the excavated channel. The simulation of the excavation appears fairly satisfactorily, even if larger. For the reach IV visual inspection of Figures 9c,d shows that erosion and deposition pattern is well reproduced and the simulated eroded sediments volume nearly coincides with that estimated. Only the deposition volume is underestimated. For the reach V, the agreement is not so satisfactory both for the volumes and the areas. In fact the erosion on its downstream part is not captured, while conversely deposition is overestimated. Figure 11 shows the simulated solid-liquid and solid discharge, Q (left) and QS (right) respectively, for the six sections shown in Figure 9. The solid-liquid discharge reaches its maximum after the confluence and then it begins to decrease. The solid discharge is consistent until section F (Figure 9) due to the large erosion occurred upstream. After that, it decreases to negligible values, characteristics of bed-load sediment transport.
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FIGURE 11. Simulated hydrographs of solid-liquid (a) and solid discharge (b), Q and QS respectively, corresponding to the the traces of the six sections of Figure 9.



5. DISCUSSION OF RESULTS

The direct post-event field survey and the analysis of the pre-event morphology during time allowed the geomorphological analysis of the event. It consisted in the recognition of the phenomenon occurrence and of its main features. The analysis of the pre-event morphology between '50s and nowadays also showed that slopes on the right side of Ru Secco Creek were routed by debris flows before their transformation in a ski resorting area while the left side was not subjected to debris flow phenomena (Figures S4, S5). In the present case study, the environmental changes due to man works can stop or reduce debris flow activity in areas prone to debris flow susceptibility, while those due to natural causes, as the formation of debris deposits caused by local terrain instabilities, if connected to the channel network (Cavalli et al., 2013; Tiranti et al., 2016, 2018), allow the conditions for debris flow occurrence, where it never did. Both the historical basins where debris flows formed until '50s and the new one of Ru Salvela are debris flow dominated according to the geomorphic indexes: the ruggedness number of Melton close or larger than 1 [0.75 is the inferior threshold value according to DeScally and Owens (2004)] and local slope larger than 0.6 m/m in the schematic diagram between local slope and drainage area proposed by Montgomery and Foufoula-Georgiou (1993) for the hillslope to valley transition also used by Tarolli and Dalla Fontana (2009). Therefore, even if the basins are prone to debris flow activity according to the geomorphic indexes above, debris flow occurrence is determined by sediment availability as the concentration of abundant runoff on it. Finally, the geomorphological analysis, providing a reliable description of the occurred phenomenon, is at the base of simulation of the phenomenon by models. The reproduction of the occurred phenomenon was the results of two phases: a careful survey of all the sub-basins supplying solid-liquid and liquid flows both the debris deposits covering Ru Salvela Creek and the Ru Secco Creek, allowed the identification of all the significative solid-liquid and liquid contributions (1); simulation by models of the formation and routing of these contributions and their impact on debris deposits (2). Reliable models results were allowed by trustworthy rainfall estimates that provided the input to the hydrological model and by topographical data that provided the base for running and testing them. The pre-event topographical data provided the DEM for running the routing simulations. The post-event topographical data were used for determining the post-event DEM of the area routed by debris flow that, subtracted to the pre-event DEM, provided the deposition-erosion depths map, essential for understanding the phenomenon and testing the modeling. For this reason, the availability of pre and post-event data becomes fundamental for a reliable understanding of the phenomenon, as for its reproduction by models. Unfortunately, the simultaneous availability of pre and post-event data is not frequent but rare because in many cases the pre event terrain topography is usually unknown: previous occurred debris flow phenomena, also of small magnitude, and local instability phenomena (rock falls from upstream cliff and/or channel bank failures) can significatively change the flow path morphology, and consequently, debris flow routing could not be captured by simulations.

The reproduction of the occurred phenomenon, shown in the previous section, appears, in general, satisfactory. The deposition and erosion pattern, in fact, is quite well reproduced both in terms of areas and volumes apart some parts of the Ru Salvela Creek and of the ending reach. The simulation in the upstream reaches of Ru Salvela and Ru Secco Creeks is conditioned by pre-event local topographical data that are partially inaccurate and missing respectively. In the first case, the exact shape of pre-event debris deposit at the head of the Salvela Creek was not captured, while in the second case, due to the restoration work, the topography of some areas close to the confluence of Ru Salvela Creek with Ru Secco Creek changed. The presence of excavator tracks and flat areas due to the debris deposits reworking could have significatively conditioned the local routing simulation. As a consequence the deposition at the confluence was understimated. The simulation downstream these reaches provides quite good results: the areas subjected to large phenomena of deposition and erosion are captured. Only the deposition depths upstream the culvert slightly overstimate those observed because of the missed deposition at the confluence of Ru Salvela Creek with Ru Secco Creek, and some areas subjected to erosion in the ending reach are missed. Moreover, the shape of the channel excavated by the debris flow after the culvert occlusion is nearly approximated (bottom left insert of Figure 8a). The analysis of the solid-liquid and solid discharges (Figure 11) allows a better understanding of the occurred phenomenon. After the confluence of Ru Salvela with Ru Secco the debris flow discharge peak has the maximum value and that of solid discharge is nearly the half (cross-section B). Just upstream the culvert (cross-section D) the solid-liquid discharge peak is reduced to less than 50% while that of solid one to about 30% due to the large deposition phenomena mostly due to the culvert occlusion. In the reach upstream the culvert solid-liquid and liquid discharge are in phase while in the downstream reach, it does not occur. In the cross-section E, downstream the culvert, the discharge in the first ten minutes is mostly liquid because the occlusion at the culvert inlet causes the deposition of most of solid phase. Solid discharge, in fact after an initial but moderate increase, decreases to a neglegible value and then increases again to a value nearly the half of the total discharge. This behavior is the consequence of the initial erosion on the bend downstream the culvert followed by that of the parking on the Ru Secco side and on the terrain overlaying the culvert. Figure 12 shows the time evolution of the simulated deposition and erosion pattern with the flow depth in correspondence of the culvert: at the beginning there is only a mainly liquid flow over the terrain downstream the culvert inlet that reaches the Ru Secco and causes the erosion on its right side as shown by Figures 12a–c. This is coherent with the initial moderate solid discharge peak in cross-section E (Figure 11). In the following 20 min the deposition and erosion on parking become consistent with the excavation of the channel just over the culvert (Figures 12d–f) that is responsible of the second solid discharge peak in cross–section E (Figure 11b). In cross-section F the behavior is analogous but for the absence of the initial moderate peak of solid discharge, reasonably due to an upstream deposition. Along cross-sections H and I solid-liquid peak discharge remains unchanged while flow volumes diminish because of the deposition. The solid discharge, in fact, decreases to negligible values, typical of bed load sediment transport. This could be the main reason for the not satisfactory simulation of the end part of the last reach V. In fact the hyperconcentrated flow transforms to a flow with low concentration values that on bed sloping angles of about 4.5° the cell model could be not able to simulate with efficacy.


[image: image]

FIGURE 12. The deposition and erosion depths (Left) and flow depths (Right) maps at different times [(a) t = 12.3 min, (b) t = 15.0 min, (c) 18.3 min, (d) t = 30.7 min, (e) t = 34.7 min, (f) t = 70.0 min] from the beginning of the simulation of the area close to the culvert and parking.



The in general satisfactory and reliable reproduction of the occurred phenomenon provides a confirm of the methodology here followed for simulating a runoff generated debris flow when information on the triggering site are scarce: simulation of runoff, determination of the solid-liquid hydrograph in the initiation area and simulation of its downstream routing. Concerning the debris flow initiation, McGuire et al. (2017) proposed a more general and refined mathematical modeling, here not usable due to lack of information on the triggering area that resulted inaccessible. However, the simple and direct determination of the solid-liquid hydrograph, here proposed, proved to be reasonable and reliable. For debris flow routing, only models that consider deposition and entrainment should (Chen et al., 2006; Medina et al., 2008; Armanini et al., 2009; Hussin et al., 2012; Frank et al., 2015; Cuomo et al., 2016) should be used, provided their capability to simulate these processes. Finally, present work of back analysis of the phenomenon is also important, because it provides the framework and data needed for testing other models.

6. CONCLUSIONS

The 4th of August 2015, a high intensity storm concentrated on a square of about two kilometers and triggered some in-channel debris flows on Venetian Dolomites. The debris flow occurred on Ru Secco Creek was of large magnitude with about 100,000 m3 entrained sediments. Ru Secco Creek was not routed by debris flows since late 50s after works for transforming its right side generally affected by debris flows, into a ski resort area. The debris flow of August 2015 started, in fact, on the opposite side because of the presence of very large debris deposits at the base of northeastern cliffs of Mount Antelao after a rock collapse occurred on November 2014. Direct field surveys and the analysis of pre and post-event topography allowed the recognition of liquid and solid-liquid contributions to the occurred phenomenon and its main features, as well as the map of deposition and erosion depths. Finally the phenomenon was modeled from rainfall-runoff transformation to deposition-erosion processes with satisfactory results: most of entrainment and deposition processes were captured except where initial topography data were partially inaccurate or missing or when solid discharge decreased to values typical of bed load. For the part strictly concerning the routing, these results were mainly due to the cell model of Gregoretti et al. (2018) that allows a better simulation of the entrainment process.

Based on these analysis and modeling results, the main conclusions of this work can be summarized as follows. One of the main triggering factor for runoff generated debris flows is the sediment availability. The presence of debris deposits, due to local terrain instability phenomena, lead to the occurrence of a debris flow where it never occurred before. Furthermore, the satisfactorily results obtained in the reproduction of the phenomenon suggest that a reliable reproduction of an occurred debris flow should be based on four factors:

1. an accurate geomorphic analysis showing the main processes that caused it and occurred during its evolution. This analysis provides a guide for the implementation of the models simulating the physical processes concurrent to its development as well as the initial conditions;

2. a sufficiently accurate topographic base for the generation of DEMs on which models should run. Inaccuracy of topographical data or their missing can lead to unexpected and unreliable results;

3. a models cascade simulating all the physical processes associated to the debris flow occurrence;

4. the capability of the used models of capturing the main features of the phenomena associated to debris flow occurrence as the impulsive response of runoff to rainfall at the base of rocky cliffs and the entrainment and deposition processes occurring during the debris flow routing.

The in general satisfactory reproduction of the phenomenon by models proved the reliability of both the used methodology and single models. It should be stressed that the values of parameters used for running the models are mostly those resulting from the comparison between observations and simulations of other events. This is a good outcome because it shows the predictability characteristics of the models here used. Reliability of models is very important because a trustworthy prediction of debris flow routing (discharge hydrograph, deposition and erosion depths as the inundated area) is essential in any analysis of hazard assessment and countermeasures planning. At this purpose, the capability of the routing model to adequately simulate the entrainment process has a crucial role because the solid-liquid discharge peak and the transported sediments volume mainly depend on it. At least the updated cell model used here for the routing simulation proved to give reliable results also for hyperconcentrated flow and bed slopes larger than 8°.
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NOMENCLATURE

The following symbols are used in this paper:

A = cell area;

AT = threshold area for channel network;

AB = basin area;

b0 = outlet width;

b1 = morphological exponent;

b0 = outlet width;

c = sediment volumetric concentration of the mixture;

cD = limit inferior sediment volumetric concentration for deposition;

cF = solid volumetric concentration of the debris flow front;

c* = solid volumetric concentration of dry bed;

C = conductance coefficient;

CN = curve number;

d = sediment diameter;

D = deposition rate;

E = erosion rate

fc = infiltration rate

g = acceleration due to gravity;

h = flow depth in a cell;

I = rainfall intensity;

Ia = initial abstraction;

K = Egashira empirical coefficient;

kS = Gauckler-Strickler roughness coefficient;

P = cumulative rainfall;

Pe = excess rainfall ;

PeSCS = excess rainfall computed throug the SCS-CN method;

Q = solid-liquid discharge;

Qp = peak solid-liquid discharge;

Q0 = runoff peak discharge

QS = solid discharge;

S = potential maximum retention

SLMEAN = mean slope;

SLMAX = maximum slope;

tIa = time at which Ia occurs;

U = slope velocity along a possible flow direction;

VLIM = limit superior velocity for deposition (VLIM−D) or erosion (VLIM−E);

Vmax = maximum velocity

z = bed level

zO = basin outlet altitude;

zM, mean basin altitude;

zMAX = maximum basin altitude;

α = angle controlling deposition and entrainment

Δt = time step;

Δx = grid size;

θ = angle respect to the horizontal of the line joining the centers of two neighboring cells of DEM;

θLIM = limit superior angle for deposition (θLIM−D) or erosion (θLIM−E);

Θ = angle respect to the horizontal of the line joining the centers of flow surface of two neighboring cells ;

AMC = Antecedent Moisture Content; CFL = Courant-Friedrichs-Levi; DEM = Digital Elevation Model; GIS = Geographical Information System; LiDAR = Light Detection and Ranging SCS = Soil Conservation Service;
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Debris flows are among the most hazardous phenomena in mountain areas. To cope with debris flow hazard, it is common to delineate the risk-prone areas through routing models. The most important input to debris flow routing models are the topographic data, usually in the form of Digital Elevation Models (DEMs). The quality of DEMs depends on the accuracy, density, and spatial distribution of the sampled points; on the characteristics of the surface; and on the applied gridding methodology. Therefore, the choice of the interpolation method affects the realistic representation of the channel and fan morphology, and thus potentially the debris flow routing modeling outcomes. In this paper, we initially investigate the performance of common interpolation methods (i.e., linear triangulation, natural neighbor, nearest neighbor, Inverse Distance to a Power, ANUDEM, Radial Basis Functions, and ordinary kriging) in building DEMs with the complex topography of a debris flow channel located in the Venetian Dolomites (North-eastern Italian Alps), by using small footprint full-waveform Light Detection And Ranging (LiDAR) data. The investigation is carried out through a combination of statistical analysis of vertical accuracy, algorithm robustness, and spatial clustering of vertical errors, and multi-criteria shape reliability assessment. After that, we examine the influence of the tested interpolation algorithms on the performance of a Geographic Information System (GIS)-based cell model for simulating stony debris flows routing. In detail, we investigate both the correlation between the DEMs heights uncertainty resulting from the gridding procedure and that on the corresponding simulated erosion/deposition depths, both the effect of interpolation algorithms on simulated areas, erosion and deposition volumes, solid-liquid discharges, and channel morphology after the event. The comparison among the tested interpolation methods highlights that the ANUDEM and ordinary kriging algorithms are not suitable for building DEMs with complex topography. Conversely, the linear triangulation, the natural neighbor algorithm, and the thin-plate spline plus tension and completely regularized spline functions ensure the best trade-off among accuracy and shape reliability. Anyway, the evaluation of the effects of gridding techniques on debris flow routing modeling reveals that the choice of the interpolation algorithm does not significantly affect the model outcomes.

Keywords: Digital Elevation Models (DEMs), interpolation algorithms, interpolation algorithms comparison, full-waveform LiDAR, LiDAR data accuracy assessment, DEMs accuracy assessment, stony debris flow, routing modeling

INTRODUCTION

Taking up the definition proposed by Iverson (2005), “debris flows can be defined as turbulent flowing mixtures of sediment and liquid in nearly equal proportions”. Debris flows are found in a wide variety of mountainous environments worldwide (Berti et al., 1999), and in particular in the Dolomites area (North-eastern Italian Alps) they mainly initiate by mobilization of the channel-bed material due to surface runoff (Berti et al., 1999; Berti and Simoni, 2005; Gregoretti and Dalla Fontana, 2008; Theule et al., 2012; Tiranti and Deangeli, 2015). Debris flows seem to have increased in occurrence in the last few years, possibly by the rise of extreme rainfall events (Easterling et al., 2000; Floris et al., 2010), and the availability of debris material provided by the retreat of the glaciers and the permafrost areas to higher elevations (Degetto et al., 2015) owing to the global climatic change. In order to reduce debris flows hazard and the related socio-economic impact (Mattea et al., 2016; Thiene et al., 2017), it is common to couple structural and non-structural measurements, such as the zoning of risk prone areas and the development of emergency plans (Ghilardi et al., 2001).

Hazard mapping consists in identifying the areas that are threatened either historically or potentially by debris flows. The methods used to simulate potential hazard scenarios are both empirical-based (e.g., Scheidl and Rickenmann, 2010; Berti and Simoni, 2014) and model-based (e.g., Rickenmann et al., 2006; Deangeli, 2008; Medina et al., 2008; Armanini et al., 2009; Hussin et al., 2012; Gregoretti et al., 2018a). Since the topography is the major control over fluxes of water and sediments (Moore and Grayson, 1991; Hancock, 2006; Saksena and Merwade, 2015), the topographic data usually in the form of DEMs represent the most important input in debris flows routing models (e.g., Rickenmann et al., 2006; Sodnik et al., 2012).

A DEM can be defined as a mathematical representation of the bare earth in digital form (Erdogan, 2009; Vosselman and Maas, 2010), and it is commonly used to represent the surface morphology in three dimensions (Heritage et al., 2009). Two very well-known formats for the storage of DEMs data are the raster and the grid structure, also known as pixel- and lattice-model respectively (e.g., Wilson and Gallant, 2000; Wise, 2000, 2007; Pfeifer, 2005; Smith et al., 2005; Cilloccu et al., 2009; Hengl and Reuter, 2009; Vosselman and Maas, 2010; Höhle and Potuckova, 2011). Within the raster structure, each value represents the orthometric height of the whole area covered by the raster element (i.e., the square cell). Conversely, a grid structure represents the orthometric height information onto a regular two-dimensional array of points, which by convection are taken to lie in the center of square pixels. Clearly, it is the appropriate data format for DEMs, since the elevation estimates relate to points and not to areas.

The grid heights are determined starting from sample topographic data by means of deterministic or stochastic interpolation algorithms, in a basic step often referred to as gridding (Hengl and Reuter, 2009). Even if recent developments in the field of remote sensing allow to reach high sampling density (i.e., up to one point per square centimeter in non-vegetated areas for terrestrial laser scanner- and structure from motion-derived points clouds, Heritage and Large, 2009; Fonstad et al., 2013), artifacts (e.g., cut-offs, over-smoothing, and over-shooting) and uncertainties in DEMs may be formed during the gridding step whichever interpolation technique is used (Carrara et al., 1997; Smith et al., 2005; Heritage et al., 2009; Milan et al., 2011). However, the magnitude and spatial pattern of these uncertainties can greatly vary with different interpolation methods, since each technique considerably differs both in its sensitivity to the spatial distribution of the sampled data and their associated errors (Hengl and Reuter, 2009; Garnero and Godone, 2011), and in its ability to fit the real morphology (Smith et al., 2005). Consequently, the choice of the gridding methodology and its related parameters are very significant decisions in determining the realistic digital representation of the surface morphology (especially in uneven terrain, like the areas where debris flows occur), and thus for the reliability of routing modeling outcomes (Desmet, 1997; Blöschl and Grayson, 2000; Chaplot et al., 2006; Weng, 2006; Heritage et al., 2009; McDonnell and Lloyd, 2015).

Although many studies have compared the performance of many interpolation algorithms using different datasets related to several physical variables (e.g., hydrological, pedological, and topographical) and environments, the existing literature tends to be somewhat contradictory about the most reliable one. Furthermore, notwithstanding the general awareness about the potential impact of DEMs interpolation uncertainties on the numerical modeling, little work has been done to understand how these uncertainties affect the debris flow routing models results. In order to fill this gap, in this study we first compare the performance of several commonly used digital terrain modeling algorithms in representing the complex topography of a debris flow channel located in the Venetian Dolomites, by using small footprint full-waveform LiDAR data. As one of the major remote sensing techniques which developed exponentially during the last decade in landslides investigation and hydraulic modeling is the LiDAR (e.g., French, 2003; Cavalli and Marchi, 2008; Scheidl et al., 2008; Jaboyedoff et al., 2012; Sodnik et al., 2012; Bossi et al., 2014; Tarolli, 2014), we assumed that nowadays this kind of data represents the most frequently used topographic information to create accurate and high-resolution DEMs of mountain catchments. In detail, the investigation is performed through a combination among statistical analysis of vertical accuracy, algorithm robustness, and spatial clustering of vertical errors, and multi-criteria shape reliability assessment. Finally, we assess the influence of the tested interpolation algorithms on the results of a GIS-based debris flows cell routing model. The assessment is carried out by investigating both the correlation between the DEMs heights uncertainty resulting from the interpolation procedure and that on the corresponding simulated erosion/deposition depths, both their effect on simulated areas, erosion and deposition volumes, solid-liquid discharges, and channel morphology after the event.

Therefore, this research may be useful for digital elevation data users involved in hazard modeling and prediction in morphologically complex areas, who are increasingly looking for a global, freely available, high-accuracy digital representation of the earth surface. It represents an up to date question, as demonstrated by the recent launch of the research topic in Frontiers in Earth Science “A global high-resolution digital elevation model: a paradigm shift in high impact research and applications.”

The paper is organized as it follows. After the description of the main works of previous authors on the topic of discrete spatial data interpolation shown in the Supplementary Material, the section Materials and Methods is outlined in six subsections. Here, after a short review of the theory underpinning the examined interpolation algorithms (subsection Background on the tested interpolation algorithms), the selected study site and the used topographic datasets are described (subsection Study area and data acquisition), along with the employed debris flow routing model (subsection GIS-based routing cell model). After that, the methodologies applied for the topographic data pre-processing, the investigation of interpolation algorithms performance, and the evaluation of their influence on routing modeling outcomes are explained in subsections LiDAR data pre-processing and vertical accuracy analysis, DEMs generation and interpolation algorithms comparison, and Evaluation of the effects of the gridding techniques on debris flow routing model results, respectively. Lastly, the sections Results and Discussion and Conclusions complete the paper.

MATERIALS AND METHODS

Background on the Tested Interpolation Algorithms

Several interpolation and approximation methods were developed to predict the values of spatial phenomena in unsampled locations. In this study, twelve different algorithms commonly used for digital terrain modeling were applied using the software package ArcGIS™ (rel. 10.3): (i) linear triangulation, (ii) natural neighbor, (iii) nearest neighbor, (iv) Inverse Distance to a Power, (v) ANUDEM, Radial Basis Functions (among which: (vi) completely regularized spline function, (vii) thin-plate spline function, (viii) thin-plate spline plus tension function, (ix) multi-quadratic function, (x) inverse multi-quadratic function), (xi) point ordinary kriging, and (xii) block ordinary kriging. All the selected interpolators are already widely described in literature, so in the following we briefly summarize their main features in a narrative way. For in-depth theoretical and mathematical reviews concerning the techniques often used for gridding elevation data in connection with GIS, the reader is referred to the works of Mitas and Mitasova (1999), Blöschl and Grayson (2000), Johnston et al. (2001), El-Sheimy et al. (2005), Hengl and Reuter (2009), and McDonnell and Lloyd (2015).

Among the tested interpolation algorithms, the linear triangulation, the natural neighbor, and the nearest neighbor methods employ triangulated irregular networks (TINs), which consist in a sheet of continuous and connected triangular facets (defined according to the Delaunay's criterion) with vertices at the sampled points. Conversely, the Inverse Distance to a Power, the ANUDEM, the Radial Basis Functions, and the kriging algorithms directly apply on the set of scattered points.

The linear triangulation is the simplest method for fitting a continuous surface exploiting the Delaunay tessellation of the three-dimensional space. It represents a special case of piecewise polynomials interpolation, where each triangle containing a grid cell center is regarded as a local area, and a planar surface is fitted on each of them. Once the bivariate local linear function (i.e., the planar surface) is defined in this way, the value of the grid cell center can be estimated. It works effectively with a moderate amount of evenly distributed data points, and it allows an easy incorporation of topographic discontinuities and structural features. However, the interpolated values always lie within the range of the sampled values, and the resulting DEM may not be smooth due to the discontinuities created at the edges of each triangle.

The natural neighbor function uses a weighted average of the grid cell center nearest neighbors values, with weights dependent on proportions of the overlapping between the grid cell center Thiessen polygon and the Thiessen polygons of its surrounding sampled points. The resulting surface resembles a rubber-sheet passing through the input points, and it does not contain any peaks, pits, ridges or valleys that are not represented by the sampled data. It works equally well with regularly and irregularly distributed sampled data, often resulting in a smooth connection between the triangles edges. However, the interpolated values always lie within the range of the sampled values.

The nearest neighbor method assigns to the grid cell center the value of the sampled data point that is closest in space, often resulting in a polygon shaped surface. Since it often provides unrealistic results, the nearest neighbor algorithm is rarely used with topographic datasets. However, it could be useful for spatial fields with low (or nearly absent) spatial dependence, since in this case the sample data are considered reference values only for the surrounding area, and no gradation across the area boundaries is assumed.

The Inverse Distance to a Power function (IDP) is one of the most widely used methods for digital terrain modeling. It relies on a distance-weighted average of the values of the data points occurring within a neighborhood surrounding the grid cell center, with weights inversely proportional to a power of the Euclidean distance between the interpolated and the sampled data point. The greater the power exponent, the smaller effect the sample points far from the grid node have during the interpolation procedure. It usually results in an interpolated pattern that is smooth everywhere except at the sampled points, where local extrema (usually referred as bull's-eyes) are produced. The technique is particularly suitable for narrow datasets, where other gridding algorithms may be affected by errors. However, it does not work effectively with unevenly distributed data points, or in the presence of clustering and outliers. Furthermore, the interpolated values always lie within the range of the sampled values.

The ANUDEM algorithm is the only tested method based on a morphological approach specifically intended for digital terrain modeling. The approach couples the minimization of the sum of a user-specified roughness penalty and a weighted sum of squares of the residuals from the elevation data, with an automatic drainage enforcement algorithm ensuring a connected drainage structure and a sensible representation of ridges and streams in the fitted surface. It uses a multi-resolution, iterative, finite difference computational structure based on a regular two-dimensional grid. For scattered points dataset it can be regarded as a bivariate, discretised, smoothing thin-plate spline plus tension function, for which the tension parameter has been empirically determined in order to allow the interpolated DEM to follow abrupt changes in the land surface (e.g., streams and ridges). It is also a hybrid technique that allows to incorporate soft information (e.g., layers representing pits, streams, lake boundaries, ridges, cliffs, and coastline), thus assisting the interpolation procedure. Furthermore, it can predict values which are outside the range of the input data.

The Radial Basis Functions (RBFs) are a class of spline functions for interpolation (and approximation), frequently used for digital terrain modeling. They are based on the assumptions that the fitted surface should pass through (or close to) the data points and, at the same time, should be as smooth as possible. These conditions can be formulated within variational principles as the minimization of the sum of the deviations from the measured points and the smoothness seminorm of the spline function. The solution of this minimizing condition can be expressed as a sum of two components: a trend function described by means of a low order polynomial, and a linear combination of basis functions depending only to the Euclidean distance between the interpolated and the sampled data point. There are several basis functions (e.g., thin-plate spline, thin-plate spline plus tension, completely regularized spline, multi-quadratic spline, and the inverse multi-quadratic spline) according to the choice of the smoothness seminorm, and each of these yields a different gridded surface with its own properties. Overall, the RBFs produce good results for gently varying landscapes, whereas they are inappropriate for irregular topographies where large changes in elevation within short horizontal distances can lead the functions to under- and over-shoot, even generating values outside the range of the sampled data.

“Kriging” is a generic term used to denote a number of closely related stochastic least-squares algorithms based on the regionalized variables theory, asserting that the fitted surface is one of the infinite possible realizations of a random process. It uses distance-weighted averages on punctual or block support, with weights depending on the spatial correlation of the random variable usually modeled by a function known as variogram. The kriging algorithm can be defined as the best linear unbiased estimator of a spatial variable, since it provides unbiased estimates with minimum variance. Linearity implies that the estimated value at any unknown point is a linear combination of its surrounding measurements, whose weights are calculated by solving a system of linear equations containing the semi-variances defined from a variogram function. Furthermore, the algorithm describes the variation of any spatial variable as a sum of three major components: a structural component or trend, a random but spatially correlated component, and a spatially uncorrelated Gaussian noise term. Depending on the assumptions underpinning the model, it is possible to recognize three principal kriging algorithms: the simple kriging which assumes a constant and known mean over the area of interest, the ordinary kriging which assumes a constant but unknown mean over the area of interest, and the universal kriging which assumes that an unknown mean changes smoothly over the area of interest. The ordinary kriging algorithm is the most popular one, and it serves well in many situations since its assumptions are easily satisfied. It is also robust regarding to both moderate departures from the underpinning assumptions, and a non-optimal choice of the variogram model. Overall, the kriging algorithm is not really appropriate for gridding elevation data mainly because: it causes a loss of sample variance under-estimating the largest sampled values and over-estimating the smallest ones, it ignores the hydrological connectivity of the terrain, and it is extremely sensitive to hot-spots causing many artifacts. In practice, the kriging algorithm and the RBFs can result in a very similar interpolated pattern. The main advantage of the kriging algorithm over the RBFs is that it provides direct estimates of the prediction quality in terms of estimation variance, so giving valuable information on the reliability of the interpolated values over the area of interest. Moreover, the measurement errors can be more directly introduced in the interpolation model by means of the so-called “nugget variance.” However, it is less robust than the RBFs, and the predictions reliability heavily depends on the proper selection of the theoretical variogram model and on its fitting.

Study Area and Data Acquisition

Study Site

The research focused upon a 2 km length reach of the Rovina di Cancia debris flow channel (western slope of Mount Antelao, Venetian Dolomites, North-eastern Italian Alps, Figure 1). The channel originates in the scree at the base of Salvella fork (2,450 m a.s.l.), and the debris flows usually initiate at about 1,670 m a.s.l. (Figure 1A). The channel ends within a flat circular deposition basin bounded downstream by a gabion wall (1,000 m a.s.l., Figure 1D). At an altitude of 1,340 m a.s.l., just downstream a man-built flat deposition area (Figure 1C), the channel joins on the left with the Bus del Diau creek which basically provides a liquid input to the Rovina di Cancia debris flow.


[image: image]

FIGURE 1. Aerial view of the Rovina di Cancia study site. (A) Debris flow triggering area (~1,670 m a.s.l.), (B) natural rock step located at the end of the debris flow triggering area (~1,500 m a.s.l.), (C) man-built flat deposition area (~1,340 m a.s.l.), (D) final flat circular deposition basin (~1,000 m a.s.l.). Dotted white line: LiDAR data coverage and hydraulic model domain; dotted black line: RTK-GPS data coverage.



From a geomorphological point of view, the debris flow catchment can be divided into three main sectors. In the upper part, massive rock cliffs prevail. They are composed of Upper Triassic to Lower Jurassic dolomites and limestones, underlined by the Raibl Formation, in a typical dolomitic stratigraphy configuration. The medium part is characterized by screes of poorly sorted and highly permeable debris, with boulders that can reach diameters of about 3–4 m, while the downstream part is covered by old debris flow deposits, including postglacial sediment material.

The Cancia area is prone to stony debris flows owing to the plenty availability of loose and coarse sediments, and the impulsive hydrological regime of the basin. In particular, the smaller grain sized material is provided by both the failure and the erosion of the banks, whereas gravel, pebbles and cobbles are provided by the upper part of the basin characterized by rocky material. The pluviometric regime of the area is characterized by short duration and high intensity rainfall events, usually occurring during the summer season (Gregoretti and Dalla Fontana, 2007).

Different stony debris flow events have been recorded in the past decades probably due to recent changes in the rainfall pattern. The most significant ones are those occurred on 2 July 1994, on 7 August 1996, and on 18 July 2009 (Simoni et al., 2018). The first flooded the inhabited fan with about 30,000 m3 of debris. The second mobilized about 45,000–60,000 m3 of debris damaging some houses and cars but without losses of human life, while the latter mobilized about 40,000 m3 of debris and, after the filling of the retaining basin, it flooded some houses causing two casualties. The most recent debris flow events are those occurred on 23 July 2015 (about 30,000 m3 of mobilized debris) and on 4 August 2015 (about 25,000 m3 of mobilized debris).

Data Acquisition

Full-waveform aerial laser scanner survey

The study site of Rovina di Cancia was surveyed by Helica s.r.l. on 21 October 2015 by using a I-HBEP helicopter (Eurocopter AS 350 B3) equipped with a long-range, small footprint, full-waveform RIEGL LMS-Q780™ sensor. A comprehensive overview on the Airborne Laser Scanning (ALS) can be found in Vosselman and Maas (2010), while the state-of-the-art on the full-waveform topographic LiDAR systems as well as on the related data processing techniques can be found in Mallet and Bretar (2009) and Wagner et al. (2006). The employed instrument works according to the time-of-flight distance measurement principle, and makes use of a powerful laser source, multiple-time-around processing, echo digitalization, and waveform analysis. This combination allows the operation at varying flying altitudes, and it is therefore ideally suited for aerial survey of wide areas and complex terrains. The ALS system was completed by five Global Positioning System (GPS) ground stations located within a maximum distance of 50 km from the surveyed area, which served as reference stations for the off-line differential GPS calculation. Furthermore, a Phaseone iXA 180 medium-format frame digital camera was accommodated on the scanner assembly ground plate, thus allowing the simultaneous acquisition of range and image data. The technical features of the employed laser-scan system as well as the employed flight parameters are reported in Tables 1S, 2S of the Supplementary Material, respectively.

After the aerial survey, the LiDAR data provider classified the raw points cloud into ground and non-ground echoes through the software package Terrascan™, setting parameters refined by the company itself over the years. For the study area of Rovina di Cancia (Figure 1), the mean LiDAR points density (i.e., ground and non-ground points density) was 20.79 points m−2. After the filtering step, the mean LiDAR ground points density resulted in 3.33 points m−2, corresponding to a mean ground points distance of 0.28 m.

Real-time kinematic gps survey

To assess the vertical accuracy of both LiDAR data and interpolated DEMs (see subsections LiDAR data pre-processing and vertical accuracy analysis, and DEMs generation and interpolation algorithms comparison), over 3,000 independent Real-Time Kinematic GPS (rtkGPS) measurements were acquired on October-November 2015 by using a dual frequency Topcon HiPer V GPS base and rover system (Figure 1 and Figure 1SA of the Supplementary Material). This ground-based survey technique ensures high-accuracy topographic measurements that can be regarded as control values for laser scanning- and photogrammetric-derived points clouds (Cilloccu et al., 2009; Caroti and Piemonte, 2010). As a matter of fact, the nominal positioning accuracy for dual-frequency GPS systems operating in kinematic mode and with baseline less than 20 km ranges between 0.02 and 0.05 m. Since the control values should be at least three times more accurate than data being evaluated (e.g., Höhle and Höhle, 2009; Höhle and Potuckova, 2011), it means that the rtkGPS measurements can be used to assess the accuracy of points clouds having positioning accuracy up to 0.06 m.

In order to describe the channel morphology as accurate as possible, a cross-sections morphological-guided spatial sampling scheme was adopted (e.g., Aguilar et al., 2005; Heritage et al., 2009). In detail, the ground measurements were acquired in coded cross-sections keeping orthogonal to the flow direction, and taking care to acquire relevant topographic features (e.g., talweg position, toe and top bank, Figure 1SB of the Supplementary Material). Both the ground points sampling distance and the cross-sections inter-distance were defined during the field survey according to the terrain roughness. The mean points sampling distance was 0.65 m (with a maximum of 2.73 m, and a minimum of 0.06 m), whereas the mean cross-sections inter-distance was 3.25 m (with a maximum of 9.80 m, and a minimum of 0.89 m).

The real-time three dimensional rover position was obtained by connecting via radio waves to a master station located at a maximum distance less than 1 km in order to minimize the measurement errors (Figure 1SA of the Supplementary Material). The positioning was based on phase solutions employing both L1 and L2 signal frequencies. To achieve the maximum accuracy, during the ground survey only fixed solutions were acquired. In addition, the three dimensional position of each surveyed ground point was calculated as the average of the measurements carried out on five epochs. This measurements redundancy allowed minimizing the influence of the inherent error sources (e.g., atmosphere delay, multipath, and clocks synchronization). The reported RTK-GPS data planimetric precision was 0.005 ± 0.001 m (with a maximum of 0.03 m), while the reported vertical precision was 0.008 ± 0.002 m (with a maximum of 0.05 m). The average planimetric dilution of precision value was 2.55 ± 0.45 (with a maximum of 3.50). The average number of GPS satellites viewed during the survey (GPS and GLONASS constellations) was 10 (with a maximum of 14).

The geographic coordinates of the rtkGPS measurements were projected in the coordinate system WGS84-UTM32 (i.e., the LiDAR data geodetic-cartographic datum, see subsection LiDAR data pre-processing and vertical accuracy analysis), whereas the orthometric heights were computed based on the local geoid model ITALGEO20051.

GIS-Based Routing Cell Model

The employed GIS-based debris flows cell routing model is able to simulate the routing and the entrainment-deposition processes of solid-liquid mixtures having a grain-collision dominated rheology (Gregoretti et al., 2018a), also known as stony debris flows (Takahashi, 2007). It represents the fully bi-phase version of the one proposed by Gregoretti et al. (2016a), and it allows a better simulation of the entrainment process.

The model discretizes the flow domain by using the square cells of a DEM. Each cell is hydraulically linked with its eight surrounding ones (Figure 2SA of the Supplementary Material), and the flow always occurs according to positive free surface drops (Figures 2SB,SC of the Supplementary Material). The governing equations of the mathematical model are those of mass and momentum conservation of both the overall sediment-water mixture and the solid phase, along with the Exner's equation in union with a modified version of the one dimensional empirical law of Egashira and Ashida (1987) for the rate of change of bed elevation.

In differential form, the continuity equations at the cell scale are:
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where A is the area of the square cell, h is the flow depth, z is the bottom elevation, t is the time, c is the sediment volumetric concentration of the mixture, c[image: image] is the dry sediment concentration (also known as maximum packaging concentration), and Qk is the discharge exchanged by the reference cell with its surrounding ones, assumed to be positive if outflowing and negative otherwise.

In the model, the water-sediment mixture is supposed to be a continuous mean composed by granular material immersed in an interstitial fluid, with equal velocities for the two phases according to Rosatti and Begnudelli (2013). Following the kinematic wave approximation as in Lenzi et al. (2003) and Di Cristo et al. (2014), in the case of gravity-driven flow (Figure 2SB of the Supplementary Material) the momentum equation is that of uniform flow in a Chezy-like form. Conversely, in the case of flow along negative slopes (Figure 2SC of the Supplementary Material) the momentum equation is that of broad-crested weir. This latter equation is used to cope with flow routing in areas having local topographic depressions, and in the presence of obstacles like hydraulic structures and houses. The two momentum equations are:
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where C is the conductance coefficient (Tsubaki, 1972) representative of the grain-inertial rheology (Takahashi, 1978, 2007), Δx is the cell size, wk and sk are weighting functions introduced in order to allow multi-flow directions, g is the gravity acceleration, h is the flow depth, z is the bottom elevation, and ϑk is the angle formed with the horizontal by the line joining the center of the reference cell with its surrounding ones.

The Exner's equation is:

                       [image: image]
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where ib is the rate of change of bed elevation as proposed in Gregoretti et al. (2016a), K is an empirical constant ranging between 0 and 1, UMAX is the velocity corresponding to the steepest of the eight possible flow directions kMAX, αMAX is equal to ϑkMAX in the case of gravity-driven flow, otherwise αMAX is equal to (ϑK + Θk)MAX being Θk the angle that the horizontal forms with the line joining the flow surface of the reference cell with that of the cell where the flow is directed, ϑLIM and ULIM are limit values for ϑ and U, respectively. The parameters ϑLIM and ULIM assume different values for erosion (ULIM-E and ϑLIM-E) and deposition (ULIM-D and ϑLIM-D), and they should be determined by field measurements or numerical back-analysis. The erosion velocity ib is positive if UMAX > ULIM-E and αMAX > ϑLIM-E, whereas it is negative if UMAX < ULIM-D and αMAX < ϑLIM-D. Erosion and deposition are computed only along the steepest downslope flow direction because considering all the possible flow directions could lead to unrealistically large deposition rate along directions transverse to the steepest downslope flow direction, and a cell could be subjected to both erosion and deposition in the same time interval. Erosion is only computed for increasing flow depths (dh/dt > 0), according to the instrumental field observations of Berger et al. (2011). Other two constrains are imposed to erosion and deposition processes: entrainment of sediment by the overflowing mixture is possible only if c is smaller than the physic limiting upper value of 0.9c[image: image] (Takahashi, 2007); similarly, deposition occurs only if c is larger than a limiting lower sediment concentration for debris flow (cD) assumed equal to 0.05.

From a numerical point of view, the governing equations are solved by using the finite difference technique with an explicit scheme subject to the Courant-Friedrichs-Lewy stability condition. The initial conditions are represented by the inflow solid-liquid hydrograph computed by means of a triggering model (e.g., Gregoretti et al., 2016b, 2018a,b). The computation procedure starts defining for each cell the possible solid-liquid discharges toward its eight surrounding ones according to Equations (3, 4). Then, the rate of change of bed elevation corresponding to the steepest downslope flow direction is computed by Equation (6). At the end of each computational time step, the cell free surface and bed elevation are simultaneously updated based on the computed outflow/inflow and deposited/entrained volumes.

LiDAR Data Pre-Processing and Vertical Accuracy Analysis

Raw and filtered LiDAR datasets were delivered in ASCII files consisting of X, Y, Z coordinates (ellipsoidal heights related to the reference ellipsoid WGS84) and intensity data, arranged in 1 × 1 km tiles based on the projected coordinate system WGS84-UTM32. Although at national and regional level the geodetic-cartographic datum Roma40-Gauss Boaga represents the formally accepted coordinate system, no datum transformation was performed in order to avoid accuracy loss in the delivered topographic datasets. Conversely, the ellipsoidal heights were converted in orthometric heights based on the local geoid model ITALGEO2005, thus allowing the direct comparison with the GPS validation measurements (see subsection Real-time kinematic GPS survey). No additional attributes (e.g., GPS time for every laser shot, scan angle, edge of flight line information, echo amplitude, echo width) were included within the delivered datasets.

Before analysing the vertical accuracy of the aerial laser data, the filtered LiDAR dataset was converted in LAS format and then critically examined to check for classification errors (i.e., commission and omission errors). It represents a key step since the LiDAR-derived DEMs quality strongly depends on the correct classification of the raw points cloud into terrain and off-terrain echoes (e.g., Vosselman and Maas, 2010). The visual inspection of the LiDAR data via LASview™2 highlighted many data voids in morphologically complex areas, mainly due to misclassified LiDAR points as non-ground when they truly represented ground features such as big boulders within the channel (Figure 3S of the Supplementary Material). As this kind of classification errors could heavily affect the routing model outcomes, the delivered raw points cloud was re-classified into ground and non-ground points within the software package LAStools™. For the study area of Rovina di Cancia, the re-classification procedure yielded a mean LiDAR ground points density equal to 4.34 points m−2 (i.e., 30% more than the density of the delivered LiDAR ground points dataset), with an observed mean ground points distance corresponding to 0.25 m.

Since a number of error sources can affect the accuracy of LiDAR points clouds determining systematic errors and many outliers (e.g., accuracy in the aircraft absolute positioning and attitude data, accuracy of system calibration as determination of boresight angles and offsets between instruments, internal scanner errors, automated processing of the points cloud), an extensive vertical accuracy assessment was carried out on the re-classified LiDAR ground points dataset by using the independent rtkGPS measurements. An automated routine based on a proximal point algorithm (e.g., Reutebuch et al., 2003; Webster and Dias, 2006; Pourali et al., 2014) was then coded in order to directly compare the LiDAR and the validation data. This approach is suitable to accurate heights comparison since the errors introduced through the data gridding are eliminated (Hodgson and Bresnahan, 2004; Höhle and Potuckova, 2011; Pourali et al., 2014). The validation technique involves a user specified horizontal search radius around the GPS control point for comparison with the LiDAR ground points. In order to limit the influence of channel slope on the computed elevation residuals, a horizontal search radius equal to 0.50 m was used. It has also allowed an average number of LiDAR ground points within the search radii equal to four, thus ensuring a sufficient sample size for reliable accuracy measures. All LiDAR ground points within that search area are selected, and then their orthometric heights are compared to that of the GPS validation point. The computed elevation differences were regarded as vertical “errors,” and they were statistically analyzed within the R open-source software package (R Development Core Team, 2008).

The derivation of accuracy measures has to take into account that outliers may exist, and that the distribution of the errors might not be normal. For this reason, the framework outlined in Höhle and Potuckova (2011), based on the standard (e.g., mean error, standard deviation, and their confidence intervals) and robust accuracy measures (e.g., median, Normalized Median of Absolute Deviations (NMAD), sample quantiles of absolute errors, and their confidence intervals) reported in Table 3S of the Supplementary Material, was followed. The reader is referred to the works of Höhle and Höhle (2009) and Höhle and Potuckova (2011) for a complete dissertation of the method.

It is worth pointing out that we compared two points datasets having different measurement support size, location, and spatial distribution, which poses inherent uncertainties on the accuracy assessment results.

DEMs Generation and Interpolation Algorithms Comparison

DEMs Interpolation

Prior to DEMs interpolation, a thoroughly Exploratory Spatial Data Analysis (ESDA) was performed on the re-classified LiDAR ground points dataset. This analysis was carried out at the purpose of gaining insight into the studied spatial variable. A number of features of the topographic dataset were investigated by the ESDA tools of the Geostatistical Analyst™ module (ArcGIS™, rel. 10.3), among which: spatial and marginal distribution via Voronoi's polygon map, points pattern analysis, and standard statistic plots and indices; second-order or intrinsic stationarity by trend analysis; and spatial dependency through variography.

Among the tested interpolation methods, the TIN-based routines (i.e., linear triangulation, natural neighbor, and nearest neighbor) does not require a dataset specific parametrization. Conversely, the remaining deterministic (i.e., Inverse Distance to a Power, ANUDEM, and Radial Basis Functions) and geostatistical (i.e., point ordinary kriging, and block ordinary kriging) methods were parameterized as it follows.

The most important parameters of IDP and RBFs algorithms were optimized via cross-validation, by minimizing the mean square prediction error. As a matter o fact, in its common form of “leave one out” it represents the most frequently used exploratory mean to find the best dataset specific algorithm parametrization (Erdogan, 2009). According to Oliver and Webster (2014), these algorithms were also parametrized to use during the interpolation procedure a number of neighbors ranging from 7 to 25. Furthermore, the presence of a linear global trend following the channel gradient (see subsection Exploratory spatial data analysis results and Figure 4A) led to the use of a one sector elliptical search neighborhood, oriented according to the direction of the greatest spatial continuity (i.e., the direction perpendicular to the trend). The ellipse major semi-axis was set equal to the range of the directional empirical variogram computed along the direction of the greatest spatial continuity. Conversely, the ellipse minor semi-axis, corresponding to the direction of the least spatial continuity (i.e., the trend direction), was defined by cross-validation. This search strategy allowed to favor during the interpolation procedure the points with the greatest spatial correlation. The ANUDEM algorithm was tested using only the re-classified LiDAR ground points as input data. The algorithm roughness penalty was defined as a mixture of minimum curvature and minimum potential, and the drainage enforcement option was enabled. Moreover, the standard vertical error and the first elevation tolerance were set equal to the computed random vertical error of the re-classified LiDAR points dataset (see subsection LiDAR data vertical accuracy assessment and Table 1). The geostatistical interpolation was performed through the ordinary kriging algorithm, employing a Gaussian theoretical variogram model fitted on the directional empirical one computed perpendicularly to the trend. In fact, as suggest by Chiles (1984) and Oliver and Webster (2014), a statistically sound procedure to kridge points dataset with a dominant linear global trend consists in applying the ordinary kriging algorithm using a theoretical variogram model fitted on the directional empirical one computed along the direction of the greatest spatial continuity. This theoretical variogram can be regarded as the variogram of the residuals (i.e., the theoretical variogram of the spatially correlated component of the studied variable). The nugget parameter of the theoretical variogram was set equal to the square of the computed random vertical error of the re-classified LiDAR points dataset, so predicting filtered (or, “error-free”) values. Furthermore, the points dataset was kridged using both a punctual and a block support, with a block dimension corresponding to 0.50 and 1.00 m (i.e., the DEMs spatial resolution, see below). For the upscaling procedure, the number of averaged punctual predictions within each block was defined according to the LiDAR footprint, which represents the input data support dimension. All the employed interpolation techniques parametrizations are summarized in Table 4S of the Supplementary Material.


Table 1. Computed standard and robust accuracy measures.
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The spatial resolution of DEMs was set according to the rules outlined by Hengl (2006). In detail, the author proposed empirical and analytical criteria to select the optimal grid resolution for points dataset interpolation, including those based on GPS horizontal error, map scale, size and shape of the smallest objects being mapped, points pattern geometry, and spatial correlation. Many of the described methods refer to the Whittaker-Nyquist-Kotelnikov-Shannon sampling theorem (e.g., El-Sheimy et al., 2005), which states that an original continuous signal can be reconstructed from the sampled data (without any loss of information) only if the sampling frequency is twice than the original one (Nyquist frequency). Thus, a raster grid cell size that retains the highest information content of the original points dataset is equal to half the average spacing between the closest points pairs. The re-classified ground LiDAR points were randomly distributed with an average mutual distance equal to 0.29 m. However, the 5% quantile of the nearest neighbor distances distribution was 0.10 m, while the 95% quantile was 0.57 m (Table 5S of the Supplementary Material). Therefore, a spatial resolution of 0.05–0.30 m was deemed to be appropriate for the employed LiDAR dataset. Nevertheless, the processing power of the available hardware along with the data management efficiency of GIS software limit the ability to generate digital surfaces at these very fine spatial resolutions. Thus, for each combination of interpolator and related parameters, DEMs were generated with a spatial resolution equal to 0.50 and 1.00 m (corresponding to 2.17 and 4.34 ground LiDAR points per cell, respectively). Notably, a spatial resolution of 0.50 m matches the source data information content according to the root mean square slope criterion developed by Hutchinson (1996).

Comparison of Interpolation Methods

Once the DEMs were generated, the overall performance of each tested interpolation algorithm was assessed by computing the vertical bias and accuracy of the corresponding gridded digital surface through the independent rtkGPS points dataset. In detail, the accuracy measures were statistically derived starting from the differences between the rtkGPS height value and the elevation value of the grid cell center containing the rtkGPS point itself. In order to choose between standard or robust accuracy measures (see subsection LiDAR data pre-processing and vertical accuracy analysis and Table 3S of the Supplementary Material), the sample error distributions were firstly check for outliers and normality. The outliers threshold was set equal to three times the Root Mean Square Error (RMSE) according to the rules outlined by Höhle and Höhle (2009), whereas the sample error distributions normality was tested both graphically by means of the normal Q-Q plot, both statistically through the D'Agostino K2 omnibus test. This statistical test was choosen for its reliability with large data samples having kurtosis slightly higher than the normal distribution (Gallay et al., 2013). Therefore, the median of the vertical errors was chosen as robust estimator of the DEMs vertical bias, whereas, for the vertical accuracy of DEMs, the NMAD along with the 68.3 and 95% quantiles of the absolute errors distribution were chosen as robust estimators. The Mean Absolute Error (MAE), the minimum and maximum vertical error and the corresponding range, the weighted determination coefficient (Krause et al., 2005) along with the slope and the intercept parameters of the linear regression between measured and interpolated values, and the total drainage sink area (i.e., number and extension of raster cells whose neighbors are all of higher elevation) were also used as supplementary DEM quality indices. This latter index was used here as interpolation errors indicator, since the higher the number of interpolation artifacts in the gridded DEM, the larger the total drainage sink area will be (Wise, 2000, 2007; Setiawan et al., 2013).

It is worth pointing out that all these descriptive statistics are aspatial (i.e., spatially uniform) summary accuracy indices. However, a number of authors suggested that the vertical error of DEMs is not spatially uniform, but it can assume some form of spatial pattern (e.g., Li, 1993; Wood and Fisher, 1993; Wood, 1996; Yang and Hodler, 2000; Weng, 2006; Erdogan, 2009). Since DEMs with identical global accuracy values may have a different spatial pattern of errors (with digital surfaces having evenly distributed error values more reliable than those with high error clustering), to evaluate the performance of an interpolation method it is also important to investigate the spatial distribution of the vertical errors and their clustering extension. For deterministic gridding methods, the best way to examine the spatial distribution of the vertical errors is by means of accuracy maps obtained after comparing the interpolated DEM with a second more accurate surface. These maps have the advantage of clearly indicate where serious and perhaps anomalous errors occur. Unfortunately, as in this study, the availability of a more accurate control surface for comparison is rare. Thus, the spatial distribution of the vertical errors was graphically investigated through choropleth symbol maps, in which the size and the color of each independent validation point is established according to the error magnitude. Conversely, the error clustering extent was statistically assessed by means of both global and local indicators of spatial autocorrelation (i.e., the Global Moran's I index and the Anselin Local Moran's I index, respectively). The Global Moran's I index measures the overall spatial autocorrelation based on both features location and features value simultaneously, so evaluating whether the pattern expressed is clustered (index value approaching to 1), dispersed (index value approaching to −1), or random (index value approaching to 0). Noteworthy, it indicates clustering of high or low error values, but without showing where the clusters are. To overcome this drawback, the Anselin Local Moran's I index was also used in the error clustering assessment. As the name suggests, it represents the local form of the Global Moran's I index, and it is used to graphically detect local pockets of dependence.

Since a critical concern in assessing the reliability of a gridding method is represented by its sensitivity with respect to changes in certain parameters (e.g., search neighborhood) or conditions (e.g., sample size; Yang and Hodler, 2000), we further evaluated the stability (or robustness) of each tested interpolation algorithm focusing on the sample size. In detail, we investigated the change in the performance of each tested gridding method considering a decreasing number of LiDAR ground points. Therefore, thinned datasets were obtained by randomly splitting the re-classified LiDAR ground points at densities equal to 95%, 75%, and 50% (which correspond to 4.13, 3.29, and 2.64 points m−2, respectively). These thinned sample datasets were therefore interpolated at the spatial resolution of 0.50 and 1.00 m, keeping unchanged for each gridding technique the optimized model parameters (Table 4S of the Supplementary Material). After that, on each thinning-derived DEM, a comprehensive accuracy assessment was carried out following the approach above outlined, and the results obtained at the vary sample densities were finally compared. Note that a total of 96 DEMs were generated for this investigation.

As recognized by vary authors the success of a digital terrain modeling algorithm mainly depends on the purposes (e.g., Hengl and Reuter, 2009; Schwendel et al., 2012). Unlike DEMs for ortho-photos production where the absolute accuracy of the elevation values is the most important feature, DEMs for hydrological and hydraulic modeling must represent the catchment and channel shape realistically and close to the sampled topographic data. It ensures that slopes and flow paths are correctly represented in the interpolated DEM. For this reason, the shape reliability of each generated DEM was investigated by combining visualization techniques and residual analysis. The shape reliability is here defined as the degree of maintenance of the channel shape (as described by the sampled topographic data) in the interpolated DEM. In a pre-selection phase, for each generated DEM derivatives like slope, aspect, and curvature, along with shaded relief and surface roughness maps, were visually examined in order to identify interpolation artifacts. For the gridded surfaces that ensured a satisfactory representation of the channel topography, a multi-criteria morphological based comparison was then undertaken. The established morphological criteria include the plano-altimetric representation of longitudinal and transversal linear features (e.g., channel margins, hydraulic structures, and steps), and the representation of channel bottom forms (e.g., sediment sheets, boulders, and rugged reaches). They were defined considering the morphological features of the channel that need to be correctly maintained in the interpolated DEM in order to guarantee a reliable numerical modeling of debris flows routing. Noteworthy, this approach relies on qualitative analysis depending on the expert judgment of a user, and it represents its main limit. Therefore, in order to overcome this drawback, the ability of each tested gridding method to fulfill the topographic sampled data (i.e., the ability to faithfully represent the surveyed topography) was quantitatively assessed through a residual analysis.

Evaluation of the Effects of the Gridding Techniques on Debris Flow Routing Model Results

The hydraulic simulation of the Rovina di Cancia debris flow was carried out by using the cell routing model proposed by Gregoretti et al. (2018a) and described in subsection GIS-based routing cell model.

Since the effects of the digital elevation uncertainty resulting from the gridding procedure on debris flows routing modeling could be masked by an inaccurate model parametrization, the input parameters of the cell model were previously calibrated against two real debris flow events (occurred at Rovina di Cancia on 18 July 2009 and on Ru Secco the 4th of August 2015, respectively). In detail, the calibration procedure was undertaken by comparing the simulation results with both the observed erosion/deposition depth maps and the witnessed routing times. Both the back-analysis provided the same optimal model parametrization, thus guaranteeing a certain high degree of predictivity (for further details see Gregoretti et al., 2018a,b).

For all the model runs, both the calibrated values of the input parameters (i.e., C, K, ULIM-D, ULIM-E, ϑLIM-D, and ϑLIM-E) and the initial conditions (i.e., the upstream solid-liquid hydrograph) were kept unchanged, varying only the initial topographic surface generated according to the twelve tested interpolation algorithms. Therefore, this approach allowed the investigation of the influence of the algorithms itself on modeling outcomes.

Two event scenarios, corresponding respectively to 50- and 300-years return period, were defined by means of a coupled hydrological and triggering model (e.g., Gregoretti et al., 2016b, 2018a,b), starting from the rainfall depth-duration frequencies curves. It enabled to investigate the influence of the gridding methods on debris flows routing model results for events having different magnitude, characteristics of two usual design return periods.

For the sake of simplicity, in the different model runs we employed only the full dataset- and the 50% thinning-derived 1-meter resolution DEMs as input topographic data, carrying out a total of 48 simulations (i.e., twelve DEMs, two points densities, and two event scenarios).

To evaluate the influence of the gridding methods on debris flows routing modeling, we initially explored the relationship between the uncertainties on digital elevation and on the model results. In detail, for each combination of points density and event scenario we correlated the pixel-wise standard deviation of the twelve DEMs heights (i.e., the standard deviation at the cell scale of the elevation values of the twelve input topographic data of the routing model) and the pixel-wise standard deviation of the corresponding twelve simulated erosion/deposition depths (i.e., the standard deviation at the cell scale of the corresponding twelve routing model outputs). This allowed elucidating if the cells with high uncertainty in the simulated erosion/deposition depths were spatially linked to those with high topographic uncertainty. It must be noted that the correlation was investigated both globally (i.e., at the channel extent) and locally by means of moving windows. The moving window size was set equal to 3 × 3 and 5 × 5 m, according to the spatial continuity of the correlated variables. The bivariate moving windows correlation analysis was carried out through the R package developed by Evans (2017). After that, for each combination of data density and event scenario, we compared the model run results in terms of simulated areas, erosion and deposition volumes, solid-liquid discharges, and channel morphology after the event.

RESULTS AND DISCUSSION

LiDAR Data Vertical Accuracy Assessment

The results of the vertical accuracy assessment carried out on the re-classified LiDAR points cloud are summarized in Table 1. It turns out that the outliers have a great influence on the mean and standard deviation of the vertical errors values. Respectively, they drop from 0.032 to 0.026 m and from 0.304 to 0.260 m after the outliers removal. The histogram and the normal Q-Q plot shown respectively in Figures 2A,B highlight that the vertical errors distribution is non-normal. In particular, the histogram shows that the kurtosis of the vertical errors distribution is positive (i.e., the distribution has a more acute peak around the mean and fatter tails than the normal one). Furthermore, the normal Q-Q plot deviates from the straight line at the extremes, which clearly indicates the presence of outliers in the vertical errors sample. After the outliers removal, the values of the mean and standard deviation of the vertical errors decrease (Table 1), remaining any way somewhat greater than the corresponding robust ones (i.e., greater than the values of the median and NMAD of the vertical errors; see subsection LiDAR data pre-processing and vertical accuracy analysis and Table 3S of the Supplementary Material). Furthermore, the histogram and the normal Q-Q plot shown respectively in Figures 2C,D highlight that the thresholded vertical errors distribution does not follow the normal one.
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FIGURE 2. (A) Histogram of the errors dataset. Superimposed, the normal distribution with mean and standard deviation estimated from the original errors dataset. (B) Normal Q-Q plot of the errors dataset. (C) Histogram of the errors dataset without outliers. Superimposed, the normal distribution with mean and standard deviation estimated from the thresholded errors dataset. (D) Normal Q-Q plot of the errors dataset without outliers. DZ denotes the vertical error.



The median of the vertical errors is 0.020 m, and it represents the systematic vertical shift between the re-classified LiDAR points cloud and the rtkGPS validation data. This altimetric bias has been eliminated by means of a 2.5D calibration procedure (i.e., a rigid translation in the Z dimension of the re-classified LiDAR points cloud). After the calibration procedure, the vertical accuracy of the re-classified LiDAR points cloud only depends on its random vertical error component, and it can be evaluated by means of the standard deviation of the vertical errors. In this case, the robust estimator of the standard deviation is equal to 0.237 m, and it corresponds approximately to the 68.3% quantile of the absolute vertical errors distribution.

Figure 4S of the Supplementary Material depicts the difference between the employed accuracy measures. It has been obtained by superimposing to the vertical errors sample distribution the normal ones calculated by using the mean and the standard deviation of the vertical errors sample, the mean and the standard deviation of the vertical errors sample without outliers, and the median and the NMAD of the vertical errors sample, respectively. On one hand, the graph shows that the standard accuracy measures are not able to match the vertical errors sample distribution. Furthermore, even the application of an outliers threshold does not eliminate each of them from the vertical errors sample, and so the standard accuracy measures remain inaccurate. On the other hand, since the robust accuracy measures are able to apply a smoother transition between accepting or rejecting an observation from the vertical errors sample, they fit the vertical errors sample distribution best, both near the mean and at the tails. This finding validates the suggestions proposed by Höhle and Höhle (2009), who recommend the use of robust accuracy measures (i.e., median, NMAD, and sample quantiles of the absolute errors distribution) when the histogram (or the normal Q-Q plot) of the errors sample distribution reveals non-normality, since they are not influenced by the outliers or by the distribution skewness.

Exploratory Spatial Data Analysis Results

The results of the spatial distribution analysis carried out on the re-classified LiDAR points dataset are summarized in Table 5S of the Supplementary Material. The mean Voronoi's influence area of the LiDAR ground points is equal to 0.237 m2, with an interquartile range corresponding to 0.174 m2. It means that the spread of the influence area values is small, and so the sampling network can be considered homogeneous. Moreover, the average mutual distance between closest LiDAR points pairs is equal to 0.29 m ± 0.13 m, with a maximum of 3.48 m. The 5% quantile of the mutual distances distribution corresponds to 0.10 m, while the 95% quantile is equal to 0.57 m. The former statistic can be regarded as a robust measure of the minimum distance between closest ground points pairs, whereas the latter as a robust measure of their maximum distance.

As shown in Figure 3A, the marginal distribution of the re-classified LiDAR dataset is roughly unimodal, approximatively symmetric (skewness coefficient equal to 0.30), and approximatively mesokurtic (kurtosis equal to 2.40). However, the normal Q-Q plot deviates from the straight line at the extremes (Figure 3B), thus indicating that the elevation values distribution is non-normal. Moreover, the box-plot shown in Figure 3C does not reveal the presence of outliers within the dataset, as also confirmed by a coefficient of variation value lesser than one.
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FIGURE 3. Histogram with superimposed the normal distribution (A), normal Q-Q plot (B), and box-plot (C) of the LiDAR ground points dataset.



The quantiles map of the elevation values (Figure 4A) clearly shows a trend in the NE-SW direction. It means that the variable to be interpolated is not stationary within the domain since its mean changes smoothly in the space. To find the trend degree, the correlation between the elevation values and the east-north spatial coordinates has been analyzed through the scatter-plots shown respectively in Figures 4B,C. The Pearson's correlation coefficient (referred as “rho Pearson”), which provides a measure of the linear relationship between two variables, is equal to 0.48 and 0.82 along the east and north direction, respectively. Often, it is useful to supplement the linear correlation coefficient with the Spearman's rank correlation coefficient (referred as “rho Spearman”), which represents a further measure of the relationship strength (Isaaks and Srivastava, 1989). Unlike the Pearson's coefficient, the Spearman's rank coefficient is not strongly influenced by extreme pairs, and large differences between the two correlation coefficients values may be due to the presence of few erratic pairs or to a non-linear relationship between the two variables. For the study area, the Spearman's rank coefficient is equal to 0.47 and 0.84 along the east and north direction, respectively. Since both along the east and north direction the differences between the Pearson's and Spearman's correlation coefficients values are small, it can be stated that the variable to be interpolated exhibits a linear global trend.
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FIGURE 4. Quantiles map of the variable elevation (the red arrow indicates the trend direction, which corresponds to the channel gradient) (A), scatterplot elevation values versus east coordinate (rho Pearson = 0.48; rho Spearman = 0.47) (B), and scatterplot elevation values versus north coordinate (rho Pearson = 0.82; rho Spearman = 0.84) (C).



The directional empirical variogram of the elevation values computed perpendicularly to the channel gradient (i.e., along the direction of the greatest spatial continuity) is shown in Figure 5SA of the Supplementary Material, with overlying the fitted Gaussian theoretical variogram model. The theoretical variogram levels off at a range of about 180 m, reaching a plateau of 450 m2. Furthermore, it exhibits a parabolic structure near the origin (Figure 5SB of the Supplementary Material), followed by an inflection point. The nugget to sill ratio along the considered variogram modeling direction is close to zero, thus indicating the presence of a strong spatial structure.

Comparison of Interpolation Methods

The computed global accuracy measures for each interpolated DEM are summarized in Table 2. For both the chosen spatial resolutions, all the tested interpolation algorithms provide a comparable small number of outliers (corresponding at about 1% of the vertical errors sample), however affecting the standard accuracy measures. Moreover, all the vertical errors sample distributions are non-normal (the only exception is the ANUDEM algorithm that yields a K2 omnibus test p-value equal to 0.10 at the spatial resolution of 1.00 m). Overall, the median of the vertical errors is centimetric (smaller than ± 0.040 m), meaning that the interpolation bias can be regarded as negligible. However, a closer look of the computed median values reveals that only the ordinary kriging algorithm provides positive values (0.018 and 0.034 m at the spatial resolutions of 1.00 and 0.50 m, respectively). Furthermore, the ANUDEM and nearest neighbor algorithms yield the lowest median values at both the chosen spatial resolutions (respectively, −0.007 and −0.016 m at the spatial resolution of 1.00 m, and −0.016 and −0.006 m at the spatial resolution of 0.50 m), whereas the highest values are provided by the thin-plate spline plus tension (−0.031 m at the spatial resolution of 1.00 m) and ordinary kriging (0.034 m at the spatial resolution of 0.50 m) algorithms. The NMAD values range from 0.288 to 0.429 m, and from 0.201 to 0.337 m at the spatial resolutions of 1.00 and 0.50 m, respectively. At both the grid cell sizes, the thin-plate spline and multi-quadratic basis functions yield the lowest values (respectively, 0.288 and 0.288 m at the spatial resolution of 1.00 m, and 0.201 and 0.203 m at the spatial resolution of 0.50 m), whereas the ANUDEM and ordinary kriging algorithms show the lowest performance (i.e., the highest NMAD values, equal to 0.429 and 0.390 m at the spatial resolution of 1.00 m, and 0.347 and 0.337 m at the spatial resolution of 0.50 m, respectively). It must be noted that for all the tested gridding methods, the higher the spatial resolution of the interpolated DEM (i.e., the smaller the raster grid cell size), the smaller the corresponding NMAD value (i.e., the better the interpolation). This finding is in general agreement with that observed for example by Bater and Coops (2009), who noticed an improvement on the interpolation algorithms performance as the spatial resolution of the generated DEMs increased from 1.50 to 0.50 m. However, the percentages of NMAD variation (i.e., how much an interpolator increases its prediction accuracy as the spatial resolution increases) change according to the considered gridding algorithm. In detail, the thin-plate spline and multi-quadratic basis functions exhibit the greatest percentages of NMAD variation (corresponding to 29.90 and 29.38%, respectively), where the ordinary kriging algorithm along with the inverse multi-quadratic basis function show the smallest ones (corresponding to 13.69 and 15.72%, respectively). It means that although all the tested interpolation algorithms improve their performance as the chosen raster grid cell size decreases, for some of them the choice of an optimal spatial resolution is a more critical concern. The 95% sample quantiles of the absolute vertical errors distributions range from 0.770 to 0.945 m, and from 0.738 to 0.945 m at the spatial resolutions of 1.00 and 0.50 m, respectively. This statistic can be regarded as a robust measure of the maximum (unsigned) interpolation vertical error. For both the chosen spatial resolutions, the thin-plate spline and multi-quadratic basis functions yield the lowest quantiles values (respectively, 0.770 and 0.778 m at the spatial resolution of 1.00 m, and 0.745 and 0.738 m at the spatial resolution of 0.50 m), along with the linear triangulation (0.777 m) and the natural neighbor algorithm (0.777 m) only at the spatial resolution of 1.00 m. Conversely, the ANUDEM and ordinary kriging algorithms perform worst (i.e., yield the highest sample quantile values, equal to 0.922 and 0.945 m at the spatial resolution of 1.00 m, and 0.802 and 0.945 m at the spatial resolution of 0.50 m, respectively), along with the inverse multi-quadratic basis function (0.825 m) only at the spatial resolution of 0.50 m. It is worth pointing out that overall no significant differences in the computed accuracy measures are found among point and block ordinary kriging.


Table 2. Global accuracy measures for each interpolated DEM (* the values refer to the errors distribution after the outliers removal).
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The supplementary DEMs quality measures along with the Global Moran's I index values are reported in Table 3. The MAE values range from 0.243 to 0.338 m, and from 0.184 to 0.329 m at the spatial resolutions of 1.00 and 0.50 m, respectively. At both the grid cell sizes, the thin-plate spline and multi-quadratic basis functions yield the lowest MAE values (respectively, 0.243 and 0.248 m at the spatial resolution of 1.00 m, and 0.184 and 0.187 m at the spatial resolution of 0.50 m), whereas the ANUDEM and ordinary kriging algorithms show the lowest performance (i.e., the highest MAE values, corresponding to 0.338 and 0.329 m at the spatial resolution of 1.00 m, and 0.266 and 0.329 m at the spatial resolution of 0.50 m, respectively). The vertical error range is between 2.212 and 2.812 m, and between 1.327 and 2.597 m at the spatial resolutions of 1.00 and 0.50 m respectively. The lowest error ranges are provided by the thin-plate spline (2.212 and 1.907 m, at the spatial resolutions of 1.00 and 0.50 m, respectively). Conversely, the ANUDEM and ordinary kriging algorithms return the highest error range values at the spatial resolution of 1.00 m (respectively, 2.711 and 2.812 m), whereas the ordinary block kriging performs worst at the spatial resolution of 0.50 m (2.597 m). Respect to the linear regression parameters, the intercept values are all negative at both the chosen spatial resolutions, with the worst results provided by the ANUDEM and ordinary kriging algorithms (approximatively −2.00 m). On the other hand, both the slope and the weighted regression coefficient values does not reveal noteworthy differences among the tested gridding methods, with all of them equal to one. The analysis of the total drainage sink area points out a correspondence between the spatial resolution increment and the number of pits, irrespective to the gridding algorithm. The only exception is the ANUDEM algorithm, which also provides (as expected) the lowest number of sinks at both the chosen spatial resolutions (respectively, 3 and 2). Conversely, the multi-quadratic basis function performs worst (i.e., it yields the highest number of sinks) at both the grid cell sizes (respectively, 30 and 273). It must be noted that the increase in the total drainage sink area is not only related to the cell size halving, but also to an increment in the number of pits. In other words, the higher the spatial resolution, the higher the number of interpolation artifacts. This finding is clearly in contrast with the previous one. However, it should be noted that the vertical accuracy assessment carried out on the interpolated DEMs has been performed by comparing two points datasets (i.e., the rtkGPS points and the grid cells centers containing the rtkGPS points themselves) that do not spatially overlap. Therefore, the better accuracy (i.e., the smaller NMAD values) of the finer gridded surfaces might be only due to the lower distances between the grid cell center and the rtkGPS validation point.


Table 3. Supplementary DEM quality indices and global Moran'I index values for each tested interpolation algorithm and chosen spatial resolution (* the values refer to the errors distribution after the outliers removal).
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The analysis of the absolute errors spatial pattern by means of the visual inspection of choropleth symbol maps (Figure 5) reveals that for all the tested interpolation algorithms the greatest (unsigned) vertical errors occur in correspondence of breaks of slope (e.g., at the top of the banks) and in morphologically complex areas (e.g., in the upper part of the channel due to the presence of big boulders, and at the rock step located about 200 m downstream the initiation area (~1,500 m a.s.l.), Figure 1B), regardless of both the points density of the dataset used during the interpolation procedure and the chosen raster grid cell size. Moreover, within the channel there are subtle differences among the tested interpolation algorithms, and the spatial pattern of the vertical errors visually appears to be random. However, a closer look of these maps highlights some local pockets of spatial dependence common to all the tested methods, as also confirmed by the Anselin local Moran's I index maps (Figure 6). The Global Moran's I index values range from 0.242 to 0.501, and from 0.329 to 0.583 at the spatial resolutions of 1.00 and 0.50 m, respectively. It means that all the tested interpolation algorithms yield a considerable degree of error clustering, with the highest values provided by the ANUDEM and ordinary kriging algorithms (respectively, 0.466 and 0.501 at the spatial resolution of 1.00 m, and 0.531 and 0.583 at the spatial resolution of 0.50 m). Noteworthy, for all the tested gridding methods, the higher the spatial resolution, the higher the degree of error clustering, with the highest percentages of variation provided by the thin-plate spline and multi-quadratic basis functions (35.44 and 40.86%, respectively).
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FIGURE 5. Choropleth symbol map of the thin-plate spline function absolute errors (spatial resolution of 1.00 m). Note that the greatest absolute errors mainly occur at the top of the banks and in the rough upper part of the study area. Within the channel the spatial pattern of errors appears to be “random”.
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FIGURE 6. Local Moran's I index map of the thin-plate spline function absolute errors (spatial resolution of 1.00 m). Note the local clusters of high and low errors values mainly located along the upper part of the channel where the topographic roughness is higher due to the presence of boulders and bank failures. Furthermore, local outliers concentrate near the rock step at an altitude of about 1,500 m a.s.l.



The results of the interpolation algorithms robustness analysis in terms of NMAD and median of the vertical errors values variation on the basis of the sample density are summarized in Figure 7. The graphs of Figures 7A,B can be divided in two distinct regions. The first region (continuous border line) includes the interpolation algorithms which are stable (or robust) in relation to the sample density (i.e., the NMAD value does not change as the number of points used in the interpolation procedure decreases). Conversely, the second one (dotted border line) includes the routines whose prediction accuracy changes according to the sample density (the only exception is the ANUDEM algorithm, which provides consistent NMAD values). Furthermore, in the two delineated regions the spread of the NMAD values for each sample density differs. As a matter of fact, in the first region the spread of the values is smaller than that of the values in the second one, meaning that the interpolators within the first region yield similar accuracy values at each sample density. For both the chosen spatial resolutions, the thin-plate spline and multi-quadratic basis functions yield the more consistent NMAD values, which are also the lowest for each sample density. They are followed by the TIN-based interpolation algorithms and the Inverse Distance to a Power method. Conversely, at both the grid cell sizes, the ordinary kriging algorithm and the inverse multi-quadratic radial basis function are the least robust interpolation algorithms, along with the completely regularized spline function (only at the spatial resolution of 0.50 m). Furthermore, the graphs of Figures 7C,D highlight that all the tested gridding methods yield consistent vertical biases (i.e., the median of the vertical errors does not significantly change according to the sample density). The only exception is the ordinary kriging algorithm, which also provides positive median values (up to 0.10 m at a sample density equal to 50%). It is worth noting out that at the lowest sample densities (i.e., 75 and 50%) the kriging algorithm performs worst in terms of both systematic and random vertical error. This evidence is clearly in contrast with what reported in McDonnell and Lloyd (2015), who stated that for irregular spatial fields as the sample density decreases the kriging algorithm outperforms the deterministic interpolation methods.
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FIGURE 7. NMAD values variation as a function of the sample density (A, spatial resolution equal to 1.00 m, and B, spatial resolution equal to 0.50 m). Median values variation as a function of the sample density (C, spatial resolution equal to 1.00 m, and D, spatial resolution equal to 0.50 m).



The visual inspection carried out on the DEMs derivatives highlights that all the generated gridded surfaces contain noticeable interpolation artifacts (e.g., triangular facets; spiky features; striping effect; undulating, noisy, or over-smoothed relief; and discontinuos spatial pattern of slope and curvature), regardless of both the points density of the dataset used during the interpolation procedure and the chosen raster grid cell size (Figure 8). However, for the linear triangulation, natural neighbor, ANUDEM, completely regularized spline, thin-plate spline plus tension, and ordinary kriging algorithms, they do not prevent an overall satisfactory visual representation of the channel morphology. Conversely, the Inverse Distance to a Power, nearest neighbor, and inverse multi-quadratic basis function algorithms yield overly noisy DEMs. Furthermore, despite their excellent statistical performance, also the thin-plate spline and multi-quadratic radial basis functions do not ensure a realistic representation of the study site topography mainly due to function under- and over-shooting. As a consequence, relevant spiky features in correspondence of slope discontinuities are generated, both internally and externally to the channel area (Figure 8A). This finding endorses the importance of integrating statistical and qualitative techniques when an interpolation algorithm performance analysis is undertaken, as suggested by a number of earlier studies (e.g., Wood and Fisher, 1993; Declercq, 1996; Wood, 1996; Desmet, 1997; Yang and Hodler, 2000; Chaplot et al., 2006; Podobnikar, 2009; Setiawan et al., 2013). The multi-criteria morphological based comparison points out that the completely regularized spline and the thin-plate spline plus tension functions ensure the most realistic plano-altimetric representation of both longitudinal and transversal linear features, both channel bottom forms. Conversely, the ANUDEM and ordinary kriging methods prove the lowest shape reliability mainly due to surface over-smoothing, with slope discontinuities and channel bottom forms not well defined in the corresponding DEMs. Moreover, a meaningful striping effect perpendicular to the trend direction (i.e., along the considered variogram modeling direction) affecting the kriging-derived DEMs suggests that the methodology here followed to kridge the LiDAR points dataset does not represent a suitable procedure to interpolate DEMs for hydrological and hydraulic modeling (Figure 8C). The linear triangulation and the natural neighbor algorithm perform in an intermediate position, with an overall realistic representation of channel features although the contours in some cases appear irregular or with spurious shapes. The results of the residual analysis carried out on the full dataset-derived 0.50 meters-resolution DEMs are shown (as an example) in Figure 6S of the Supplementary Material. It turns out that the ANUDEM algorithm has the lowest ability to fulfill the topographic sampled data, followed by the ordinary kriging algorithm. On the other hand, no significant differences in the ability of honoring the sampled topographic data are detected among the remaining tested gridding methods.
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FIGURE 8. Overview of the detected interpolation artifacts: (A) spiky features in the upper part of the debris flow channel due to function under- and over-shooting in correspondence of slope discontinuities, (B) noisy relief with a discontinuos spatial pattern of slopes, (C) striping effect oriented according to the direction of variogram modeling, (D) undulating surface, (E) over-smoothed surface (red lines: 1-meter interval contour lines of the ANUDEM-derived DEM, black lines: 1-meter interval contour lines of the natural neighbor-derived DEM), (F) striping effect oriented according to the sampling direction.



Effects of the Gridding Techniques on Debris Flow Routing Modeling

For the two modeled event scenarios (i.e., 50 and 300-years return periods), the results of the global (i.e., at the channel extent) correlation analysis between the pixel-wise standard deviation of the twelve full dataset-derived 1-meter resolution DEMs heights and the pixel-wise standard deviation of the corresponding twelve simulated erosion/deposition depths are summarized in Figures 9A,B, respectively. For both the event scenarios, the Pearson's and the Spearman's rank correlation coefficient approach similar low values, respectively equal to 0.13 and 0.21 (i.e., about 15–20% of the perfect positive correlation between the two analyzed variables). Only a slight improvement in the correlation strength is gained by using the 50% thinning-derived 1-meter resolution DEMs in the model runs (Figures 9C,D). Furthermore, also the moving windows correlation analysis does not emphasize a strong spatial link between the cells with high uncertainty in the simulated erosion/deposition depths and those with high uncertainty in the input topographic data (Figure 10), regardless of both the magnitude of the modeled event scenario and the points density of the dataset used during the interpolation procedure.
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FIGURE 9. Scatterplot of the pixel-wise standard deviations of the twelve 1-meter resolution DEMs heights and the pixel-wise standard deviation of the corresponding twelve simulated erosion/deposition depths: (A) full dataset-derived DEMs and 300-years return period (rho Pearson = 0.126, rho Spearman = 0.205), (B) full dataset-derived DEMs and 50-years return period (rho Pearson = 0.129, rho Spearman = 0.208), (C) 50% thinning-derived DEMs and 300-years return period (rho Pearson = 0.167, rho Spearman = 0.252), and (D) 50% thinning-derived DEMs and 50-years return period (rho Pearson = 0.172, rho Spearman = 0.256). The continuous red line corresponds to the linear regression line, whereas the dotted blue lines correspond to the marginal mean of the two correlated variables.
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FIGURE 10. 5 × 5 moving windows Pearson's correlation coefficient between the pixel-wise standard deviations of the twelve 50% thinning-derived 1-meter resolution DEMs heights and the pixel-wise standard deviation of the corresponding twelve 50-years return period simulated erosion/deposition depths.



For the 50% thinning-derived 1-meter resolution DEMs, we report (as an example) the 50-years return period run results in terms of: simulated erosion/deposition areas and volumes (Table 4), solid-liquid discharges (Figure 11), and channel morphology after the event (Figure 12). Overall, the results do not highlight a noteworthy change in the routing model behavior depending on the used topographic surface, regardless of both the magnitude of the modeled event scenario and the points density of the dataset used during the interpolation procedure. In detail, in Table 4 the spread of the simulated flooded area values is smaller than 2,000 m2 (i.e., smaller than 10% of the mean of all the simulated flooded area values), whereas for the simulated erosion and deposition areas it corresponds to 854 m2 (i.e., 7% of the mean of all the simulated erosion area values) and 1,191 m2 (i.e., 6% of the mean of all the simulated deposition area values), respectively. Similarly, the spread of the simulated erosion and deposition volume values is equal to 6,166 m3 (i.e., 14% of the mean of all the simulated erosion volume values) and 3,217 m3 (i.e., 13% of the mean of all the simulated deposition volume values), respectively. Clearly, these differences can be regarded as negligible when the cell routing model is used at forecasting purposes, or to identify the areas mainly subjected to large erosion and deposition phenomena. The solid-liquid hydrographs shown in Figure 11 relate to two cross-sections located in the upper part of the channel, just downstream the triggering area of the Rovina di Cancia debris flow. All the hydrographs show a comparable well-defined triangular shape with similar values of peak discharge, time to peak, and duration. It means that the dynamic of the simulated flow is not strongly influenced by the topographic uncertainty due to the different tested interpolation algorithms. This finding is also confirmed by the cross-section profiles of the pre- (continuous line) and post-event (dotted lines) DEMs shown in Figure 12. The reported cross-section profiles are representative of a channel reach mainly subject to erosion processes (Figure 12A), deposition processes (Figure 12B), and mixed erosion and deposition processes (Figure 12C). For all the cross-sections, the DEMs profiles do not highlight meaningful differences in the channel morphology after the event. Even more important, the detected differences in the erosion and deposition profiles do not appear to be linked to the profiles variability of the input DEMs.


Table 4. 50% thinning-derived 1-meter resolution DEMs model run results (50-years return period).
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FIGURE 11. Comparison of the simulated debris flow solid-liquid hydrographs (A, upstream section, and B, downstream section).
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FIGURE 12. Comparison of the pre- (continuous lines) and post-event (dotted lines) DEMs cross-section profiles (erosional (A), depositional (B), and mixed erosional-depositional reach (C) of the Rovina di Cancia debris flow channel).



CONCLUSIONS

In this study we compared the performance of twelve gridding algorithms (i.e., linear triangulation, natural neighbor, nearest neighbor, Inverse Distance to a Power, ANUDEM, completely regularize spline function, thin-plate spline function, thin-plate spline plus tension function, multi-quadratic function, inverse multi-quadratic function, point ordinary kriging, and block ordinary kriging) in building DEMs with the complex topography of a debris flow channel located in the Venetian Dolomites. After that, we paid special attention in assessing the relationship existing between the digital elevation uncertainty due to the use of the different tested interpolation methods and the uncertainty on the results of a GIS-based cell model for simulating stony debris flows routing.

The investigation carried out on the performance of the tested interpolation algorithms highlighted that the ordinary kriging algorithm, applied according to the followed methodology (i.e., employing a theoretical variogram model fitted on the directional empirical one computed perpendicularly to the linear global trend), is not suitable for reproducing the complex topography of the debris flow channel. As a matter of fact, it has demonstrated an overall unsatisfactory statistical performance, a low robustness, and a poor shape reliability. Also the ANUDEM algorithm has exhibited an overall unsatisfactory performance (from both the quantitative and qualitative point of view), despite it represents the only tested interpolation method specifically intended for digital terrain modeling. Conversely, the thin-plate spline function proved to be the most accurate and stable interpolation algorithm, along with the multi-quadratic radial basis function. However, they have demonstrated a low ability in faithfully representing the shape of the channel, mainly due to function under- and over-shooting causing relevant spiky features in correspondence of slope discontinuities. This lead to the conclusion that when the absolute accuracy of the elevation values is the most important feature, these algorithms could represent the best choice also in natural landscapes featuring a high morphological complexity. On the other hand, when also the realistic representation of surface shape is important, the linear triangulation, the natural neighbor algorithm, and the thin-plate spline plus tension and completely regularized spline basis functions could represent a better choice, since they ensure a proper trade-off among accuracy and shape reliability.

The evaluation of the effects of the gridding techniques on debris flows routing modeling revealed that the correlation between the uncertainty in the cell elevations due to the different tested interpolation methods and the uncertainty in the corresponding simulated erosion/deposition depths was weak, regardless of both the magnitude of the modeled event scenario and the points density of the dataset used during the interpolation procedure. Also the results of the different model runs in terms of simulated areas, erosion and deposition volumes, solid-liquid discharges, and channel morphology after the event did not highlight a significant change in the model behavior depending on the used topographic surface. This leads to the conclusion that the choice of the interpolation algorithm does not represent a determining factor for debris flows routing modeling.

However, the extrapolation of the latter conclusion must be done with care at least for two reasons. In fact, the investigation was performed focusing on a channelized-debris flow, whose flow depths are larger than the DEMs height uncertainty resulting from the interpolation procedure. So, future researches have to be carried out in order to test the influence of the gridding algorithms on non-channelized debris flows, since in this case small interpolation errors might have a greater impact on the dynamic of the simulated flow, and thus on the resulting erosional/depositional pattern. Furthermore, also the use of different rheological models and/or sediments erosion and deposition process schematizations might lead to different conclusions. Therefore, in order to confirm the finding of this paper more work has to be done also by testing different debris flows routing models.
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ABBREVIATIONS

DEM(s), Digital Elevation Model(s); LiDAR, Light Detection And Ranging; GIS, Geographic Information Systems; TIN(s), Triangulated Irregular Network(s); IDP, Inverse Distance to a Power function; RBFs, Radial Basis Functions; ALS, Airborne Laser Scanner; GPS, Global Positioning System; RTK-GPS, Real-Time Kinematic GPS; ESDA, Exploratory Spatial Data Analysis; NMAD, Normalized Median of Absolute Deviations; RMSE, Root Mean Square Error; MAE, Mean Absolute Error.

FOOTNOTES

1Nominal conversion accuracy equal to ±0.035 m at 1σ.

2Isenburg, M. (2017). LAStools - efficient LiDAR processing software (version 170608, unlicensed).
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Debris flows are among the most dangerous natural processes affecting the alpine environment due to their magnitude (volume of transported material) and the long runout. The presence of structures and infrastructures on alluvial fans can lead to severe problems in terms of interactions between debris flows and human activities. Risk mitigation in these areas requires identifying the magnitude, triggers, and propagation of debris flows. Here, we propose an integrated methodology to characterize these phenomena. The methodology consists of three complementary procedures. Firstly, we adopt a classification method based on the propensity of the catchment bedrocks to produce clayey-grained material. The classification allows us to identify the most likely rheology of the process. Secondly, we calculate a sediment connectivity index to estimate the topographic control on the possible coupling between the sediment source areas and the catchment channel network. This step allows for the assessment of the debris supply, which is most likely available for the channelized processes. Finally, with the data obtained in the previous steps, we modeled the propagation and depositional pattern of debris flows with a 3D code based on Cellular Automata. The results of the numerical runs allow us to identify the depositional patterns and the areas potentially involved in the flow processes. This integrated methodology is applied to a test-bed catchment located in Northwestern Alps. The results indicate that this approach can be regarded as a useful tool to estimate debris flow related potential hazard scenarios in an alpine environment in an expeditious way without possessing an exhaustive knowledge of the investigated catchment, including data on historical debris flow events.

Keywords: torrential mass movement, sediment connectivity, cellular automata, hazard assessment, Northwestern Italy

INTRODUCTION

In the last decades, several studies have focused on analyzing channel processes in relation to hydrological, geomorphological and ecological systems; in particular, the concepts of coupling and connectivity are largely adopted for studying the interaction of hillslope and channel flows in order to model the hydrological response of catchments (Rickenmann, 1999; Michaelides and Wainwright, 2002; Glade, 2005; Michaelides and Chappell, 2009) and sediment dynamics (Iverson, 2003; Rickenmann et al., 2003; Berti and Simoni, 2005).

Sediment connectivity is a measure of the degree of linkage between sediment sources and downstream areas (Cavalli et al., 2013) and its spatial characterization in a catchment gives an estimation of the possible paths of sediment to reach a target zone. The geomorphic effect of the rainfall acting on sediment deposits may result in debris flow occurrence. Debris flows are one of the most dangerous phenomena within the Italian alpine environment. In fact, they have been responsible for the 36% of fatalities in the Italian alpine region during the last century (Tropeano et al., 2006). Mitigation of debris flow effects on human life has become one of the most important challenges of the scientific community.

The complexity of such a type of catchment processes, resulted in several research field focused on particular aspects governing the behavior of these flows events.

The aspects related to debris flows are typically investigated with emphasis on:

1. triggering conditions (Ellen and Flaming, 1987; Gregoretti, 2000; Beylich and Sandberg, 2005; Wieczorek and Glade, 2005; Cannon et al., 2008; Tiranti et al., 2008; Stoffel et al., 2011, 2014; Kean et al., 2013; Brunetti et al., 2015; Marra et al., 2015; Cavalli et al., 2017a)

2. propagation and deposition (Chang and Chao, 2006; Rickenmann et al., 2006; Deangeli et al., 2015; Gregoretti et al., 2016);

3. magnitude evaluation (Bovis and Dagg, 1988; Marchi and D'Agostino, 2004; Jakob et al., 2005; Hungr et al., 2008; Brardinoni et al., 2012; Rickenmann, 2015; Tiranti et al., 2016a; Cavalli et al., 2017b);

4. rheological behavior (Pierson and Costa, 1987; Costa, 1988; Hungr, 1995, 2002; Ancey, 2007; Von Boetticher et al., 2016);

5. geomorphological and sedimentary processes (Moscariello et al., 2002; Wilford et al., 2004);

6. evolution mechanisms (Sassa, 1985; Segre and Deangeli, 1995; Prancevic et al., 2014);

7. hydrologic modeling (Johnson and Sitar, 1990; Harvey, 1994; Hürlimann et al., 2006; Gregoretti et al., 2016).

In this paper, an integrated study to gain insight into potential hazard linked to debris flows is presented. The proposed methodology starts from the classificati of the catchment and the characterization of the main active processes. Considering the characteristics of the dominant bedrock lithology in the area (Tiranti et al., 2014) it is possible to infer a potential frequency of occurrence of debris flows, the total rainfall needed for their triggering, together with the sedimentological and rheological characteristics of the flow (viscosity, evolution, and depositional style). The second step consists in the characterization of sediment source areas, including their degree of coupling to the main channel by using a sediment connectivity index (IC) proposed by Cavalli et al. (2013). The final step concerns the propagation and deposition of material from sediment source areas actually involved in debris flow process by a Cellular Automata Model (Deangeli, 2008) simulating the mechanisms of flow routing and deposition patterns. One of the advantages of the presented integrated approach relies on the fact that there's no need to simulate past debris flow events to define its deposition areas, but it takes into account a likely volume based on the availability and distribution of sediment source areas and a compatible deposition pattern with the alluvial fan architecture and the processes behavior characterizing the catchments, according to the CWI classification proposed by Tiranti et al. (2008, 2014, 2016a), Tiranti and Deangeli (2015). The aim of the simulations is to match the predominant observed depositional style on the alluvial fan and the channel bed. In this way, the model can be applied in absence of a detailed report (actual magnitude, deposition areas, etc.) of a debris flow event used as calibration test. In this way, it is possible to get close to the most likely behavior of a given catchment. The methodology has been applied to an alpine test-bed catchment, for which historical documentation on debris flow occurrence is available, thus helping in the validation of the obtained results.

Study Area

The Rio Frejus catchment, located at the head of Susa Valley (upper Susa Valley, Municipality of Bardonecchia, Turin, North-western Italy), covers an area of about 22 km2 and is composed by several sub-catchments: Comba Merdovine, Comba del Frejus, Comba Gaudet, Comba Cougna, Comba Gautier, and Rio Chaulet (Figure 1).
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FIGURE 1. Rio Frejus catchment and its sub-catchments.



The upper Susa Valley is dominated by dry climate with average annual precipitations is under 800 mm, whereas the annual average is about 1,200 mm in Piemonte. The average number of annual rainy days is about 50 with a very low precipitation density, <10 mm/day (Fratianni and Motta, 2002).

Rio Frejus is characterized by a complex geomorphology due to the combined action of several processes, such as landslides, rock falls, debris flows and cryogenic processes (permafrost degradation and nival processes) at the head of catchments. Shallow deposits linked to the glacial activity are infrequent and almost completely reworked by the action of streams and landslides. For more details on geomorphological settings of Rio Frejus see Bosco et al. (2007) and Tiranti et al. (2016b).

The pre-Quaternary bedrock of Rio Frejus belongs primarily to the Tectonostratigraphic Unit of the Lago Nero (Polino et al., 2002), formed by carbonate or phylladic calc-schists. The outcropping of thick-bedded serpentinites, ophicalcites and quartzites is subordinate. The outcrops percentages consist of 74.2% shallow deposits (including colluvial cover), 27.28 schists, 0.22% serpentinites/ophicalcites and 0.03% quartzites (Figure 2).
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FIGURE 2. The geological sketch map of Rio Frejus catchment.



The main structural setting is represented by slightly-dip overthrust contacts and subvertical faults. The intensely fractured rock masses exhibit poor geomechanical characteristics. The phylladic-rich calc-schists are extremely degraded and can be classified as blocky/disturbed/seamy according to the Geological Strength Index (GSI; Marinos et al., 2005). Such conditions favor weathering with high generation of fine loose materials and slope instability. The main characteristics of Rio Frejus are reported in Table 1.


Table 1. A synthesis of the Rio Frejus catchment characteristics (modified from Tiranti and Deangeli, 2015).

[image: image]



METHODS

Clay Weathering Index (CWI) and Catchment Classification

North-western alpine catchments were classified by Tiranti et al. (2014) into three main catchment lithology classes by using the Clay Weathering Index (CWI). This index defines the propensity of a certain lithotype to weather into clay or other fine minerals with clay-like rheology behavior (e.g., phyllosilicate groups). Following this approach, Excellent Clay Maker (ECM) catchments are characterized by particularly degradable rocks due to their weak geotechnical characteristics. Debris flow frequency for these catchments is therefore high (two events/year) due to the abundance of unconsolidated material available along the channel network in spring, summer and autumn with indicative minimum triggering rainfall threshold of 20 mm/h. In Good Clay Maker (GCM) catchments, rocks are degradable and consequently, the unconsolidated material is less abundant if compared to ECM ones. Debris flows for this class occur usually in late-spring, with an indicative minimum triggering rainfall threshold of 30 mm/h. In Bad Clay Maker (BCM) catchments, bedrocks are more resistant to the weathering and inclined to produce coarse debris (blocks and boulders in silt-sandy matrix). Debris flows are triggered by infrequently heavy rainfall. In this case, the debris flows average frequency is <1 event every 20 years and the main seasons of occurrence are fall and early spring (very uncommon during summer). Identified minimum triggering rainfall threshold is 50 mm/h.

Sediment Connectivity Index (IC)

The Sediment Connectivity Index (IC) was originally proposed by Borselli et al. (2008) with an application to agricultural catchments. Cavalli et al. (2013) made important modifications to this approach to take advantage of high-resolution Digital Terrain Models (DTMs) and to make it suitable for applications to mountain environment. IC is a distributed morphometric index focused on the topography influence on sediment connectivity representing the degree of coupling among different portions of the catchment with respect to a selected target (e.g., main channel network).

Mathematically IC is expressed by the logarithm of the ratio between the upslope and the downslope components (Equation 1):
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This index indicates the potential for downward routing of sediments produced upslope and the (weighted) flow path length to the nearest target or sink.

To model the impedance to runoff and sediment fluxes, a weighting factor is included in both components of IC. In mountain catchments, high-resolution DTMs can represent an important input for deriving surface roughness in order to include an objective measure of flow impedance in the connectivity assessment. We computed the roughness index as the standard deviation of residual topography according to Cavalli et al. (2008). The roughness index was used to calculate the weighting factor by using the following equation (Equation 2; Cavalli et al., 2013):
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Where RI is the roughness index value and RImax is the maximum value of RI in the study area.

As the DTM of the study area is at 5-m resolution, we considered as an optimal spatial scale a moving window of 3 × 3 pixel in order to derive a flow-impedance related roughness index and the related weighting factor.

The determination of the information necessary to identify sediment source areas were carried out with field surveys coupled with an analysis of the existent cartography (regional geologic and geomorphologic maps).

We carried out an assessment of sediment connectivity based on the computation of IC (Cavalli et al., 2013) in order to select the areas effectively coupled to the main channel system (i.e., areas accountable for sediment supply). The results of this analysis were interpreted and integrated with field observations to characterize connectivity patterns at the catchment scale with a focus on sediment source areas.

The main drainage system was extracted on an empirical basis from the DTM, adopting an area threshold approach (Figure 3) to extract a synthetic network corresponding to the presence of permanent drainage lines from field evidence. The main permanent drainage network was selected as a target for IC analysis.
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FIGURE 3. Frejus catchment study area, shaded relief map in transparency with aerial view of the study area. The main permanent drainage network is highlighted and has been selected as target for IC analysis.



We used the extent of the main channel system to determine the threshold area for the stream network extraction (i.e., 4.8 km2). IC map, surface roughness and the weighting factor were computed using the freely available SedInConnect application (Crema et al., 2015; Crema and Cavalli, 2018).

Cellular Automata Model

Debris flow propagation and deposition patterns were simulated by a 3D numerical code based on Cellular Automata Method (Segre and Deangeli, 1995; Deangeli, 2008). In this code, the computational domain is discretized into elementary squared cells. Each cell is characterized by columns of rigid substratum and mobilizable debris material. The volume of debris material is characterized by rheological parameters, depending on the selected constitutive law. Two constitutive laws are implemented: a frictional/collisional law (Segre and Deangeli, 1995), based on the Bagnold dilatant fluid behavior (Takahashi, 1978, 1991), and a viscoplastic law (Deangeli et al., 2013; Tiranti and Deangeli, 2015), based on Bingham fluid behavior. The solid-liquid mixture is considered as a single-phase fluid.

The linear momentum conservation equation, the mass balance, and the constitutive law are combined and integrated to obtain flow velocity. The average velocity is used for flow rate calculation at each cell.

The evolution of the system occurs in discrete time-steps, based on the Courant criterion. At each time-step, an initiation rule dependent on flow rheology is verified in each cell. If the initiation rule is satisfied for a cell, a sediment flow rate, proportional to the time-step, is calculated and stored. When all the cells are checked, the system is simultaneously updated, at the end of the time-step. Deposition and remobilization of debris can occur at each time-step and when no cell can receive or supply a rate of solid-liquid mixture the simulation ends. This numerical tool was successfully applied to analyze flume experiments (Deangeli, 2008) and the evolutive behavior of actual flows, occurred in different settings and contexts (Deangeli and Grasso, 1996; Deangeli and Giani, 1998; Deangeli et al., 2013, 2015; Tiranti and Deangeli, 2015).

The numerical analyses for the definition of depositional scenarios were carried out for each sub-catchment in the viscoplastic regime (Bingham fluid), as the basin was classified as an Excellent Clay Maker. The rheological parameters, i.e., the yield strength and the viscosity of the fluid, used in the numerical runs are based on a study of Tiranti and Deangeli (2015). In this study, the authors analyzed deposition styles and scenarios of different basins, and also the main Rio Frejus channel. They estimated the yield strength from the mean basal shear stress at the time of deposition, and the viscosity from the maximum debris flow velocity. Tiranti and Deangeli (2015) found that the yield strength was equal to τy = 1,400 Pa and the viscosity was equal to μ = 80 Pa*s, by assuming a solid concentration equal c = 0.4. An analysis of deposition style sensitivity to yield strength and viscosity, indicated that in the Rio Frejus the deposition pattern did not vary substantially in the range τy = 1,400–2,000 Pa and μ = 80–100 Pa*s. Based on this finding, in our numerical runs we used the following values of yield strength and the viscosity: τy = 1,400 Pa, μ = 80 Pa*s.

RESULTS AND DISCUSSION

This section reports the results of the integrated study presented step-by-step to underline the single contribute for each method and how them can give some more exhaustive results compared with those resulting from more classical approaches based only on debris flow routing model output calibrated on debris flow events of the past (e.g., Bertolo and Bottino, 2008; Pirulli and Marco, 2010) applied in similar geological and geomorphological contest.

CWI Classification of Catchment

Based on the dominant bedrock lithology characteristics reported in section “Study Area,” Rio Frejus is classified as Excellent Clay Maker based on the Clay Weathering Index (CWI) classification (Tiranti et al., 2014; Table 2).


Table 2. Dominant lithologies of Rio Frejus.
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Due to the dominant lithology (phyllosilicates-rich schist), the catchment is characterized by a very high production of unconsolidated material which is rich in clay or clay-like minerals. This material favors the occurrence of cohesive debris flows showing a viscoplastic rheology, as resulting from the analysis of historical reports on torrential processes occurred in the Rio Frejus catchment (Table 3).


Table 3. Observed processes from 26 historical events occurred between 1934 and 2015.

[image: image]



Debris flows occurred along the Rio Frejus show high viscosity and on average 45% of material is commonly deposited along the channels while only 55% of sediment reaches the alluvial fan as mud flow or mud/debris flow (Tiranti and Deangeli, 2015) as shown in Figure 4.
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FIGURE 4. An example of main type of torrential process that most frequently reaches the Rio Frejus's alluvial fan area (6th August 2004).



For this reason, the Rio Frejus alluvial fan shows a rather small area (“starved alluvial fan” sensu Tiranti and Deangeli, 2015) compared to the feeding catchment (see Figure 2 and Table 1), according to CWI classification.

Index of Connectivity and Sediment Source Areas

We identified extensive sediment source areas primarily as landslide deposits (Figure 5), typically incised by several gullies (Figure 6a), covering 58% of the catchment, with 35% of active phenomena. The most frequent debris flow initiation points occur at the landslide deposits intersected by channel network. In these zones the sediments are chaotic and heterometric, characterized by a prevalent gravel and clayey silt-forming matrix. These deposits represent the main sediment source for erodible clayey sediments.
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FIGURE 5. Distribution of sediment source areas within the Rio Frejus catchment. A and B represent the location of example deposits shown in Figure 7.
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FIGURE 6. Example of deposits located at the head of Rio Frejus catchment: (a) A slow earth flow landslide deposit incised by gullies. (b) A thick debris flow deposit near a main incised channel located at the catchment head.



Moreover, the colluvial cover (<2 m) on steep slope is affected by shallow landslides and widespread rill erosion. Another important sediment source is represented by the abundant presence of past debris-flow deposits along the main incised channel (Figure 6b).

IC map (Figure 7A), resulting from the analysis reported in section “Methods,” was subdivided into 4 classes (i.e., Low, Medium-Low, Medium-High, High), using the Natural Breaks (Jenks, 1967) classification algorithm (Figure 7A) as proposed by Crema and Cavalli (2018) and Tiranti et al. (2016a).
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FIGURE 7. (A) Results of IC analysis with the main river as a target. Results are divided in four classes according to Natural Breaks algorithm. (B) Results of IC analysis grouping the values in two classes.



Figure 7B shows the results of IC analysis based on two classes (high/low) This analysis was carried out to highlight potentially coupled and decoupled areas. Figure 7 clearly shows that three sub-catchments seem characterized by a general decoupled behavior. Two of these sub-catchments, located in the upper and western portion of the study area, exhibit signs of geomorphic activity and active erosional processes, but also a structural decoupling barrier can be detected at the outlet of these sub-catchments. This physical barrier could account for the upstream low IC values playing an important role in the catchment morphological evolution. Unlike these two cases, the decoupled subcatchments in the eastern portion of the study area do not show important ongoing erosional processes. The disconnectivity here could be related to the presence of flatter areas and gentler slopes that affect primarily the flow paths in the downslope component of IC.

The comparison between coupled and decoupled results are shown in Figure 8. in which it is clear how the high connectivity distribution is mainly close to the gullies related to large sediment source areas.
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FIGURE 8. Intersection between sediment source areas and IC map.



The most likely amount of sediment that actually can contribute to a debris flow of usual magnitude by selecting the source areas on the basis of the IC distribution and the intersection with the channel network within 50 m buffering from channels axes is showed in Figure 9, according to Bosco et al. (2007).
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FIGURE 9. Sediment source areas resulting from intersection between source deposits and a 50 m buffer of the channel network.



Based on field observations, we estimated the average depth of detachment surfaces for each deposit in order to determine the mobilizable volume from slope sediment source areas.

We compared the resulting volumes with standard volumes of the same deposit types available in the literature (Hungr et al., 1984; Dadson et al., 2004; Marchi and D'Agostino, 2004; Guzzetti et al., 2009; Tiranti et al., 2016a). The identified portion of sediment source areas represents the effective total sediment volume potentially mobilizable by debris flows that can reach the channel network. In order to find the total sediment volume, we considered the average thickness for each type mobilizable deposit (1.5 m for rockfall accumulation areas, 1 m for areas subject to wide shallow landslides, 2.5–3 m for slow earth flows, 3–5 m for marginal/surficial portions of complex landslides, 2–7 m for rotational landslides) according to the method proposed by Tiranti et al. (2016a). We calculated a likely maximum sediment volume equal to 3,342,286 m3.

Routing Model (Cellular Automata Model)

Based on the results of IC analyses and field observations, the source areas and the volumes of sediments were identified for each sub-catchment. These outcomes were used as an input to simulate sub-catchment dynamics through deposition scenarios with the Cellular Automata Model. Figure 10 shows the initial sediment input determined from the intersection of buffered source areas and IC map.
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FIGURE 10. Initial sediment input used in the numerical runs.



In the numerical simulations, we subdivided the whole catchment area into a West area and East area. Each area was further subdivided into sub-catchments, characterized by a potential mobilizable volume of sediments:

• West area. Comba Merdovine sx_1 and Comba Merdovine sx_2 with potential mobilizable volume of 258,784 m3 and 323,856,32 m3 respectively; Rio Chaulet and unnamed channels (sx_3) with a mobilizable volume of 554,578 m3 (Figure 11).

• East area. Comba del Frejus (dx_1) with potential mobilizable volume of 678,918 m3; Comba Gaudet and Gautier (dx_2) with potential mobilizable volume of 827,388 m3; unnamed channels (dx_3) with potential mobilizable volume of 532,745 m3 (Figure 12).
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FIGURE 11. Results of the numerical runs performed in the West area. Colored scale: simulated deposition patterns. Gray scale: initial deposits of sediments.
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FIGURE 12. Results of the numerical runs performed in the East area. Colored scale: simulated deposition patterns. Gray scale: initial deposits of sediments.



Figures 11, 12 show the results of the simulations in the West area and East area, respectively. All the sediment flows reach the target channel, in agreement with the IC spatial pattern. A part of the initial deposits of sediments remains in the original place or propagates for a small distance on channels belonging to the sub-catchments. This outcome is related to the local morphology of each sub-catchment and to the viscoplastic rheology of the mixture and agrees with in situ observations. Furthermore, the results also show a significant sediment deposition along the main channel, in agreement with in situ observation and CWI class of catchments. Only the debris flows occurring in sub catchments with the higher initial sediment volumes reach the valley bottom, with very low deposition thicknesses. This result agrees with the characteristics of the fan highlighted from in situ observations.

For this reason, we stress herein the fact that the evaluation of debris flow hazard needs to be considered in a dynamic way as an evolving process, with continuous updates.

CONCLUSIONS

The presented integration of different methodology to characterize debris flows initiation, propagation and deposition allows to define hazard scenarios without refer the simulations to past debris flow events. Thanks to the application of the Clay Weathering Index classification it is possible to infer “a priori” the potential typology of torrential processes that can occur and its evolution according to flow rheology and transported sediment characteristics. The characterization of sediment source areas by applying of a sediment connectivity index permitted to include into the analysis a potential for the sediment to be coupled to the main drainage system. Finally, the scenarios of debris flow propagation and deposition can be modeled using a 3D cellular automata model. Through this third step, it is possible to obtain numerous propagation and deposition scenarios considering only the sediment source areas that can actually feed a debris flow. Thanks to the proposed integrated approach, it is possible to gain accurate insights into the most likely impacts of a debris flow, characterizing its dynamics from the initiation areas to the alluvial fan. Moreover, the study demonstrates that the maximum expected magnitude of a debris flow can be forecasted excluding all the sediment source areas not connected to the main channel network, with interesting applications also in urban planning and hazard mitigation strategies.

The limits of this integrated method are mainly linked to the availability of territorial dataset (detailed geological and geomorphological maps, high resolution DTM, knowledge of nature and distribution of potential sediment source areas).

Moreover, this study represents the beginning of the experimentation of the integrated method, which must be applied to catchments characterized by different geomorphological geologic contexts before being considered sufficiently reliable to be used as a decision makers' support tool.

Another point of future development will consist in comparing the here proposed method with others already widely tested and available in the literature.

At this moment, the presented study represents an interesting line of research that will provide a new and useful tool for debris flow hazard assessment.
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The Quillcay catchment in the Cordillera Blanca, Peru, contains several glacial lakes, including Lakes Palcacocha (with a volume of 17 × 106 m3), Tullparaju (12 × 106 m3), and Cuchillacocha (2 × 106 m3). In 1941 an outburst of Lake Palcacocha, in one of the deadliest historical glacial lake outburst floods (GLOF) worldwide, destroyed large parts of the city of Huaraz, located in the lowermost part of the catchment. Since this outburst, glaciers, and glacial lakes in Quillcay catchment have undergone drastic changes, including a volume increase of Lake Palcacocha between around 1990 and 2010 by a factor of 34. In parallel, the population of Huaraz grew exponentially to more than 120,000 inhabitants nowadays, making a comprehensive assessment and mapping of GLOF hazards for the Quillcay catchment and the city of Huaraz indispensable. Here we present a scenario-based multi-source GLOF hazard mapping, applying a chain of interacting numerical models to simulate involved cascading mass movement processes. Susceptibility assessments for rock-ice avalanches and breach formation at moraine dams were used to define scenarios of different magnitudes and related probabilities, which are then simulated by corresponding mass movement models. The evaluation revealed, that (1) the three investigated lakes pose a significant GLOF hazard to the Quillcay Catchment and the city of Huaraz, (2) in some scenarios the highest hazard originates from the lake with the smallest volume (Cuchillacocha), and (3) current moraine characteristics of Lake Palcacocha cannot be compared to the situation prior and during the 1941 outburst. Results of outburst floods obtained by the RAMMS model were then converted into intensity maps and corresponding hazard levels according to national and international standards, and eventually combined into the GLOF hazard map for the entire Quillcay catchment, including the urban area of Huaraz. Besides technical aspects of such a multi-source model-based hazard mapping, special attention is also paid to approval and dissemination aspects in a complex institutional context. Finally, some general conclusions are drawn and recommendations are given, that go beyond the presented case of the Quillcay Catchment.

Keywords: dissemination, GLOF, hazard assessment and mapping, process chains, numerical modeling, hazard and risk communication, institutional aspects, DRR

INTRODUCTION

Outburst floods of glacial lakes often involve cascades of interacting processes at, above, and below the lake (Richardson and Reynolds, 2000; Huggel et al., 2004b), posing particular challenges for the numerical modeling of such events (Worni et al., 2014; Mergili, 2016). Nevertheless, as glacier lake outburst floods (GLOFs) have the farthest potential reach among the various hazards in glacierized mountain regions, integrative hazard assessments of potentially critical glacier lakes are needed for efficient planning of effective disaster risk reduction measures.

Different components of the high mountain cryosphere have diverging response times to currently observed and projected future climatic changes. Glaciers are retreating worldwide and will largely disappear in mid and low latitudes during the coming decades (Huss and Hock, 2015; Zemp et al., 2015). At the same time new lakes are forming and growing behind moraine walls and in glacier bed depressions revealed by retreating glaciers (Gardelle et al., 2011; Linsbauer et al., 2015). On the other hand, permafrost degradation (Noetzli and Gruber, 2009; Haeberli et al., 2016) and de-buttressing of steep rock walls due to glacier retreat in the surrounding of such lakes are acting on century to millennia time scales (Fischer et al., 2010; McColl and Davies, 2013), leading to destabilized mountain flanks and increased availability of mobile loose material located above new and growing water bodies. In addition to the constantly changing environmental conditions, catastrophic events related to glaciers are often of a unique nature and not reoccurring, such as the failure of a dam, for instance. Therefore, the assessment of glacier related hazards cannot rely on historical records of past events. Potentially critical situations in high mountains, without historical precedence, thus, require scenario-based modeling approaches for the assessment of current and potential future hazards and risks (Schaub et al., 2013; Schneider et al., 2014; Allen et al., 2016). In GAPHAZ (2017), the Standing Group on Glacier and Permafrost Hazards (GAPHAZ) of the International Association of Cryospheric Sciences and International Permafrost Association (IACS/IPA) provides an overview of the related scientific state of the art together with recommendations for such quantitative hazard assessment and mapping.

The Cordillera Blanca in Peru is a global hot spot of high mountain hazards and risks. Extreme topography with peaks above 6,500 m a.s.l., extensive glaciation, a high number of glacier lakes, and the densely populated Santa Valley in close vicinity at its western foot result in a high-risk combination of vulnerable population and infrastructure directly exposed to high hazard potentials. Since 1941, this manifested in more than 30 glacier disasters in this mountain range, claiming more than 15,000 lives (Carey, 2005). Besides the catastrophic mass flows originating from Mount Huascaran in 1962 and 1970, with a death toll of about 7000 (Evans et al., 2009), the catastrophic outburst of lake Palcacocha, located above the regional capital of Huaraz, is to our knowledge the deadliest outburst event of a glacial lake in historic times. In December 1941 this GLOF destroyed about a third of the city of Huaraz and Independencia (hereafter only called Huaraz for convenience) and killed more than 1,800 people (Wegner, 2014). As a consequence of this disaster, a series of pioneer works in structural risk reduction measures at glacial lakes, such as lake volume control and dam reinforcements, have been implemented since the 1970s at more than 35 critical lakes in the Cordillera Blanca (Portocarrero, 2014; Emmer et al., 2016). In parallel, the high mountain environments of the Cordillera Blanca, including the Quillcay catchment above Huaraz with several glacial lakes, have undergone drastic changes. Since more than a decade, Lake Palcacocha along with two other glacial lakes in the Quillcay catchment pose again a significant threat to Huaraz and its population despite the implementation of remedial works, and requires new risk reduction measures.

In this paper we present a scenario-based elaboration of a GLOF hazard map for the entire Quillcay catchment, considering multiple hazard sources and using interacting numerical models in order to simulate involved chains of cascading processes. We illustrate how model results can be translated in a hazard map and also focus on institutional and practical aspects of disseminating this hazard map and related information to the potentially affected population, an important but challenging task in a context of low confidence and mistrust of the population toward governmental institutions and authorities (Carey, 2005, 2010; Carey et al., 2012).

STUDY SITE

In 2003, glacier coverage in the Cordillera Blanca was reported to be between 530 km2 (ANA, 2014a) and 595 km2 (Racoviteanu et al., 2008), depending on the source, and 830 glacial lakes are registered in the national glacial lake inventory (ANA, 2014b). At the same time, half a million people in the Santa Valley live straight below these glacierized mountains in smaller settlements and larger towns like Caraz, Yungay, Carhuaz, or the city of Huaraz, the regional capital, with more than 120,000 inhabitants (Carey, 2005).

The Quillcay catchment, a sub-catchment of the Santa River basin, is located on the western flank of the Cordillera Blanca. It drains toward the city of Huaraz, where the confluence with the main Santa River is located. From northwest to southeast it can be further subdivided into the Cojup Valley with lake Palcacocha in its headwater, the Auqui Valley with the lakes Cuchillacocha and Tullparaju, and the minor Shallap Valley (Figure 1).
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FIGURE 1. Location and overview of the Quillcay catchment in the Cordillera Blanca, Ancash region, Peru. (Modified after Somos-Valenzuela et al., 2016).



Based on aerial photography interpretations and topographic analyses, the volume of Lake Palcacocha before its outburst in 1941 is estimated to have been around 9 to 11 × 106 m3 (Vilímek et al., 2005). The trigger of the lake outburst event of 13 December 1941 is unclear; an impact of a larger ice or combined rock-ice avalanche is a likely explanation, considering the hanging glaciers in the steep faces of Mount Palcaraju (6,264 m a.s.l.) and Mount Pucaranra (6,156 m a.s.l.) straight above the lake (Vilímek et al., 2005; Emmer and Vilimek, 2014; Wegner, 2014). The overtopping water initiated retrogressive erosion at the moraine dam, leading to the formation of a breach and eventually draining Lake Palcacocha almost completely. After the outburst, a small lake with a volume of about 0.5 × 106 m3 remained at the bottom of the valley, dammed by a younger, 8 m high moraine wall, with a lake level at about 47 m below pre-outburst conditions (Vilímek et al., 2005). In the 1970s the lake level was stabilized by installing a drainage pipe and the drainage channel was capped by an 8-m artificial dam. At the same time the secondary natural outflow at the right side of the moraine dam was reinforced in order to prevent erosion in case of overtopping displacement waves (Portocarrero, 2014). Since the 1990s, accelerated glacier retreat led to a strong increase of lake area and volume. In 2009 a bathymetric survey revealed a lake volume of more than 17 × 106 m3 (ANA, 2014b), i.e., an increase by a factor of 34 within <20 years (Figure 2).
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FIGURE 2. Satellite imagery documenting the evolution of Lake Palcacocha from 1987 to 2010. Glacier ice is shown in cyan, rock and debris in orange, and water in dark blue. The lake volume increased from about 2 × 106 m3 in 1987 to 17 × 106 m3 in 2010. Images acquired by Landsat 5 (1987, 1991, 1996, and 2001) and Landsat 7 (2006 and 2010), all scenes from July or August.



In parallel to this extreme increase in lake volume, the city of Huaraz has undergone an enormous growth since the GLOF disaster in 1941, despite the destructions of large parts of the city by the Ancash Earthquake in 1970. According to census data from the National Statistical Institute (INEI), the population of Huaraz grew from <20,000 inhabitants in 1941 to more than 127,000 inhabitants in 2015 (INEI, 2015). This strong growth of the population can be used as a rough proxy for the increase in damage potential in the form of population and urban infrastructure located in the city of Huaraz, in the trajectories of potential outburst floods of glacial lakes.

Besides Lake Palcacocha, four other glacial lakes are located in the Quillcay catchment: Cuchillacocha, Tullparaju, Churup, and Shallap (from north to south). Due to their considerable hazard potential for the city of Huaraz, besides Lake Palcacocha, structural hazard mitigation measures have been undertaken as well at Lakes Cuchillacocha (2 × 106 m3) and Tullparaju (12 × 106 m3) (ANA, 2014b, cf. Figure 1). These works include lake level lowering and stabilization by the construction of artificial drainage channels, capped by artificial dams reinforcing the natural moraine dams and ensuring a fixed freeboard (Portocarrero, 2014). All three lakes are considered for the hazard assessment and mapping presented here. Such a multi-source assessment of GLOF hazards considering different lakes of a catchment rather than a single lake, run though from a susceptibility assessment down to the final hazard mapping has to our knowledge so far not been done for any catchment worldwide. Schneider et al. (2014) presented a GLOF hazard map for the Chucchún catchment and the city of Carhuaz, located 30 km north of Huaraz. They applied a series of compatible numerical models to simulate the chain of involved processes. Somos-Valenzuela et al. (2016) applied a similar approach to Lake Palcacocha. Results of this study are also considered here as a reference and for model comparison.

METHODS

Hazard assessments in general rely on the determination of (i) the probability of occurrence of a potential event and (ii) intensities of involved processes at a given point in space (UNISDR, 2009). Generally, these two components of hazard are determined either by historical data or scientific analyses. Due to the characteristics of glacier related hazards as outlined above, (i) should rely on scenarios of potential events, rather than historical records of past events. Despite the outburst in 1941, this is also true for Lake Palcacocha, where current conditions cannot be compared to the setting prior to the 1941 event, as the pre-1941 dam was destroyed by the formation of the dam breach, and the lake after 1941 until today has been dammed by a younger moraine with a different geometry and geotechnical characteristics (Vilímek et al., 2005; Somos-Valenzuela et al., 2016). Numerical models for the simulation of the involved processes can be applied to evaluate and quantify (ii), spatially distributed intensities of potential events. Hence, a scenario-based hazard assessment approach using interacting numerical models, was applied here as described below for the hazard mapping of the three lakes Palcacocha, Tullparaju, and Cuchillacocha.

Scenario Definitions

Considering past events at Lake Palcacocha and other glacial lakes in the Cordillera Blanca and taking into account structural remedial safety measures at all three lakes, the only potential outburst triggers are major ice or combined rock-ice avalanches impacting a glacial lake. The definition of GLOF scenarios therefore included (1) the identification of potential detachment zones for ice or rock-ice avalanches, and (2) the determination of involved avalanche volumes for the three scenarios to be modeled. For this, a susceptibility assessment similar to the approach presented by Schaub et al. (2015) was performed, based on analyses of glacier topography, crevasse patterns, and traces of recent avalanches combined with rough estimates of ice thicknesses. In view of displacement waves causing overtopping at the dam, impact directions parallel to the longitudinal axes of the lakes, i.e., perpendicular to the dam orientations, constitute the most unfavorable constellation, as the main kinetic energy from the avalanche impact is directed straight to the dam.

Since a definition of return periods is virtually impossible due to the lacking information of the frequency-magnitude relation of such avalanches (Schneider et al., 2014; GAPHAZ, 2017), only qualitative probabilities of occurrence (high, medium, low) were assigned to the three different magnitudes of the scenarios (small, medium, large, respectively) (Raetzo et al., 2002). For the evaluation of avalanche volumes for the three scenarios, current glacier surface geometry, topography, and crevasse patterns were analyzed. Average ice-thicknesses of hanging glaciers were assumed to be 20 to 40 m, according to on-site observations of exposed ice cliffs and evidences from recent ice avalanches in the Cordillera Blanca (cf. Schaub et al., 2015). For the determination of total avalanche volumes, it has to be taken into consideration that considerable volumes of underlying bedrock material, potentially under (warm) permafrost conditions (cf. Carey et al., 2012; Schneider et al., 2014), might be incorporated in a combined rock-ice avalanche. Corresponding total volumes were also set in relation to other comparable events as reported from around the world (Schneider et al., 2011). Avalanche volumes of the medium scenarios eventually were set in between the volumes of the large and small scenario, according to the topographic situation and geometry of the respective detachment zones.

The avalanches described above are the initial triggers of a chain of processes eventually leading to a GLOF. The only other process which needs to be evaluated separately in terms of a scenario, is the susceptibility of the involved moraine dams for breach formation. All other processes involved in the cascade of GLOF related mass movements are directly determined by the characteristics of these initial avalanches and therefore are not further considered in the definition of scenarios.

Numerical Modeling of Mass Movement Process Chains

Numerical modeling of cascading chains of mass movements is a relatively new field of research. There are models aiming at the integration of the different involved processes into single model frameworks (e.g., Mergili et al., 2017, 2018). Here, an approach to combine different models of the individual processes into a compatible model chain was chosen, using model results as input for subsequent modeling (Schneider et al., 2014; Westoby et al., 2014; Worni et al., 2014). For each scenario, the entire process chain of avalanche, displacement wave, and overtopping, down to the eventual outburst flood, was simulated (Figure 3, top).
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FIGURE 3. Chain of involved interacting processes and numerical models applied to each of the three scenarios. Each set of boxes corresponds to a process and related numerical models (in brackets). Italic model names represent empirical approaches, models that were not directly applied in this study in transparent letters. Arrows indicate results from the previous models that are used as input for the subsequent model. Breach formation, i.e., the evaluation of dam stability, is only applied to moraine dammed glacial lakes. Cf. matrix in Figure 4 for details of the translation of model results to hazard levels (bottom part of the chart).



Ice and rock-ice avalanches were modeled using the RAMMS model (Christen et al., 2010). This model is based on the 2-D shallow water equations, using a Voellmy approach incorporating a dry Coulomb friction μ and a turbulent friction ξ (Bartelt et al., 1999) and has been successfully applied to the simulation of large ice and rock-ice avalanches all around the world (Schneider et al., 2010, 2014; Worni et al., 2014), including the simulation of potential avalanches impacting Lake Palcacocha (Somos-Valenzuela et al., 2016).

Different hydrodynamic models are available for physically-based simulations of impact wave generation and propagation, and run-up height calculations at the dam. Such models include, for instance, IBER (IBER, 2010) or FLOW3D (Flow Science, 2012). Such models require 3D topographical information of the lake bathymetry, which was available for the three lakes investigated here from the Glaciology and Water Resources Unit of the Peruvian National Water Authority (Unidad de Glaciología y Recursos Hídricos, UGRH; Autoridad Nacional del Agua, ANA). However, besides bathymetry, these hydrodynamic models as well need a large number of parameters to be defined, typically not available for specific glacial lakes, implying considerable uncertainties, as discussed by Schneider et al. (2014) for the modeling of the displacement wave at Lake 513 with IBER. Somos-Valenzuela et al. (2016) applied FLOW3D to lake Palcacocha, replacing the impacting avalanche by a corresponding mass of water.

Empirically-based approaches for engineering purposes provide a valuable alternative to the above mentioned hydrodynamic models. Heller et al. (2009) provide a manual with a suite of equations allowing for the estimation a large variety of parameters of displacement waves in reservoirs generated by impacting landslide processes. Schneider et al. (2014) used Heller et al.'s 2009 approach for the calibration of the IBER model. Also Somos-Valenzuela et al. (2016) compared their FLOW3D results to Heller et al. (2009) estimates and concluded that FLOW3D is possibly overestimating wave height. In a more recent study Chisolm and McKinney (2018) further investigated the impact waves at Lake Palcacocha and came to a closer agreement of 3D modeling results and the empirical relations, but still with larger wave heights indicated by the numerical models. In this study, equations from Heller et al. (2009) were used to estimate wave heights, run-up heights at the dam, and overtopping volumes. Resulting hydrographs, which were later used as input for the GLOF modeling, were estimated based on overtopping volumes from the Heller et al. (2009) equations and typical durations of overtopping waves as simulated by the hydrodynamic models mentioned above. Furthermore, historical analyses of landslide and avalanche impacts on lakes revealed that in case of an impacting mass >10% of the lake volume, complete drainage of the lake is possible (Huggel et al., 2004a). This had to be considered in particular for Lake Cuchillacocha, with its relatively small volume compared to potential avalanches occurring form a hanging glacier straight above the lake.

Besides overtopping, such as typically observed for lakes with solid rock dams, it is important to evaluate the stability of moraine dams and to assess their susceptibility to the formation of a breach due to retrogressive erosion, which can increase the total flood volume dramatically compared to the volume of the overtopping wave, such as seen, for instance, during the 1941 outburst of lake Palcacocha. BASEMENT is a software able to simulate the erosional processes involved in the formation of a breach at a moraine dam (Worni et al., 2012; Vetsch et al., 2018). Somos-Valenzuela et al. (2016) applied BASEMENT to the dam of Lake Palcacocha; here we draw on the related findings from this study and adopt them to the other two lakes Tullparaju and Cuchillacocha.

For the final modeling of resulting lake outburst floods, again the RAMMS debris flow module was applied. RAMMS also in the past had been successfully applied to modeling of large debris flows (Hussin et al., 2012; Scheidl et al., 2013; Schraml et al., 2015) and GLOF modeling (Schneider et al., 2014; Frey et al., 2016). GLOFs typically undergo several flow type transformations along their trajectory, depending on slope, material, and water availability (Worni et al., 2012; Schneider et al., 2014; GAPHAZ, 2017). This was taken into account by using a RAMMS version allowing for the incorporation of erosional processes within predefined zones. These zones were defined based on field evidences of such flow type changes from the Palcacocha 1941 outburst and relating them to surface slope inclinations.

For both the avalanche and GLOF modeling, a LIDAR digital elevation model (DEM) from 2010 with 5 m spatial resolution, provided by the Peruvian Ministry of the Environment (Ministerio del Ambiente, MINAM) could be used.

Hazard Mapping Based on Numerical Model Results

For translating the GLOF modeling results into a hazard map (cf. lower panel of Figure 3), in a first step the spatially distributed GLOF flow heights for each of the three scenarios were translated to GLOF intensities. To do so, thresholds of modeled GLOF flow heights were set according to existing debris flow intensity definitions from Hürlimann et al. (2006) and Raetzo et al. (2002): High intensity corresponds to areas where maximum GLOF flow heights exceed 1 m, medium intensity corresponds to areas with maximum flow heights of <1 m. Low intensity does by definition not exist for debris flows. Then, in a second step, resulting GLOF intensities of each scenario were translated into hazard levels, according to the probability of occurrence (low, medium, high) of the respective scenario (cf. Figure 4).
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FIGURE 4. Matrix of hazard levels based on probability and intensity. Intensity levels are based on modeled flow heights; probability levels correspond to the different scenarios. The four hazard levels low, medium, high, and very high and related colors correspond to the Peruvian national standards.



The applied hazard classification matrix is based on three hazard levels, as used in different countries, including Switzerland (Raetzo et al., 2002). However, Peruvian national standards, determined by the National Center for Disaster Risk Estimation, Prevention, and Reduction (Centro Nacional de Estimación, Prevención y Reducción del Riesgo de Desastres, CENEPRED), consider four hazard levels (CENEPRED, 2015). In order to meet these national standards, the low hazard level was assigned to areas potentially affected by an extremely low probability, but possibly high impact event. With this modification of the hazard level matrix, a worst-case scenario could be included in the hazard assessment and mapping. This helped to reduce uncertainties induced by the scenario definitions significantly, as the formation of a dam-breach is still reflected in the resulting hazard map, although based on the moraine dam stability modeling it was excluded from the three main scenarios.

RESULTS

Scenarios

Detachment zones of the different avalanche scenarios are shown in Figure 5. For Palcacocha (P) and Cuchillacocha (C) one detachment zone was considered (Somos-Valenzuela et al., 2016 used the same detachment zone for their modeling study at Palcacocha). For Tullparaju two situations were taken into account, as a smaller avalanche from the eastern part of the glacier (T2 in Figure 3) might cause a similar wave at the dam as a larger avalanche from the western detachment zone (T1), due to the different impact angles of the avalanche trajectories compared to the longitudinal lake axis of the lake.
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FIGURE 5. Release areas of modeled ice or rock-ice avalanches. P, Palcacocha avalanche; C, Cuchillacocha avalanche; T1, Tullparaju west avalanche; T2, Tullparaju east avalanche. Background: RapidEye scene from 14 July 2012.



Avalanche volumes for the three scenarios for each of the four detachment zones are given in Table 1. Volumes for the small scenario were defined based on experiences from the 1991 and 2010 avalanches at Mount Hualcán (Carey et al., 2012; Schneider et al., 2014; Schaub et al., 2015). Volumes of the large scenarios correspond to worst-case estimates, reaching volumes of up to 3 × 106 m3 for the detachment zones above Palcacocha (P in Figure 5), and Tullparaju (T1 in Figure 5) based on potentially unstable parts of steep hanging glacies with areas of about 500,000 m2 and depths of 60 m (including ice and bedrock). For the medium scenario values in between the small and the large scenarios were chosen, based on the site specific topographic characteristics of involved hanging glaciers. For the Palcacocha avalanches, avalanche scenarios were defined in agreement with the scenarios used by Somos-Valenzuela et al. (2016).


Table 1. Volumes of rock-ice avalanche scenarios (in 106 m3).
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Numerical Modeling

Avalanche Simulations

Friction parameters for the RAMMS avalanche simulations were set to μ = 0.12 (dry Coulomb) and ξ = 1,000 m s−1 (turbulent), according to Schneider et al. (2014) and Somos-Valenzuela et al. (2016). At Cuchillacocha all three scenarios reach the lake, in the medium and large scenario the impacting avalanche volume is larger than 10% of the lake volume (impacting avalanche volume >200,000 m3; lake volume 2 × 106 m3), which is important for lake drainage considerations (cf. above and below). The small avalanche scenario from the Tullparaju west detachment zone (T1 in Figure 5) does not reach the lake but stops in the flat glacier part between the peak and the lake. All other avalanche scenarios from the two detachment zones at Tullparaju reach the lake. Figure 6 shows maximum flow heights of the RAMMS modeling of the large avalanche scenarios at Tullparaju. It can also be seen, that besides impact volume, also impact direction plays a crucial role for the determination of potential overtopping at the dam. For Palcacocha results were identical to Somos-Valenzuela et al. (2016).
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FIGURE 6. RAMMS results of the three scenarios for avalanches from the two detachment zones above Lake Tullparaju (T1 and T2 in Figure 5). Note the angle between the impact direction (orange arrow) and the longitudinal axis of the lake (dashed red line) in the two panels for the large scenarios (right). Background: RapidEye scene from 14 July 2012.



Impact Wave

Based on results from the RAMMS avalanche modeling, impact wave properties were estimated based on Heller et al.'s 2009 equations. Mass and angles of the impacting avalanche were extracted from RAMMS results and the DEM, density was set to 1,000 kg m−3, such as applied as well by Schneider et al. (2014) and Somos-Valenzuela et al. (2016). Geometrical properties of the reservoir and the dam were extracted from the bathymetric data, the DEM and topographic surveys, all provided by ANA. Evaluated wave parameters included HM, maximum wave height in the reservoir; R, run-up height at the dam (typically R is larger than HM); and V, the overtopping volume per unit length at the dam crest (in case R is higher than the freeboard F). Table 2 gives an overview of the estimated impact wave characteristics of the different avalanche scenarios for the three lakes.


Table 2. Wave characteristics according to Heller et al. (2009) for the four avalanche sites, cf. Figure 5. Overtopping only occurs if wave run-up height R > Freeboard F. Lake characteristics according to ANA (2014b) and Portocarrero (2014).
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It is noteworthy that none of the Tullparaju west (T1) scenarios result in overtopping at the dam, despite the much larger avalanche volumes compared to the Tullparaju east (T2) avalanches. The reason for this is the impact direction of the avalanche trajectories which in the case of the T1 avalanches are almost perpendicular to the longitudinal axis of the lake, as indicated in Figure 6. This leads to very high run-up height at the proximal moraine opposite to the impact, but much lower wave and run-up heights in the direction of the dam. For Cuchillacocha, both the medium and large scenarios lead to significant overtopping. However, due to the relatively small lake volume compared to the impacting avalanche mass, according to Huggel et al. (2004a), even complete drainage of the lake has to be considered for these two scenarios. Thus, both for the medium and the large scenario, the overtopping volume corresponds to the lake volume (2 × 106 m3, cf. Table 2). This is remarkable, as—at least for the medium scenario—the highest GLOF volume originates from the smallest lake, which is contradicting assessment schemes that consider lake area as a criterion for hazard level determination.

Moraine Dam Stability

A detailed analysis of the susceptibly for breach formation with BASEMENT by Somos-Valenzuela et al. (2016) revealed that breach form at the moraine dam of Lake Palcacocha is very unlikely. For the large scenario, the simulation indicates significant erosion at the distal face of the dam, nevertheless the back-propagating of the erosion is not enough to reach the lake and thus form a breach. This result is based on the assumption of unfavorable, worst-case setting of related soil parameters (i.e., most favorable for erosion) (Somos-Valenzuela et al., 2016). Dam conditions at Lake Tullparaju are much more stable than at Lake Palcacocha, due to the predominance of clayish material that has a much higher resistance against erosion (Portocarrero, 2014). Given this, in combination with the much higher freeboard of the Tullparaju dam, breach formation is considered to be even more unlikely at the Tullparaju moraine than at Lake Palcacocha, and thus was not further considered here. For Lake Cuchillacocha, as mentioned above, drainage of the complete lake by overtopping was considered for the medium and large scenario due to the high avalanche impact volume compared to the lake volume, making a more detailed stability assessment of the dam obsolete.

To take uncertainties related to these evaluations into account and reflect them in the hazard map, an additional very low probability scenario has been considered, complementing the three scenarios defined and described above (section Scenarios). This scenario consists of the combination of the large avalanche scenario followed by the formation of a dam breach at Lake Palcacocha (cf. Somos-Valenzuela et al., 2016; Figure 4 above and section Hazard map below).

Outburst Flood Modeling

GLOF volumes have been determined based on overtopping volumes as described in Table 2. Eventual GLOFs have been modeled using the RAMMS debris flow module allowing for taking erosional processes into account. In this RAMMS version, sections of the mass movement trajectory can be selected, where erosion is considered by the model, and others where this is not the case. Traces of the 1941 Palcacocha outburst still visible in the field provide evidence for flow type transformations related to changes of the erosional regime: Erosion took place mainly in the breach of the moraine, but the eroded material was mainly deposited within several hundred meters below the dam. Then, in the relatively flat Cojup Valley no erosional traces are visible, supposing a hyperconcentrated flow of mainly water with only fine-grained sediment. After having washed away Lake Jircacocha on its way (Vilímek et al., 2005), erosion took place again at the lower mouth of the Cojup Valley, about 10 km upstream of the city of Huaraz, where surface slopes increase again. Field visits and comparisons of flow type evidences from the 1941 outburst to surface slope inclinations revealed that erosion occurred mainly on river sections with slopes of more than 10%. An analysis of the longitudinal valley profiles shows the characteristic shape of a first short but steep section straight blow the lakes, followed by a long and flat valley, and then again an increase in surface slope in the section between the lower mouths of the Cojup and Auqui valleys and the city of Huaraz (Figure 7). Thus, erosion was considered for the modeling in regions with an overall slope of more than 10%, indicated by the gray rectangle in Figure 7, and frictional parameters were set accordingly to simulate a viscous debris flow (μ = 0.08 and ξ = 500 m s−1) in these steeper regions, whereas for less inclined sections, i.e., the relatively flat valley floors below the lakes, erosion was neglected and friction parameters were set according to a hyperconcentrated flow with relatively high amounts of liquid water (μ = 0.04 and ξ = 500 m s−1) (cf. Schneider et al., 2014). Resulting maximum flow heights for the large GLOF scenarios from Lakes Palcacocha and Tullparaju are shown in Figure 8.
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FIGURE 7. Longitudinal profiles of the Cojup Valley (red) with Lake Palcacocha and the Auqui Valley (blue) with Lakes Tullparaju (and Lake Cuchillacocha, not on the profile line). Note the flat sections (Pampas) below the lakes in both valleys. In the steeper sections, directly about the city of Huaraz, indicated by the gray rectangle, erosion is considered in the GLOF modeling.
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FIGURE 8. Combined results (maximum flow height) of GLOF model runs with RAMMS for the large outburst scenarios of Lakes Palcacocha and Tullparaju. The yellow polygon indicates the zone of steeper slopes (cf. gray rectangle in Figure 7), where frictional parameters of a viscous debris flow were chosen and erosion was considered in simulations with RAMMS. For other areas, no erosion was considered and frictional parameters of a hyperconcentrated flow were chosen. Background: RapidEye scene from 14 July 2012.



Hazard Map

Maximum flow heights of the three lakes investigated were combined for each of the three scenarios. In cases of two or more overlapping outburst trajectories (e.g., below the dams of Lakes Cuchillacocha, and Tullparaju, and at the confluence of the Auqui and the Cojup Rivers), the highest value within each DEM pixel was considered for the combined maximum flow height maps of each scenario. These maximum flow height maps were then translated into intensity maps for each scenario, according to the threshold of 1 m flow height. Then, the intensity maps for each scenario were converted into hazard maps for each scenario, according to the probability of occurrence of the different scenarios (cf. Figure 4). Finally, these three hazard maps were combined into the preliminary, raw hazard map by selecting the highest hazard level within the tree scenarios for each DEM pixel, such as illustrated in Figure 3.

In Peru, hazard maps consist of four hazard levels, according to CENEPRED (2015). Here, GLOF modeling results of the three scenarios were translated into the three hazard levels medium, high, and very high (cf. Figure 4). In order to meet this national standard of four hazard levels and to take into consideration, an additional unlikely but not entirely impossible worst-case scenario of a breach formation at Lake Palcacocha (cf. section Moraine Dam Stability) was considered as well. In contrast to the three regular scenarios, maximum flow height results of this worst-case scenario were not translated into intensity maps, but a low hazard level was assigned to the entire area potentially affected in such a scenario. This on the one hand takes into account the extremely low probability of such a breach formation (cf. Somos-Valenzuela et al., 2016), but on the other hand eliminates uncertainties that would be induced when completely neglecting this worst-case scenario. In other hazard mapping standards, as for instance the Swiss system, such extreme events with very low probabilities of occurrence but high potential impacts are often translated into a so-called residual hazard.

For obtaining the final hazard map, the raw hazard map was generalized according to cartographic generalization rules, i.e., simplifying polygons of the same hazard level, eliminating isolated pixels and filling small holes and thus converting the speckled “raw” map in continuous and contiguous map (cf. Figure 9). This resulted in a model-based hazard map of multi-source GLOF hazards for the entire Quillcay catchment. An excerpt of the urban area of Huaraz of this map is shown in Figure 9, green areas (low hazard) correspond to areas only affected in case of a dam breach at Lake Palcacocha, see above and Figure 4.
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FIGURE 9. Excerpt of the final hazard map for the urban area of Huaraz. Hazard levels and related colors according to the Peruvian national standards defined by CENEPRED.



INSTITUTIONAL ASPECTS AND DISSEMINATION

The assessment of multiple GLOF hazards and the development of a hazard map was part of a larger institutional process. In response to imminent GLOF hazards from lake Palcacocha an interinstitutional commission of responsible authorities and technical expert institutions was formed, consisting of representatives of the Municipalities of Huaraz, and Independencia with their Civil Defense departments, the regional Ancash government, technical government institutions including ANA and INAIGEM (Instituto Nacional de Investigación en Glaciares y Ecosistemas de Montaña), the National Park Huascarán, NGO's (CARE and the Mountain Institute), and international scientific experts from the University of Zurich and University of Texas. The lead was with the Mancomunidad Waraq, an administrative association between the two municipalities of Huaraz and Independencia that promotes climate change adaptation and risk management.

This commission mandated the technical local and international institutions to develop this GLOF hazard map for Huaraz for GLOF hazards in the Quillcay catchment. The approval process of hazard maps is in principle defined by CENEPRED but in practice still considerable doubts and missing clarity prevails. Specifically, it is not sufficiently clear whether a technical institution competent in the respective field can approve the hazard map or whether this role is taken in a centralized way by CENEPRED. In the first case questions are raised that a single institution cannot be both judge and judged at the same time, i.e., a technical institution would be mandated to develop the hazard map and would then validate and approve their own work.

In our case the hazard map was approved by the inter-institutional commission. One of the critical issues in this respect is the purpose of the hazard map. For Quillcay, the hazard map was found to be appropriate as a basis for evacuation plans and procedures, including early warning, but not for detailed urban land-use planning. This is due to the lack of consideration of high-resolution urban topography and in particular the effects of built structures (houses, roads, etc.) on GLOF flow dynamics. A follow-up process was foreseen to develop a high-resolution hazard map apt to urban planning.

Communication of hazards and risks to the population is a critical but fundamentally important task, in particular when considering the context of mistrust by the local population in authorities, governments, and technical experts (Carey, 2005). The dissemination of the hazard map to local population was implemented by the municipalities of Huaraz and Independencia and the NGO CARE. For this purpose, a leaflet was produced (Figure 10), containing a catchment-scale hazard map and a popular illustrative cartoon explaining the process and purpose of a hazard map, indicating what to do in case of emergency and a self-evaluation of how well prepared the own family is for GLOF emergencies. A second dissemination product was an evacuation map for which the hazard map formed the basis. The evacuation map indicated the main routes of evacuation in case of a GLOF for the hazardous parts of the city. A large campaign was run that covered about 4,000 households by face to face contacts and interactions with the urban population located in the potentially affected zones in Huaraz. The evacuation map was provided to and discussed with each household individually to make sure that the emergency preparations were at an appropriate level. This campaign also allowed the institutions to better understand the perceptions of GLOF hazards by the local population. Furthermore, the evacuation maps are also shown in public buildings, shops, restaurants, pharmacies, and travel agencies.
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FIGURE 10. Information leaflet (in Spanish) distributed to households in the hazard zone of Huaraz. Top: front side with the hazard map of the entire catchment with some population information (Left) and characteristics of the evaluated glacial lakes (Right). Bottom: reverse side with five points with cartoons and explanations and information on the map (1) What's a hazard map? (2)Why is it important? (3) How was it elaborated? (4) Which lakes have been considered? (5) Who elaborated the map? (6) What's the meaning of the different colors? (7) How much time is left in case of a GLOF alarm and eventually a questionnaire for a self-evaluation of the preparedness. (Courtesy of CARE Peru).



The hazard and evacuation map helped raising the awareness of authorities about the latent threat these lakes are posing to Huaraz, and eventually also formed an important basis for the design and implementation of an early warning system for GLOFs in the Quillcay catchment. The early warning system was foreseen as an immediate measure to protect people's lives from GLOFs but the institutional and administrative processes were complicated, and together with low institutional capacities combined with high instabilities, especially concerning the regional government, enormously delayed the implementation. The slow and multi-stage procedures for technical approval and financing of the early warning system resulted to be a major barrier to efficient and effective response to GLOF risks. The hazard and evacuation maps represent indispensable elements for several of the early warning system components, such as for understanding the risks, and for response. After about 4 years of technical studies and administrative procedures the early warning system process in mid-2018 reached the phase of public tender for the construction of the system.

DISCUSSION

The elaboration of a multi-source GLOF hazard map using a scenario-based modeling approach involves different kinds of uncertainties. Involved uncertainties are related to different sources, including (i) the numerical models, (ii) their input data, (iii) introduced simplifications, and (iv) the definitions of scenarios.

Chosen numerical models need to be able to simulate and represent the physical behavior of simulated processes and to provide results which are compatible with models for subsequent processes. This is generally the case here, but the extreme dimensions, magnitudes, and context are certainly at the limits of capabilities of such models. For instance, the simulation of GLOFs with volumes of several millions m3 is not the main purpose RAMMS was designed for. “Normal” debris flows of comparable volumes probably occur in several pulses or surges, whereas in a GLOF the entire mass can be involved in one major mass movement (Frey et al., 2016). Such extreme applications could even lead to numerical instabilities of the applied models, however, comparison to evidences from other comparable events and results from independent simulations with other models provide a certain control on the validness of obtained modeling results. In this case, RAMMS results were compared to FLO-2D results obtained by Somos-Valenzuela et al. (2016) for identical GLOF scenarios of Lake Palcacocha. Considerable differences were observed regarding maximum flow depth values between results from RAMMS and FLO-2D. However, regarding the critical criteria for hazard mapping, in this case the area affected and the spatial distribution of maximum flow heights above and below 1 m (= threshold for intensity classification), are similar. After generalizing the raw hazard map combining the three scenarios, the remaining differences can be neglected.

The input data for the models used here is generally adequate for its purposes, but as well includes certain limitations. On the one hand, physically-based numerical models often require a large set of parameters which is not available from site specific measurements, but needs to be taken from literature. Even more important is the fact that the DEM used here is a true elevation or terrain model, representing the topography of the earth surface without vegetation and infrastructure, such as bridges or buildings. In particular in urban areas like the city of Huaraz, the latter have a significant influence on flow behavior. For a more accurate and detailed hazard mapping within the urban center of Huaraz, further works would be required, including high-precision surveys of the buildings and other infrastructure, detailed flow modeling based on a digital surface model comprising such infrastructure, and thorough validation and adjustments in the field, considering for instance also passages and channels for the GLOF which are not detectable from a vertical air or space borne perspective. Such improvements would also require an analysis of the suitability of RAMMS model, for instance, which has not been tested for this type of applications. These kind of works is also very cost and labor intensive and related investments could only be justified if a clear benefit could be drawn from related improvement, such as for instance, detailed urban land-use planning or (re-)definitions of real-estate values (cf. section Institutional aspects and dissemination).

However, the biggest source of uncertainty in the entire hazard mapping approach is related to the definition of scenarios. Due to the lack of historic recordings of involved processes, often also due to the unique nature of certain mass movement events, scenario definitions cannot rely on empirically established, site specific frequency-magnitude relations, as it is the case for various other hazardous processes. Taking into account worst-case considerations at all stages of the process chain allow to better account for these uncertainties by including much more conservative assumptions on moraine dam stability. Here, this was addressed first by considering worst-case scenarios for the GLOF triggering rock-ice avalanches, and second by including a breach formation scenario as the low hazard level, despite its very low probability of occurrence according to the susceptibility analysis with a physically-based numerical model.

Besides ice or combined rock-ice avalanches, no other potential triggers were considered here. In principle also slope instabilities at steep inner moraine slopes can cause displacement waves, such as observed in a landslide event 2003 at the inner Palcacocha moraine (Vilímek et al., 2005). However, this event caused a displacement wave only marginally higher than the freeboard at the dam, and did not lead to a larger overtopping wave. A detailed evaluation by Klimes et al. (2016) revealed, that this 2003 event was among the largest landslides that are possible form the Palcacocha moraine, and that comparable landslides will not lead to substantial displacement waves, mainly due to the elongated shapes of the involved lakes. Another aspect that has not been considered here are effects of earthquakes. However, for instance the 2015 Gorkha Earthquake in Nepal only affected a very small number of moraine dams of glacial lakes and did not lead to a single GLOF, despite the large number of glacial lakes in the Himalayas (Kargel et al., 2016). Nevertheless, more detailed site-specific analyses would be required to assess the potential impacts of earthquakes on moraine dam, in particular since the Cordillera Blanca is located in very active seismic zone.

As outlined in section Institutional aspects and dissemination, considerations of the social and institutional context, as well as, dissemination activities are key for a successful communication and implementation of the elaborated hazard map. Based on the analysis of experiences of hazard map development, approval and dissemination at Quillcay and Huaraz we conclude the following which we consider relevant beyond this case study:

• Missing clarity about the process from mandating to developing and producing a hazard map affects the integration of the hazard map into operational and institutional processes, as well as, the acceptance by the authorities and the population. In countries with limited or not established regulations concerning this process, developing hazard maps intended to substantially reach beyond academic studies, is a major challenge. Clear regulations also increase the legitimacy and credibility of the institutions and experts involved, which is particularly important in case of multiple competing institutions with unclearly defined responsibilities—a situation prevailing in many countries of the world and bearing significance much beyond just GLOF hazards.

• The assessment of GLOF hazards and development of hazards maps needs to follow a transparent method and be based on the international state of the art. The GAPHAZ (2017) guidance document was produced exactly in recognition of this need. This document represents a consensus of international experts and therefore forms a major international reference.

• The approval process of a hazard map is important for its acceptance and further use. In many countries there is still missing clarity about it which limits the practical effectiveness of hazard aps and therefore this gap should be closed wherever possible.

• The purpose and use of hazard maps should be clearly defined before or during the development process. This is particularly important because worldwide (and even within countries) different types of hazard maps exist. As seen here missing (high-resolution) data, time, financial, or human resources can limit the use of a hazard map for certain purposes (e.g., apt for early warning systems but not for urban planning).

• The dissemination of a GLOF hazard map should be an integral part of the complete planning process and represents a major effort on its own. Multiple aspects (perceptions, credibility of institutions and experts, poverty, existing information, etc.) influence the success of the dissemination in terms of how effective a hazard map is to reduce GLOF related risks. A thorough analysis of these aspects is recommended but in practice often difficult due to time and financial constraints.

Knowledge and understanding of local perceptions of hazards and risks are fundamentally important for successful hazard and risk communication, but also for the willingness of governments and authorities to invest in related mitigation measures. After a GLOF event, fast-onset glacier related hazards typically receive high attention. But within a few years' time, this perception can move toward other hazards and risks, in particular in societies with a relatively high dependency on agriculture, including subsistence farming, where slow-onset hazards, such as droughts, have severe and immediate impacts on the well-being. In the case of the Quillcay catchment such a prioritization applies also the different lakes. Lake Palcacocha receives highest attention, probably due to its history with the 1941 outburst, whereas the hazard assessment performed here revealed, that in particular also Lake Cuchillacocha, despite its smaller volume compared to the other lakes, comprises a significant hazard potential.

CONCLUSIONS

Rapid changes of environmental conditions in high-mountain regions currently observed all over the world require scenario-based hazard assessment and mapping approaches, as current situations often are beyond historical precedence. Despite considerable uncertainties related to such assessments, the use of numerical models for the simulation of involved processes yields objectivity and traceability needed to meet scientific standards. With smart scenario definitions and well-reflected worst-case considerations, the degree of uncertainty can be lowered substantially. The GLOF hazard assessment and mapping procedure applied in the present paper to the Quillcay Catchment in the Cordillera Blanca demonstrated that approaches successfully tested for single lake assessments can also be applied to a multi-hazard-source setting such as an entire catchment containing several potentially hazardous lakes.

The assessments of rock-ice avalanche and dam breach susceptibility and impact revealed, that the situation of Lake Palcacocha, which in 1941 caused one of the deadliest GLOFs in recent history, today is different than it was in the 1940's, and a breach formation in case of an overtopping impact wave is very unlikely nowadays ( Somos-Valenzuela et al. (2016)). Nevertheless, a substantial hazard is emanated by this lake to the Quillcay Catchment and the city of Huaraz, urgently requiring complementary disaster risk prevention measures. Besides the prominent Lake Palcacocha, also the lakes Tullparaju and Cuchillacocha need to be considered when evaluating the GLOF hazard in this catchment. We found that in particular Lake Cuchillacocha poses the highest hazard of the three lakes in the medium scenario, due to its proximity to a large hanging glacier, which has the potential to completely drain this 2-million m3 lake even by an impact of an avalanche of the medium magnitude scenario. These findings contradict to some extent common local risk perceptions, which are often biased by historical events (here the 1941 Palcacocha outburst); highlighting the importance of integrative, unprejudiced, and objective hazard assessments.

In order to convert the resulting hazard map in a useful disaster risk reduction tool allowing for hazard communication, spatial planning, and the design of complementary structural and non-structural prevention measures, etc., national standards and institutional aspects need to be taken into consideration. In many countries, related processes and regulations are not clearly established, resulting in challenging situations for the transformation of a hazard map as a scientific result into an official, legally binding document, serving the authorities as a basis for decision-making and planning.

In a context of mistrust by the population in their government, authorities and experts, such as it is the case in the Cordillera Blanca (Carey, 2005; Carey et al., 2012), the dissemination of a hazard map is a challenging, but fundamentally important task, requiring major efforts. For the dissemination of the hazard map presented here, successful experiences have been made by a massive door-to-door information campaign, accompanied by the positive effect of more detailed insights into risk perceptions by the population.

Future efforts might aim at improving the hazard mapping within the urban area, including a detailed evaluation of the effects of urban infrastructure on the flow behavior of GLOFs. This is a major task, as scientific knowledge and experiences are currently still very limited in this regard. However, the presented hazard map provides an important planning tool for subsequent DRR measures, aiming at reducing the GLOF risk in the Quillcay catchment and the city of Huaraz.
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We propose a methodology to couple rainfall thresholds and susceptibility maps for dynamic landslide hazard assessment at regional scale. Both inputs are combined in a purposely-built hazard matrix to get a spatially and temporally variable definition of landslide hazard: while statistical rainfall thresholds are used to accomplish a temporal forecasting with very coarse spatial resolution, landslide susceptibility maps provide static spatial information about the probability of landslide occurrence at fine spatial resolution. The test site is the Northern part of Tuscany (Italy), where a recent landslide susceptibility map and a set of recently updated rainfall thresholds are available. These products were modified and updated to meet the requirements of the proposed procedure: the susceptibility map was reclassified and the threshold set was expanded defining additional thresholds. The hazard matrix combines three susceptibility classes (S1, low susceptibility; S2 medium susceptibility; S3 high susceptibility) and three rainfall rate classes (R1, R2, R3), defining five hazard classes, from H0 (null hazard) to H4 (high hazard). A key passage of the procedure is the appropriate calibration and validation of the matrix, letting the hazard classes have a precise meaning in terms of expected consequences and hazard management. The employ of the proposed procedure in a regional warning system brings two main advantages: (i) it is possible to better hypothesize when and where landslide are expected and with which hazard degree, thus fostering a more effective hazard and risk management (e.g., setting priorities of intervention); (ii) the spatial resolution of the regional scale warning system is markedly refined because from time to time the areas where landslides are expected represent only a fraction of the alert zone.

Keywords: landslide, hazard, rainfall thresholds, susceptibility maps, northern Apennines

INTRODUCTION

Since landslides are continuously responsible of damages and casualties worldwide, landslide hazard assessment is a cogent research topic, aiming to determine the spatial and temporal probability of occurrence of landslides (Fell et al., 2008; Corominas et al., 2013).

Spatial occurrence is called susceptibility. A landslide susceptibility map subdivides the terrain into zones with differing likelihoods that landslides of a certain type may occur (Fell et al., 2008). A large part of the quantitative methods to produce landslide susceptibility maps relies on regression or classification approaches (Aleotti and Chowdhury, 1999; Fell et al., 2008). The techniques most widely used are discriminant analysis (Carrara, 1983; Chung and Fabbri, 1995; Baeza and Corominas, 1996), logistic regression (Hosmer and Lemeshow, 2000; Lee, 2005; Manzo et al., 2013), artificial neural networks (ANN) (Bianchi and Catani, 2002; Lee et al., 2003, 2004; Ermini et al., 2005; Yilmaz, 2009; Lu et al., 2012), linear regression (Atkinson and Massari, 1998), fuzzy membership (Kanungo et al., 2006), conditional probability or Bayesian methods (Yilmaz, 2010; Catani et al., 2013).

The temporal occurrence of landslides is normally expressed in terms of frequency, return period, or exceedance probability (Corominas et al., 2013). Usually the approaches followed to determine the temporal occurrence of landslides are: heuristic methods (judgmental approaches) (Lee et al., 2000; Wong, 2005), physically based methods (Montgomery and Dietrich, 1994; Pack et al., 1998; Iverson, 2000; Crosta and Frattini, 2003; Baum et al., 2005; Godt et al., 2008; Mercogliano et al., 2013; Rossi et al., 2013; Tofani et al., 2017) and empirical/statistical rainfall thresholds (Guzzetti et al., 2008; Segoni et al., 2018; and references therein).

Hazard assessment can be quantitative or qualitative. It is generally preferable to determine the actual frequency of landsliding in a quantitative way but in some situations it may not be practical to assess frequencies sufficiently accurately and a qualitative system based on hazard classes may be adopted (Catani et al., 2005; Fell et al., 2008). Landslide susceptibility maps and hazards assessments are static products that provide a detailed quantitative or qualitative scenario with a good spatial resolution. In this regard, they have complementary characteristics respect to rainfall thresholds, which are widely employed in regional scale landslide warning systems with good temporal resolution but with very coarse spatial resolutions, since warnings are usually issued over large alert zones (Segoni et al., 2018). Indeed, the joint use of rainfall thresholds and landslide susceptibility maps has already proven to be a promising tool in advanced landslide hazard assessment. Hong and Adler (2008) hypothesized a real-time detection system at global scale where a prototype global landslide susceptibility map was overlaid with satellite-based observations of rainfall intensity-duration, to identify the location and time of landslide hazards when areas with significant landslide susceptibility are receiving heavy rainfall. Segoni et al. (2015b) integrated a landslide susceptibility map into a regional scale landslide waning system based on rainfall thresholds to increase the spatial resolution of a warning system used in Emilia Romagna (Italy). Jemec Auflič et al. (2016) described a prototype prediction system for rainfall-induced landslides in Slovenia based on a landslide susceptibility map and a rainfall threshold.

In this work we propose a methodology to couple rainfall thresholds and susceptibility maps for dynamic landslide hazard assessment at regional scale, according to the workflow shown in Figure 1. While statistical rainfall thresholds are used to accomplish a dynamic temporal forecasting with good temporal resolution but very coarse spatial resolution, landslide susceptibility maps provide static spatial information about the probability of landslide occurrence with a finer resolution. The test site is the Northern part of Tuscany (Italy), where a recent landslide susceptibility map (Segoni et al., 2016) and a set of recently updated rainfall thresholds (Rosi et al., 2015) are available. This work provides an added value to these two products because for the first time two very different techniques are coupled together to establish a landslide hazard management tool. The proposed approach is based on the definition of a purposely-built hazard matrix that provides different qualitative level of landslide hazard based on different intensity-duration rainfall thresholds and susceptibility classes. In the discussion section, the potential application to real time hazard management is outlined.
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FIGURE 1. Workflow.



MATERIALS AND METHODS

Test Site

The test area is located in Northern Tuscany (Italy), including part of the northern Apennines with an extension of 3,103 Km2 (Figure 2). We selected this area as a test site since we have at disposal the results of a recent landslide susceptibility study (Segoni et al., 2016) and a set of recently updated rainfall thresholds (Rosi et al., 2015), regarding five alert zones (namely A3, A4, B3, B4, and B5) of the Tuscany regional warning system (Segoni et al., 2015a) (Figure 2).
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FIGURE 2. Study area, subdivision into Alert Zones, morphology and lithology.



The Northern Apennines is a complex thrust-belt system made up by the juxtaposition of several tectonic units, piled during the Tertiary under a compressive regime that was followed by extensional tectonics from the Upper Tortonian. The latter phase produced a sequence of horst-graben structures with an alignment NW-SE that resulted in the emplacement of Neogene sedimentary basins, mainly of marine (to the West) and fluvio-lacustrine (to the East) origin (Vai and Martini, 2001). Today, the morphology is dictated by the presence of NW-SE trending ridges where Mesozoic and Tertiary flysch and calcareous units outcrop, separated by Pliocene-Quaternary basins.

These geological settings clearly affect the typology and occurrence of surface processes, primarily through the differences in the mechanical properties linked to the various prevalent lithologies while the rainfall is the main triggering factor. In particular, the study area shows two different geological settings in the east and west sectors respectively (Tofani et al., 2017). In the west sector carbonaceous rocks and metamorphic sandstone and phyllitic–schist mainly outcrop. The slopes are largely characterized by soils that are rather thin (0.5–2 m thick). On the contrary, the calcareous and dolomitic slopes are usually rocky or with very thin soil cover. The east sector shows a more uniform geological condition with the prevalence of flysch formation rock-type (Macigno) which is composed of quartz and feldspar sandstone alternated with layers of siltstone. The slope gradient varies from 0° in the plain to 55°. In the mid and upper sections of the valley, where most landslides usually occur, the stratigraphy consists of a 1.5–5 m thick layer of colluvial soil overlying the bedrock (Tofani et al., 2006, 2017).

In the study area, mean annual precipitation varies from about 800 mm/y in the southern valleys to about 1,800 mm/y on the north-western mountain ridges. During the year, rainfalls concentrate in autumn and spring, with November and March being the rainiest months, while summer is typically dry, except for occasional short and intense storms (Rosi et al., 2012).

Northern Tuscany is affected by serious geological hazards as landslides and subsidence (Rosi et al., 2014, 2018). According to the Inventario dei Fenomeni Franosi Italiani (IFFI) (Trigila et al., 2010, 2013) database, more than 5,000 landslides are present. Their dimensions range from 102 to 106 m2 (Rosi et al., 2018) and they are almost entirely categorized as rotational/translational slides (37% of the entire database) of or as complex movements (63%), i.e., shallow landslides or soil slips evolving into flows. It is worth to notice that the hazard assessment procedure that we propose in this work is related only to these types of landslides involving mainly soil material, while we do not take into account rock falls and topples (less than 1% of the database).

Data and Previous Works

Rainfall Thresholds

Tuscany is covered by a prototype regional warning system based on a set of rainfall thresholds differentiated for 25 alert zones (Segoni et al., 2014b, 2015a). Rainfall thresholds are based on intensity and duration and were defined with a highly automated procedure using a purposely developed software called MaCumBA (Segoni et al., 2014a). The subdivision into 25 alert zones following the main regional divides allows relating each threshold to a hydrographic basin with homogeneous meteorological and geomorphological settings, thus strengthening the forecasting effectiveness of the system (Segoni et al., 2014b). In the alert zones extending over the study area, the thresholds have been recently updated using an extended landslide dataset (Rosi et al., 2015).

The source of landslide data is mainly constituted by event reports performed by the regional Civil Protection offices and by a catalog of geotagged internet news (Battistini et al., 2017), which was automatically obtained using a purposely-developed web-based semantic search engine called SECAGN (Battistini et al., 2013). These landslide data were also used to calibrate the hazard matrix, which is the main objective of this work (section Hazard Assessment).

To date, each alert zone of the regional warning systems is monitored by a rainfall threshold, calibrated at the 95% confidence level, that discriminates between “warning” and “no warning.” The high confidence level is a conservative choice that allows having a high “hits” rate at the cost of a not negligible number of false positives (Rosi et al., 2015).

Susceptibility Model

In the study area, a susceptibility assessment has been recently carried out (Segoni et al., 2016) using “Random forest,” a machine-learning algorithm for non-parametric multivariate classification (Breiman, 2001). Although this methodology can be considered relatively new, it has already been consolidated in landslide studies through different applications (Brenning, 2005; Vorpahl et al., 2012; Catani et al., 2013; Trigila et al., 2013; Segoni et al., 2015b; Pourghasemi and Kerle, 2016; Youssef et al., 2016). Random Forest has the advantage of handling both numerical and categorical variables without requiring assumptions about the distribution of the input data. Moreover, it can use a large number of input parameters, then a procedure of forward selection, which accounts also for interactions and nonlinearities among variables, discards the ones that do not bring a positive contribution and selects the optimal configuration. The landslide susceptibility analysis was performed using the software ClaReT (Lagomarsino et al., 2017), which uses a random forest implementation based on Matlab [Matworks, version 7.11, treebagger object (RFtb) and methods].

Two kinds of input parameters were considered as explanatory variables for the susceptibility map: morphometric attributes and attributes derived from thematic maps. In particular, the morphometric attributes are: curvature, flow accumulation, topographic wetness index, elevation, profile curvature, planar curvature, slope gradient, aspect. The thematic attributes are: land use and lithology. Topographic attributes were derived from the official and most recent 10 m resolution DEM (Digital Elevation Model) produced by Tuscany Region. Land use was derived from CORINE Land Cover Map (1:50,000), updated in 2006 (https://www.eea.europa.eu/publications/COR0-landcover) which in the study area was reclassified into 9 classes: urban areas, crops, grasslands, heterogenic rural areas, forests (broad-leaved); forests (conifers); shrubs; bare rocks; humid areas. Lithology was derived from Regional Geological Maps at the 1:10,000 scale, by reclassifying each geological formation into six lithological classes (Segoni et al., 2016): conglomerates and weekly cemented limestones; marl rocks and compact clays; metamorphic rocks; flyschs (pelithic layers prevailing); flyschs (massive layers prevailing); cohesive and granular soils (Figure 2).

The IFFI database (Trigila et al., 2010), the Italian national inventory of landslides at 1:10,000 scale, was used to train and validate the susceptibility model.

As described in Segoni et al. (2016) the grid for each morphometric or thematic attribute was resampled to a 100 m pixel size and split into two variables: the average value encountered in the 100 × 100 m cell (mean value for numerical attributes and prevailing class for categorical values), and the variability inside the 100 × 100 m cell (standard deviation for numerical attributes and number of classes for categorical values). For the slope gradient and all kinds of curvature we have considered also the maximum value. The total number of input parameters used is 23 (Segoni et al., 2016).

To calibrate the “Random forest” classification algorithm, the study area was randomly sampled to select 10% of the pixels for training and 10% for testing. Such percentages have been proved to be a good compromise between quality of the results and speed of the calculations (Catani et al., 2013); indeed, a validation of the susceptibility map provided satisfactory results, with an AUC (area under ROC curve) value of 0.84 (Segoni et al., 2016), highlighting a good agreement with the observed truth and the potentiality of new landslide activations in the future (Segoni et al., 2016).

The raw output data of the susceptibility assessment is a raster map with a 100 m cell size, where each pixel has a percentage value expressing the probability of being affected by a landslide. The map has a range of susceptibility values from 0% to 91.

In this work, these raw data will be reclassified in three classes: low susceptibility (S1), medium susceptibility (S2), and high susceptibility (S3). The definition of the thresholds values between the susceptibility classes is part of the calibration of our hazard model; therefore, it is explained in the following section.

Hazard Assessment

To assess the landslide hazard, the rainfall levels defined from the rainfall thresholds have been integrated with the susceptibility classes. The basic assumption of this work is that if the susceptibility map is classified in a number of classes that equals the number of possible alert levels featured in the threshold system, a square matrix can be built and it is possible to establish a straightforward correspondence between hazard, rainfall rates and susceptibility classes.

The general classification scheme is reported in Figure 3, where the hazard matrix, based on susceptibility classes (S1, low susceptibility; S2, medium susceptibility; S3, high susceptibility) and rainfall classes (R1, low rainfall; R2, medium rainfall; R3, high rainfall), defines five hazard classes from H0 (null hazard) to H4 (very high hazard). The hazard matrix is based on the assumption that the higher the susceptibility, the lower the rainfall level that could trigger landslides.
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FIGURE 3. Combination of susceptibility classes and rainfall rates into the hazard matrix: H0, null hazard; H1, low hazard; H2, medium hazard; H3, high hazard; H4, very high hazard.



To obtain the needed number of rainfall classes to build a square matrix, in each alert zone an additional threshold has been defined to discriminate between low and high criticality. To define this threshold, we simply translated upward the original threshold until a consistent reduction of false alarms (i.e., rainfall events above the thresholds without triggering landslides) is obtained. The downward or upward translation of a previously defined threshold to defining different alert levels is a quite consolidated approach in the international literature (Guzzetti et al., 2008; Segoni et al., 2018). In this work, three warning levels have been defined for each alert zone: R1 (low rainfall rate), R2 (medium rainfall rate), and R3 (high rainfall rate) (Table 1).


Table 1. The system of rainfall threshold proposed for this work.
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For each alert zone, the three susceptibility classes have been defined separately using, in order to define the class breaks, a simple trial and error optimization procedure. All 1,761 landslides used in the rainfall threshold analysis were taken into account and they were associated to: (i) a landslide susceptibility value (by means of a simple elaboration in GIS environment); (ii) a rainfall class as defined above (querying the database of past events of the regional warning systems). Then, optimal susceptibility class breaks have been defined after this procedure:

• First, the class breaks from Segoni et al. (2016) have been taken into account and the hazard matrix (Figure 3) has been defined.

• The S1/S2 limit has been progressively lowered until no occurrence was found in the S1/R1 cell of the hazard matrix.

• In case the S1/R1 cell was already at zero, the S1/S2 limit was progressively raised to the highest susceptibility value that allows maintaining a count of zero landslides in the S1/R1 cell.

• The S2/S3 limit has been lowered or raised until the count of landslides in the H2, H3, and H4 classes was 90% of the total.

This procedure has been applied separately to every Alert Zone. Therefore, every AZ is expected to have a characteristic set of susceptibility values defining the susceptibility classes.

RESULTS

Hazard Matrix Implementation

According to the methodology described in the previous section, susceptibility classes have been defined with class break values very different from ZA to ZA (Table 2). Figure 4 displays the reclassified susceptibility map for the whole test site.


Table 2. Class break values for the susceptibility classes of each alert zone.
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FIGURE 4. Reclassified susceptibility map.



An original feature the proposed reclassification is that the classes are conceived to be used in conjunction to rainfall thresholds and to become hazard classes of different severity according to the dynamic outputs of the regional warning system based on rainfall thresholds. In other words, based on the rainfall rate (R1, R2, or R3) of each alert zone, the landslide susceptibility classes are transformed into hazard classes according to the scheme reported in Figure 3.

To test this approach, we performed a back-analysis on the whole landslides dataset: each landslide was associated to a hazard class according to the susceptibility class of its location and to the rainfall rate provided by the thresholds of the warning system for the day in which the landslide was triggered. Table 3 shows the results of this test counting the hazard level associated to each landslide. In Table 3, the count is provided separately for each alert zone and it is also aggregated over the whole test site. It can be easily verified that only about 10% of the landslides is in the H1 class and no landslide is in the H0 class.


Table 3. Back-analysis of the landslides dataset: each landslide is associated to a hazard class according to the susceptibility class of its location and to the rainfall rate provided by the thresholds of the warning system.
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Validation

The proposed approach was validated using an independent dataset, pertaining to the period from 01-01-2017 to 30-4-2108. The validation consists in simulating an operational employ of the dynamic hazard matrix through the whole validation period and to check what is the hazard class associated to each landslide occurred in the study area during that period.

SECAGN search engine (Battistini et al., 2013, 2017) was applied to retrieve online news of landslides occurred in the study area during the validation period. The result was a catalog of 39 landslides for which triggering time is known with hourly or daily approximation. For each landslide, the rainfall level (R) provided by the warning system during the day of occurrence and the landslide susceptibility class characterizing the landslide location were combined to get the corresponding hazard level (according to Figure 3).

It was possible to ascertain that in a hypothetic operational employ of the proposed dynamic hazard assessment, 9 landslides would have occurred in H4 class, 14 in H3, 15 in H2, 1 in H1 and none in H0. These numbers are in accordance with the criteria used for the hazard assessment calibration: no landslides would have occurred in the “no hazard class,” less than 10% (namely, a single landslide) in the H1 class and 38 out of 39 would have been associated to one of the hazard levels interpreted as very likely to be associated with landslides.

Although the validation results are encouraging, we are aware that the dataset used for validation is limited; therefore, further tests should be performed before deeming the proposed procedure ready for the operational employ in the risk management.

DISCUSSION

Hazard Interpretation

Given the physical meaning of the input susceptibility and rainfall classes and the outcomes of the back-analysis, the qualitative hazard classes obtained with the proposed approach could be interpreted as follows:

• H0 - null hazard. No landslides are expected. This hazard class can originate only from the intersection of R1 and S1 classes: it represents a condition for which both the susceptibility map and the threshold model calculated the minimum level of hazard. A landslide occurrence in this box would represent an error of the proposed methodology, as it would occur in a pixel deemed as stable by the susceptibility assessment and during a time when no alarm in terms of rainfall duration and intensity (neither moderate nor high) is issued. Therefore, the hazard matrix was calibrated to have no landslides in this cell, in an effort to account also for the errors and the uncertainties in the data and in the two input models (susceptibility and rainfall thresholds) originating the hazard matrix.

• H1 - low hazard. Theoretically, no landslides should be expected. However, this class encompasses a residual possibility of landslide occurrence because of errors in one of the input models (susceptibility model or rainfall thresholds model), uncertainties in the data, or triggers other than rainfall (e.g., snow melting). The hazard matrix has been calibrated to encompass only 10% of the known landslides dataset in this hazard class. This hazard class can be generated in two different cases:

◦ R1/S2. Landslides occurred here represent an error of the proposed hazard model, because harmless rainfalls (no alarms issued by the rainfall thresholds) actually triggered some landslides in a medium susceptibility area.

◦ R2/S1. Landslides occurred here represent an error of the proposed hazard model, because mild rainfalls (medium criticality level provided by the rainfall thresholds) triggered some landslides in an area where landslides should not be expected (low susceptibility).

• H2 - medium hazard. In this hazard class, landslides are expected, since one of the inputs is high and the other is low, or they both are medium:

◦ R1/S3. Landslides are located in the highest susceptibility class but in the low rainfall rate class. These situations represent errors of the rainfall thresholds model, for example situations related to snow melting, which is not taken into account in the rainfall thresholds definition. Therefore, with this class the proposed dynamic hazard approach is capable of accounting also for occurrences that would be missed by the original warning system.

◦ R3/S1. Conversely, this class could be associated to an intrinsic error of the susceptibility model, since landslides occur in an area with low susceptibility, but according to our hazard approach this could be possible only in rainfall conditions belong to the highest rainfall class.

◦ R2/S2. In this class, both input models provide the intermediate level of criticality, thus resulting in an intermediate hazard level.

• H3 - high hazard. In this hazard class, one of the input models provides the maximum level of criticality while the other provides the intermediate one:

◦ R3/S2. The interpretation of this class is that when the rainfall rate is at the maximum level, landslides can be expected also in areas with medium landslide susceptibility.

◦ R2/S3. Where the susceptibility to landslides is at the highest level, landslides can be triggered also when the rainfall rate is at a medium level of criticality.

• H4 - very high hazard. This hazard class originates only from the intersection of R3 and S3 classes, thus representing a condition for which both the susceptibility assessment and the threshold model calculated the highest possible level of spatial and temporal (respectively) hazard.

Possible Use

The methodology presented could be easily integrated into the regional landslide warning system and used to obtain real time dynamic hazard maps. Since the warning system combines rainfall forecasts and real time rainfall data recorded at hourly time step by a network of automated rain gauges, the hazard scenarios could be displayed both for the real-time condition and for the future.

In addition, the dynamic hazard scenario may change as soon as new outputs of the warning systems are provided. If the system is running in now-casting mode, every hour the dynamic hazard map can be refreshed and a new scenario can be built using the new rainfall data coming from the regional network of rain gauges providing hourly rainfall measures. If the system is run in forecast mode, whenever a new forecast of distributed rainfall field is available (normally, twice a day), the dynamic hazard map can be refreshed and updated.

Traditionally, regional warning systems provide a spatially constant alert level for the whole area of application or for large subdivisions called alert zones. The actual consequence of the application of our methodology is that when a rainfall rate (R1, R2, and R3) is recorded/forecasted in a given alert zone, its territory is automatically partitioned in three hazard classes, thanks to the availability of the susceptibility map (Figure 5). Therefore, a double advantage is obtained:

1. It is possible to better hypothesize where landslides are expected and with which hazard degree, thus fostering a more effective hazard and risk management (e.g., setting priorities of intervention);

2. The spatial resolution of the warning system is markedly refined because from time to time the areas where landslides should be expected are only a fraction of the alert zone.
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FIGURE 5. Example of dynamic hazard map for a complex rainfall scenario, with different rainfall rates (R3, R1, R1, R1, R2) in the alert zones (A3, A4, B2, B3, B5, respectively).



Table 4 quantifies to which extent the spatial resolution of the warning system can be refined by the proposed approach: at every time, the territory of each alert zone is partitioned into three out of the five proposed hazard classes, depending on the current rainfall rate. As instance, when the maximum rainfall rate is encompassed (R3: rainfall above the highest threshold), in 26% of the territory of the A3 alert zone the landslide hazard is medium, in 52% is high and in 21% is very high. Taking into account the rainfall threshold warning system alone, the whole alert zone territory would be considered at the maximum hazard level. Therefore, the proposed methodology can be used to obtain a consistent refinement of the spatial resolution of the hazard assessment providing a dynamic hazard classification, which can be used in hazard and risk management.


Table 4. Spatial extension of the hazard classes determined in each alert zone in case of rainfall rates R1, R2, or R3.
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Comments on the Physical Settings

Rainfall thresholds and susceptibility maps are products that are traditionally created independently for different needs (namely: temporal forecasting for warning purposes and spatial assessment for land management). The objective of this work is finding a dependence between the two approaches to couple the temporal and the spatial forecasting. Form this point of view, rainfall thresholds and susceptibility maps can be considered as complimentary products that can be conveniently coupled to have a dynamic hazard assessment. These two methodologies can be considered complimentary also from another point of view: while rainfall thresholds relate landslide initiation with the main triggering factor (rainfall), susceptibility maps relate landslide occurrence to the predisposing factors (e.g., morphometry, lithology, and land use). It is important to note that both approaches neglect an explicit analysis of the physic behind the landslide initiation: both rainfall thresholds and susceptibility maps used a statistical approach and not a physically based one. As a consequence, the same can be said for the resulting hazard matrix and hazard assessment proposed in this work. However, some characteristics of the hazard assessment can be put into close correlation with some physical features of the test site.

The study area is wide and presents heterogeneous physical features; therefore the approach of subdividing the site into alert zones calibrated independently allowed strengthening the statistical correlation between landslide initiation and triggering/predisposing factors. The very different threshold equations (Table 1) and the difference in susceptibility values used to separate susceptibility classes (Table 2) corroborates further the effectiveness of the approach consisting in partitioning the study area into independent physiographic units. Among these, A3 is the most prone to landslides: here landslide density is higher than in the other alert zones (Segoni et al., 2014b; Battistini et al., 2017), due to the higher slope gradients, the highest altitudes and the presence of lithologies very susceptible to landslides (pelitic flyschs and shistose metamorphic rocks). This is also reflected by the outcomes of the calibration procedure: A3 has the lowest rainfall thresholds combined with the lowest susceptibility, while B3 shows the highest ones. The subdivision of the study area into alert zones to be monitored independently allow also the better encompass the spatial and temporal variability of the rainfall variable: a check on the validation period revealed that in 39% of the days, the rainfall amounts were so different from an alert zone to another that the systems returned different rainfall rate classes (R1, R2, R3), and this occurred mainly during storms: during the validation period it never happened that all the alert zones were at the R2 or R3 level during the same day.

According to the validation procedure, the dynamic hazard assessment proposed in this work underestimated landslide hazard only in one circumstance out of 39. A thorough investigation of this error revealed that it is related to a single landslide event occurred in a S2 spot of the alert zone A3, in a day when the warning system state was in R1 mode, thus providing a H1 (low hazard) matrix output. In this case, both the rainfall threshold system and the susceptibility map underestimated the hazard: the former because no threshold was overcome, the latter because probably some anthropic predisposing factor were not take into account properly (indeed, the landslides occurred close to a mountain road and to a drainage system, which both could have favored the triggering mechanism). This was the only circumstance for which the proposed hazard assessment could not encompass properly the inherent uncertainty of the two original models that were combined into the matrix, but it is a flaw within the error limits imposed by the calibration and optimization procedure explained in section Hazard Assessment.

CONCLUSION

We propose a dynamic landslide hazard assessment procedure based on the combination of rainfall thresholds and susceptibility maps. Inside each alert zone, the dynamic but spatially constant input provided by a warning system based on rainfall thresholds is combined with the spatially variable but static input provided by a susceptibility map into a matrix defining five possible hazard levels.

The proposed hazard classification scheme underwent a calibration procedure against a large landslide dataset, counting 1,761 landslides, to ensure a good constraint between hazard classification and experimental data. This allowed minimizing the number of landslide occurrences in the lowest hazard classes and to provide an interpretation of the hazard classes. A validation procedure was performed against an independent dataset simulating an operational employ of the dynamic hazard assessment through a 16 months period. The validation provided encouraging results, as 38 landslides out of 39 would have been associated to a consistent hazard level.

The proposed procedure could be easily applied to early warning systems based on rainfall thresholds bringing two main advantages: a consistent refinement of the spatial resolution of the forecasts and a robust tool to assist hazard and risk management and spatial-temporal forecasting of rainfall induced landslides at regional scale.
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In northern Italy rainfall-triggered shallow landslides are recurrent hazardous phenomena that cause casualties and extensive damages. In the last decades several early warning systems (EWSs) have been developed based on rainfall intensity–event duration (I-D) thresholds derived by long rain gages time series. However, rain gages density and their representativeness limit reliability of such EWSs. In the past decades, several studies explored successfully the usefulness of reliable quantitative precipitation estimates (QPEs) by weather radar. The availability of high spatial and temporal resolution QPEs with short latency of the data makes those observations appealing as input data to automatic EWSs. Nevertheless, weather radar based QPEs can be affected by several sources of errors and uncertainties (miscalibration, partial beam blocking, overhanging precipitation, and so on). Analyzing the heavy precipitations that hit Piemonte, north-western Italy, on November 2016, causing floods and triggering widespread shallow landslides, this work presents a fruitful case study of operational weather radar application in shallow landslides early warning system.
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INTRODUCTION

Shallow landslide early warning systems are normally implemented using rain gage network recording as input for rainfall values (Aleotti, 2004; Bosco et al., 2007; Guzzetti et al., 2007; Brunetti et al., 2010; Capparelli and Tiranti, 2010; Tiranti and Rabuffetti, 2010; Mercogliano et al., 2013; Rosi et al., 2015; Segoni et al., 2015, 2018; Devoli et al., 2018).

In the last decade, several researches focused on weather radar applications finalized to shallow landslide EWSs development (Chang et al., 2008; Chiang and Chang, 2009; Baum and Godt, 2010; Saito et al., 2010; Winter et al., 2010; Calvello et al., 2015; Jan and Chen, 2015; Nikolopoulos et al., 2015; Marra et al., 2016). In fact, the small size of the initiation catchments of debris flows, also caused by shallow landslides contribution, makes spatial resolution of observed precipitation the most relevant factor (Marra et al., 2017). Availability of high resolution observation of rainfall fields is thus mandatory in threshold-based EWSs. Especially in case of convective and localized precipitations, weather radar quantitative estimation of precipitations can overcome the poor representativeness of ground measurements, due to low density and geometry of the gage networks (Morrissey et al., 1995). Moreover, huge ground weather station networks may have longer latency of the data due to longer data transmission time. Weather radar typically scan the atmosphere close to the ground up to 150 km, with 1-km resolution or less, within few minutes. Both data resolution and short delay in data availability increase effectiveness of EWSs based weather radar.

Weather radar is thus successfully used in the real-time observations of rainfall triggering values for slope phenomena caused by short-duration and intense rainfalls, such as channelized debris flows (Borga et al., 1998; Tiranti et al., 2008, 2014; Marra et al., 2014; Berenguer et al., 2015); in fact, the distinguishing features of rainstorms are easier detected and characterized by weather radar than by rain gages. However, weather radar based QPEs in complex orography are affected by several errors and uncertainties residual clutter, partial beam blocking, rain-induced attenuation, variability of drop size distribution (DSD) and wet radome. Montopoli et al. (2017) provide a comprehensive review of limiting factors in QPEs in complex orography by ground weather radar. Due to nonuniform spatial distribution of errors, reliability of weather radar based EWSs in impervious areas or data quality of long-duration triggering rainfalls must be carefully evaluated. This paper discusses a successful operational implementation of weather radar utilization in shallow landslides EWSs in Piemonte. The areas examined in this study have good weather radar coverage and the performing weather radar data elaborating chain guarantees errors and uncertainties reduction in QPEs.

On November 2016, heavy rainfalls hit Piemonte in north-western Italy and triggered shallow landslides widely, mainly in the Alps. To estimate the rainfall parameters that triggered shallow landslides, rainfall-fields derived by weather radars observations merged with dense rain gage network data have been used. Based on higher number of shallow landslides occurred during the rainfall events, two study areas have been selected: the Pellice and Chisone Valleys and the Alto Tanaro catchments (Figure 1).


[image: image]

FIGURE 1. Identified study areas (bordered in red).



MATERIALS AND METHODS

The Operational Weather Radar in Piemonte

Arpa Piemonte (the Regional Agency for Environmental Protection of Piemonte) operates two polarimetric Doppler C-band weather radar, located on the hill nearby Turin (Piemonte), installed on 1998, and in the Apennines near Savona (Liguria) installed on 2000. Table 1 summarizes the main characteristics of the weather radars.

TABLE 1. Main characteristics of the weather radar used in this study.
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Bric della Croce and Monte Settepani radars complete polarimetric volume scans, 170 km range, every 5 min, with, respectively, 11 and 8 elevations. Given the good visibility southward, Monte Settepani operates every 5 min an additional volume scan 250 km range by single polarization, composed of two elevations. A semisupervised robust hydrometeor classification is performed on polarimetric raw volumes (Bechini and Chandrasekar, 2015) to identify clutter, anaprop, attenuation, and meteorological echoes. Finally, completely free lowest beams are used to derive the product of surface rainfall intensity (SRI), according to beam visibility. During winter season, the radar reflectivity is later corrected for vertical profile reflectivity (VPR) according to Koistinen (1991). Single radar SRIs are merged in a 800 m resolution composite considering maximum reflectivity, where more than one weather radar observation is available. Additional weather radar data are merged to Piemonte composite, including the polarimetric weather radar in Monte Lema (Swiss) operated by MeteoSwiss, and weather radar in Carpiano (Italy) operated by the National Flight Assistance Company (ENAV).

Finally, composite radar reflectivity is converted in instantaneous rainfall intensity (mm/h) according to the well-known Z-R relationship:
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where Z is the linear weather radar reflectivity expressed in mm/m3, R is rainfall intensity in mm/h and a = 300 and b = 1.5 are coefficients experimentally derived (Joss and Waldvogel, 1990). Further details on the operational weather radar operated by ARPA Piemonte can be found in Davini et al. (2011) and in Cremonini and Bechini (2010). Daily rainfall accumulations are corrected with tipping-bucket quality-controlled rain gage measurements by radar-gages assessment factors (Goudenhoofdt and Delobbe, 2009). On daily basis, the 24-h weather radar quantitative precipitation estimation (QPE) is compared with rain gages observations and for each ground weather station the following ratio is derived:
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where Rx,y is the 24-h rainfall accumulation QPE co-located with the raingauge (Gx,y) placed at x,y coordinates. Only precipitation accumulations greater than 1.0 mm are considered and the outliers are also excluded and flagged as suspect ratios because they can be due to mechanical failure of raingauge or too large errors in weather radar QPE. Point assessment factors (AFs) are interpolated on the same weather radar composite grid using Ordinary Kriging method (Li and Heap, 2014) to derive the adjustment field. Finally, hourly weather radar QPEs are multiplied by assessment factor field to obtain the best unbiased hourly rainfall estimation.

Figure 2 shows the weather radar coverage in north-western Italy: stars indicate weather radar sites, circles the radar coverage and red polylines the two study basins of Pellice-Chisone and Alto Tanaro. Theoretical visibility maps, derived in standards propagation atmosphere, demonstrate that Piemonte, Lema and Carpiano weather radar have good visibility over target areas, being first completely free radar beams very close to the ground.
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FIGURE 2. Weather radar coverage in north-western Italy. Star symbols show weather radar sites, circles volume scans coverage, polylines the target areas.



The Shallow Landslides EWS

On 2006, Tiranti and Rabuffetti (2010) developed a shallow landslide triggering model named “Shallow landslides Movements Announced through Rainfall Thresholds” (SMART) based on I-D empirical rainfall thresholds derived by statistical analysis on historical shallow landslides occurred in Piemonte from 1990 to 2006. SMART operates since 2008 both in forecast and monitoring modes and it is part of the regional warning system for natural hazards.

For shallow landslides, SMART recognizes two homogeneous areas (Figure 3), characterized by two different empirical thresholds (Equations 3 and 4) for two different environments (respectively, Alpine-Appennine and hylls), and defined on rainfall accumulation longer than 12 h. For shorter durations other slope phenomena can occur like diffused and accelerated soil erosion caused by run-off or channelized debris flows in the Alpine small catchments. Based on expected landslides density three levels of scenarios have been defined: (i) isolated landslides or soil erosion due to run-off; (ii) less than ten landslides per km2 expected; (iii) more than ten landslides per km2 expected.
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FIGURE 3. SMART homogeneous areas. Area 1: Alpine and Apennines environments characterized by metamorphic bedrock and high rainfall values to trigger shallow landslides; Area 2: hilly environment characterized by sedimentary bedrock and moderate rainfall values to trigger shallow landslides.



where l is the accumulated rainfall on D duration, the numerical coefficients are experimentally derived from statistical analysis of collected historical landslides and as exponent the Montana Coefficients (Boni and Parodi, 2001; Tiranti and Rabuffetti, 2010; Devoli et al., 2018) define rainfall effects according to the altitude.

The model rainfall inputs are the quantitative rainfall forecast and observed values by rain gage network, consisting in more than 400 weather stations distributed on about 10 km mesh grid for a total area of 25,402 km2. Thresholds are linked to each raingauge with an assigned buffer range of 5 km from rain gage centroid. For this reason, shallow landslides triggered at a distance > 5 km from rain gage are characterized by major uncertainty in forecasting. Recently, the weather radar observations have been introduced as new data input of SMART to fill this gap in ground network to identify triggering rainfall.

RESULTS

Synoptic Forcing and Precipitations

From 21st to 25th November 2016, Piemonte was hit by heavy and persistent rainfalls, that have been initially localized in the southern areas, closed to the Ligurian Sea and then, they shifted to north-western Piemonte. On 21st November 2016 a deep trough approached western Europe, causing intense and humid south-westerly wind over the region. Low level wind convergence over Ligurian sea and diffuse atmospheric instability caused heavy localized precipitations over Apennines with more than 250 mm in 24 h. The following day, the low-pressure system isolated (cut-off), losing momentum, and becoming stationary over Iberian Peninsula. This atmospheric synoptic circulation caused intense stationary flow from Southeast over Piemonte, with heavy and diffuse precipitations. On 23rd and 24th November, low level flows turned from east, forcing heaviest rainfall in the western area of Piemonte. On 24th November rain gages recorded more than 350 mm in 24 h and, due to warm air advection, the snow level raised up to 2,000 m asl. Finally, on 25th November, the deep pressure system started to dissipate and precipitations over Piemonte progressively reduced. The largest rainfall amount recorded during 5 days was 632.6 mm; this accumulated precipitation corresponds to more than 50% mean annual rainfall in the region. The whole event was characterized by heavy convective rainfall, high spatial variability and peaks of more than 120 mm in 3 h. On 21st November, the snow level was located around 1500–1700 m asl and it increased on the following days, settling up to 1800–2000 m asl. On 24th November new cold air aloft caused a drop in the snow level up to 1400–1600 m asl, locally at lower altitude in the north-western areas of Piemonte. Rivers in the region had large increases in discharge recording maxima up to more than 50–100 years return period. About 150 shallow landslides were triggered, causing wide damages to residential buildings and infrastructures. These landslides were reported several days later after ground surveys by local authorities and Civil Protection. Their reports contain information about landslide type, location, reported damages but the triggering datetime of landslides is not available. Figure 4 shows rainfall accumulation from 21st to 25th November 2016 derived by weather radar observations and adjusted on daily basis with rain gages of meteorological ground network managed by Arpa Piemonte.
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FIGURE 4. Total rainfall accumulation, estimated by weather radar (grid) and observed by rain gages (values) from 21st to 26th November 2016 in the study areas: (a) Pellice-Chisone; (b) Alto Tanaro.



Figure 4 demonstrates that the Piemonte raingauge network is not able to accurately describe the spatial variability of convective rainfall peaks, due to low spatial density. In Pellice-Chisone area the maximum rainfall accumulation recorded by rain gages over the whole period was 580.4 mm, meanwhile rainfall estimation by weather radar shows three peaks overpassing 700 mm.

An early warning system based trusting in rain gages observations would have probably failed where rainfall peaks are missed.

Rainfall Triggered Landslides

To evaluate the effectiveness of SMART thresholds in forecasting the triggering time of shallow landslides, the QPEs recorded during the event and derived by weather radar observations have been compared and filtered with the thresholds defined by Equation 3 in the Pellice-Chisone and Alto Tanaro mountain areas, where most landslides occurred (98 reported), and by Equation 4 for the hilly environment of Alto Tanaro (7 reported). It is possible to reconstruct the spatial-temporal evolution of phenomena, locating most prone areas to landslide triggering.

During night on 23rd November, in Alto Tanaro heavy rainfall started to overpass triggering thresholds. Figures 5a,b shows the accumulated rainfall estimated by weather radar from the beginning of event to 23rd November at 21:00 UTC, the green stars show the whole reported landslides after the rainfall event for which the triggering time is unknown. Figure 5b reports in red areas where thresholds were overpassed according to Equation 3. The yellow asterisk represents the raingauge that recorded an overpassing.
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FIGURE 5. (a) Accumulated rainfall from 23rd November at 21:00 UTC in Alto Tanaro. (b) In red, areas interested by precipitations that overpassed thresholds of Equation 3 (critical rainfall accumulations) and rain gages overpassing threshold (yellow asterisks) and related buffers (yellow circles); green star labels indicate occurred landslides.



The critical rainfall interested wider areas in Alto Tanaro basin, causing an increase in landslides occurrence since 24th November 2016 at 03:00 UTC (Figures 6a,b). Only one raingauge issued a warning for threshold exceeding.
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FIGURE 6. (a) Accumulated rainfall from 24th November at 03:00 UTC in Alto Tanaro. (b) In red, areas interested by precipitations that overpassed thresholds of Equation 2 (critical rainfall accumulations) and rain gages overpassing threshold (yellow asterisks) and related buffers (yellow circles); green star labels indicate occurred landslides.



In the Alto Tanaro, where the higher number of shallow landslides has been recorded, wider area interested by overpassing has been reached on 24th November at 15:00 UTC (Figures 7a,b). It is interesting noting that no raingauge recorded threshold exceedance at that time.
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FIGURE 7. (a) Accumulated rainfall from 24th November at 15:00 UTC in Alto Tanaro. (b) In red, areas interested by precipitations that overpassed thresholds of Equation 4 (critical rainfall accumulations); green star labels indicate occurred landslides.



Some shallow landslides also occurred in hilly areas of Alto Tanaro. The same approach has been followed, applying the proper equation describing the behavior of intensity according to rainfall duration (Equation 4). Figure 8 shows that extent of rainfall critical values during the event.
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FIGURE 8. (a) Accumulated rainfall from 25th November at 06:00 UTC over hilly areas (delimited by black contour). (b) In red, areas interested by precipitations that overpassed thresholds of Equation 4 (critical rainfall accumulations) and rain gages overpassing threshold (yellow asterisks) and related buffers (yellow circles); green star labels indicate occurred landslides.



The total number of landslides in this hilly area has been seven but both rain gages and weather radar catched only five of them.

Over Pellice-Chisone the first critical rainfalls were reached on 24th November at 15:00 UTC (Figures 9a,b), also interesting the upper part of some catchments, where channelized debris flows were triggered due to the propagation of shallow landslides into channel network and observed in alluvial fans’ areas (stars in the red circle in Figure 9b). Three rain gages recorded threshold overpassing missing most of landslide sites.
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FIGURE 9. (a) Accumulated rainfall from 24th November at 15:00 UTC in Pellice-Chisone. (b) In red, areas interested by precipitations that overpassed thresholds of Equation 3 (critical rainfall accumulations) and rain gages overpassing threshold (yellow asterisks) and related buffers (yellow circles); green star labels indicate occurred landslides; red circle include reported debris flows that reached the alluvial fans’ areas generated from shallow landslides triggered at the basins’ head and propagated along channel networks.



The area of threshold exceeding reached maximum extent on 25th November 2016 at 04:00 UTC, and then rainfall intensities decreased until the end of event. Figure 10 shows reported landslides, the area of overpassing threshold according to weather radar QPEs, the rain gages and their datetime of overpassing threshold values.
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FIGURE 10. Rainfall accumulation over Pellice-Chisone (a) and Alto Tanaro (b) basins on 25th November 2016 at 04:00 UTC. In red, areas interested by precipitations that overpassed thresholds of Equation 4 and 4 (Alto Tanaro’s hilly environment delimited by black contour) from radar estimation, rain gages overpassing threshold (yellow asterisks) and related buffers (yellow circles) from the start of rainfall event to 25th November at 04:00 UTC; green star labels indicate all the reported landslides.



DISCUSSION

Figures 5–9 show the evolution of severe rainfall event that hit Piemonte on November 2016. All shallow landslides in Alto Tanaro’s Alpine environment occurred between 400 and 1500 m asl. The four highest shallow landslides (1400–1500 m asl) have been checked with surrounding ground weather stations, assessing that no snow at ground was reported during the whole period. In Pellice-Chisone basin the seven landslides occurred between 500 and 1150 m asl, excluding a snow contribution in the phenomena triggering.

Given weather radar QPEs high spatial resolution (0.64 km2), the warning system is more effective in landslide triggering detection than the one exclusively based on rain gages. 14 landslides were reported in Pellice-Chisone basin of which 10 have been properly detected by weather radar, while only five ones were detected by rain gages (Figure 10a). In Alto Tanaro’s Alpine environment, 84 landslides correspond to proper detection by weather radar QPEs, while only 72 landslides were detected by rain gages, mainly due to low rain gages network density (Figure 10b). Nevertheless, five rain gages reported threshold exceeding corresponding to false alarms. In the hilly area, just five over seven landslides occurred were correctly detected by both radar QPEs and rain gages: this result suggests that a radar and rain gages integrated approach could have better performances in landslides triggering detection.

On 24th November 2014, temperature dropped and liquid precipitations turn to snowfall above 1200–1400 m asl in Pellice-Chisone basin. The following day, a sudden increase in temperature caused a new turn to liquid precipitation and melting of the snow accumulated over rain gages. Weather ground stations named Pragelato, Clot della Soma, Pra Catinat, Praly, and Massello (Figure 11) recorded rainfalls exceeding triggering threshold when heavy precipitation occurred but with a significant contribution due to snowmelting over the gage. These conditions determined false alarms in their surrounding area. It is worth noting that weather radar QPEs provided better estimations of the actual precipitation, correctly identifying that any threshold was not overpassed.
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FIGURE 11. Rain gages elevation distribution in Pellice-Chisone area.



CONCLUSION

Heavy precipitation interested Piemonte (Italy) between 21st and 25th November 2016, causing floods and diffuse shallow landslides in Alto Tanaro and Pellice-Chisone basins. The illustrated case study shows that the operational use of QPEs, derived by merging weather radar observations and quality-controlled rain gages, is more reliable and effective in real-time determining a representative precipitation field responsible for triggering shallow landslides. The availability of QPEs with appropriate spatial and temporal resolution allowed characterizing the initiation of the torrential phenomena (debris flow) occurred in Pellice-Chisone basin by the observation of evolution of critical rainfalls occurred over the head of basins, where the mass transport was located. In Alto Tanaro basin weather radar based QPEs identified correctly the triggered shallow landslides distribution.

Furthermore, the widespread nature of triggers, which occurred during November 2016 heavy rainfalls, confirmed the effectiveness of the pre-announcement model of shallow landslides developed and operated by the Arpa Piemonte. The subsequent use of the distribution of critical rainfall values has finally allowed reconstructing with a good degree of reliability the timing of landslides triggering.

Given a long-time weather radar QPE dataset, a possible next development will be to derive weather radar based I-D thresholds and to compare them with gages-based ones. Although, weather radar based quantitative precipitation forecast (QPF) is not currently implemented into the Arpa Piemonte operational EWS, the real-time forecast of landslides is possible by making use of the time lag between slope failure and rainfall peak, as demonstrated during November 2016 heavy rainfall. A further development will consist in the application of weather radars QPFs to foresee the shallow landslides initiation one or 2 h ahead, improving the effectiveness of warnings.
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Badrock and deposits are classified according to CWI lassification based on characteristcs of thofacies forming deposits sediment and the bedrock rocks.

*Sensu Marinos and Hoek (2007,

Sensu Hoek.

Brown (1997).
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Gray rows refer to the 1970-1999 subset, orange rows to the 2000-2014 subset.
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Flash flood event  Daily rainfall % of annual 2 days rainfall

(mm) precipitation (mm)
15/10/1971 842 9 8858
26/08/1975 7 9 1016
18/11/1985 81 8 148.2
10/10/1987 1156 15 122

16/09/2001 161.6 20 163.2
04/03/2005 128 " 133

14/09/2009 40 4 748
30/07/2010 764 7 764
06/11/2011 1166 14 172

The “2-days rainfal” column reports the overall rainfall amounts measuredin both the flash
flood-related day and in the previous day.





OPS/images/feart-06-00089/math_6.gif





OPS/images/feart-06-00063/feart-06-00063-t003.jpg
Observed Predicted

class O (-) daily rain under threshold class 1 (+) daily rein exceeding threshold

class 0 (Jabsence of FF (~-) true negative (tnyabsence of FF in a day with daily rain under  (+ - false positive (foY/absence of FF in a day with daily rain
thveshold exceeding threshold

class 1 (+)occurrence of FF | (- +) faise negative (in/occurrence of FF in a day with daily rain (4 +) true positive (tr)/ocourrence of FF in a day with daiy rain

under threshold exceeding threshold






