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Editorial on the Research Topic
 Facing Marine Deoxygenation




INTRODUCTION

Marine deoxygenation is increasingly recognized as a major environmental threat (Breitburg et al., 2018).

Global warming drives a substantial part of this deoxygenation trend (Keeling et al., 2010), which is projected to continue during the next decades both in the open ocean and in the coastal waters. Future increasing anthropogenic pressures (e.g., eutrophication) are expected to further exacerbate this trend (Fennel and Testa, 2019).

Several main challenges need to be addressed by the scientific community:

1) To understand natural variability in marine oxygenation. As observations only cover the last ca. 60 years, we lack information about longer-term variability and trends in ocean oxygenation and associated drivers (Kamykowski and Zentara, 1990; Schmidtko et al., 2017; Oschlies et al., 2018).

2) To understand and predict the response of global biogeochemical cycles to deoxygenation. In particular, how lower oxygen conditions affect community respiration, the nitrogen (Zehr, 2009; Lam and Kuypers, 2011) and phosphorus cycles (Conley et al., 2002; Watson et al., 2017) across the estuarine-shelves-ocean continuum, including feed-backs on the climate system.

3) To evaluate and mitigate the threat posed by deoxygenation on valuable marine goods and services (Cooley, 2012) and on marine biodiversity (Vaquer-Sunyer and Duarte, 2008).

Open ocean (Paulmier and Ruiz-Pino, 2009) and coastal (Diaz and Rosenberg, 2008; Rabalais et al., 2009) deoxygenation differ in terms of temporal scale, morphology, driving processes, and implications. However, we gathered contributions related to both typologies in order to highlight interactions, differences and similarities, and to promote a common concern on marine deoxygenation so as to raise public awareness and facilitate mitigation strategies (Levin and Breitburg, 2015).

We provide below an overview of the contributions collected in this Research Topic, as well as emerging points of attention.



CONTRIBUTIONS


Variability and Driving Processes

The variability in morphological expressions of low oxygen marine conditions is addressed at time scales from millenia to days, and described in relation with driving processes.

Long-term variability of Oxygen Minimum Zones (OMZ) in upwelling systems is addressed by Cardich et al. for the Peruvian system and by Choumiline et al. in the Californian system. Paleo-oceanographic and instrumental records indicate contraction and expansion periods for the Peruvian OMZ through the last 170 years, with a slight modern oxygenation trends (1960–2010) (Cardich et al.). The authors attribute centennial scales of variation to subsurface ventilation, and decadal scales to changes in local productivity. Using sediment core proxy records, Choumiline et al. highlight that expansions of the Californian OMZ during the last millennium coincide with increased productivity and upwelling during cold intervals. OMZ contractions are depicted between those intervals, pointing toward subsurface circulation and solar insolation as lead drivers of OMZ extent at a centennial scale. No evidence for recent warming effect on the OMZ extent could be depicted for the Californian area.

Long term redox history is crucial, as the closest analog for future climate and oceanographic change. However, methodological challenges remain regarding the processing of paleo proxies. Venturelli et al. question oxygenation proxies based on benthic foraminiferal assemblages, by collecting modern assemblages across spatial oxygenation gradients. A dominance of sediment-dwelling taxa over epifaunal taxa is generally considered to indicate low oxygen conditions. Here, the authors evidence that heterogeneous benthic habitat (e.g., grain size) also affects the distribution of benthic foraminifera, and thereby question the use of epifaunal foraminifera presence as an evidence for bottom oxygenated conditions.

On a closer time frame, Trucco-Pignata et al., detail the perturbation of an OMZ located in the tropical Pacific off central Mexico in response to 2015-2016 El-Nino, and describe associated changes in the carbonate system. The authors describe the role of mesoscale activity in driving the transitional regimes before and after the perturbation.

Terrestrial and atmospheric nutrient loads as drivers of coastal and shelves deoxygenation are addressed by Große et al.. As a tool to develop mitigation strategies, the authors propose a modeling approach to map the relative contributions of specific oxygen consumption terms. Targeting N-fueled oxygen consumption in the North Sea, they indicate an important contribution of Atlantic nitrogen inflow, and highlight the role of European rivers (~30–40%) in fueling O2 consumption in the southern North Sea. The authors conclude that reducing riverine N inputs would adequately mitigate low O2 levels in the southern North Sea.

Two manuscripts address microbial respiration as a lead biogeochemical term of the oxygen budget. Robinson review those processes involving or involved in variations of microbial respiration rates, which are seldom accounted for within ocean models. Mechanisms contributing to deoxygenation are reviewed, as well as common techniques for measuring respiration rates and measured ranges in different parts of the ocean. The authors describe recent advances in the field and discuss the combined effect of decreasing oxygen and increasing carbon dioxide concentrations on respiration rates. Torres-Beltrán et al. report outcomes from the Scientific Committee on Oceanographic Research (SCOR) Working Group 144 “Microbial Community Responses to Ocean Deoxygenation” workshop (Vancouver, July 2014), aiming at standardizing process rate and multi-omic data collection in marine low-oxygen environment. In particular, large differences in recovered microbial groups were identified for identical samplings following different experimental protocols, to an extent that might alter inferred metabolic rates. The authors call for standardized techniques facilitating cross-scale comparisons and accurate assessment of in situ microbial activity.



Impacts

Further contributions aimed at characterizing the impacts of marine deoxygenation on biogeochemical and biological systems.

Impacts on the carbonate system were addressed by Hernandez-Ayon et al. and Trucco-Pignata et al. From a cruise across the Peruvian OMZ, Hernandez-Ayon et al. highlight that oxygenation conditions altered the carbonate system so as to affect air-sea CO2 exchanges estimates, and that the variability and spatial heterogeneity in oxygen conditions hampered clear estimates of in situ based carbon budget for the area.

Michiels et al. address deoxygenation impacts on the nitrogen cycle. They quantify pelagic denitrification and anammox in a permanently anoxic fjord (British Columbia), during and before a water renewal cycle, and set those measurements in relation with microbial communities. Denitrification accounted for two thirds of nitrogen removal, and experienced peaks related with outbursts of an Arcobacter taxa.

Deoxygenation impacts on different life forms are discussed for pelagic (Roman et al.; Limburg and Casini; Steckbauer et al.), and benthic (Sato et al.) communities, as well as for the whole benthic-pelagic ecosystem in the Namibian coast (Currie et al.).

Roman et al. review the indices used to quantify hypoxic stress on zooplankton and fish populations, both from metabolic and ecological perspectives. The authors analyze a metric (Oxygen Stress Level) integrating oxygen demand in relation to oxygen availability for a coastal copepod and compare the prediction of oxygen stress to actual copepod distributions in low-oxygen areas.

Limburg and Casini use otolith proxies to reconstruct exposure of Baltic Cod to hypoxic conditions within different periods. The authors demonstrate how cod otolith can be used to inform retrospectively about exposure to hypoxia, growth and metabolic status, thereby reflecting the worsening situation for cod in the Baltic.

Steckbauer et al. investigate how co-occurence of short-term hypoxia and acidification affects European seabass juveniles, aiming at the synergistic stress that fish populations will have to face in tomorrow's ocean. Results suggest that recovery from acidification takes longer than from short-term hypoxia, by affecting the sensorial and behavioral capacities of fish.

The combined impacts of low oxygen and low pH environment are also addressed by Sato et al. for the benthic fragile sea urchin. Although this urchin might be tolerant to foreseen evolution of oxygen and pH, differences measured across oxygen and pH gradients in critical morphological traits for reproduction and vulnerability indicate that the ecology and fitness of this dominant echinoid might be challenged on the California margin.

Finally, Currie et al. document the Namibian coastal waters as an ecosystem having evolutionarily adapted to cope with perennial anoxia and toxic hydrogen sulfide. This adaptation includes promoting sulfide-oxidizing bacteria as enablers of local detoxified habitat niches and food supply to a specific food-web.




PERSPECTIVES

This collection thus extends, non-exhaustively, on important aspects of the marine deoxygenation challenge: from coastal to open ocean frameworks, and from drivers to impacts. A number of overarching gaps emerge:

• Improvement of experimental design is required to isolate multi-stress impacts at different biological levels (i.e., individual metabolism, ecological functions, species interactions) while remaining consistent within realistic natural conditions.

• Driving mechanisms operating over a large range of temporal scales should be embedded within studies aiming at quantifying deoxygenation impacts on biogeochemical cycles, in particular for climatic assessment.

• Metabolic rates and microbial respiration require a strong focus in terms of sampling programs, standardized experimental protocols, and model formulation.
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Oxygen (O2) deficiency, i.e., dissolved O2 concentrations below 6 mg O2 L−1, is a common feature in the southern North Sea. Its evolution is governed mainly by the presence of seasonal stratification and production of organic matter, which is subsequently degraded under O2 consumption. The latter is strongly influenced by riverine nutrient loads, i.e., nitrogen (N) and phosphorus (P). As riverine P loads have been reduced significantly over the past decades, this study aims for the quantification of the influence of riverine and non-riverine N inputs on the O2 dynamics in the southern North Sea. For this purpose, we present an approach to expand a nutrient-tagging technique for physical-biogeochemical models — often referred to as ‘trans-boundary nutrient transports’ (TBNT) — by introducing a direct link to the O2 dynamics. We apply the expanded TBNT to the physical-biogeochemical model system HAMSOM-ECOHAM and focus our analysis on N-related O2 consumption in the southern North Sea during 2000–2014. The analysis reveals that near-bottom O2 consumption in the southern North Sea is strongly influenced by the N supply from the North Atlantic across the northern shelf edge. However, riverine N sources — especially the Dutch, German and British rivers — as well as the atmosphere also play an important role. In the region with lowest simulated O2 concentrations (around 56 °N, 6.5 °E), riverine N on average contributes 39% to overall near-bottom O2 consumption during seasonal stratification. Here, the German and the large Dutch rivers constitute the highest riverine contributions (11% and 10%, respectively). At a site in the Oyster Grounds (around 54.5 °N, 4 °E), the average riverine contribution adds up to 41%, even exceeding that of the North Atlantic. Here, highest riverine contributions can be attributed to the Dutch and British rivers adding up to almost 28% on average. The atmospheric contribution results in 13%. Our results emphasize the importance of anthropogenic N inputs and seasonal stratification for the O2 conditions in the southern North Sea. They further suggest that reductions in the riverine and atmospheric N inputs may have a relevant positive effect on the O2 levels in this region.

Keywords: North Sea, eutrophication, nitrogen, oxygen deficiency, biogeochemical modeling, nutrient tagging, trans-boundary nutrient transports (TBNT)


1. INTRODUCTION

The availability of dissolved oxygen (O2) in marine waters is crucial for the metabolism of many marine species (e.g., Rosenberg et al., 1991; Díaz and Rosenberg, 1995). Hypoxic conditions, i.e., dissolved O2 concentration < 2 mg O2 L−1 (e.g., Tyson and Pearson, 1991; Rabalais et al., 2002), constitute a major stressor to marine species and can have a severe impact on an ecosystem's biodiversity (Gray et al., 2002; Vaquer-Sunyer and Duarte, 2008; Topcu et al., 2009; Friedrich et al., 2014).

In the North Sea — a northwestern European shelf sea — hypoxic conditions occurred in the summers of the 1980s (Rachor and Albrecht, 1983; von Westernhagen and Dethlefsen, 1983; Brockmann and Eberlein, 1986; Peeters et al., 1995), causing death of benthic and demersal species (von Westernhagen and Dethlefsen, 1983). Different studies showed that these occurrences of low O2 conditions evolved during seasonal stratification (von Westernhagen and Dethlefsen, 1983; Peeters et al., 1995), driven by eutrophication due to excess riverine nutrient loads (Brockmann and Eberlein, 1986; Brockmann et al., 1988; Peeters et al., 1995). In consequence, the 2nd International Conference on the Protection of the North Sea declared to “aim to achieve a substantial reduction (of the order of 50%) in inputs of phosphorus (P) and nitrogen (N) to these areas between 1985 and 1995” (ICNS-2, 1988), in order to mitigate the effects of eutrophication in the North Sea.

Despite significant reductions in riverine nutrients, especially for P but not for N (Artioli et al., 2008; Claussen et al., 2009; OSPAR, 2013), seasonal O2 deficiency (i.e., dissolved O2 concentration < 6 mg O2 L−1; OSPAR, 2003) still occurs regularly in the southeastern North Sea (Topcu and Brockmann, 2015). Ongoing O2 monitoring even suggests recurrent (close-to-)hypoxic conditions (Weigelt-Krenz, pers. comm.), though, scientific publications on such events are sparse (Weston et al., 2008). Thus, O2 deficiency remains a persistent problem in the North Sea and the investigation of its causes is essential for the ecological management.

Große et al. (2016) applied a physical-biogeochemical model to the North Sea analyzing the physico-biochemical interactions that make the southeastern North Sea most susceptible to O2 deficiency. They found that the occurrence of distinct seasonal thermal stratification, resulting in a thin sub-thermocline layer in this region of intermediate depth, and high local near-surface net primary production (NPP) constitute the key factors. Consequently, near-bottom O2 concentrations can become especially low during years of very high NPP. High NPP enhances (pelagic and benthic) bacterial re-mineralization of organic matter, consistently accounting for more than 80% of near-bottom O2 consumption in the region of lowest bottom O2 concentrations (about 55.5–56.0 °N, 6–7 °E).

In contrast to near-shore eutrophication problem areas affected by high river loads entering the coastal areas, the off-shore areas affected by O2 deficiency are exposed to a wider variety of nutrient sources. Thus, the key question is which nutrient inputs drive NPP and O2 consumption finally, resulting in O2 deficiency in these North Sea regions?

Past studies suggested that nutrient inputs from adjacent North Sea regions may have contributed to the evolution of hypoxia in the 1980s (Brockmann and Eberlein, 1986; Brockmann et al., 1988). More recent publications also pointed on nutrient inputs from adjacent seas, especially the Northeast Atlantic (Artioli et al., 2008; Gröger et al., 2013). In addition, the model study by Troost et al. (2013) highlighted the influence of atmospheric N deposition on NPP in the southeastern North Sea and on near-bottom O2 concentrations. Quantifying the contributions of these different nutrient sources in the regions susceptible to O2 deficiency is vital for the development of potential management strategies for these regions. This demand is in line with the “integrated target-oriented and source-oriented” management approach by OSPAR (1999).

A nutrient tagging method applicable to biogeochemical models — often referred to as “trans-boundary nutrient transports” (TBNT; e.g., Blauw et al., 2006; OSPAR, 2010) — facilitates the tracing of elements (e.g., N) from individual sources throughout the entire biochemical cycle and the entire ecosystem (Ménesguen et al., 2006). By this, the TBNT method enables the quantification of the influence of these individual nutrient sources on biochemical quantities (e.g., total nitrogen; TN) and processes (e.g., NPP) in different regions of an ecosystem.

This method has been applied to various European marine ecosystems, including the Baltic Sea (e.g., Neumann, 2007; Radtke et al., 2012) and the North Sea (e.g., Blauw et al., 2006; Lacroix et al., 2007; Painting et al., 2013; Troost et al., 2013). Troost et al. (2013) demonstrated the importance of atmospheric N deposition for the off-shore regions of the southern North Sea, where it contributed 10–20% to overall TN and even 20–30% to NPP in 2002. Other studies (OSPAR, 2010; Painting et al., 2013) showed that N inputs from the large Dutch and German rivers are the major contributors to TN in the coastal southern and southeastern North Sea, respectively, while those from the rivers at the British North Sea coast extend far east into the off-shore southern North Sea. This, together with the findings by Große et al. (2016), suggests that these N sources have a strong influence on the O2 dynamics in the southern and southeastern North Sea.

Up to now, the TBNT method was limited to the tracing of elements brought into the system by the selected sources, not allowing for the consideration of O2. Thus, quantitative analyses of the influence of different nutrient sources on the O2 dynamics required additional model scenarios within which individual nutrient sources were removed (e.g., Troost et al., 2013) or nutrient loads were reduced (e.g., Lenhart et al., 2010). This implies an individual scenario was required for each individual nutrient source in order to assess its impact on the O2 conditions which is time-consuming and causes high computational costs.

Therefore, this study presents a new approach for expanding the TBNT method by a direct link of the O2 dynamics to the nutrient inputs from individual sources. We focus on the relative importance of riverine vs. non-riverine sources of N, and their influence on the O2 dynamics in the regions most susceptible to O2 deficiency.

We first describe the applied HAMSOM-ECOHAM model and provide the relevant information on the theory and the implementation of TBNT. Große et al. (2016) showed that the model system captures the main features of observed O2 concentrations in the North Sea. Therefore, only the simulated volume transports are validated and spatial distributions of TN from selected sources are presented and compared to earlier TBNT studies. Finally, the results of the expanded TBNT method are presented with special focus on two regions regularly affected by O2 deficiency — the southeastern North Sea (Topcu and Brockmann, 2015) and the Oyster Grounds (e.g., Greenwood et al., 2010).



2. MATERIALS AND METHODS


2.1. The HAMSOM-ECOHAM Model

We use a three-dimensional (3D) model consisting of the physical model HAMSOM (HAMburg Shelf Ocean Model; Backhaus, 1985; Pohlmann, 1991, 1996) and the biogeochemical model ECOHAM (ECOsystem model, HAMburg; Pätsch and Kühn, 2008; Kühn et al., 2010; Lorkowski et al., 2012; Große et al., 2016). HAMSOM is a baroclinic, primitive equation model using the hydrostatic and Boussinesq approximations (Pohlmann, 1991). The current velocities are calculated using the component-upstream scheme. The horizontal is discretized on a staggered Arakawa C-grid (Arakawa and Lamb, 1977) and z-coordinates are applied to the vertical. A detailed description of HAMSOM is provided by Pohlmann (1991, 1996, 2006). HAMSOM applications can be found, e.g., in Backhaus and Hainbucher (1987), Chen et al. (2013), Pohlmann (1996), and Mathis and Pohlmann (2014). The 3D fields of temperature (T), salinity (S), advective flow and vertical turbulent mixing coefficients calculated by HAMSOM are used as forcing for ECOHAM.

The ECOHAM model represents all parameter groups of a so-called NPZD-type model (nutrients-phytoplankton-zooplankton-detritus) to represent the lower trophic level dynamics. It describes two phytoplankton groups (diatoms, flagellates) and two zooplankton groups (micro- and mesozooplankton). In addition, the “microbial loop” (Azam et al., 1983) is represented. ECOHAM simulates the cycles of carbon (C), N, P, silicon (Si) and O2 (Pätsch and Kühn, 2008; Lorkowski et al., 2012). The present version of ECOHAM is identical to that used by Große et al. (2016). Lorkowski et al. (2012) provide a full description of the ECOHAM model equations and parameter settings. Here, we will only summarize the relevant features of the O2 cycle.

Figure 1 illustrates the O2 cycle implemented to ECOHAM (Müller, 2008; Pätsch and Kühn, 2008), including the links to the cycles of C, N and P. The arrows indicate the loss or gain of a substance, e.g., [image: image] is released during benthic re-mineralization and utilized during pelagic nitrification. The air-sea flux of O2 is parametrized according to Wanninkhof (1992). In the interior water column, NPP according to Liebig (1841) and Steele (1962) constitutes a source process for O2 and links O2 to the cycles of N, P, and C. All other biochemical processes, namely respiration by zooplankton (Sterner and Elser, 2002) and aerobic bacteria, and nitrification, represent O2-consuming processes. While the former processes constitute links of O2 to the cycles of C, N, and P, nitrification is only linked to N. Pelagic denitrification is implemented to ECOHAM, but is negligible as it only takes place under anaerobic conditions, not occurring in the North Sea. Pelagic anaerobic [image: image] oxidation (anammox) is not implemented for the same reason (Große et al., 2016). NPP is T-dependent and pelagic nitrification is light-limited in the applied model setup.


[image: image]

FIGURE 1. Schematic view of the O2 cycle as implemented to ECOHAM (black framed boxes and black arrows), including the links to the C, N, and P cycles (yellow, green and red, respectively). Linking state variables are: dissolved inorganic C (DIC), [image: image], [image: image], and [image: image]. Adapted from Müller (2008).



The sediment is described by a simple zero-dimensional module (Pätsch and Kühn, 2008). Benthic re-mineralization follows a first-order approach inhibiting year-to-year accumulation of matter (Große et al., 2016). Benthic denitrification is linked to benthic O2 consumption according to Seitzinger and Giblin (1996), reducing the O2 concentration in the deepest pelagic layer (Fennel et al., 2006). Explicit benthic nitrification and benthic anammox are not implemented (Pätsch and Kühn, 2008).

In relation to the re-mineralization processes it has to be mentioned that the C:N:P ratios of particulate (POM) and dissolved organic matter (DOM) can evolve freely with time. POM is represented by two detritus species (small/large). Model DOM and POM only represent the reactive fractions (Kühn et al., 2010). Carbon oxidation occurs with a molar ratio of C/O2 = 1 (Neumann, 2000; Paulmier et al., 2009). Therefore, the O2 consumption due to respiratory processes can be described by the corresponding net C release, except for nitrification for which the molar ratio between [image: image] uptake and O2 consumption is 2. The model equations and parameters of the biochemical processes affecting O2 are given in Appendix A (Supplementary Material).



2.2. The TBNT Method

The basic concept of TBNT is that any property (e.g., input source) of an element (e.g., N) can be traced throughout the entire elemental cycle represented by a biogeochemical model. This is done by introducing additional model state variables and processes for each property. This concept dates back to the work by Ménesguen and Hoch (1997), who introduced the age as a property, and later on has been applied to various models and ecosystems (e.g., Wijsman et al., 2004; Blauw et al., 2006; Ménesguen et al., 2006; Lacroix et al., 2007; Neumann, 2007; Timmermann et al., 2010; Radtke et al., 2012; Painting et al., 2013; Troost et al., 2013; Perrot et al., 2014; Radtke and Maar, 2016).

According to Ménesguen and Hoch (1997), any property p (e.g., origin/source etc.) can be attached to any state variable X, and can be traced within a biogeochemical model by solving an additional differential equation for the product X · p instead of the bulk state variable X. The product X · p then represents that subset of the state variable X with the defined property p. Technically, the product X · p is introduced into the model as a new fraction state variable Xp = X · p and the related processes are introduced according to the differential equation describing the changes in the corresponding bulk state variable X. Each combination of state variables X and properties pi (e.g., different input sources), [image: image], requires an additional differential equation to be solved by the model. For easier readability, [image: image] is hereafter denoted as Xi.

Compared to existing TBNT studies, we apply a slightly different approach which allows for the diagnostic calculation of the temporal evolution and spatial dispersal of Xi. In the following, the theory for this element tracing approach is briefly described. In this context, the terms “bulk” and “fraction” are used to refer to the overall state variables and processes, and their labeled counterparts, respectively. Thereafter, the approach for linking the biochemical processes affecting O2 to the cycle of a traced element is presented.

2.2.1. Tracing Elements from Individual Sources

The convection-diffusion equation describes the change in concentration of a selected bulk state variable with time due to different physical and biochemical processes. This equation represents the differential equation solved by physical-biogeochemical models. A detailed derivation of the convection-diffusion equation for a fraction variable starting from that for a bulk state variable is provided by Radtke (2012). The source-specific convection-diffusion equation for a constant volume V as used in this study reads as follows:

[image: image]

Here, [image: image] and CX represent the concentrations of the fraction of state variable X originating from the i-th input source and that of the corresponding bulk state variable, respectively. The diffusive transport is calculated according to Fick's first law, with the second order diffusion tensor (or diffusivity) [image: image]. In the convective/advective transport term, [image: image] represents the three-dimensional velocity vector. RCX represents the change in concentration of X due to the sources and sinks (i.e., biochemical processes, input from external sources). The index Xin in the fraction of this term indicates that the relative contribution of the state variable, that is consumed by a biochemical process, is used.

For n individually labeled input sources (i.e., i = 1, 2, …, n – 1, n), the concentration of each bulk state variable X at a specific location and point in time equals the sum of its contributing fraction state variables:

[image: image]

According to Equation (1) all physical (diffusion and transport) and biochemical processes (sources/sinks) affecting [image: image] are calculated as the product of the process based on CX and the relative contribution of the fraction variable, [image: image]. Thus, the major assumption of Equation (1) is that there is no preference for any fraction variable Xi by any (physical or biochemical) process, which relates to the fact that all fraction variables Xi are chemically and physically identical.

Compared to previous TBNT studies (e.g., Ménesguen et al., 2006; Radtke et al., 2012) this implies a different treatment of the diffusive transport. In our study its calculation bases on the spatial gradients of the bulk variable concentration. In earlier studies the concentration gradients of the fraction variable were used. In fact, it is difficult to state which approach is more correct than the other as the diffusive transport according to Fick's first law is a net transport, i.e., the actual gross transports are not known. However, it has to be noted that the diffusive transports of the individual fraction variables Xi according to Ménesguen et al. (2006) and Radtke et al. (2012) can be opposed, while those following Equation (1) are unidirectional. Despite this different treatment the resulting differences in the fraction variable distributions are expected to be generally small and noticeable differences may only occur in the case of large differences between the spatial gradients of the fraction and bulk variables. The diffusive transport of the bulk variable will be the same in both cases.

The advantage of the calculation based on Equation (1) is that the element tracing can be conducted by means of a post-processing software utilizing the standard output of the applied model. It only requires the provision of the 3D output fields of all processes and state variables involved in the selected elemental cycle.

2.2.2. Linking Oxygen-Affecting Processes to Labeled Nutrients

In order to allow for the quantification of the influence of (organic and inorganic) nutrients from individual sources on the O2 dynamics the establishment of a link between the two is required. This implies that only the local biochemical processes affecting O2 can be linked to labeled nutrients, while physical processes (i.e., lateral effects) that only depend on O2 itself cannot be considered explicitly.

According to Equation (1) biochemical processes on fraction variables (e.g., uptake of [image: image] containing N from the Elbe by diatoms) can be calculated using the bulk process and the relative contribution of the fraction variable to the bulk variable:

[image: image]

Similarly, Equation (3) can be used for linking the O2-affecting processes to labeled nutrients. In case of ECOHAM, the O2 dynamics are linked to the cycles of C, N, and P by different processes (see Figure 1). In case of O2-affecting processes whose formulation is based on a state variable containing the labeled element, this state variable can be used for the link to the O2 cycle. For instance, O2 consumption due to nitrification is based on [image: image] containing the labeled element in case of N labeling.

For processes whose formulation is based on a different element than the labeled one (e.g., NPP with ‘currency’ C instead of N), a different approach is required. In ECOHAM, the formulation of the change in O2 due to these processes is based on quantities that contain the currency and the labeled element, e.g., diatoms containing C, N, and P. Assuming that the concentration of the currency of the process is proportional to the currency of the labeled element these model quantities can be described as “mediators,” XM. These mediators can be used for establishing the link between the labeled element and the O2 cycle. For O2-affecting processes linked to these labeled mediator variables Equation (3) then reads as:

[image: image]

with the O2-affecting, biochemical bulk process RCO2, and [image: image] and CXM representing the concentrations of the mediator fraction and bulk variable, respectively.

Using Equation (4), the following mediator variables are used for the O2-affecting processes shown in Figure 1: diatoms and flagellates for NPP, micro- and mesozooplankton for zooplankton respiration. For pelagic re-mineralization (i.e., bacterial respiration), the bacteria are used while for benthic re-mineralization the amount of detrital matter in the sediment is used. In case of N labeling in ECOHAM, the mediator state variables are: diatom-N and flagellate-N for NPP, micro- and mesozooplankton-N for zooplankton respiration, bacteria-N for pelagic re-mineralization and sediment-N for benthic re-mineralization. In case of P labeling, which is not part of this study, the corresponding model state variables can be used as mediator.

The use of the mediator implies that the concentration of the C-based mediator variable (e.g., diatom-C) is proportional to the corresponding concentration of the N-based mediator variable (e.g., diatom-N), according to the applied stoichiometry. Conceptually, their use can be interpreted such that the biomasses (containing C, N, and P) of the different organisms (phyto-/zooplankton, bacteria) and that of benthic detrital matter are controlled by N from the individual input sources.

Our study focuses on the influence of N on near-bottom O2 in the off-shore regions of the North Sea, where NPP is negligible due to light limitation (Große et al., 2016). Therefore, we use gross O2 consumption (GOC), i.e., the sum of all biochemical O2-consuming processes as the key quantity in our analysis. In ECOHAM, these processes are: pelagic and benthic re-mineralization, zooplankton respiration and nitrification. The here used GOC is comparable to the often used “apparent oxygen utilization (AOU)”.



2.3. Model Setup and TBNT Calculation

2.3.1. Model Setup

The model setup used for this study is identical to that described in Große et al. (2016). Both, HAMSOM and ECOHAM, are applied to the same model domain and grid, comprising the entire North Sea, large parts of the northwest European continental shelf and parts of the adjacent Northeast Atlantic Ocean (see Figure 2). The domain extends from 15.250 °W to 14.083 °E and from 47.583 °N to 63.983 °N. The horizontal resolution is 1/5 ° (1/3 °) with 82 (88) grid points in latitudinal (longitudinal) direction. The vertical dimension is resolved by 31 z-layers with a surface layer of 10 m average thickness. Below the surface layer, layer thicknesses increase from 5 m to 1,000 m in the deepest layers.
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FIGURE 2. Model domain with sub-domain used for TBNT analysis, defined by three boundaries (solid black): North Atlantic (NA), English Channel (EC) and Baltic Sea (BS). Different markers indicate river input locations for German (DE), Dutch (NL-1/NL-2), Belgian (BE), French (FR), British (UK-1/UK-2), Norwegian (NO) and other rivers (see Table 1). Dash-dotted lines mark sections 1 to 11 used for the validation of the volume transports simulated by HAMSOM, with arrows indicating the direction of positive net flow. Ticks mark start/end points of sections. Boxes 1 and 2 indicate regions used for time series analyses in Section 3.2.



HAMSOM uses monthly, climatological distributions of T and S based on the World Ocean Atlas 2001 (Conkright et al., 2002) for initialization and open boundaries. The open boundary treatment for advective flow as well as T and S is described in Chen et al. (2013). The meteorological forcing is derived from NCEP/NCAR reanalysis data (Kalnay et al., 1996; Kistler et al., 2001) and provides 6-hourly information on air temperature, cloud coverage, relative humidity and wind velocity components.

For ECOHAM, short-wave radiation is calculated from astronomical radiation and cloud coverage applying a correction factor of 0.9 to account for underestimated cloud coverage in the NCEP data in temperate zones. For the biogeochemical state variables a climatology of depth-dependent monthly averages was prescribed at the boundaries and annually varying data was provided for dissolved inorganic carbon (DIC; Lorkowski et al., 2012). A daily climatology of suspended particulate matter was derived from results of Pohlmann and Puls (1994) to include its effect on the light climate.

Daily freshwater run-off and nutrient load data for 254 rivers were provided by Sonja van Leeuwen (pers. comm.) and constitute an updated dataset of that used by Lenhart et al. (2010) covering the period 1977–2014. River inputs of particulate organic N (PON) were calculated as TN minus [image: image] and [image: image], which are all available in the original data. Dissolved organic N is considered to be zero. The same approach was applied for organic P loads. Particulate organic C loads were derived from the PON loads using a C:N ratio of 106:16 (Redfield, 1934). A detailed description of the nutrient load calculation for the German and Dutch rivers is given in Pätsch et al. (2016).

The atmospheric N deposition was derived following Große et al. (2016), using annual data from the EMEP (Cooperative program for monitoring and evaluation of the long-range transmissions of air pollutants in Europe) model covering the period 1995–2012 and long-term trends (Schöpp et al., 2003). Atmospheric deposition is implemented as inputs of [image: image] and [image: image].

Both model compartments ran over the period 1977–2014. A time step of 10 minutes was applied for the HAMSOM simulation and daily fields of T, S, advective flow and the vertical turbulent diffusion coefficient were stored as output. This daily output was used as physical forcing for ECOHAM, which ran off-line applying a time step of 30 minutes. Daily ECOHAM output was stored for the entire N cycle and the biochemical processes affecting O2.

2.3.2. TBNT Setup

For the TBNT calculation, a sub-domain within the model domain was defined, comprising the North Sea, the English Channel and the Kattegat/Belts. The outer boundaries of this sub-domain (hereafter “North Sea domain”) are: North Atlantic (NA) in the North, English Channel (EC) in the Southwest and Baltic Sea (BS) in the East (see Figure 2). An individual input source was defined for each of these outer boundaries and matter entering the North Sea across these boundaries is labeled accordingly. One atmospheric source for the entire North Sea domain was defined to include atmospheric N deposition. The individual rivers inside the North Sea domain were grouped to 8 river groups according to OSPAR (ICG-EMO, 2009; OSPAR, 2010; Los et al., 2014). One additional river group was defined collecting all rivers not attributed to one of the OSPAR groups (hereafter “other rivers/others”). The input locations of the rivers of the individual groups are indicated in Figure 2 (see different markers). Table 1 provides a complete list of all source groups.



Table 1. List of source groups defined for the TBNT analysis, including abbreviations (used in Figure 2 and in-text) and list of individual group members.
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The TBNT analysis was conducted for the period 2000–2014 using the daily ECOHAM output. A sensitivity study with an ECOHAM output time step of two hours showed that the effect of the output time step on the TBNT results is negligible (not shown). All labeled variables (except for the other rivers) are initialized with a relative contribution of 0% to the corresponding model state variables. The other rivers are initialized with a relative contribution of 100% within the entire North Sea domain. This implies that the matter initially present inside the domain is fully attributed to the other rivers, while the matter originating from the specifically defined sources has to enter the system successively.

Starting from the initial distribution, the year 1999 was re-run seven times with the final distribution of the relative contributions of each labeled state variable used as initialization for the subsequent one. This implies a minor shift in the actual masses of individual labeled state variables between the end and the beginning of two subsequent spin-up years. After the seventh re-run a quasi-steady state was reached. This gives confidence (1) that realistic distributions of the fraction variables are reached and (2) that the matter attributed to the other rivers actually relates to these rivers and not to the initial mass. The advantage of this procedure is that the TBNT analysis can be applied to a comparably short model simulation requiring only one additional year prior to the analysis period. A comparison of a spin-up over a sequence of seven years showed negligible differences (not shown) justifying this procedure.

The TBNT calculation utilizes a base time step of one day (in relation to the daily model output) which is halved recursively during the calculation in case of fraction variables becoming negative.

2.3.3. Atmospheric and Riverine N Input

The applied atmospheric and riverine TN inputs are crucial for the results of the TBNT analysis. Therefore, Figures 3A,B show time series of the annual atmospheric and riverine TN input into the North Sea domain, respectively. In both panels, the left y axes refer to the absolute TN input (in kt N a−1). The right y axis in Figure 3A refers to the contributions of the atmospheric input into different subregions of the North Sea domain, relative to the total input into the domain: southern North Sea (▴; area of 1.7·105 km2), northern North Sea (▾; 3.8·105 km2), English Channel (◂; 0.9·105 km2) and Kattegat/Belts (▸; 0.5·105 km2). The southern North Sea represents the North Sea region south of 56 °N until transport section 5 in the Strait of Dover (see Figure 2). The northern North Sea represents the part of the TBNT domain north of 56 °N, including the Skagerrak north of section 4. The English Channel is the region between the EC boundary and section 5, while the Kattegat/Belts region is limited by the BS boundary and section 4. The total area of the North Sea domain is 6.9·105 km2.


[image: image]

FIGURE 3. Time series of annual (A) atmospheric and (B) riverine TN input (left y axes and solid lines) into the TBNT domain (see Figure 2). Relative contributions (right y axes and dotted lines) represent the contribution to the total input into the TBNT domain by different regions in case of atmospheric deposition and by different river groups (see Table 1) in case of riverine input.



Figure 3A shows that the atmospheric input (solid line) decreases slowly throughout 2000–2014, with a relative reduction of about 13% relating to the observed trend (Schöpp et al., 2003). The atmospheric deposition yields 490 kt N a−1 in 2000 and stays around 485 kt N a−1 during 2001–2004. From 2005 on, it shows a steady decrease reaching 430 kt N a−1 in 2014.

The relative contributions of the atmospheric TN input into the different subregions of the TBNT domain (dotted lines) are stable throughout 2000–2014. This relates to the fact that only the total, domain-wide N deposition decreases, while the spatial patterns do not change. The largest part of about 44.7% is deposited in the northern North Sea. About 31.6% enter the southern North Sea, whose area is less than half of that of the northern North Sea region, emphasizing the remarkable spatial differences in atmospheric N deposition. The relative contributions to the English Channel region and the Kattegat/Belts are about 13.6% and 10.1%, respectively.

The absolute annual riverine TN input into the TBNT domain (Figure 3B; solid line) ranges between 775 kt N a−1 in 2005 and 1266 kt N a−1 in 2002. An apparent step change is seen between 2002 and 2003. The relative contributions of the different river groups to riverine TN input (dotted lines) show that the NL-1 rivers (incl. Rhine and Meuse; see Table 1) are the largest TN source during most years with values between 18.1% and 26.3%. The UK-2 rivers, located at the British east coast, are of similar importance ranging between 17.3% and 25.4%. The DE rivers constitute the third largest source during most years with contributions of 9.9–22.1%. The FR rivers contribute 10.6–18.2%. The UK-1 and other rivers show values between 6.1–13.1% and 5.7–14.1%, respectively, with higher values in the period after 2008 compared to the earlier period. This indicates that the relative importance of the different rivers on the North Sea system changed during this period. The remaining rivers (NL-2, BE, and NO) are less important (<5%).

The relative contributions show that the drop in TN input from 2002 to 2003 mainly relates to decreasing inputs from the DE and NL-1 rivers. Interestingly, the DE rivers show particularly high relative contributions in 2002 and 2010 (21.3% and 22.1%, respectively). Both relate to Elbe flood events in August 2002 (e.g., Ulbrich et al., 2003) and late summer 2010 (e.g., Kienzler et al., 2015; Philipp et al., 2015), respectively.

It should be noted that average annual PON:TN ratios for most groups are in the range of 0.16–0.19. Only the UK rivers show lower ratios around 0.08 and the NL-2 and NO rivers show comparably high ratios of about 0.45 and 0.47, respectively, though corresponding to small overall N loads. The standard deviation of the annual ratios is <0.05 for all groups. Thus, inorganic N inputs dominate the ecosystem dynamics.




3. RESULTS

This section first provides a brief validation of simulated volume transports as well as spatial distributions of TN from different sources and minimum O2 concentrations, simulated by the applied model and TBNT framework. By this, we demonstrate that the applied setup reproduces the main features of the North Sea ecosystem relevant to this study. This yields the basis for our analysis of the influence of N inputs on the O2 dynamics.


3.1. Validation

3.1.1. Volume Transports

Table 2 presents volume transports across defined sections simulated by HAMSOM and corresponding transports from other modeling studies (Ozer, 2011; Winther and Johannessen, 2006) and observations (Winther and Johannessen, 2006). The 11 sections used for the comparison are indicated in Figure 2 (arrows indicate direction of positive net flow/inflow). They were selected with respect to the North Sea general circulation and data availability. Ozer (2011) conducted a model intercomparison on the North Sea circulation in 2008. Thus, the corresponding HAMSOM transports across these sections are calculated for 2008 only. For the other sections, given values represent statistics over the 15-year period 2000–2014. The provided observation data were compiled by Winther and Johannessen (2006) and originate from Otto et al. (1990), Rodhe (1996), Rydberg et al. (1996), and Danielssen et al. (1997).



Table 2. Volume transports across defined sections (see Figure 2) derived from HAMSOM over entire period 2000–2014 compared to values from Winther and Johannessen (2006) and values for 2008 compared to Ozer (2011).
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HAMSOM reproduces the gross inflow from the North Atlantic across the northern shelf edge (Table 2, sections 1 to 3). Average gross inflow through the three sections simulated by HAMSOM adds up to 2.25 Sv. This is comparable to the results of Winther and Johannessen (2006) yielding 2.22 Sv and close to the upper end of the observed range (1.60–2.01 Sv). The ratio between the inflows through sections 2 and 3 is opposite to that for the transports simulated by Winther and Johannessen (2006) and to the literature values. However, it should be noted that these transports are highly sensitive to the position of the separation between sections 2 and 3. The higher minimum–maximum range in the HAMSOM transports (compared to Winther and Johannessen, 2006) likely relates to the longer analysis period. Regarding the outflow in the Norwegian Trench area (section 3), HAMSOM shows good agreement with the other studies.

The net transport through section 4 (Kattegat) corresponds with the results of Winther and Johannessen (2006) and observations. The same applies to the gross inflow through the English Channel (section 5), for which the average net inflow in 2008 matches with Ozer (2011). The comparison of the transports across the northern shelf edge (sections 1–3) with those through sections 4 and 5 emphasizes that the Atlantic inflow from the North constitutes the dominant inflow into the North Sea.

For sections 6 and 7, the net transports are in the range reported by Ozer (2011). Though, transports for section 6 are rather at its upper end. The negative net transport through section 6 implies southward flow in the southwestern North Sea driven by the Atlantic inflow from the North and freshwater discharge from the rivers at the British east coast. In contrast, the northwestward flow in the eastern part (section 7) is governed by the continental coastal current driven by the English Channel inflow and riverine freshwater especially from the large Dutch rivers.

For the net flow into and out of the German Bight (sections 8 and 9, respectively), HAMSOM yields values of about 0.09 Sv, slightly below the range provided by Ozer (2011). This likely relates to the bathymetry in combination with the vertical resolution resulting in a distinct step in the model bathymetry causing a northward turn of parts of the coastal current before crossing section 8 (not shown).

The negative net flow across section 10 in the western central North Sea simulated by HAMSOM indicates the mainly southward flow in this region. The average value of −0.44 Sv is in the range found by Ozer (2011). In the eastern central North Sea (section 11), the positive net flow derived from HAMSOM represents the generally northward flow in this region relating to the cyclonic recirculation of most of the southward flowing water masses north of Dogger Bank (Lenhart and Pohlmann, 1997). The transport is slightly above the range reported by Ozer (2011), which may relate to a lower inflow from the Baltic Sea indicated by the differences in the transports across section 4.

In summary, the HAMSOM volume transports across the outer boundaries and in the interior of the North Sea show good agreement with other models and observations and represent well the general cyclonic circulation (e.g., Otto et al., 1990). Therefore, the current fields simulated by HAMSOM provide a reliable basis for the TBNT analysis.

3.1.2. Spatial Distributions of TN from Different Sources

In order to give insight in the dispersal of N from different input sources in the North Sea, Figure 4 shows the mass-weighted average relative contributions of selected input sources to TN (i.e., the sum of all N-related model state variables incl. sediment-N) during 2000–2014: (Figure 4A) atmosphere, (Figure 4B) German rivers (DE), (Figure 4C) 1st group of Dutch rivers (NL-1), and (Figure 4D) 2nd group of British rivers (UK-2). By aggregating pelagic and benthic state variables the internal processes (e.g., uptake of [image: image] by diatoms) cancel out and the spatial distributions of TN from the different sources basically reflect the effect of lateral exchange processes. Only the loss of molecular N2 due to benthic denitrification, and atmospheric N deposition have an additional influence. The individual N sources were selected in relation to existing TBNT studies on TN (OSPAR, 2010; Painting et al., 2013; Troost et al., 2013).
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FIGURE 4. Spatial distribution of 15-year, water column averaged relative contributions of TN from different sources during 2000–2014: (A) atmosphere, (B) German rivers (DE), (C) 1st group of Dutch rivers (NL-1), (D) 2nd group of British rivers (UK-2). Color scale cut at upper limit. Same color scale for all panels.



The relative contributions show that the southeastern North Sea is strongly affected by atmospheric N deposition (Figure 4A) as well as the selected riverine N sources (Figures 4B–D). In contrast, these input sources are of minor importance (<2.5%) in the entire northern and large parts of the central North Sea. In these regions, TN is dominated by the NA influence (not shown) which decreases from 100% in the off-shore regions of the northern North Sea to about 50% along the 50-m-isobath.

In the coastal northwestern North Sea, the UK-2 (see Figure 4D) and other rivers (not shown) have an increased influence. In the northeastern North Sea, the atmosphere (see Figure 4C) and the Norwegian rivers (NO; not shown) constitute relevant contributions besides the NA contribution.

The atmospheric contribution (Figure 4A) plays a relevant role in the southern central and southern North Sea, ranging between 5% in the southwestern North Sea and 19% near the Danish west coast. Furthermore, the contributions of the DE, NL-1, and UK-2 rivers (Figures 4B–D, respectively) to TN are high in the southern central and southern North Sea. In the vicinity of the river mouths of Rhine/Meuse (NL-1), Humber and Wash (UK-2) as well as Elbe and Weser (DE), the contributions of the corresponding rivers can reach values of almost 100%. However, their contributions decrease to <40–60% within a distance of about 100 km from each river mouth.

Though, the contribution of the NL-1 and UK-2 rivers (Figures 4C,D, respectively) extends far into the off-shore regions of the southern North Sea. The former reaches values well above 10% in almost the entire southeastern North Sea, while the latter stays well above 10% in the entire southwestern part. The DE inputs (Figure 4B) extend northward along the German and Danish west coast. This illustrates the cyclonic general circulation of the North Sea.

The relevant contributions of the selected TN sources are accompanied by a steady decrease in the NA and EC contributions (not shown) from about 60% in the off-shore parts to 5–10% in the coastal regions between the mouths of Rhine/Meuse and the Danish northwest coast.

3.1.3. Minimum Bottom O2 Concentrations

Große et al. (2016) showed that the applied model setup reproduces the main spatial and temporal features of North Sea O2, only slightly overestimating near-bottom O2 concentrations. Therefore, Figure 5 only shows the spatial distribution of the overall minimum simulated bottom O2 concentration during 2000–2014. By this, a first insight in the concurrence of N from individual input sources and low O2 concentrations is provided.
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FIGURE 5. Spatial distribution of lowest simulated bottom O2 concentration during 2000–2014. Boxes 1 and 2 indicate regions used for the time series analyses in Section 3.2.



Lowest simulated O2 concentrations occur in the region between 54.5–56.5 °N and 4–7.5 °E. This is in good agreement with recurrent observations of O2 deficiency in this region in recent years (Figure 14 in Topcu and Brockmann, 2015). Minimum O2 concentrations of 5.2 mg O2 L−1 are found in region 1 (see Figure 5) which, therefore, is used for a detailed analysis of the O2 dynamics in relation to N inputs. Region 1 is hereafter referred to as “O2 deficiency zone” (ODZ). The comparison with the spatial patterns of TN from individual sources (see Figure 4) indicates that this region is under strong influence of the DE rivers, but also the NL-1 and UK-2 rivers. The atmosphere and the NA also play a relevant role.

Low simulated O2 concentrations also occur directly north of Dogger Bank which matches with observations (Weston et al., 2008; Greenwood et al., 2010; Queste et al., 2016). The same applies to the Oyster Grounds site (see Figure 5, region 2) where simulated minimum near-bottom concentrations yield 6–6.5 mg O2 L−1. As the Oyster Grounds are well known being susceptible to low O2 conditions (de Wilde et al., 1984; Peeters et al., 1995; Weston et al., 2008; Greenwood et al., 2010), this region is also used for a detailed analysis. At this site, the comparison with Figure 4 indicates a strong influence of the NL-1 and UK-2 rivers, and the NA (not shown). The atmospheric contribution is lower than at the ODZ site. It should be noted that the term “Oyster Grounds” used in this study refers explicitly to the defined region 2 which was chosen in relation to the study site of Greenwood et al. (2010).



3.2. O2 Consumption Related to N from Individual Sources

Based on the good agreement of the presented results with existing observations and modeling studies, the following analyses focus on the influence of N from selected input sources on near-bottom GOC.

3.2.1. Spatial Distributions

Figure 6A shows the spatial distributions of annual GOC in the model bottom layer averaged over 2000–2014. The corresponding average relative contributions related to selected N input sources are given in Figures 6B–F: (Figure 6B) boundaries (NA, EC, and BS), (Figure 6C) atmosphere, (Figure 6D) DE rivers, (Figure 6E) NL-1 rivers, and (Figure 6F) UK-2 rivers.
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FIGURE 6. Spatial distribution of (A) 15-year averaged, annual near-bottom gross O2 consumption (GOC) and (B–F) average relative contributions due to N from different sources during 2000–2014: (B) boundaries (NA, EC, and BS), (C) atmosphere, (D) German rivers (DE), (E) 1st group of Dutch rivers (NL-1), (F) 2nd group of British rivers (UK-2). Both color scales cut at upper limits. Color scale of (B) also applies to (C–F).



GOC shows a general South-North gradient with high values (>0.3 kg O2 m−2 a−1) in the coastal southern North Sea and low values (<0.1 kg O2 m−2 a−1) in the deep northern parts. The lower values in the deep North Sea regions relate to lower near-surface NPP and greater bottom depths, resulting in less organic matter reaching the bottom. Highest GOC occurs in the vicinity of large river mouths (e.g., Elbe) due to riverine input of organic matter additionally enhancing local GOC. Here, values of up to about 1.3 kg O2 m−2 a−1 are simulated.

It can be seen that the coastal regions of highest GOC do not correspond to the regions of lowest bottom O2 concentrations (see Figure 5). This relates to the strong tidal mixing inhibiting long-lasting seasonal stratification which constitutes the prerequisite for the evolution of low O2 conditions (Greenwood et al., 2010; Große et al., 2016). In the off-shore regions of the southeastern North Sea average annual GOC ranges between 0.1 kg O2 m−2 a−1 and 0.2 kg O2 m−2 a−1. Here, GOC increases with decreasing water depth due to higher organic matter availability near the seafloor (Große et al., 2016).

The spatial distributions of source-specific relative contributions to GOC (see Figures 6B–F) basically represent the patterns shown for TN (see Figure 4). Thus, the input of N from the boundaries (see Figure 6B), especially the NA, dominates most off-shore regions of the North Sea, while the atmosphere and the riverine contributions from NL-1 and UK-2 (see Figures 6C,E,F, respectively) play an important role for GOC in the southern North Sea. The DE rivers' influence on GOC is confined to the German Bight and Danish west coast (see Figure 6D).

Minor differences can be seen with respect to the relative importance of the atmosphere which shows a slightly higher contribution to GOC in most off-shore areas compared to its contribution to TN. This likely relates to the stronger influence of atmospheric N deposition on NPP as deposited inorganic N is immediately available to primary producers. At river mouth locations, the corresponding river groups show slightly higher contributions to GOC than to TN which underlines the relevance of riverine organic matter for local GOC.

3.2.2. Inter-Annual Variability in the ODZ

Figure 7 provides a more detailed insight in the influence of N from individual sources on GOC in the region most susceptible to O2 deficiency. It shows the time series of average daily, near-bottom GOC at the ODZ site (see Figure 5, region 1) during the stratified period (tstrat) of the individual years 2000–2014, and average values over tstrat of the entire period. tstrat is derived from simulated T following Große et al. (2016). The entire period from the very first day of stratification until the very last day (incl. intermittences) is used for averaging. Consequently, average daily GOC provides a comparable measure for analyzing inter-annual variations in the influence of N from individual sources on the O2 dynamics, independent of the duration of seasonal stratification. For a more quantitative description, Table 3 (left-hand side) provides the corresponding average (and standard deviation) values for tstrat, average daily GOC and the relative contributions of individual N sources to average daily GOC for the entire period 2000–2014, and for the years 2002 and 2010. All values refer to a bottom layer of 6.5 m average thickness.
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FIGURE 7. Average daily, near-bottom gross O2 consumption (GOC) during seasonal stratification and contributions of the different N sources (see Table 1) at the ODZ site (see Figure 5, region 1) during the individual years 2000–2014, and averaged over the entire period. Values refer to a bottom layer thickness of 6.5 m.





Table 3. Averages and standard deviations (std) during 2000–2014 and values for 2002 and 2010 at ODZ site and at Oyster Grounds (see Figure 5, regions 1 and 2, respectively): stratification periods [tstrat; according to Equations (1, 2) in Große et al. (2016)], daily near-bottom GOC and relative contributions of different N sources.
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Figure 7 and Table 3 show that 2002 represents an exceptional year with the highest daily GOC (0.61 g O2 m−2 day−1). This high GOC coincides with the longest tstrat of 186 days, resulting in the lowest bottom O2 concentrations in the vicinity of the ODZ site in 2002 (Große et al., 2016). In contrast, 2010 constitutes the year of lowest GOC (0.31 g O2 m−2 day−1) resulting in higher bottom O2 concentrations. Interestingly, 2011 also shows high daily GOC of 0.56 g O2 m−2 day−1, though, O2 deficiency does not occur in 2011 as a result of comparably short tstrat of only 135 days (not shown). This puts emphasis on the crucial role of stratification for the evolution of O2 deficiency in the off-shore North Sea.

The NA contribution constitutes the major influence on N-related GOC at the ODZ site, with an average contribution of 39.8% to daily GOC and maximum contributions of up to 54.2%. This maximum is reached in 2000, when daily GOC reaches its second highest value of 0.58 g O2 m−2 day−1. However, it can be seen that years of high contributions by the NL-1 or DE rivers can also show very high GOC (2002 and 2011, respectively). The NL-1 contribution is highest in 2002 resulting in 15.4%, while the DE contribution is highest in 2011 (20.1%). This can be attributed to the Elbe flood in January 2011 (e.g., Kienzler et al., 2015; Mudersbach et al., 2017). Interestingly, the Elbe flood in August 2002 (Ulbrich et al., 2003; Kienzler et al., 2015; Mudersbach et al., 2017) is not reflected in a higher DE contribution in 2002, as the related loads reached the ODZ site after the growing season. However, it explains the large DE contribution of 18.2% in 2003 which is the second largest during the entire period.

The atmosphere constitutes the second largest contribution to GOC at the ODZ site, while the DE and NL-1 rivers constitute the major riverine sources yielding 11.0% and 10.0%, respectively (see Table 3). The British rivers (UK-1 and UK-2) also play a relevant role, adding up to 9.2%. The other sources are of minor importance with average contributions of <5%. However, they can show higher values during individual years (see maximum values in Table 3). The minimum–maximum ranges further indicate that especially the DE and NL-1 contributions as well as the NA contribution can show high variations between individual years. The average integrated riverine contribution to GOC of 39.1% is in the same order as the NA contribution and only about 5% less than the integrated contribution from the boundaries (NA, EC, and BS). This illustrates the great importance of riverine N inputs on O2 deficiency at the ODZ site, especially, from the German, Dutch, and British rivers.

3.2.3. Inter-Annual Variability in the Oyster Grounds

Figure 8 shows the time series of average daily, near-bottom GOC at the Oyster Grounds site (see Figure 5, region 2) analogous to Figure 7. The corresponding values are given in Table 3 (right-hand side).
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FIGURE 8. Average daily, near-bottom gross O2 consumption (GOC) during seasonal stratification and contributions of the different N sources (see Table 1) at the Oyster Grounds site (see Figure 5, region 2) during the individual years 2000–2014, and averaged over the entire period. Values refer to a bottom layer thickness of 5.5 m. Note different y axis compared to Figure 7.



Average daily GOC is generally lower than at the ODZ site, which only partly relates to the smaller bottom layer thickness of 5.5 m. As for the ODZ site, minimum and maximum GOC rates occur in the years 2010 (0.23 g O2 m−2 day−1) and 2002 (0.39 g O2 m−2 day−1), respectively. However, some differences between the two sites can be seen for the other years, e.g., in 2011, which constitutes the year of only seventh strongest GOC in the Oyster Grounds.

The contributions of the individual N sources to GOC reveal the causes for these regional differences. First, the DE contribution is very small in most years as the DE rivers are downstream the Oyster Grounds relative to the general circulation. Consequently, the high N inputs from these rivers in 2011 do not affect GOC in the Oyster Grounds region. Second, the absolute NA contribution, which is the largest among all contributions, is clearly lower (average of 0.13 g O2 m−2 day−1) than at the ODZ site (average of 0.19 g O2 m−2 day−1). However, the relative NA contribution is about the same as at the ODZ site (39.3%) due to the lower overall GOC. In addition, the absolute atmospheric contribution is lower in the Oyster Grounds (average of 0.04 g O2 m−2 day−1 compared to 0.06 g O2 m−2 day−1 at the ODZ site), which also results in a slightly lower relative contribution of 13.1%.

Table 3 reveals further differences for the remaining N sources compared to the ODZ site. The influence of the NL-1 and UK-2 rivers is visibly higher, yielding average relative contributions of 14.6% and 12.9%, respectively. These values correspond to a similar average absolute NL-1 contribution (0.05 g O2 m−2 day−1) as for the ODZ site and an increased average absolute contribution of the UK-2 rivers (0.04 g O2 m−2 day−1 compared to 0.03 g O2 m−2 day−1). Consequently, years of high contributions of either of the two N sources result in high GOC in the Oyster Grounds (see Figure 8; e.g., 2002, 2003, 2013). The remaining contributions are less important for GOC in the Oyster Grounds. Though, minor increases in the relative contributions can be seen in basically all contributions, except for the NL-2 and NO rivers, and the BS. This relates to the downstream locations of these sources relative to the Oyster Grounds.

The average integrated riverine contribution to N-related GOC in the Oyster Grounds adds up to 40.9%, with 30% attributed to the Dutch and British rivers. This is even higher than the NA contribution and only about 5% less than the integrated contribution from the boundaries, putting emphasis on the importance of riverine N on the O2 dynamics in the Oyster Grounds.




4. DISCUSSION

This study, for the first time, presents a detailed quantitative analysis of the O2 dynamics of the North Sea in relation to N inputs from various external sources, including rivers, the atmosphere and adjacent seas. By this, the presented approach constitutes a valuable tool for the source-oriented approach advocated by OSPAR (1999).

There have been earlier studies on the relationship between river nutrient loads and O2 deficiency (e.g., Brockmann et al., 1988; Topcu and Brockmann, 2015). However, these studies rely on statistical analyses and the qualitative description of the interactions controlling the evolution of O2 deficiency. Other studies investigated the effect of river nutrients on the North Sea biochemistry based on nutrient reduction scenarios (e.g., Skogen et al., 2004; Lenhart et al., 2010). Though, only Lenhart et al. (2010) considered implications for the O2 conditions in the North Sea based on a model comparison.

However, these scenario-based approaches do not allow for the analysis of the current state of the ecosystem, that is represented by a reference scenario with realistic forcing data, with respect to the influence of nutrients from individual sources on the O2 dynamics. Furthermore, the assessment of the influence of individual sources would require an individual scenario for each source, which is time-consuming and costly. In contrast, the present method requires only one model simulation and one TBNT analysis dealing with all selected N input sources at once.

The source-specific information on GOC obtained from the expanded TBNT method can be used for speeding up the iterative process of finding optimal N reduction targets using the linear optimization method described by Los et al. (2014). Nevertheless, actual N reduction scenarios will still be necessary in order to assess the actual impact of the derived reductions targets, due to the non-linear ecosystem interactions.

With respect to the presented results, the simulated volume transports show good agreement with other models and literature values. The same applies to the spatial distributions of TN from individual sources which correspond to results of other North Sea TBNT studies (OSPAR, 2010; Painting et al., 2013; Troost et al., 2013), giving confidence for the applicability of a TBNT post-processing software. Consequently, the analysis of GOC related to N from these sources can be assumed to yield valid information. However, the applied model setup has some limitations which require discussion.


4.1. Limitations of the Model Forcing and Setup

The forcing provided for the different N input sources (rivers and atmosphere) has a strong influence on the results of the TBNT analysis. Although the river data is compiled to the best knowledge and represents the state of the art of North Sea river data, it is based on assumptions as a result of limited data availability. An upscaling based on the distance between gauge station and river mouth and catchment area size is applied to the British rivers (van Leeuwen, pers. comm.). Here, the uncertainty can become high in case of a large distance. In addition, for some rivers only monthly data exist which have to be interpolated to daily time series, partly with support of climatologies which may not fully represent the recent state. Furthermore, estuarine retention of N and P is not considered, although they were found to be non-negligible, e.g., in the Elbe estuary (Behrendt, 1996; Dähnke et al., 2008).

Furthermore, point sources (e.g., sewage treatment plants) in the estuaries — downstream the nutrient monitoring locations used for the load calculation (Pätsch et al., 2016) — are not considered in the river data, except for the British rivers. For the major Dutch rivers (excl. the smaller North Sea Canal) nutrient concentrations are measured right at the floodgates, i.e., point sources are implicitly considered. For the German rivers, which together with the former two are the most important riverine N sources, only limited information on point sources are available. However, Dähnke et al. (2008) found no evidence of a significant influence of point sources on [image: image] concentrations in the Elbe estuary, based on stable isotope analyses. A catchment modeling study for the Weser shows that only about 0.1 kt N a−1 enter the surface waters along the Weser estuary (Heidecke et al., 2015). Hence, it can be assumed that neglecting point sources in the estuaries is a reasonable constraint.

For the atmospheric N deposition the data availability also constitutes a relevant constraint. In order to run a realistic simulation, the data needs to be provided for the entire simulation period and model domain. This can be obtained by temporal extrapolation and spatial interpolation to the model grid, based on the original N deposition data from EMEP. However, this original data as well as the spatio-temporal processing are subject to uncertainties. In this study, annual EMEP data was used, though, also monthly data are available (Desmit et al., 2015). As atmospheric N deposition in the North Sea region experiences a distinct annual cycle with higher summer and lower winter values (e.g., Neumann et al., 2016), the use of these monthly data could be worthwhile for future analyses. Differences in the applied atmospheric deposition data may also partly explain the minor differences between the results for the atmospheric contribution to TN of this study and those of Troost et al. (2013), who found a higher atmospheric contribution in the southern North Sea.

Another N-related aspect not considered in ECOHAM is the exchange between the North Sea and the Wadden Sea. Postma (1981) describe the Wadden Sea as a relevant sink for organic and source of inorganic matter. Other studies reported the Wadden Sea constitutes an important sink of N due to benthic denitrification (e.g., Kieskamp et al., 1991; van Beusekom and de Jonge, 1998; van Beusekom et al., 1999). Both would affect N availability in the open North Sea, especially, upstream of the ODZ site. Therefore, the Wadden Sea should be included in future studies.

With respect to the TBNT results, we consider the NA contribution to TN (and GOC) in the southeastern North Sea to be slightly overestimated. We conclude this from a comparison of the source-specific TN contributions of the other most relevant sources (atmosphere, DE, NL-1, and UK-2) to a box in the inner German Bight (not shown) calculated in our study with other TBNT studies on TN (e.g., OSPAR, 2010; Painting et al., 2013; Troost et al., 2013). This may relate to the limited spatial resolution of about 20 km that does not allow for the representation of sub-mesoscale features such as eddies (e.g., Johannessen et al., 1989; Røed and Fossum, 2004; Albretsen, 2007).



4.2. Limitations of the Model Intrinsics and the TBNT Method

With respect to the hydrodynamics, the component-upstream advection scheme applied by HAMSOM could be an additional cause for the overestimation of the NA contribution as it results in high numerical diffusion (Lenhart and Pohlmann, 1997). However, the identification of the actual cause goes beyond the scope of this study.

Regarding the model biogeochemistry, it should be noted that the benthic re-mineralization tends to be slightly underestimated by ECOHAM (Große et al., 2016). On the one hand, this can affect the overall GOC. On the other hand, the contributions of individual N sources to GOC may be affected as the influence of sources with high contributions to benthic re-mineralization would be amplified relative to sources with only low contributions. In addition, the rather simple sediment module does not allow for long-term storage or burial of organic matter in the sediment. However, this matches with observational studies that found burial of N and C in the North Sea sediment being only small relative to annual cycles of NPP and respiration (Wirth and Wiesner, 1988; de Haas et al., 1997; Brion et al., 2004).

In relation to the benthic processes, it should also be noted that simulated daily benthic denitrification rates in the inner German Bight are up to 4 times higher than those recently reported by Marchant et al. (2016). However, this only applies to few very near-shore areas in the model. In the off-shore regions nitrification rates range between 0.4 and 2 mmol N m−2 day−1, which is in the range they found. Hence, we rate the additional N loss in our simulation as acceptable as it only occurs in a very small region. In addition, the here applied simple benthic module only includes the effect of O2 availability in the pelagic bottom layer on benthic processes. As anoxic conditions do not occur in the pelagic North Sea, this has no effect on the benthic processes. Thus, the incorporation of a more complex benthic module, that resolves vertical O2 gradients within the sediment, would be worthwhile.

Furthermore, ECOHAM applies constant C:N:P ratios to phytoplankton, zooplankton and bacteria (Lorkowski et al., 2012; Große et al., 2016). Though, it is known that elemental ratios vary between different phytoplankton species (e.g., Geider and La Roche, 2002; Quigg et al., 2003; Malzahn et al., 2010) as well as under varying environmental conditions (e.g., Rhee, 1978; Goldman et al., 1979). In fact, different elemental ratios, e.g., in phytoplankton, would impact on the entire ecosystem including organic matter production and, thus, on the O2 dynamics. For instance, unpublished sensitivity studies showed that organic matter export below 30 m varies by up to 13% with varying stoichiometry (Redfield ± 50%). Consequently, this may slightly change the relative contributions of the different N sources to GOC in relation to temporal variability in these contributions combined with temporal variability in the elemental ratios. However, in order to assess the impact of different stoichiometry a comprehensive sensitivity analysis would be required which is beyond the scope of this study.

With respect to the expansion of TBNT by the link to the O2 cycle, the use of the mediators in case of C-based O2-affecting processes (e.g., NPP) constitutes a key element. Therefore, discussion of the constraints of this approach is required. The actual values of the C-based O2-affecting processes are proportional to the concentration of the C-based mediator state variable (see Appendix A.1–A.4). The use of the mediator implies that the concentration of the C-based mediator variable is proportional to the corresponding N-based mediator variable. This evidently can be applied in the case of a fixed C:N ratio as used for phytoplankton, zooplankton and bacteria in the present study.

Conceptually, this also holds for a varying stoichiometry as used for benthic detrital matter (i.e., sediment-N/-C) in ECOHAM. Higher concentrations of sediment-N allow for higher concentrations of sediment-C and, thus, benthic O2 consumption. However, temporal variations in the C:N ratio in benthic detrital matter in combination with temporal variations in the contributions of individual N sources to sediment-N can affect the contributions of these sources to benthic O2 consumption and, thus, to near-bottom GOC.

A quantitative analysis of this effect would require a comprehensive sensitivity study on the effect of different C:N ratios on the TBNT results. Here, we will only discuss effects of the mediator use in relation to potential event-driven changes in the C:N ratio in benthic detrital matter.

In the off-shore regions of the southern and southeastern North Sea — which are in the focus of this study — benthic organic matter originates mainly from local NPP (Große et al., 2016). Thus, organic matter input from rivers especially during the summer period does not need to be considered. Davies and Payne (1984) observed C:N ratios of 9–18 in particulate organic matter 2 m above the sea floor in the northern North Sea during the spring bloom 1976. For the southern North Sea off Belgium, Tungaraza et al. (2003) report C:N ratios of 5.7–11.2 in particulate organic matter, depending on the phytoplankton species composition. This indicates that even over short periods of time (days to weeks) C:N ratios in organic matter may vary by a factor of 2. If such short-term variations coincide with strong variations in the contributions by individual N sources to detrital matter, this may result in an under-/overestimation of the influence of individual N sources on GOC. Analogously, such effects may occur, e.g., during events of strong rainfall over sea during the growing season, which enhance wet N deposition and thereby enable new production due to increased [image: image] availability (e.g., Dugdale and Goering, 1967).

Regarding the here presented analysis of source-specific GOC at the ODZ and the Oyster Grounds sites it should be noted that the C:N ratios in benthic detrital matter show only very minor variations, ranging from 7.5 to 7.9, during the growing season. As this period basically corresponds to the summer stratified period, which is in the focus of this study, the effect of changing C:N ratios on the source-specific contributions to GOC is considered to be small. However, considering model applications using variable phytoplankton stoichiometry additional efforts would be required for further improving the mediator approach. Here, it may be feasible to use the actual C:N ratios and relative contributions by the individual N sources in both, detrital matter that was previously sedimented and newly sedimented matter, as a weighing factor. By this potential errors in the current approach could be minimized.

Besides the effects of varying C:N ratios, differences in the re-mineralization rates of C (0.028 day−1) and N (0.0333 day−1) may affect the results of the expanded TBNT due to a temporal delay between C and N re-mineralization (and benthic denitrification). However, in the present study the time series of sediment-N and -C (not shown) reveal maximum temporal delays of only 2–3 days. Therefore, we consider this to have only a minor impact on the results.

In relation to the mediators, it has to be stated clearly that the results of this study can only be interpreted with respect to N, i.e., they do not reflect the overall influence of the selected input sources on the O2 dynamics. Labeling C or P from individual input sources will likely result in different relative contributions. On the one hand, this may relate to changes in the inputs by the different sources relative to each other (e.g., different ratios between P loads of individual rivers compared to N loads). On the other hand, selected processes (e.g., nitrification) cannot be considered in case of P labeling, while other processes such as P release from the sediment under anoxic conditions would play an additional role when considering P (e.g., Hupfer and Lewandowski, 2008). However, this process is not included in ECOHAM as it is designed primarily to represent the O2 cycle in relation to N and C. As N constitutes the limiting nutrient among these two with respect to organic matter production, we focused our analysis on N. In order to assess the overall impact of nutrients (i.e., N and P) from individual sources on the North Sea O2 dynamics, an analogous analysis for P would be required. However, this is beyond the scope of this study. In relation to that, it also has to be noted that the TBNT analysis does not replace actual nutrient reduction scenarios, but rather constitutes a useful tool for speeding up the iterative process of finding an optimal nutrient reduction setup (Los et al., 2014).

Furthermore, the presented method cannot be applied to formulations of benthic O2 consumption only based on the O2 concentration itself, e.g., that by Hetland and DiMarco (2008), as those cannot be linked to external nutrients.

Due to these uncertainties and constraints, we highly recommend applying the presented method to different models and model setups. This would provide a range of the contributions of the individual N sources on the O2 dynamics of the North Sea, giving a more reliable estimate of their actual influence. The only requirement for such approach is the process-based parametrization of the O2-affecting processes in that model, such that a mediator substance provides a link between the labeled element and the O2 cycle.




5. CONCLUSIONS

The here presented expansion of the TBNT method and the corresponding analysis of source-specific GOC represent the first approach for quantifying the influence of N inputs from different sources on the O2 dynamics of a marine ecosystem. Our study focused on the North Sea and our analysis constitutes a major advancement toward the source-oriented approach for the ecological management of O2 deficiency in the North Sea (OSPAR, 1999). Besides this, the described method can be applied analogously to different elements (e.g., P or C), ecosystems and models. Therefore, it could be used for the investigation of other ecosystems affected by eutrophication-related O2 deficiency, e.g., the Baltic Sea (e.g., Rosenberg, 1985) or the northern Gulf of Mexico (e.g., Rabalais and Turner, 2001).

The present analysis focused on the general spatial patterns and inter-annual variability in the regions most susceptible to O2 deficiency. Though, the applied method can also be used for analyzing the influences of individual sources of N (and other nutrients) on different time scales (days to decades).

While GOC in the northern and northern central North Sea is dominated by the N inputs from the North Atlantic, GOC in the southern central and southern North Sea is under the combined influence of the North Atlantic (NA), the English Channel (EC), the atmosphere and the large riverine N sources. Among the riverine N sources, especially, the large Dutch rivers (NL-1; incl. Rhine and Meuse) and the rivers at the British east coast (UK-2) have a relevant influence on GOC in the off-shore regions of the southern North Sea, while the German rivers dominate the southeastern coastal North Sea.

The analysis of GOC at the two study sites confirmed that seasonal stratification constitutes the prerequisite for the evolution of O2 deficiency in the off-shore regions of the southern North Sea (Große et al., 2016). It further revealed that riverine N inputs play a major role for the bottom O2 dynamics, with average relative contributions of about 40% during 2000–2014. Depending on their timing, flood events in the German or Dutch rivers can increase the riverine contribution to even more than 50%. In addition, atmospheric N contributes about 15% to the overall GOC at both sites. As riverine and atmospheric inputs are strongly anthropogenically affected (Paerl, 1997; Schöpp et al., 2003) this emphasizes the large human impact on the O2 conditions in the North Sea regions most susceptible to O2 deficiency.

Consequently, thoroughly defined riverine N reductions, e.g., under the European Union's Water Framework Directive (EU, 2000) likely constitute a potent means for improving the O2 conditions in the southern North Sea. In combination with potential future reductions in atmospheric N deposition — as adopted within the Gothenburg Protocol (UNESC, 1999) — such reductions may improve the North Sea O2 conditions or mitigate potential negative effects of climate change.

In this context it is important to note that also future changes in the physical environment, e.g., in stratification or seawater T, will have a relevant impact on the O2 conditions of the North Sea as they play a key role in the O2 dynamics (Greenwood et al., 2010; Große et al., 2016). However, our results emphasize that future scenarios for the North Sea require realistic estimates for both, the climatic conditions and the riverine and atmospheric N loads in order to provide a likely picture of the future North Sea O2 conditions.
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Marine calcifiers are considered to be among the most vulnerable taxa to climate-forced environmental changes occurring on continental margins with effects hypothesized to occur on microstructural, biomechanical, and geochemical properties of carbonate structures. Natural gradients in temperature, salinity, oxygen, and pH on an upwelling margin combined with the broad depth distribution (100–1,100 m) of the pink fragile sea urchin, Strongylocentrotus (formerly Allocentrotus) fragilis, along the southern California shelf and slope provide an ideal system to evaluate potential effects of multiple climate variables on carbonate structures in situ. We measured, for the first time, trait variability across four distinct depth zones using natural gradients as analogues for species-specific implications of oxygen minimum zone (OMZ) expansion, deoxygenation and ocean acidification. Although S. fragilis may likely be tolerant of future oxygen and pH decreases predicted during the twenty-first century, we determine from adults collected across multiple depth zones that urchin size and potential reproductive fitness (gonad index) are drastically reduced in the OMZ core (450–900 m) compared to adjacent zones. Increases in porosity and mean pore size coupled with decreases in mechanical nanohardness and stiffness of the calcitic endoskeleton in individuals collected from lower pHTotal (7.57–7.59) and lower dissolved oxygen (13–42 μmol kg−1) environments suggest that S. fragilis may be potentially vulnerable to crushing predators if these conditions become more widespread in the future. In addition, elemental composition indicates that S. fragilis has a skeleton composed of the low Mg-calcite mineral phase of calcium carbonate (mean Mg/Ca = 0.02 mol mol−1), with Mg/Ca values measured in the lower end of values reported for sea urchins known to date. Together these findings suggest that ongoing declines in oxygen and pH will likely affect the ecology and fitness of a dominant echinoid on the California margin.

Keywords: ocean deoxygenation, ocean acidification, echinoid, sea urchin, Strongylocentrotus fragilis, oxygen minimum zone, carbonate geochemistry, biomechanics


INTRODUCTION

Continental margin ecosystems along eastern boundary upwelling systems experience sharp natural gradients in temperature, salinity, dissolved oxygen (DO), and pH over short vertical distances (Feely et al., 2008; Levin and Sibuet, 2012; Sperling et al., 2016; Figure 1). In the eastern Pacific these gradients are associated with oxygen minimum zones (OMZs) that originate from combined respiration of abundant sinking organic matter and reduced exposure to more oxygenated water masses (Gilly et al., 2013). In contrast to regions affected by coastal hypoxia, which are primarily caused by eutrophication (Diaz and Rosenberg, 2008), OMZs are formed via natural processes (Helly and Levin, 2004; Breitburg et al., 2018). In the Southern California Bight (SCB) OMZ, two distinct intermediate water masses converge and contribute to upwelled source water: the relatively cool, less saline, high-DO, high pH Pacific Subarctic Upper Water (PSUW) advected from the north and the relatively warm, salty, low-DO, low-pH Pacific Equatorial Water (PEW) advected from the south (Nam et al., 2015). OMZs are defined as midwater areas where DO levels are <22 μmol kg−1 (<0.5 ml l−1), and OMZ properties (e.g., thickness, boundary depths, seasonality, oxygen minima values) vary geographically (Helly and Levin, 2004; Gallo and Levin, 2016) and over multiple time-scales (Moffitt et al., 2015). In recent decades, OMZs have appeared to expand in tropical and subtropical regions (Stramma et al., 2010; Schmidtko et al., 2017; Levin, 2018) with major ecological implications for marine populations and communities (Gilly et al., 2013; Gallo and Levin, 2016; Sato et al., 2017).
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FIGURE 1. Depth profiles for temperature (T), salinity, dissolved oxygen (DO), and in situ pHTotal in southern California, indicating the vertical structure of key variables likely to be modified under climate change. Horizontal gray dashed lines separate the continental margin into four depth zones: Shelf, Oxygen Limited Zone (OLZ), Oxygen Minimum Zone (OMZ), and Lower Oxygen Minimum Zone (LOMZ). Points indicate trawl depths of urchin collection sites throughout southern California.



According to life-history theory, the variability of key life-history traits for organisms, including body size, gonad index, and properties of structural elements confer species variable fitness (Lack, 1947; Smith and Fretwell, 1974; Denny et al., 1985; Fabian and Flatt, 2012; MacLean and Beissinger, 2017). Continental margin communities and species that are exposed to concomitant drivers associated with anthropogenic climate change such as warming, ocean acidification (OA) and deoxygenation are excellent candidates to investigate trait variability patterns (Gruber, 2011; Kroeker et al., 2016). To better understand the evolutionary and ecological consequences of multiple climate change drivers in the ocean such as OA and deoxygenation, it is critical to characterize environmental effects on the variability of traits linked to fitness in situ within key species (i.e., phenotypic buffering) (Reusch, 2014; Sunday et al., 2014; Swezey et al., 2017a; Des Roches et al., 2018). The upper and lower boundaries of severe OMZs on upwelling margins exhibit strong vertical zonation of benthic invertebrate communities, with rapid shifts from dense benthic megafauna and calcareous invertebrates outside the OMZ to communities dominated by annelids and calcareous foraminifera within the OMZ (Levin, 2003; Gooday et al., 2010). Only recently has there been investigation of the interplay of temperature, oxygen and pH effects on extant benthos in these areas (Sperling et al., 2016; Sato et al., 2018).

Echinoid sea urchins are important benthic grazers (Pearse, 2006), algal detritivores (Barry et al., 2014; Sato et al., 2018) and deposit feeders (Lohrer et al., 2005). The pink urchin, Strongylocentrotus fragilis, is a dominant megafaunal species on the outer shelf (120–200 m) and upper slope (200–500 m) in southern California (Thompson et al., 1993; Sato et al., 2017; Walther et al., 2017). S. fragilis also occurs, although infrequently, in the OMZ core (500–900 m) and below the OMZ core, in the Lower OMZ (LOMZ; 900–1,200 m) where DO and pH are higher than in the OMZ core (Sumich and McCauley, 1973; Barry et al., 2014; Taylor et al., 2014; Figure 1). Sato et al. (2018) previously described natural history traits of S. fragilis in the SCB including spatial variability in density, distribution, feeding behavior, and relative growth rates, as well as seasonal patterns in reproductive potential. S. fragilis thus serves as a model species to evaluate how multiple parameters that are likely to be modified under climate change (e.g., temperature, DO, and pH) may potentially influence sublethal fitness traits on both macro- and microscale levels (Byrne et al., 2014; Taylor et al., 2014; Carrington et al., 2015; Swezey et al., 2017b).

There is compelling evidence that projected future changes in ocean temperature, carbonate chemistry, and DO will affect morphological function of calcified hard parts and fitness success. For example, weaker structures in intertidal mussels (Gaylord et al., 2011; Carrington et al., 2015), crustaceans (Taylor et al., 2015; deVries et al., 2016; Lowder et al., 2017), coccolithophorids (Ziveri et al., 2014), and sea urchins (Presser et al., 2010; Collard et al., 2016) could increase vulnerability to predation. Sea urchins produce ellipsoid-shaped, calcitic skeletal structures called tests, as well as calcitic spines, both of which provide the organism with a variety of critical functions such as protection against predators, sensing, locomotion, and feeding (Pearse, 2006). An improved understanding of the relationship between material properties (e.g., hardness, stiffness) of S. fragilis skeletal tests and the environmental gradients they experience on the continental margin can provide valuable information regarding S. fragilis' potential survival under climate change and its vulnerability to crushing predators (e.g., crabs and fish).

Calcified sea urchin tests are typically composed primarily of calcite (CaCO3) with various amounts of magnesium incorporated in their calcareous structures (i.e., MgCO3 or Mg calcite). Organisms that produce Mg calcite containing significant amounts of Mg are potentially highly vulnerable to future changes in the seawater carbonate system linked to anthropogenic increases in atmospheric pCO2 as Mg calcite phases with 8–12 mol% MgCO3 are more soluble than aragonite (Walter and Morse, 1984; Morse et al., 2006; Andersson et al., 2008). While several datasets quantify % MgCO3 in field-collected sea urchins (e.g., Clarke and Wheeler, 1917; Chave, 1954; Kuklinski and Taylor, 2009) and in controlled laboratory experiments (e.g., Hermans et al., 2010; Lavigne et al., 2013), the biomineral Mg composition of S. fragilis, a potential climate change-tolerant species, has yet to be reported. In addition, few studies attempt to link spatial patterns of Mg content with material properties of calcified hard parts in the context of physicochemical variables affected by climate change (Byrne et al., 2014). Notably, some deep-water echinoderms distributed across the globe have been found to be tolerant of waters undersaturated with respect to the polymorph of their species-specific calcareous structure (Ωi < 1) (Lebrato et al., 2016).

In some biogenic structures, metal enrichment can form significantly tougher composite structures (Naleway et al., 2016). For example, the protodolomite stone part of each tooth of the urchin feeding apparatus (Aristotle's lantern) can exceed 40–45% MgCO3 (Wang et al., 1997), which may have led to the taxon's evolutionary success (Candia Carnevali et al., 1993; Ma et al., 2009; Reich and Smith, 2009; Frank et al., 2015). Further evidence suggests that temperature, but not pH, may be positively related to both Mg content and hardness of some urchin's calcitic structures (Byrne et al., 2014), while another study suggested Mg was not related to hardness (Moureaux et al., 2010). In addition to Mg, numerous other co-precipitated elements are differentially incorporated into biotic calcitic structures such as phosphorus (P; e.g., calcium phosphate) and strontium (Sr; e.g., strontium calcite) (Mackenzie et al., 1983). Some trace metals, such as iron (Fe) and zinc (Zn), have been found to enhance mechanical properties of biomineralized structures (e.g., iron oxides, zinc oxides), and inspire the development of anthropogenic biomaterials (Meyers et al., 2008; Agaogullari et al., 2012; Naleway et al., 2016).

To better understand the link between environmental change and fitness, we set out to elucidate the relationships among physicochemical variables (temperature, salinity, DO, and pH) and skeletal traits (morphological, biomineral element composition, material properties and microstructure) of S. fragilis across the southern California OMZ. Our main objective was to measure variability of S. fragilis across four depth zones (Shelf, OLZ, OMZ, and Lower OMZ) with associated differences in temperature, salinity, DO, and pH. We compared the following five potential fitness traits: (i) size (test diameter), (ii) gonad index, (iii) biomineral element composition, (iv) material properties (hardness and stiffness), and (v) test microstructure (porosity). We hypothesized that S. fragilis in the Shelf zone would exhibit the highest mean size and gonad index, strongest skeletal tests, and lowest porosity compared to conspecifics in OLZ, OMZ, and LOMZ depth bins because the unfavorable environmental conditions in these zones (lower T, O2, pH, and food availability) should limit calcification, growth, and gonadal production.



MATERIALS AND METHODS


Field Sampling

To better understand the relationships of urchin body size, reproductive potential, and various biogeochemical, biomechanical, and material properties across multiple environmental gradients, Strongylocentrotus fragilis individuals were collected from various depths between 77 and 1,116 m throughout the SCB using depth-stratified otter trawls over a period of four years between July 2012 and July 2016 (see Sato et al., 2017). Urchins were collected year-round in collaboration with the Southern California Coastal Water Research Project's Bight'13 Trawl Survey (2013), the National Oceanic and Atmospheric Administration (NOAA) West Coast Groundfish Bottom Trawl Survey (2014), as well as Scripps Institution of Oceanography (SIO) course cruises and SIO student cruises in 2014–2016 on the R/V Robert Gordon Sproul, the R/V New Horizon, and the R/V Melville. During each trawl, the GPS coordinates and bottom depth of the trawl start location were recorded (Supplementary Material, Table S1). Upon retrieval, ~25 S. fragilis urchins were haphazardly selected, frozen at −20°C on board and transported back to the laboratory at SIO where they were maintained in a −20°C freezer until analysis.

For elemental, biomechanical, and porosity analyses, a subset of urchins were selected from the following four depth zones, corresponding to the concomitant environmental variables (Figure 1 and Table 1): continental shelf (Shelf; 80–200 m), oxygen limited zone (OLZ; 201–450 m), oxygen minimum zone (OMZ; 451–900 m), and lower oxygen minimum zone (LOMZ; 901–1,116 m).



Table 1. Mean values (± 1 SE) of hydrographic variables (Depth, Temperature, Salinity, Oxygen, and in situ pHTotal), gonad index (% weight) and total length of the test diameter of urchins separated by depth zone bin.
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Hydrographic Data

Each SCB trawl was assigned a single value for temperature, salinity, DO, and pH near (<10 m from seafloor) or on the seafloor (Figure 1). Hydrographic data were obtained in one of three ways: (1) During the 2014 NOAA survey cruise, conductivity, temperature, depth, and dissolved oxygen sensors (CTD-O2) (Sea-Bird Scientific, Bellevue, WA, USA, SBE 19plus) were directly attached to the trawl net. These recorded in situ temperature (°C), salinity (PSU), and DO (μmol kg−1). (2) During the SIO cruises, CTD-O2 casts (Sea-Bird Scientific, Bellevue, WA, USA) were conducted immediately before the trawls were deployed. (3) Historical CTD-O2 data from quarterly hydrographic cruises conducted by the California Cooperative Oceanic Fisheries Investigations (CalCOFI) were obtained from the CalCOFI station, sampling date and depth nearest in space and time to the trawl providing urchins. Although direct comparison of hydrographic data across methods was not possible because data were collected at different locations and times, each instrument was pre-calibrated according to manufacturer specifications or by applying a linear correction based on discrete samples (Nam et al., 2015).

Data for pHTotal were obtained in two ways: (1) In San Diego, discrete water samples were taken at depths by CTD rosette corresponding to urchin trawls aboard the R/V Melville during the student-led San Diego Coastal Expedition cruises in June/July and December 2012. Briefly, water samples were collected in Pyrex serum bottles following standard procedures (Dickson et al., 2007). Within 4 h of collection, pH was analyzed spectrophotometrically onboard at 20°C using unpurified m-cresol purple as indicator dye. The pH data accuracy and precision were ± 0.02 (1 s.d.) and ± 0.0015, respectively, when compared to certified reference materials (Takeshita et al., 2015). For further discussion, see Nam et al. (2015) and Takeshita et al. (2015). (2) For urchin collection sites in Santa Barbara (<500 m), pHSeawater was calculated using a robust empirical relationship with temperature and dissolved oxygen concentration (r2 = 0.98, root mean square error = 0.024) determined by Alin et al. (2012). pHSeawater values were converted to the pHTotal scale using the “pHconv” function in the R package seacarb. All pHTotal values were corrected to reflect in situ conditions using the “pHinsi” function with dissociation constants from Lueker et al. (2000) and Dickson (1990).

Data in the upper 500 m are comparable to mean results of Nam et al. (2015), which described the seasonal variability of multiple underreported hydrographic variables at a relatively high spatial sampling resolution. Our results below 500 m to basin depths (>1,000 m), are also consistent with a persistent, well defined OMZ documented in previous published datasets (Nam et al., 2015).



Laboratory Analyses

Urchin Size and Gonad Index

Urchin size and reproductive potential were compared across depth zones to assess relative habitat quality. Frozen urchins were thawed and rinsed clean in the laboratory prior to dissection. Spines were removed prior to measurement of the individual urchin test length diameter (TLD) via calibrated dial calipers to the nearest 0.1 mm. Wet weights of gonads (five lobes) were measured along with the weight of each individual drained of its internal fluids to the nearest 0.001 gram. Gonad Index was calculated as the ratio of gonad wet weight to body weight.

Biomineral Element Composition of Tests

Multiple elements were measured in the calcified material to better understand the relationships among environmental conditions and mechanical and structural properties. Up to 10 interambulacral ossicle plates from each urchin, located 3–4 ossicles from the apex (dorsal surface), were dissected and air-dried in glass vials. Ossicles were transferred to a trace element clean room and placed in 5 mL plastic vials that had been pre-washed with 10% nitric acid. The ossicles were then soaked in a clean solution of 15% Optima grade hydrogen peroxide (Fisher Chemical) buffered with 0.05 M Suprapur sodium hydroxide (EMD Chemicals) for approximately 24 h to remove organic tissue, rinsed in ultrapure water three times, and set to dry under a Class-100 laminar flow hood for approximately 48 h. A total of one to five ossicles from each individual were weighed together (4–15 mg total weight) and placed in pre-cleaned Teflon vials for digestion with 1 ml of concentrated Teflon-distilled (TD) nitric acid (14.7 M HNO3) on a hotplate at 100°C for >24 h. Digested samples were dried down, re-acidified with 0.5 mL TD HNO3, doped with a 1 ppm indium solution (to monitor instrumental drift), and diluted with 3 mL of ultrapure water to achieve a dilution factor of 250 ×. Samples were further diluted to achieve a final dilution factor of 8,000 × prior to solution-based analysis using a ThermoScientific iCAPq inductively coupled plasma-mass spectrometer (ICP-MS; Thermo Fisher Scientific GmbH, Bremen, Germany), mass calibrated on the day of analysis. Atomic masses of the elements of interest (10B, 11B, 25Mg, 26Mg, 31P, 42Ca, 44Ca, 55Mn, 57Fe, 60Ni, 66Zn, 68Zn, 86Sr, 87Sr, 110Cd, 111Cd, 137Ba, 238U) were measured for 30 ratios, resulting in internal precision of better than 2% (2 s.d.). Elements were corrected for total mole fraction. Total procedural blanks run with samples represented <3% of the measurement for all elements. Raw data were corrected off line for instrument background, drift and blank. Samples were bracketed by internal standards of Cancer productus crab carapace (n = 4), which allowed for calculation of absolute values, although we report ratios relative to mol Ca−1. The crab standards yielded external precision of better than 2% for each element, including Ca (2 s.d.) and were calibrated relative to solution and powder standards by bracketing and standard addition procedures. The elements B, P, Ba, and Mn were not included in the NMDS analysis if data were flagged with greater than 2% internal precision.

Seawater Element/Ca ratios (ESW/CaSW) from published datasets collected from sites in the California Current (Biller and Bruland, 2013) and the north Pacific Ocean (Supplementary Material, Figure S1) were used to compare with ICP-MS results. Due to low sample sizes of urchins in LOMZ, these urchins were grouped with OMZ urchins (Table 2). Partition coefficients for each element (DE) in urchin tests were calculated using the equation,
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where E represented the element concentration and Ca was the calcium concentration (in the urchin ossicles as measured by ICP-MS and in seawater as estimated from published datasets).



Table 2. Mean values (± 1 SE) of hydrographic variables (Depth, Temperature, Salinity, Oxygen, and pHTotal) and [E/Caurchin] ratios of Strongylocentrotus fragilis urchin tests separated by depth zone bin.
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Test Biomechanical Properties

To evaluate potential susceptibility to predation by crushing across depth zones, hardness (i.e., resistance to permanent indentation) and stiffness (i.e., elastic modulus, or resistance to elastic deformation) of each ossicle were measured using a nanoindentation materials testing machine (Nano Hardness Tester, Nanovea, Irvine, CA, USA) equipped with a 200–μm diameter spherical tip. Ossicle surfaces were smoothed using ultra fine sandpaper (P6000) and then rinsed with MilliQ water and dried under a hood. Sanded ossicles were mounted with super glue onto a steel block (Supplementary Material, Figure S2). Indentations were performed by penetrating into each ossicle with a maximum load of 30 mN and loading and unloading rates of 60 mN min−1. A total of three to five indents were made on each ossicle (1–2 ossicles from each individual, n = 8–15 indiv. depth zone−1). All indents were spaced sufficiently apart (a minimum of 10 times the penetration depth) to avoid influence from adjacent indents.

Test Porosity

To better understand the structural implications of variable environmental conditions and drivers of biomechanical properties, test porosity was also determined across depth zones. Replicate ossicles (also located 3–4 interambulacral plates away from the apex) were bisected using a razor blade, carefully cleaned using a paintbrush under a stereomicroscope, secured to a double 90° SEM mount revealing the cross-section (Supplementary Material, Figure S3), and sputter coated with iridium (Emitech sputter coater K575X) for image analysis using scanning electron microscopy (SEM). Images of urchin plate cross-sections (three per plate) were obtained at 300–400 × magnification using an ultra-high-resolution SEM (FEI XL-30 SFEG Scanning Electron Microscope) set to an acceleration voltage of 5 kV to achieve a resolution of 2.5 nm. SEM micrographs were analyzed for porosity (%) by calculating the ratio of pore area to total area of the micrograph using ImageJ (Supplementary Material, Figure S3; Schneider et al., 2012). The color threshold for each 2-D SEM micrograph was adjusted using either a mixed or traditional segmentation algorithm in the DiameterJ Segmentation plugin (Hotaling et al., 2015). For each micrograph, the output result that best fit the original was manually determined from 16 possible black and white images. The outlines of segments or pores (pore size area: 0-infinity μm2) were determined automatically, and the area (μm2) of each pore was calculated (Supplementary Material, Figure S3). Outlined areas were visually inspected for detection errors and manually traced using the polygon tool if needed. The mean 2-D porosity for each ossicle (i.e., individual urchin), and the mean porosity and variance for each depth zone (n = 5 individual urchins per depth zone) were calculated.

High-resolution micro-computed tomography (HR-μCT) was used to explore the spatial variability of porosity within individual ossicles and to obtain more accurate estimations of three-dimensional porosity. Single ossicles from 333 m and 1,116 m were selected to represent a broad range in physicochemical environments. Each ossicle was embedded in epoxy and scanned with an isotropic voxel size of 400 nm at a 40 kV acceleration voltage. The rotation angle and tilt increment were set at 360° and 0.2°, respectively, using a MicroXCT-200 scanner (Xradia, Pleasanton, CA) at the National Center for Microscopy and Imaging Research facility (University of California, San Diego). Each scan was selected for visualization using Amira software (FEI Visualization Sciences Group, Burlington, MA). Distribution of surface porosity was visualized by creating volume renderings of each ossicle and adjusting the threshold range limits (i.e., average range threshold limits and upper range (low porosity) threshold limits). To quantify 3-D porosity for each sample, a 200–μm sided box was haphazardly placed inside the initial scan file, additional volume renderings were created, and the percent porosity was calculated from Material Statistics outputs.



Statistical Analyses

To examine the environmental (e.g., depth, temperature, salinity, DO, pHTotal) and zonal effects (e.g., Shelf, OLZ, OMZ, and LOMZ) on urchin test size, gonad index, single element concentrations, hardness, stiffness, and porosity, the data were tested for normality using the Shapiro-Wilk test and homogeneity of variances using the Breusch–Pagan test. In each univariate analysis, where assumptions of normality and homoscedasticity were met, parametric tests such as linear regression with hydrographic variables as explanatory factors or one-factor analysis of variance (ANOVA) with depth zone as a factor were employed. If the data violated these assumptions, the Box-Cox power transformation in R was used to transform the data. If the transformation did not improve normality or homoscedasticity of the data, then non-parametric tests were used. Specifically, Kruskal-Wallis tests were used to compare TLD and gonad index across zones, followed by post hoc Dunn's tests to analyze differences between zones. One-way ANOVAs were employed to compare mechanical properties of ossicles (i.e., hardness, stiffness) and ossicle 2-D porosity across zones, followed by Tukey HSD tests to analyze differences between zones.

Non-metric multidimensional scaling (NMDS) ordinations were employed to evaluate the multi-elemental biomineral composition patterns among urchins collected from different depth zones. Urchin samples were organized and analyzed based on their origin of collection at four depth-, temperature-, salinity-, pH-, and oxygen-related zones (e.g., Shelf, OLZ, OMZ, and LOMZ). Mole fraction ratios of element to calcium were converted to mmol mol−1 or μmol mol−1 (for standardization purposes) and square-root transformed prior to Bray-Curtis distance similarity matrix calculation using the vegan package (v. 2.4-2) in R (Oksanen et al., 2017). Elements and hydrographic variables were tested for ordination significance based on a permutation test with 999 iterations using the function “envfit” (vegan package) with equally weighted “sites” (i.e., indiv. urchins). Vectors of variables with a significance of p < 0.05 were scaled relative to their correlation coefficient and plotted onto the 2-D ordination space.




RESULTS

Multiple fitness-related traits were compared across multiple concomitant environmental gradients to better understand the potential implications of future climate change in a region characterized by expanding low-oxygen, low-pH zones. Large differences were seen across depth zones, with all trait patterns pointing to the model urchin species, Strongylocentrotus fragilis, having the highest fitness in the Shelf zone and lowest in the OMZ. Biomineral elemental composition of calcified test ossicles revealed significant linear relationships of only Mg and Sr with some environmental variables (i.e., temperature, oxygen, and salinity).


Urchin Size and Gonad Index

Urchin test length diameter (TLD) ranged from 22.3–88.1 mm (Table 1; n = 656 indiv.; 53 sites). Mean TLD was significantly different between Shelf, OLZ, and OMZ (Figure 2A; Kruskal-Wallis: χ2 = 111.11, p < 0.001), but not OLZ and LOMZ. The mean TLD of S. fragilis in the Shelf zone was ~25% greater than in the OLZ, ~30% greater than in the OMZ, and ~15% greater than in the LOMZ (Dunn's test: p ≤ 0.001). On average, S. fragilis TLD in the OMZ (core region) were ~5% smaller than in the OLZ and ~10% smaller than in the LOMZ (p < 0.05).
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FIGURE 2. Representation of Strongylocentrotus fragilis traits across depth zones. (A) Total length of diameter (TLD; mm) of tests collected throughout the SCB. (B) Mean Gonad Index (GI). Error bars are standard errors and numbers in barplots are numbers of dissected urchins (N). Shelf = <200 m; OLZ = Oxygen Limited Zone (22–60 μmol oxygen kg−1); OMZ = Oxygen Minimum Zone core (<22 μmol oxygen kg−1); LOMZ = Lower Oxygen Minimum Zone (>900 m where dissolved oxygen begins to increase).



Mean gonad index (GI) of S. fragilis was significantly different among depth zones (Figure 2B; Kruskal-Wallis: χ2 = 107.35, p < 0.001). Mean GI in the Shelf zone was ~40% greater than in the OLZ, ~250% greater than in the OMZ, and ~60% greater than in the LOMZ (Dunn's test: p ≤ 0.001). Mean GI in the OMZ was ~60% lower than in the OLZ and ~55% lower than in the LOMZ (Dunn's test: p ≤ 0.006). There was no significant difference in mean GI between the OLZ and the LOMZ (Dunn's test: p = 0.12). Urchins were collected primarily during summer months (Supplementary Material, Table S1), which minimized the effect of seasonal variability on these results; see Sato et al. (2018) for seasonal changes in S. fragilis reproductive cycle.



Biomineral Element Composition

For a total of 70 out of 103 samples used in subsequent analyses, each element was detected without being flagged for having greater than 2% internal precision. The Sr/Ca ratio in the calcified test ossicles was positively related to temperature (Figure 3A; Linear Regression: r2 = 0.34, p = 0.028) and DO (Figure 3B; Linear Regression: r2 = 0.41, p = 0.014), but not salinity, pH or depth. Mg/Ca ratios of all ossicles were <0.025 (Table 2). Mg/Ca ratios were positively related to temperature (Figure 3C; Linear Regression: r2 = 0.39, p = 0.018) and negatively related to salinity (Figure 3D; Linear Regression: r2 = 0.46, p = 0.018), but there was no relationship with DO, pH, or depth. There were no significant relationships of the remaining element to Ca ratios (Fe/Ca, Zn/Ca, Ni/Ca, Cd/Ca, U/Ca, and P/Ca) with any environmental variables. Mean molar ratios (± 1 s.e.) of all elements to Ca are shown in Table 2.


[image: image]

FIGURE 3. Relationships of test ossicle elemental concentrations and hydrographic variables. Ratios of Sr/Ca (mol mol−1) with (A) temperature and (B) dissolved oxygen. Ratios of Mg/Ca (mol mol−1) with (C) temperature and (D) salinity. Black solid lines indicate the best fit line result of linear regression. Dashed lines indicate 95% confidence intervals. Error bars are ± 1 standard error.



There were significant relationships between the ratios of Fe/Ca and Cd/Ca in tests and in seawater (Figure 4). We found greater Fe concentration in tests in response to greater Fe concentrations in seawater (Figure 4A; Linear Regression: r2 = 0.99; p < 0.001), and lower Cd concentration in tests in response to greater Cd concentrations in seawater (Figure 4B; Linear Regression: r2 = 0.99; p < 0.001). Although similar positive (Mg, U, Ni) and negative (Sr, P, Zn) trends were observed for other elements, these relationships were not significant (Linear Regression: p > 0.05; Supplemental Material, Figure S4). The partition coefficient (DE) was >1 for Ni, Zn, Cd and Fe, and <1 for Mg, Sr, P, and U (Figure 4C). For elements with DE >1, DE was highest in urchins from the Shelf and lowest in urchins from the OMZ.
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FIGURE 4. Relationships between element to calcium ratios in Strongylocentrotus fragilis test plates (E/Caurchin) and element to calcium ratios in seawater (E/CaSW) within different depth zones. E/Caurchin were averaged across depth bins, Shelf (green), Oxygen Limited Zone (red), and Oxygen Minimum Zone / LOMZ (blue). Black lines indicate significant linear regression relationships which yielded empirical partition coefficients (Dmetal) for (A) Cd and (B) Fe. Error bars indicate ± 1 standard error. (C) Natural log-transformed ratios of elemental incorporation in Strongylocentrotus fragilis E/CaUrchin versus element concentration ratios in seawater E/CaSW. Ln values >0 indicate E/CaUrchin >E/CaSW. Values <0 indicate E/CaUrchin <E/CaSW. Elemental concentrations of various elements in seawater (Mg, Sr, P, U, Ni, Zn, Cd, Fe, and Ca) in the upper 1,000 m of the water column were extracted from Biller and Bruland (2013) and Dr. Kenneth Johnson's Periodic Table of Elements in the Ocean. Available online at: http://www.mbari.org/science/upper-ocean-systems/chemical-sensor-group.





Test Mechanical Properties

Mean hardness of skeletal test ossicles ranged from 0.06 to 0.18 GPa (Figure 5A). Ossicles from the Shelf zone were approximately 188% harder than those in the OMZ and 110% harder than those collected from the OLZ and the LOMZ (Figure 5A; 1-way ANOVA: F(3,42) = 11.22, p < 0.001; Tukey HSD: p ≤ 0.005). Mean hardness of OMZ urchin ossicles was 32% lower than those from the LOMZ, but this was not statistically significant (Figure 5A; Tukey HSD: p > 0.05).


[image: image]

FIGURE 5. Mean biomechanical and material properties of Strongylocentrotus fragilis across depth zones. (A) Hardness (GPa). (B) Stiffness (i.e., Elastic Modulus). (C) % Porosity. (D) Area per pore (μm2). White numbers inside bars indicate number of individual urchin replicates. Errors bars indicate +1 standard error. Shelf = <200 m; OLZ = Oxygen Limited Zone (22–60 μmol oxygen kg−1); OMZ = Oxygen Minimum Zone core (<22 μmol oxygen kg−1); LOMZ = Lower Oxygen Minimum Zone (>900 m where dissolved oxygen begins to increase).



Mean stiffness (i.e., elastic modulus) of test ossicles ranged from 2.69 to 10.10 GPa (Figure 5B). Stiffness values were square-root transformed, and significant differences were found among depth zones (Figure 5B; 1-way ANOVA: F(3,42) = 17.78, p < 0.001). Mean stiffness of the ossicles from Shelf zone was between 140–280% greater than that of ossicles from the other three depth zones (Figure 5B; Tukey HSD: p < 0.001).



Porosity

Two-dimensional porosity (% pore area) of cross sections of test ossicles ranged from 35% in samples collected from the Shelf to >45% in LOMZ samples and differed significantly across depth zones (Figure 5C; 1-way ANOVA: F(3,15) = 9.143, p = 0.001). Mean 2-D porosity of Shelf urchin ossicles was 19% lower than OMZ urchin ossicles (Tukey HSD: p = 0.004) and 22% lower than LOMZ urchin ossicles (p = 0.001). Consistent with the change in porosity, the mean pore size was significantly different across depth zones (Figure 5D; 1-way ANOVA: F(3,15) = 9.542, p < 0.001). Mean pore size in the LOMZ was almost double that of the Shelf urchins (Tukey HSD: p < 0.001).

Analysis of HR-μCT scans for 3-D assessment revealed significant variability in porosity across the outer surface and within the sponge-like stereom of the ossicle (Supplementary Material, Figure S5). 3-D porosity analysis from 200-μm-sided volume renderings of urchins from both 333 m and 1116 m exhibited ~80% pore space compared to the 2-D porosity estimates of 35–45% (Figure 5D).



Multivariate Test Properties

NMDS ordination analysis resulted in significant correlations of multiple elements and mechanical response variables within the 2-D ordination space (Supplementary Material, Figure S6; 2-D stress = 0.08). Magnesium was not correlated with nanohardness as originally hypothesized. Instead, Sr/Ca, Ni/Ca, and the lack of Cd/Ca appeared positively correlated with S. fragilis test hardness and stiffness. U/Ca appeared to be positively correlated with pore size and total porosity within the test structure.




DISCUSSION

Results offer new insights into the evolutionary and ecological consequences of multiple climate change parameters on fitness traits of a model species including its structural properties and potential vulnerability to crushing predators. Sea urchins are generally thought to be vulnerable to the chemical changes in marine systems associated with acidification, and presumed deoxygenation (Dupont et al., 2010; Kroeker et al., 2010; Kurihara et al., 2013), but previous studies have not considered urchins exposed to deeper intermediate waters. In southern California, for example, the upper boundary (60 μmol kg−1) of the OLZ has shoaled by as much at 100 m over the past 25 years (Bograd et al., 2008, 2015). This change coincides with an upslope expansion of deep-water sea urchin species, including the pink sea urchin, Strongylocentrotus fragilis, and an apparent habitat compression for a shallower urchin species, Lytechinus pictus (Sato et al., 2017). The observed shoaling of low oxygen zones coupled with predicted acidification and undersaturation of subsurface waters with respect to calcium carbonate mineral phases (Alin et al., 2012; Gruber et al., 2012; Bograd et al., 2015) present the impetus to better understand the functional implications of multiple climate change drivers on key taxa like S. fragilis in southern California. We compared urchin size (test diameter), gonad index, biomineral element composition, material properties (hardness and stiffness), and test microstructure (porosity) of S. fragilis across four depth zones (Shelf, OLZ, OMZ, and Lower OMZ). Our results support our hypothesis that S. fragilis in the Shelf zone exhibited higher fitness properties compared to those in OLZ, OMZ, and LOMZ depth bins.


Size and Reproductive Potential

S. fragilis may respond to unfavorable future acidification and deoxygenation by either shrinking in size (Figure 2A), as seen in other animals (Piersma and Drent, 2003), including S. purpuratus (Ebert, 1967, 1968), by limiting gonad production (Figure 2B), or by growing slower (Sato et al., 2018). Availability of the preferred food, sunken kelp detritus, likely plays an important role in the trait differences seen in S. fragilis from the Shelf compared to other zones (Figures 2, 4). Using remotely operated vehicles (ROVs), Sato et al. (2018) observed aggregations of S. fragilis feeding on giant kelp detritus at depths shallower than 500 m, but no aggregations were seen on sunken detritus deeper than 500 m. Smaller urchins with significantly reduced GI in the OMZ support previous findings of reduced relative growth rates (Sato et al., 2018), which is consistent with the theory that increased food availability may mitigate negative impacts on growth and gonad production (Ebert, 1968; Dupont et al., 2013). However, deep-sea urchin food availability remains underrecorded in this region indicating that more data are required to better understand how S. fragilis will be impacted by future OA and deoxygenation.

A subtropical urchin species, Hemicentrotus pulcherrimus, exposed to elevated pCO2 (1,000 μatm) for 16 days exhibited an initial suppression of food intake and a subsequent delay in gonad production and reproductive phenology after longer-term exposure to elevated CO2 conditions (Kurihara et al., 2013). Since no effect was found on growth rate or respiration rate, the authors suggested that the reduced feeding could negatively affect the quality of H. pulcherrimus eggs (size and nutrient content). Although we did not investigate the quality of S. fragilis eggs, it is quite likely that OMZ urchins received less food input in the form of allochthonous kelp than those in the Shelf zone, as reflected by their smaller size and lower gonad index. Furthermore, the gonad index of S. fragilis from the OMZ in this study was lower than previously reported GIs measured in urchins from a repeat OLZ station (~350 m) over 4 years (Sato et al., 2018). Here we found significantly larger individuals with higher gonad indices in the LOMZ compared to the OMZ core, which suggests that physicochemical factors like pH and oxygen are likely key drivers in gonad production and growth processes.



Microstructure and Biomechanics

The observed increases in 2-D porosity and mean pore size of tests seen at OLZ, OMZ, and LOMZ depths relative to conspecifics from Shelf depths (Figures 5C,D) are consistent with the hypothesis that sublethal effects on form and function may occur under energetically stressful conditions (Todgham and Hofmann, 2009; Byrne et al., 2014). Although recent evidence suggests some urchin species including the congener, S. purpuratus, may have the evolutionary capacity to adapt or acclimatize to OA levels expected under “business-as-usual” CO2 emission scenarios (Kelly et al., 2013; Hofmann et al., 2014), fitness trait responses to OA and other potential climate change parameters are context-dependent (e.g., species, life-history stage; Dupont et al., 2010; Padilla-Gamiño et al., 2013; Dubois, 2014). Compared to shallow-water urchin species, S. fragilis appears to have a more limited ability to regulate acid-base balance of its extracellular fluids in response to month-long exposure to decreased pHTotal (~7.2) levels, which were predicted to simulate year 2300 conditions in the OMZ (Taylor et al., 2014). In contrast, a temperate shallow urchin species (Paracentrotus lividus) was shown to regulate extracellular pH by compensating coelomic fluid acidosis with both bicarbonate and non-bicarbonate buffers (Collard et al., 2013, 2014); and P. lividus exhibited no significant differences in the mechanical properties of its skeletal test after long-term exposure (12 months) to future pCO2 scenarios (Collard et al., 2016).

Regulation of internal pH for calcification is thought to be energy intensive (McCulloch et al., 2012), and if food availability is limited, energy allocation also might shift away from calcification and growth to other physiological functions (e.g., see Hennige et al. (2015) for cold water corals). Higher 2-D porosity and larger pore sizes of S. fragilis in the OLZ, OMZ, and LOMZ compared to those at Shelf depths are consistent with previous findings that pH and DO are strongly related to growth rate (Sato et al., 2018). Alternatively, the critical proteins, glycoproteins, and polysaccharides responsible for biomineral crystal nucleation may be in higher demand within the organic matrix during S. fragilis skeletogenesis in these zones (Hermans et al., 2010; Addadi and Weiner, 2014). Comparative analysis between proteomes of S. fragilis and the shallow-water congener, S. purpuratus by Oliver et al. (2010) concluded that genes responsible for skeletal development and sulfur metabolism (e.g., carbohydrate sulfotransferases) were expressed more in S. fragilis relative to S. purpuratus. These results provide further evidence that S. fragilis is better adapted to potentially grow at deeper, energetically costly depths despite the greater demand to produce precursor macromolecules for skeletogenesis (Mann et al., 2008) and maintain extracellular acid-base regulation of internal fluids (Taylor et al., 2014).



Test Minerology

Biocalcification rates by echinoderms (e.g., sea urchins, sea stars, brittle stars, crinoids) contribute significantly to calcium carbonate production on a global scale (Lebrato et al., 2010). Some sea urchins, but not all (Presser et al., 2010), produce skeletal tests containing ~12–18% mol% MgCO3 (Chave, 1954; Andersson et al., 2008; Lavigne et al., 2013; Lebrato et al., 2016), which are more soluble than tests with lower MgCO3. S. fragilis skeletal test ossicles collected across all SCB sites spanning multiple environmental conditions, revealed low mean (±1 s.e.) concentrations of Mg (0.019 ± 0.001 mol mol Ca−1, i.e., 1.9% MgCO3), which suggests that the Mg content of their skeletal tests falls in the lower end of values documented for sea urchin species (range: ~0.042–0.19 mol Mg mol Ca−1) collected from natural environments (see Supplementary Table in Lebrato et al., 2016). Calcite with lower amounts of Mg is less soluble than other common biogenic mineral phases of calcium carbonate such as aragonite, which is deposited by corals (Andersson and Mackenzie, 2012) and pteropods (Bednaršek et al., 2016, 2017). The low MgCO3 content found in S. fragilis tests provides additional support to previous conclusions about their high tolerance to low pH, low oxygen waters in the southern CA OMZ (Sato et al., 2017). The low-Mg calcite may provide S. fragilis potentially higher mineral stability and tolerance to low-pH and low seawater carbonate saturation state conditions (e.g., ocean acidification). Although our findings support this hypothesis, further analyses are required on other species, whole individuals, spines, and early life-history stages to fully characterize the variability of Mg incorporation (Lavigne et al., 2013; Byrne et al., 2014).

Dissolved metals have been used as paleoceanographic environmental proxies to help reconstruct past seawater conditions (Hönisch and Allen, 2013; Janssen et al., 2014) and in ecology as environmental markers to model dispersal and population connectivity (Levin, 2006; Fodrie et al., 2011). Elements such as Sr, cadmium (Cd), and manganese (Mn), have been used as environmental proxies for seawater temperature, dissolved oxygen, and pH (Marchitto et al., 2000; Russell et al., 2004; Tribovillard et al., 2006; Walther and Limburg, 2012; Limburg et al., 2015; Supplementary Material, Table S2), but the underlying mechanisms for linking the environmental exposure history of the organism to the boron (B) and uranium (U) content of their carbonate are poorly known (Frieder et al., 2014; Levin et al., 2015). At the same time, some heavy metals (e.g., Zn, Cd, and nickel (Ni)) are considered to be toxic to marine organisms in low concentrations (Fairbairn et al., 2011; Chiarelli and Roccheri, 2014; Kanold et al., 2016). Calcification mechanisms in adult echinoids and other calcifiers are poorly understood (see Politi et al., 2004 and Von Euw et al., 2017), and any future attempts at proxy development using calcitic S. fragilis tests will depend on the extent to which S. fragilis controls calcification biologically.

Despite such small variation in Mg/Ca (s.d. = 0.5%), we detected positive relationships of Mg in S. fragilis with temperature and salinity (Figures 3C, D) and of Sr content with temperature and oxygen (Figures 3A,B). Although we used mean environmental values in our analyses, these relationships are consistent with results of previous studies on echinoid urchins and other calcifying taxa (Chave, 1954; Moberly, 1968; Mackenzie et al., 1983; Levin et al., 2015; Williams et al., 2017). The positive linear relationship between Sr content and mean dissolved oxygen (Figure 3A) is also consistent with the linear relationship between relative growth rate and dissolved oxygen content across the depth range described for S. fragilis in Sato et al. (2018). The important influences of growth rates and other biologically mediated vital effects on Mg and Sr incorporation during skeletogenesis confound the development of trace elements as environmental proxies in S. fragilis (Chave, 1954; Weiner and Dove, 2003). However, our ability to detect linear trends of small variations in Mg/Ca and Sr/Ca over a broad spatial range and environmental conditions combined with trace metal incorporation warrants further hypothesis testing under controlled laboratory conditions.

Partition coefficients (DE) greater than 1 (Ni/Ca, Zn/Ca, Cd/Ca, and Fe/Ca) could suggest that S. fragilis may actively control the incorporation of these trace metals into the test (Figure 4C). Alternatively, S. fragilis may actively remove these elements from the test organic matrix to avoid the potential lethal effects of toxic dissolved metal ions or molecules (e.g., Zn2+ and CdCl+), which has been demonstrated in other urchin species albeit at likely different environmental concentrations (Fairbairn et al., 2011; Chiarelli and Roccheri, 2014). For these trace metals, higher partition coefficients in urchins from the Shelf relative to those in deeper depth bins may also suggest a decrease in the efficiency of elemental uptake during calcification in unfavorable conditions (Figure 4C). However, the lower partition coefficients in OLZ and OMZ depth bins may support an alternative non-biological uptake hypothesis, i.e., that foreign ions precipitate inorganically from the calcification fluid as a result of variable growth rates and by extension, calcification rates (Lavigne et al., 2013). Notably, these passive “kinetic effects” of trace elemental incorporation in biogenic calcareous structures are not well understood.

Although the DMetal in S. fragilis appears to be exceptionally high for several elements (Table 2), it is possible that these could be overestimations given chemical observations of significantly higher concentrations of these elements (Fe, Mn, Co, Cu) in the benthic boundary layer where urchins live relative to the adjacent water column (Biller and Bruland, 2013). Low-pH environments can limit the bioavailability of other elements (e.g., Zn, Cd), but the majority of trace metal and acidification studies focus on phytoplankton (Kim et al., 2016). However, the mechanisms of trace metal incorporation during calcification in urchins is largely unexplored. Gaps in knowledge concerning the microenvironments in which soft-sediment urchins grow limit our ability to fully understand how vital effects control incorporation of trace metals into S. fragilis tests and by extension, mechanical properties (Naleway et al., 2016) and fitness (Byrne et al., 2014).

The opposing directions of the relationships between E/Cacalcite and E/CaSW in Cd and Fe (Figures 4A,B) raises questions about why S. fragilis differentially incorporates these trace metals into the skeletal test (Milton and Chenery, 2001). The strong negative relationship between hardness and Cd/Cacalcite (Supplementary Material, Figure S6) suggests that Cd could have a direct or indirect negative effect on the hardness of the calcitic test. The tight coupling between dissolved Cd and phosphate, [image: image], is well known in oxygenated waters (>75 μmol kg−1), but this coupling breaks down in oxygen-deprived zones (<75 μmol kg−1) because Cd sulfide (CdS) precipitates where sulfide is present, especially in OLZ and OMZ sediments (Janssen et al., 2014). S. fragilis calcite from Shelf urchins contains approximately two times more Cd than OMZ urchins and approximately 30% more Cd than OLZ urchins (Table 2). Although sulfur was not measured in the urchin calcite, S. fragilis is capable of metabolizing sulfur as demonstrated by positive selection for carbohydrate sulfotransferase genes (Oliver et al., 2010), suggesting low oxygen environments may be indirectly linked to multiple fitness trait responses. However, S. fragilis larval ecology, dispersal distances, and gene flow across populations require further investigation to better understand its capacity to adapt to rising acidity and declining oxygen throughout its biogeographic range.




CONCLUSIONS

The relatively low solubility of calcite with low Mg content compared to other mineral phases of CaCO3 (e.g., aragonite, high-Mg calcite, amorphous CaCO3) may suggest a potential evolutionary strategy selected for in S. fragilis to tolerate unfavorable carbonate chemistry conditions (Lebrato et al., 2016). It is possible however, that maintenance of low Mg-calcite (0.02 mol mol−1) and calcification in the Oxygen Limited Zone and Oxygen Minimum Zone, occurs at the expense of other fitness-related traits such as size, reproductive potential, and growth (Sato et al., 2018). Although S. fragilis may be more tolerant of future climatic changes than other species, our results suggest that S. fragilis is more vulnerable to the future upslope expansion of OMZs and calcium carbonate undersaturated waters than previously thought (Taylor et al., 2014; Sato et al., 2017). Higher porosity, larger pore sizes, and softer, more pliant/flexible skeletal tests found in persistently low pH (7.57–7.59) and low dissolved oxygen (13–42 μmol kg−1) zones could reduce S. fragilis fitness by making them more vulnerable to crushing predators on the slope such as lithodid crabs or predatory fish, which may currently avoid low pH, low oxygen zones. On the other hand, S. fragilis' ability to tolerate these low pH, low oxygen conditions may provide protection from some predators if they do not have the same tolerance.
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Short-term hypoxia that lasts just a few days or even hours is a major threat for the marine ecosystems. The single effect of the human-induced levels of hypoxia and other anthropogenic impacts such as elevated pCO2 can reduce the ability of preys to detect their predators across taxa. Moreover, both processes, hypoxia and elevated pCO2, are expected to co-occur in certain habitats, but the synergic consequences of both processes and the ability of fish to recover remain unknown. To provide empirical evidence to this synergy, we experimentally evaluated the risk-taking behavior in juveniles of the European seabass (Dicentrachus labrax), an important commercial fisheries species after recovering from short-term hypoxia and different pH scenarios. The behavior of seabass juveniles was monitored in an experimental arena before and after the exposure to a simulated predator and contrasted to control fish (BACI design) (current levels of hypoxia and elevated pCO2) using a mechanistic function-valued modeling trait approach. Results revealed that fish recovering from elevated pCO2, alone or combined with hypoxia, presented less avoidance behavior in failing to seek refuge when a simulated predator was present in the arena compared to those exposed to control pCO2 levels. Our results show that recovery from short-term exposure to acidification and hypoxia was not synergistic and suggest that recovery from acidification takes longer than from short-term hypoxia treatment through a potential effect on the sensorial and hence behavioral capacities of fish.

Keywords: recovery, behavior, hypoxia, elevated pCO2, acidification, biased random walk, predator-prey interactions


INTRODUCTION

Worldwide marine costal ecosystems are decreasing their dissolved oxygen (DO) by 5.5 ± 0.2% year−1 (Vaquer-Sunyer and Duarte, 2008) and expected to decrease even faster in the future (Conley et al., 2009). Especially in a 30 km band along the coastline the decline in oxygen concentrations is more prevalent and acute (Gilbert et al., 2009). Furthermore shallow and enclosed bays with soft substrate, receiving riverine inputs, and showing high stratification are most likely to experience hypoxia (Stachowitsch and Avcin, 1988). In coastal ecosystems, short-term hypoxia can only last a few days or even hours and has been observed in various sites (Breitburg, 1990; Levin et al., 2009; Rabalais et al., 2010; Vaquer-Sunyer et al., 2012; Benito et al., 2015). In Chesapeake Bay, for example, 40% of the days DO values are below 2 mg L−1 and 10% below 1 mg L−1 (Breitburg, 1990; also see review Steckbauer et al., 2011), and in the Mediterranean Sea DO can reach up to 14.8 mg L−1 in March but decline below 2 mg L−1 during summer months and is directly correlated with high water temperatures (Benito et al., 2015). Ecosystems with sea grasses or macroalgae might experience hypoxia on a daily basis as a result of the DO fluctuations due to production during the day and respiration during the night (Tyler and Targett, 2007; Rabalais et al., 2010; Hendriks et al., 2014), which increases in the summer months due to higher temperatures (Vaquer-Sunyer et al., 2012; Melzner et al., 2013).

Although mobile species are more likely to escape hypoxic areas, it is known that they can be trapped or affected by it, as hypoxia leads to habitat loss, increased energetic costs, altered ecological performances, or even worse, result in direct mortality (Craig et al., 2001). Many examples across taxa demonstrate how increased severity of hypoxia induces behavioral changes in preys that make them more vulnerable to predators (Taylor and Eggleston, 2000; Mistri, 2004; Riedel et al., 2007). Fish are particularly vulnerable to coastal hypoxia, which often results in fish kills and “dead-zones” to fisheries (Vaquer-Sunyer and Duarte, 2008), with sublethal levels of hypoxia affecting predator-prey interactions through behavioral changes in prey that make them more vulnerable to predators (Taylor and Eggleston, 2000; Mistri, 2004; Riedel et al., 2007). Several fish species have shown a reduced swimming performance under hypoxia caused either directly or as a result of saving oxygen consumption for other activities such as digestion (Chabot and Claireaux, 2008), also affecting their vulnerability to predators (Domenici et al., 2007). Moreover, an increased severity of hypoxia not only affects individual organisms but the social structure of fish schools, making them more vulnerable to disruption and consequently decreasing their anti-predator abilities (Whoriskey et al., 1985; Domenici et al., 2007). Diel-cycling hypoxia might be less effectively avoided by fish and could provide chronic exposure that affects reproduction (Levin et al., 2009) and lowers the avoidance threshold for further hypoxic events (Brady and Targett, 2013). Some fish species have been shown to quickly recover their swimming ability and ventilating capacities after hypoxia (Farrell et al., 1998), and this rapid recovery can even confer them competitive benefits (Wu, 2001). Although anti-predator response has previously been evaluated under treatment conditions, no data exists of effects after short-term exposure.

Increasing anthropogenic CO2 emissions and decreasing seawater pH, a process termed Ocean Acidification (OA) in the open ocean (Orr et al., 2005), represents an emerging pressure in the ocean ecosystem (Doney et al., 2009; Kroeker et al., 2013). In eutrophied coastal areas, the trend toward increased CO2 is amplified by respiratory CO2 release associated with a decline in O2 concentrations in hypoxic areas (Cai et al., 2011; Duarte et al., 2013), which are proliferating worldwide (Diaz and Rosenberg, 2008; Vaquer-Sunyer and Duarte, 2008). Hence, increasing CO2 and declining O2 concentrations are often co-occurring stressors (Brewer and Peltzer, 2009; Mayol et al., 2012), which may amplify the responses of organisms to each individual stressor (Burgents et al., 2005; Kim et al., 2013; Rosa et al., 2013; Gobler et al., 2014). Yet, whereas the experimental assessment of the responses of marine organisms to elevated pCO2 has increased rapidly (Hendriks et al., 2010; Kroeker et al., 2013), assessments of the responses to the combined levels of increasing CO2 and declining O2 concentrations are scarce (Burgents et al., 2005; Kim et al., 2013; Rosa et al., 2013; Gobler et al., 2014). In parallel, evidence that elevated pCO2 induces changes in the behavior of prey affecting its interactions with the predators has been reported (Dixson et al., 2010). Those authors observed altered behavior of larval fish at 700 ppm CO2, with many individuals becoming attracted to the smell of predators and completely impaired ability to sense predators at 850 ppm CO2. Fish are especially vulnerable to elevated pCO2 because it reduces their ability to detect their predators with consequences for recruitment and settlement processes, population dynamics, and ecosystem (Munday et al., 2010; Cripps et al., 2011; Allan et al., 2013). Therefore, there is growing evidence for disrupted predator-prey interactions induced by elevated pCO2.

The prevalence of the co-occurrence of these two stressors is predicted to increase as hypoxia continues to spread across the coastal ocean and pCO2 increases due to eutrophication and respiration (Mayol et al., 2012; Melzner et al., 2013). Available evidence suggests that synergies between hypoxia and elevated pCO2 affect the physiology, condition, metabolism and life history of invertebrates, such as marine bivalves, sipunculid worms, and shrimps (Reipschläger et al., 1997; Burgents et al., 2005; Pörtner et al., 2005; Kim et al., 2013; Gobler et al., 2014). Moreover, a recent study (DePasquale et al., 2015) showed the negative effects of the combined conditions of hypoxia and elevated pCO2 on hatching and survival of three estuarine fish species Menidia beryllina, Menidia menidia, and Cyprinodon variegatus. Anti-predator behavior in fish has been shown to be influenced by both hypoxia (Kramer, 1987; Poulin et al., 1987; Domenici et al., 2007) and elevated pCO2 (Ferrari et al., 2012b; Allan et al., 2013), but the possible synergistic effect on anti-predator behavior of fish has not been tested to date.

Here we test the predator-avoidance behavior of fish after recovering from a short-term event of hypoxia and elevated pCO2, either in isolation or in combination. Specifically, we predict that hypoxia and elevated pCO2 together should exert synergistic effects disrupting the behavior of juvenile fish to a greater extent than observed under the individual stressors.



MATERIALS AND METHODS

The experiment was conducted during end of September and beginning of October 2012 at the regional government aquaculture laboratory (LIMIA), Mallorca, Spain. The experiment was performed with naïve 5-month old juvenile European seabass (9.0 ± 0.63 (SD) cm total length, n = 24), reared from wild parents of Mediterranean origin by a commercial aquaculture producer (CULMAREX; Mallorca, Spain). In the aquaculture station, the juvenile production cycle is set at 20°C, oxygen levels over 8 mg L−1 and pH = 7.9 (CULMAREX pers. comm.). Prior to the experiment, individuals were acclimated for 48 h in a 100-liter tank, aerated and with open water circulation. Fish were fed ad libitum twice daily with food pellets (CV4 Skretting pellets). A random subsample of fish (n = 6 per treatment) from this tank was moved to each one of four treatment tanks (25 l) and exposed to one of the four experimental treatments.

The four treatments involved two different levels of CO2 (and pH) and oxygen, as follows: (a) Control—involving pCO2 corresponding to atmospheric equilibrium (380 ppm) and saturated oxygen (6–8 mg L−1); (b) Hypoxia alone- pCO2 corresponding to atmospheric equilibrium (380 ppm) and low oxygen (2.0–3.5 mg L−1, after Vaquer-Sunyer and Duarte, 2008); (c) Acidification alone—a treatment with elevated pCO2, corresponding to atmospheric levels expected by the end of the century (1000 ppm, Orr et al., 2005) and saturated oxygen; and (d) Combined Hypoxia and Acidification together—treatment with low O2 (2.0–3.5 mg L−1) and elevated pCO2 (1000 ppm) (Table 1). The four treatment tanks were filled with 20 μm-filtered water, which was prepared following the protocol explained above, and placed in temperature-controlled chambers at 24°C. Dissolved oxygen (DO) levels between 2.0 and 3.5 mg L−1, were chosen to represent sublethal O2 concentrations (Vaquer-Sunyer and Duarte, 2008). For further details of gas mixing and measurements of water conditions see Supporting Material 1.



Table 1. Measured conditions (mean ± SE) of the seawater of each treatment: Control (ambient pCO2 and ambient O2), Hypoxia (ambient pCO2 and reduced O2), Acidification (elevated pCO2 and ambient O2) and Combined (reduced O2 and elevated pCO2).
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After remaining for short time exposure (4 days) in the treatment tanks, 3 fish per treatment (12 individuals, repeated next day to a total of 24 individuals) were transferred for acclimation into individual rectangular observing arenas (6 L; 25 × 14 × 17 cm) under control conditions, the night (12 h) before the behavioral assay. Individual arenas were visually isolated from each other to avoid disturbance from the other fish and contained a refuge (a piece of artificial seagrass) on one side of the arena. We based our behavioral assay in the replicated-BACI design, which was adapted from (Ferrari et al., 2012a) and followed three observational periods based on video-recording: I) a 5-min recording before-stimulus (simulated predator) period, II) a 1-min stimulus period, and III) a 5-min after-stimulus period. The stimulus consisted of the introduction of a dead individual of the predator species Scorpaena porcus inside a watertight (to avoid odor cues) clear plastic bag filled in with water. The bag was placed at the opposite side of the refuge and contained a thin layer of gravel to ensure it would sink and settle properly on the bottom of the tank. The bag occupied less than 5% of the bottom surface of the arena. To stimulate prey fish activity, 4–5 food pellets were added on the opposite side of the shelter before the three periods. The experiment was monitored through video recording using a video camera (Go Pro Model Hero2, © Woodman Labs, Inc.) located above the experimental arenas. Videos were reduced to one frame per second sequences (300 frames per period, i.e., 600 frames for each fish trial). These frame sequences were obtained and analyzed using ImageJ (Schneider et al., 2012). The position of the fish was followed using a tracking plug-in (MTrack) within the same software (Meijering et al., 2012), which allowed recording the coordinates of the fish for each frame. In addition, the coordinates of the borders of the aquarium, the refuge and the predator were obtained. The order of fish from the different treatments was randomized and the video observer was blind with respect to the CO2 and O2 treatment groups. The behavioral assays were simultaneously performed in three fish per treatment (as in Rosa et al., 2013) distributed randomly in 12 arenas. After the 5 min of the above detailed protocol, the behavioral assay finished and arenas were cleaned and prepared for the next day assay.

Data obtained from each of the 24 fish was composed of a number of coordinates, which were spatially and temporally correlated over time named as discrete-time Markov chain. Therefore, we adopted a function-valued approach where the parameters of a behavioral movement model were compared, rather than comparing direct observations (e.g., distances covered and speeds of fish in the arena) to correct for temporal and spatial autocorrelation (Stinchcombe and Kirkpatrick, 2012). We modeled the movement of the fish as a Biased Random Walk model (BRW), being representative of the risk-taking behavior adopted by a prey-fish in the field. This approach models fish movement within the arena as a random process, but with a tendency (see parameter k below) to remain close to a specific point (the refuge). The tendency to remain close to the refuge is expected to increase in the presence of a predator, and the model tests if the treatments affect their tendency to remain close to the refuge in the presence of those predators. This modeling approach has been widely used to describe the home range behavior of marine coastal fish, where the spatial coverage used by the fish reaches an asymptote because the random movement has an extra pattern that links the fish to a specific point or center of the home range (Börger et al., 2008; Palmer et al., 2009; Alós et al., 2012).

The model describes the trajectory of a given fish in the behavioral arena as

[image: image]

where [image: image] and [image: image] denote the position of the center of the activity area at the instant n and n+1, respectively, [image: image]is the position of the refuge, k min−1 describes the tendency to move to the refuge and [image: image] describes the stochastic component of the movement process, through a normally distributed term with zero mean and standard deviation (τ) approximated by:
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where ε defines the scale of the random walk and k defines the tendency to remain near the refuge. For a given activity area size, k increases with the tendency to move to and remain close to the refuge. As k asymptotically approaches zero, the movement pattern approaches a standard (i.e., unbiased) random walk. When k is negative, fish tend to avoid the shelter. The movement parameter k of the i fish was hierarchically estimated from the two time-series (before and after stimulus) for each treatment where fish were considered a random level using a Bayesian approach. The difference kafter,i. and kbefore,i (or δki) gives an estimate of how much the movement characteristics of the fish i changed between the “before” and “after” it experienced the stimulus. The model was hierarchical in the sense that the data of all fish were analyzed together and all δki of the fish submitted to the same treatment are assumed to be normally distributed around δktreatment. Note that the top level of the model was a crossed two (fixed) factors design (Control, Hypoxia, Acidification, Combination). To provide a measure of significance of a change in the δktreatment we assumed the effect to be relevant when the Bayesian Credibility Intervals (BCI) of the posterior distribution of the δktreatment did not involve zero (pure absence of change in the behavior).

The Bayesian approach has several advantages for deriving inferences in such complex hierarchical models with temporal and spatial autocorrelation (Lunn et al., 2000), being thus suitable to test our hypothesis. Inter-treatment comparisons were conducted by comparing the Bayesian treatment means of each parameter using intervals (2.5 and 97.5%). Unlike the p-value, the Bayesian posterior distributions are interpreted correctly as a belief that there is a given probability that the parameter of interest lies within the interval (Ellison, 2004). The model was implemented and run using the R2jags library (Horne et al., 2007; available at: http://cran.r-project.org/web/packages/R2jags/index.html) of the R package (at http://www.r-project.org/), which uses Just another Gibbs sampler (JAGS http://mcmc-jags.sourceforge.net/) to perform Markov Chain Monte Carlo (MCMC) sampling of probability distribution of models parameters. We assumed that the priors for δki were normally distributed with mean δktreatment and the same tolerance (1/variance) for all four groups of fish. A uniform uninformative flat prior was assumed for this common tolerance. Similarly, uninformative priors were assumed for between-fish variability (within treatment) and for SDi (Equation 2). Finally, normal uninformative priors were assumed for δktreatment. Three MCMC were run using randomly chosen initial values for all the estimated parameters (within reasonable intervals). The chains were iterated until convergence was reached. Then 1,000 valid iterations were obtained for estimating posteriors. Intuitive interpretation of the movement parameters is not straightforward. Therefore, just for graphically interpretation the estimated values of ktreatment and SDi were used to simulate 1,000 consecutive fish positions that were visualized by 2D kernel density plots completed using adehabitatHR package in R (Calenge, 2006).

All procedures were carried out in strict accordance with the recommendations from Directive 2010/175 63/UE, adhering to Spanish law (RD53/ 2013, BOE n. 34 February 8th 2013).



RESULTS

The treatment conditions of temperature and oxygen matched the target concentrations and were held to a stable level. Unfortunately, the pCO2 in the water was higher than target values (380 and 1000 ppm) due to the respiration of the fish and thus the pH lower than intended (Table 1). Temperature was 23.8°C (±0.01 SE) throughout the experiment. Oxygen was held to a value of 5.99 ± 0.022 mg L−1 and 6.37 ± 0.60 mg L−1 for the Control and Acidification treatment, and 3.22 ± 0.21 mg L−1 and 3.21 ± 0.07 mg L−1 for the Hypoxia and Combined treatment, respectively. pHNBS was 7.87 ± 0.07 SE and 7.72 ± 0.08 for the Control and Hypoxia treatment, and 7.64 ± 0.10 and 7.60 ± 0.08 for the Acidification and Combined treatment, respectively. No significant difference in size between treatments was observed (p = 0.89, one-way ANOVA).

There was a significant change (larger k, i.e., greater tendency to swim near the refuge after the presence of the predator) for the fish in the Control (δktreatment = 0.1238 ± 0.0575 min−1) and Hypoxia (δktreatment = 0.2222 ± 0.1019 min−1) treatments (Table 2). Conversely, fish submitted to Acidification (δktreatment = 0.0298 ± 0.0647 min−1) and the Combined treatments (δktreatment = 0.0031 ± 0.0616 min−1) did not change their behavior in the presence of the predator (Figure 1). The absence of a change in trend toward remaining near the refuge in the presence of the predator was evident when the fish were concurrently exposed to elevated pCO2 with or without the combination of reduced O2 values (Figure 2; Table 2).



Table 2. Bayesian Confidence Intervals indicating the tendency of the fish to remain close to their refuge after introduction of a predator: a δk > 0 indicates the tendency to move to and remain close to the refuge; a δk around 0 means the movement pattern approaches a (i.e., unbiased) random walk, and a negative δk shows that the fish tend to avoid the shelter.
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FIGURE 1. Behavioral response shown as 2-dimensional kernel density plot. The model shows behavioral response to the 4 treatments before (A) and after introduction of the simulated predator (B) Lower graphs (C) show a simulated distribution before (blue) and after (red) the predator was introduced to the arenas (after the model developed by Palmer et al. (2009). The stars mark the position of the shelter. Simulated predator, food, and aeration were positioned at the left side of the arenas (not visible in the square).
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FIGURE 2. Tendency of the fish to remain close to the refuge: increase in k indicates the tendency to move to and remain close to the refuge; a decrease toward zero means the movement pattern approaches a (i.e., unbiased) random walk, and a negative k shows that the fish tend to avoid the shelter.



As shown in the 2-dimensional kernel density plot (Figure 1), fish in the Control and Hypoxia treatments were attracted by the food (released to the left of each tank, in Figure 1) and left the refuge, but as soon as the stimulus (simulated predator) was added to the experimental arena, fish enhanced their tendency to move around the refuge. Fish that were exposed to elevated pCO2 only and to the combined treatment moved randomly in the middle of the arena and showed no attraction toward the refuge in the absence or in the presence of the virtual predator (Figure 1). Fish in the Acidification treatment showed a slightly stronger, although non-significant, average effect to be attracted by the shelter than fish in the Combined treatment (Figure 2).



DISCUSSION

Whereas hypoxia and elevated pCO2 are concurrent stressors that are increasing in coastal areas, experimental assessments of the responses of organisms have focused on individual stressors, with only a few experiments (e.g., Burgents et al., 2005; Kim et al., 2013; Gobler et al., 2014; DePasquale et al., 2015; Steckbauer et al., 2015; Klein et al., 2017) examining the potential synergy between these concurrent stressors. Although little is known about the concurrent effects of hypoxia and elevated pCO2 on teleost fish, a recent study showed the negative effects of the combined stressors on hatching and survival on the three estuarine fish species Menidia beryllina, Menidia menidia, and Cyprinodon variegates (DePasquale et al., 2015). The present results support previous results (Ferrari et al., 2012b), in that elevated pCO2, even after a time of recovery (and despite our differences in pH were not very high) leads to a disruption of the capacity of the fish to avoid predation risk, and shows that this shift in behavior is, however, not associated with hypoxia. Therefore, the hypothesis of significant synergy between these two stressors was rejected. Nevertheless, as physiological recovery from hypoxia is often a matter of hours (Farrell et al., 1998), the results might have been different had the animals been tested immediately, without the over-night recovery or if tests had been conducted under treatment conditions.

Hypoxia can constrain fish movement, which is energy demanding, affecting the capacity of fish to move toward refuge in the presence of a predator (Kramer, 1987). Although, fish are able to escape hypoxic areas (Tyler and Targett, 2007), previous diel-cycle hypoxia lowers the avoidance threshold from < 2.8 mg O2 L−1 (in saturation-acclimated fish) to ~ 1.4 mg O2 L−1 (in diel-cycling hypoxia acclimated fish) in the juvenile weakfish Cynoscion regalis (Brady and Targett, 2013). Moreover, fish can be trapped when a flooding tide appears, but are able to recover from short-term hypoxia very quickly (Rabalais et al., 2001). After recovering for 45 min the swimming performance and ventilation rate in the wild sockeye salmon (Oncorhynchus nerka) returned to those of the control values (Farrell et al., 1998). However, as shown on the juvenile summer flounder Paralichthys dentatus (Brady and Targett, 2010), diel-cycling hypoxia-acclimated individual did not recover as well from low DO exposure as did saturation-acclimated fish. This indicates that the oxygen value of the water prior to a hypoxic event influences the capability of species to cope with their escaping capabilities and recovery after the event.

Predator-prey interactions play a major role in structuring food webs and are a main driver of behavioral responses, including avoidance responses of fish to predators (Turner and Mittelbach, 1990). In general, prey fish randomly forage in their home range, with a general tendency to remain near refuges, particularly so in the presence of predators (Krause et al., 1998). We examined this behavior using a function-valued approach, where we compared the parameters of the behavioral model rather than inferring statistics on the fish positions per se, avoiding the problems derived from spatial and temporal autocorrelation of the observations on position. Using this approximation, we obtained more accurate information of how the two stressors tested (Hypoxia and Acidification) affect each individuals capacity to hide from predators. The novel approach used here provides a pathway for further studies testing similar hypothesis across taxa under laboratory conditions.

As the results of this study correlated to elevated pCO2 and not hypoxia, the question remains, why there is a bigger impact of that stressor. The elevated pCO2 values are leading to a lower pH in the blood (hypercapnia), and thereby are a substantial threat to some species as elevated pCO2 lowers the pH of animal tissues, affecting its performance (Pörtner et al., 2004). It is known that elevated pCO2 values readily cross biological membranes, enter the blood and intracellular spaces. Active animals with locomotory muscles, such as epipelagic fish, use passive buffering of short-term pH changes in the body associated with elevated pCO2 in ambient waters. They have high activities of anaerobic metabolic enzymes and have high capacity for buffering pH changes (Castellini and Somero, 1981; Seibel et al., 1997), whereas organisms with low buffering capacity will experience greater fluctuations in intracellular pH during hypercapnia. Although shallow-water fish are capable to compensate for acid–base disturbances within several days when exposed to mild hypercapnia (Michaelidis et al., 2007; Ishimatsu et al., 2008), other experiments show that a similar increase in seawater pCO2 lowers the intracellular pH of a sluggish benthic fish by 0.2, whereas in an active epipelagic fish such as tuna, it only causes a 0.02 pH unit drop (Seibel and Walsh, 2003; Fabry et al., 2008). As we did not measure pH or PCO2 in the blood of the test species, it is uncertain how the blood pH was affected by the different treatments and to what extent they suffered from hypercapnia and how far they normalized after recovering overnight.

The lack of predator avoidance under elevated pCO2 is most likely related to interference with neurotransmitter function (Nilsson et al., 2012). Those authors reversed abnormal olfactory preferences and loss of behavioral lateralization by treating the fish with an antagonist of the GABA-A receptor, indicating that elevated pCO2 interferes with neurotransmitter function. Elevated pCO2 decreases the cognitive abilities in juvenile coral reef fish to detect predator odor (Ferrari et al., 2012a). As a consequence of a much-reduced ability to assess predation risk, even when recovering for 12 h, they will have a much lower survival. Elevated pCO2 levels also have a negative impact on the ability of larval clownfish to detect olfactory cues that help them locate reef habitat and suitable settlement sites (Munday et al., 2010). Moreover, elevated pCO2 might also cause a shift in predator behavior as shown for the common coral reef meso-predator, the brown dottyback (Pseudochromis fuscus), by shifting from preference to avoidance of the smell of injured prey (Cripps et al., 2011). Although the different oxygen and CO2 levels might be influencing both, prey and predator, it is yet unclear if the altered behavior of predators is sufficient to fully compensate for the effects of ocean acidification on prey mortality.

Despite a clear interpretation of some of the results can be made, there are some limitations to this study. The total number of fish per treatment, six, was not large, but uncertainty was dealt with optimally through a probabilistic approach. This, however, suggests that small non-significant differences observed could change if sample size was enlarged. Also, it is clear that known physiological explanations match our behavioral results, but both plastic and genetic adaptations may be more important at population level in future scenarios. Furthermore, although the arenas were bubbled with 380 ppm CO2 (Control and Hypoxia) and 1000 ppm CO2 (Acidification and Combined), the calculated pCO2 of the water was higher than expected due to the respiration of the individuals. This however, still enabled the observation of the typical negative effects of elevated pCO2 on behavior, especially as elevated pCO2 in coastal ecosystems nowadays can already be as high or higher than the predictions for the open ocean for the end of the century.



CONCLUSIONS

With this study we show that fish recovering from single or combined effects of CO2 and hypoxia only show behavioral alterations due to prior elevated pCO2 history. This effect is evident even after one night of recovery. The lack of effect of hypoxia, combined or not with CO2, should be further tested using shorter recovery times, or during the treatment. The consequences of the present findings must be understood in a frame of slow but needed progress toward the combined effects of changing levels of these stressors in the frame of warmer and more acidic oceans.
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The shelf sediments off Namibia are some of the most unusual and extreme marine habitats because of their extremely high hydrogen sulphide concentrations. High surface productivity of the northern Benguela upwelling system provides benthic life with so much carbon that biotic processes must rely on innovative mechanisms to cope with perennial anoxia and toxic hydrogen sulphide. Bottom dwelling communities are forced to adapt lifestyles to deal physiologically and behaviourally with these stressful conditions. The upside of hydrogen sulphide is that it fuels extensive mats of large sulphide-oxidizing bacteria on the seabed, which create detoxified habitat niches and food for the animals living there. The threat of hypoxic stress exacerbated by hydrogen sulphide is largely overcome in the water column by microbes that detoxify sulphide, allowing animals in the upper water layers to thrive in this productive upwelling area. The bearded goby Sufflogobius bibarbatus is a cornerstone species that successfully couples the inhospitable benthic environment with the pelagic. Benthic studies have as yet not characterized the sulphidic shelf communities, which have the potential to uncover biotic adaptations to toxic sulphide. This ancient shelf upwelling system has long operated under hypoxic pressure, balancing always the abundance of particulate food against oxygen limitation and hydrogen sulphide toxicity. Challenges faced by this unique system could include environmental changes related to climate change, or man-made physical disturbances of the anoxic, sulphide-rich seabed sediments.

Keywords: hydrogen sulphide, Namibia, benthic-pelagic coupling, Northern Benguela, shelf ecosystem


INTRODUCTION

The highly productive Benguela Upwelling Ecosystem plays a major role in the circulation and fisheries production of the South Atlantic Ocean (Currie, 1953; Shannon, 1985; Shannon and Nelson, 1996). The upwelling regime has persisted for millenia (Diester-Haass et al., 2002). Despite the Namibian shelf being considered one of the most inhospitable, oxygen depleted, and sulphidic open shelf environments on earth (Baturin, 2002), it has sustained one of the world's most spectacular concentrations of marine life (Howarth et al., 2014). Palaeo-construction from inner shelf sediment cores reveals abundant fish populations over the last 3,200 years (Struck et al., 2002).

Much has been learned of how this ancient system successfully couples biological abundance with severe oxygen limitation, exacerbated by hydrogen sulphide. In this synthesis we review relevant knowledge regarding the biological integration of naturally occurring hydrogen sulphide into the system.



BACKGROUND AND SETTING

The broad continental shelf off central Namibia slopes gently to a shelf break at 300–350 m (Shannon, 1985). Intense euphotic productivity has long been observed (summarised in (Shannon and Pillar, 1986)), with primary production for the Benguela estimated at 0.37 Gt C yr−1 (Carr, 2002). A near-constant supply of organic material sinks towards the ocean floor adding to a diatomaceous, sulphidic mud belt that spans the inner Namibian shelf for >700 km in waters < 200 m water depth (Bremner, 1983; Emeis et al., 2004). Extraordinarily high organic carbon accumulation [up to 23% dry weight (Bremner, 1978; Inthorn et al., 2006; Mollenhauer et al., 2007 and references therein] promotes bacterial production of hydrogen sulphide (H2S). Compared to other Eastern Boundary Upwelling Systems, these features combined with a lack of reactive iron in the sediments to precipitate sulphide, concurrent build-up of methane, and low-oxygen upwelling source water, promote regular and frequent occurrences of H2S in the water column so characteristic of Namibian waters. Extensive mats of Large Sulphide-oxidizing Bacteria (LSB) cover the mud, fueled by a continual, plentiful supply of H2S from the sediment. Although not initially identified for their key role in the ecosystem when recorded as “slimy grass” from historical grab samples (von Bonde, 1928), these were almost certainly the Sulphide-oxidizing Bacteria described over 70 years later (Schulz et al., 1999). Historical records designated these areas to an “azoic zone” and also describe “sulphur eruptions” along the central coast (Gilchrist, 1914; Marchand, 1928; von Bonde, 1928; Copenhagen, 1934, 1953; Hart and Currie, 1960).


Upwelling

Most of Namibia's coast experiences perennial coastal upwelling (Shannon and Nelson, 1996). Oxygen-poor water from the Angola gyre (Hart and Currie, 1960; Stander, 1964; Bubnov, 1972) is entrained into South Atlantic Central Water, which dominates the mix of upwelling source water onto the shelf, particularly during late summer to autumn (Chapman and Shannon, 1987; Mohrholz et al., 2008). Although low in oxygen, this remotely-formed source water is neither sulphidic nor anoxic, varying intra- and inter-annually in oxygen content (Mohrholz et al., 2008). It intercepts the upper slope and shelf of the central coast to contribute to a permanent Oxygen Minimum Zone (OMZ: < 0.5 ml O2 L−1; Helly and Levin, 2004). Microbial break-down from high organic loading over the shelf increases oxygen demand (Hart and Currie, 1960; Calvert and Price, 1971; Chapman and Shannon, 1987; Bailey, 1991). Direct contact of bottom water with the seabed influences dissolved components of the OMZ further (van der Plas et al., 2007). When H2S diffuses into bottom water it becomes totally anoxic (Brüchert et al., 2003).



Shelf Sediments

High concentrations of H2S characterize the inner shelf surface sediments between 19°S and 27°S (Brüchert et al., 2006). Here bacterial sulphate reduction rates in water depths 28–200 m vary between 3.1 and 62.7 mmol m−2 day−1. Dissolved H2S in porewaters can reach 22 mM just 10 cm below the sediment surface, consistently exceeding 2 mM at 6 cm sediment-depth. Limited oxidative precipitation of H2S occurs, mainly due to low reactive iron in the diatomaceous mud (Brüchert et al., 2003, 2006; Borchers et al., 2005). The sulphide-rich muds favour trace metal enrichment, with some precipitation of the metals by H2S (Borchers et al., 2005).

Intense microbial decay succession in the sediments leads to biogenic production of free methane gas within 100 cm of the sediment surface. These gas accumulations are patchy within the sediment, but significantly cover at least 1,350 km2 of the mud belt (Emeis et al., 2004).



H2S in the Water Column

Occasional occurrences of H2S in bottom water are accompanied by extreme oxygen depletion. H2S concentrations can reach >100 μM total H2S (e.g., Copenhagen, 1934; Brüchert et al., 2003, 2006, 2009; Emeis et al., 2004; Lavik et al., 2009). Compared to sedimentary input, in situ generation of H2S in the water column likely contributes minimally to these events, as measurements of sulphate reduction rates in bottom water showed no correlation to observed amounts of H2S (Brüchert et al., 2006).

Various mechanisms responsible for transport of H2S from the sediment into the overlying water have been suggested, mainly by diffusion and ebullition (Emeis et al., 2004; Weeks et al., 2004; Brüchert et al., 2006, 2009; van der Plas et al., 2007). The temporal and spatial variability of water column H2S suggests that multiple mechanisms are active on the shelf, with gas ebullition closer inshore and diffusive supply in deeper waters (Brüchert et al., 2006, 2009). Whatever transport mechanism(s) are involved (discussed in Weeks et al., 2002, 2004; Emeis et al., 2004; Brüchert et al., 2006, 2009; Altenbach and Struck, 2006; van der Plas et al., 2007; Ohde and Dadou, 2018), the reality is that relatively high concentrations of H2S do regularly occur in the water column, which pelagic organisms have to contend with.

During episodic, ephemeral “sulphur eruptions” described since the late nineteenth century (summarised in Hart and Currie, 1960) large amounts of H2S rapidly pervade the whole water column. The H2S oxidizes to colloidal sulphur that is clearly visible as milky turquoise surface water, which can be photographed and identified from space (Weeks et al., 2002, 2004; Ohde et al., 2007; Ohde and Dadou, 2018). Severe episodes have co-occurred with mass mortalities of marine life (Gilchrist, 1914; Copenhagen, 1953; Currie, 1953). Their true impact to the ecosystem (apart from obvious onshore wash-ups of dead littoral animals and fish) has not been quantified.

Methane in the water column is common (Scranton and Farrington, 1977; Monteiro et al., 2006). Ebullition of a mixture of H2S and methane can explain sudden high concentrations of sulphide in the water (Emeis et al., 2004; Brüchert et al., 2006, 2009). Occasionally sedimentary methane dislodges whole chunks of mud, as evidenced by floating islands (Waldron, 1900; summary in Rogers and Bremner, 1991), and craters on the seabed (Brüchert et al., 2006).




FAUNA


Bacteria

Large Sulphide-oxidizing Bacteria (LSB) belonging to the Beggiatoceae fuel their metabolism with H2S (Schulz and Jorgensen, 2001), converting H2S into non-toxic sulphur that accumulates as distinctive shiny white micro-granules in their cytoplasm. During anoxic conditions, nitrate stored in large vacuoles is used as the electron acceptor for anaerobic oxidation of sulphide.

Discovery of extensive mats of active LSB covering the Namibian inner shelf were reported in 1999 (Schulz et al., 1999). Dominated by Thiomargarita namibiensis, nicknamed the “sulphur pearl of Namibia,” these enormous, spherical bacteria reach a biomass of 47 g m−2 wet weight. As described in Salman et al. (2011, 2013) several members of the Beggiatoacea are abundant on the Namibian shelf. They flexibly use oxygen or nitrate as electron acceptors (Schulz et al., 1999; Schulz and De Beer, 2002; Brock and Schulz-Vogt, 2011; Salman et al., 2013), so are ideally suited to thrive on the plentiful sedimentary H2S supply coupled with fluctuating bottom-water oxygen conditions. The bacterial mats are considered effective to stop most of the upward-diffusing hydrogen sulphide from entering the water column (Brüchert et al., 2006), and provide a detoxified microhabitat for eukaryotic benthic communities (Levin, 2003; Levin et al., 2009; Figure 1). These bacteria produce polyphosphates, resulting in high concentrations of inorganic phosphate in sediment pore waters during anoxic periods (Schulz and Schulz, 2005; van der Plas et al., 2007; Goldhammer et al., 2010; Brock and Schulz-Vogt, 2011). This sedimentary phosphate has the potential to enrich the upwelling water that passes over the shelf (Currie, 1953; van der Plas et al., 2007).
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FIGURE 1. Processing of H2S by sulphide-oxidizing bacteria on the Namibian shelf.



Despite the bacterial barrier, H2S can comprise up to 25% of the total oxygen consumption in water on the shelf (Brüchert et al., 2006). When H2S does diffuse into the water column, a consortium of anaerobic chemolithotrophic bacteria take on the detoxifying role. They metabolize H2S using nitrate in the anaerobic waters to catalyze the conversion of H2S to harmless sulphur (Lavik et al., 2009; Figure 1). Such events of H2S in the lower water column may go unnoticed in surface water, because bacteria consume sulphide before it reaches the air–sea interface (Vaquer-Sunyer and Duarte, 2010).



Benthic Invertebrates

Contrary to the historical misnomer of “azoic,” the diatomaceous mud belt is not barren of metazoan life (Edelman-Furstenberg and Kidwell, 2015). H2S imposes severe respiratory stress on benthic animals that differ in tolerance at both species and population levels (Jahn and Theede, 1997; Vaquer-Sunyer and Duarte, 2010). The benthic invertebrate fauna of the Namibian sulphidic muds have not yet been characterized; critically this should include the small-sized (< 300 μm) component. A pioneer study of macrofaunal diversity on a transect through the sulphidic mud from Walvis Bay (23°S) showed a 10-fold increase in diversity from 100 to 200–300 m water depths, as oxygen shifted from just under 2% saturation to 11–15% saturation (Sanders, 1969). Leiter and Altenbach (2010) found the heterotrophic foraminiferan Virgulinella fragilis largely restricted to the sulphidic shelf environment, co-occurring with less numerous Nonionella stella and Discammina compressa. Suggested possible survival strategies for V. fragilis included symbiotic sulphide-oxidizing bacteria, functional kleptoplasts, and peroxisome proliferation.

Macrofaunal components include annelids, molluscs and crustaceans (Copenhagen, 1953; Levin, 2003; Zettler et al., 2009, 2013; Eisenbarth and Zettler, 2016). LSB mats offer a potential abundant food supply for species that can tolerate the sulphur (Levin, 2003, 2005), but diets have not yet been examined. Polychaetes associated with the Namibian microbial mats have elaborate appendages to maximize oxygen uptake: Diopatra sp. has long spiral branchiae, nereids have posterior branchial proliferations and a tube-dwelling pectinariid has anterior gill filaments (Levin et al., 2009). Mollusc deposits at 133 m water depth on the shelf at 20°S reveal chemoautotrophic bivalves Lucinoma capensis, found also in recent samples (Edelman-Furstenberg, 2014). Lucinids are characteristic of upwelling systems with high, steady organic supply to H2S-rich sediments, as discussed in Edelman-Furstenberg and Kidwell (2015). Other large-sized (>1 mm) taxa recorded from sulphidic muds are widely distributed over the Namibian shelf e.g., the gastropod Nassarius vinctus that extends its siphon to oxic waters (Figure 1); the polychaete Paraprionospia pinnata and the cumacean Iphinoe africana (Zettler et al., 2009, 2013; Edelman-Furstenberg, 2014; Steffani et al., 2015; Eisenbarth and Zettler, 2016). With the broad distribution of these species, their presence in sulphidic areas is considered not directly related to H2S, but possibly due to a detoxified habitat niche provided by the bacteria.



Fish

Even in low concentrations, H2S is usually toxic to vertebrates by inhibiting cytochrome c oxidase in the mitochondria (Bagarinao, 1992; Jahn and Theede, 1997). To survive fluctuating sulphidic environments, vertebrates require behavioural and physiological flexibility (Childress, 1995; Hagerman, 1998; Vaquer-Sunyer and Duarte, 2010). Namibian shelf fish distributions have not been attributed directly to H2S, but given that dissolved H2S reduces oxygen, tolerances of fish to gradients of oxygen-depletion are important (Gallo and Levin, 2016). The low diversity of the central shelf demersal fish assemblage between 19 and 27°S is ascribed to very low oxygen conditions (Hamukuaya et al., 1998). It is dominated by a few species, namely Cape hake (Merluccius capensis), horse mackerel (Trachurus capensis), and bearded goby (Sufflogobius bibarbatus). For adult and juvenile horse mackerel, critical oxygen levels are reported as 10% and 11.2–13.2% air saturation, respectively (Ekau et al., 2010; Geist et al., 2013). Hake tolerate oxygen concentrations as low as 10.9 μmol kg−1 (0.2 ml L−1; Woodhead et al., 1998). The bearded goby has a critical oxygen level of 5.3% air saturation (Utne-Palm et al., 2010) and tolerates oxygen levels as low as 0.3 μmol kg −1 or < 0.12% air saturation (Salvanes et al., 2011). The goby's oxygen consumption is unaffected by 100–200 μM total sulphide (corresponding to 6–12 μM H2S), dropping to a few percent at 11 to 14 μM H2S, but shuts off at 500 μM total sulphide (30 μM H2S; Utne-Palm et al., 2010). Gobies surviving high H2S levels appear to rely on deep metabolic depression with extreme anoxia tolerance facilitated by anaerobic respiration, to cope with sulphide induced respiratory stress, rather than H2S tolerant cytochrome c or other respiratory strategies such as fermentation or specialized blood pigment (but see discussion in Utne-Palm et al., 2010).

High-resolution acoustic surveys of animal activity over the shelf OMZ visualize an empty area (no back scattering) directly over the sulphidic mud where severely hypoxic conditions prevail (0–0.2 ml L1, 8.6 μmol kg −1, 3.4% of surface air saturation; (Utne-Palm et al., 2010); Figure 2). During daytime large densities of gobies only, were present on the seabed, whilst predator species hake and horse mackerel were trawled deeper on the outer shelf where bottom water oxygen levels increased to >0.3 ml L−1, 13.02 μmol kg −1, >5% air saturation (Utne-Palm et al., 2010; Figure 2A). During hours of anaerobic exposure, gobies generate a lactate buildup or “oxygen debt” (Utne-Palm et al., 2010), likely explaining their migration into oxygen-sufficient (>20% air saturation) pelagic environments at night to replenish oxygen and feed in dense pelagic plankton layers from 60 m and higher above the sediment (Figure 2C). They return to the seabed at dawn to avoid visual predation by burying in the sulphidic mud (Salvanes et al., 2011). Gobies feed opportunistically on both pelagic and benthic organisms (Cedras et al., 2011; Hundt et al., 2011). Fatty acid and stable isotope signatures indicate that the diatom- and bacteria-rich sulphidic sediments contribute to approximately 15% of the gobies' diet (Van der Bank et al., 2011).


[image: image]

FIGURE 2. Linking of respiratory niches on the Namibian shelf. (A) Composite 10-day high resolution acoustic image across the Namibian shelf, 23°20′S to 23°40′S showing lack of pelagic animals in the severely oxygen depleted bottom waters over the sulphidic mud (dissolved oxygen 0.1–0.2 ml L−1, or 4.3–8.6 μmol kg −1; 1.7–3.4% air saturation). As bottom water oxygen increases to >0.3 ml L−1 (13 μmol kg −1; >5% air saturation) on the outer shelf in depths >160 m, plankton and fish (hake and horse mackerel) appear in bottom waters. The position of images (b) and (c) are indicated. (B) Methane bubbling from sediment. (C) Goby migration at sunset from sulphidic mud to oxygenated layers to replenish oxygen and enter the food web. Image credits: Images from (Utne-Palm, 2008), and Utne-Palm et al. (2010) Supplementary Information with permission.



Whilst in the water column, gobies themselves are eaten, comprising >50% prey of commercially important hake and horse mackerel, and top predators (Crawford et al., 1985; David, 1987; Salvanes and Gibbons, 2018). This is especially relevant following the regime shift associated with the collapse of the sardine population (Cury and Shannon, 2004; van der Lingen et al., 2006).




BIOLOGICAL BENTHIC-PELAGIC COUPLING

Benthic-pelagic coupling includes inorganic and biological pathways, though the biological links are more difficult to quantify (Marcus and Boero, 1998; Griffiths et al., 2017). In boundary upwelling OMZs, where steep vertical oxygen gradients segregate species (Levin, 2003), biological coupling is essential to overcome and fully exploit the different respiratory niches. The Namibian shelf offers an example of a mature ecosystem that exploits H2S and integrates it into biological food webs (Figures 1, 2).

• Methane coupled to microbial H2S production in the sediments plays a key role in release of H2S into the water column.

• Bacterial decay accumulates H2S in the pore water. Some H2S promotes metal burial within the sediment, beneficially keeping high metal concentrations unavailable for bio-uptake by animals in oxic waters.

• LSB on surface sediments (i) consume H2S, lessening its toxic and deoxygenating effects on pelagic organisms (ii) establish a detoxified niche/habitat for benthos (iii) enrich overlying upwelling water with phosphate.

• Nutrient-rich upwelled water supports abundant phytoplankton diatom-dominated blooms. Sinking diatoms form biogenic mud where bacterial degradation accumulates H2S in pore water. Escape of H2S into the water column is detoxified by chemolithotrophic bacteria that mitigate sulphidic damage to pelagic life.

• Metazoan specialists equipped to cope with severely hypoxic to anoxic and sulphidic conditions integrate carbon from the sulphidic environment into the shelf food web. Key players are bacteria, benthic invertebrates and the remarkable bearded goby, which as both predator and prey, constitutes a cornerstone species in this ecosystem.

Reproductive stages of metazoan organisms are usually more vulnerable than adults to oxygen stress (Levin et al., 2009). Nursery grounds of commercially important pelagic and demersal fish species coincide spatially with the highest occurrences of sulphide eruptions on the Namibian shelf (Emeis et al., 2004), making young stages particularly vulnerable to sulphide outbreaks. An example is the catastrophic loss of juvenile hake in 1994, when they fled anoxic conditions on the shelf and were heavily cannibalized by adult hake in deeper waters (Hamukuaya et al., 1998). Extended batch spawning, high tolerances of key species to low oxygen, and horizontal transport of larvae and young across the shelf from better oxygenated areas, may be key to surviving sporadic sulphide events (Sundby et al., 2001; Hutchings et al., 2002; Utne-Palm et al., 2010; Geist et al., 2013). Gobies attach their eggs demersally (Skrypzeck et al., 2014) but the tolerance of eggs and larvae to H2S remains unstudied.



GAPS IN KNOWLEDGE AND FUTURE OUTLOOK

Much remains to be understood of the responses of Namibian shelf biota to hydrogen sulphide. The timing, triggering, intensity and recovery of severe H2S events and episodic “eruptions” remain elusive and inconclusive, despite various theories (Weeks et al., 2002, 2004; Emeis et al., 2004; Altenbach and Struck, 2006; Brüchert et al., 2006, 2009; van der Plas et al., 2007; Ohde and Dadou, 2018). To be genuinely useful to an ecosystem approach by ocean managers, the triggering of severe sulphidic episodes needs to be known. Whilst the oceanographical studies contribute to understanding, atmospheric pressure studies possibly affecting methane ebullition, merit further investigation.

The benthic invertebrate communities of the sulphidic inner shelf are not characterized. Scanty and inadequate sampling of the sulphidic mud fringes only, is documented. Dedicated qualitative, quantitative and experimental benthic studies will be required to understand how the animals living in this risky environment survive and contribute to the ecological functioning of the Namibian shelf system. Key knowledge gaps are how resilient the species are to H2S exposure and sulphide-exacerbated hypoxic stress. What are critical levels, and sub-lethal effects from these stressors? Do the mats of LSB indeed protect benthic fauna from severe sulphide exposure in a narrow niche on the sediment? The nutritional role of LSB in the diet of the benthic animals is unknown, but are likely food (e.g., Levin, 2005) given the extensive bacterial coverage and its biomass estimates (e.g., Schulz et al., 1999). In the interest of both biogeochemistry and biology, it would be interesting to estimate how much carbon is fixed by the LSB mats. Also of interest will be investigations to examine whether the small benthic invertebrates living in the sulphidic environment are equipped with symbioses or metabolic mechanisms that allow them to survive intermittent, and sometimes high concentrations of H2S. Metabolic responses to sulphide and anoxic stress (e.g., Larade and Storey, 2002; Menon et al., 2005) are largely unexplored.

At community level, it is not known whether extinction-recolonisation by the shelf fauna occurs after intense sulphidic “eruption” events. Life history strategies must have developed to deal with this risky environment: are life histories boom-and-bust, with short, highly fecund life cycles, serial spawning and efficient larval dispersal to promote species survival through extreme events, and/or are vulnerable early life stages replenished from better oxygenated areas on the shelf, following extinctions from episodes of sulphide? Reproductive strategies of benthic and pelagic species are key to understanding how this shallow system carries on despite the stress from H2S.



FUTURE OUTLOOK

As summarized by Tobler et al. (2016), organisms living in H2S-rich habitats provide unique examples that answer fundamental biological questions, such as how some organisms cope with environmental stressors considered lethal for most others; how biological processes—from cellular to ecosystem level—respond to H2S; and how H2S can shape the evolution of ecosystems. Ecological opportunities offered by sulphidic environments include resource availability, reduced competition, and reduced exposure to natural predators. Future studies could contribute to understanding human-induced environmental change and develop potential biomedical applications (Tobler et al., 2016; Breiland et al., 2018). With increased deoxygenation predicted on a global scale (Deutsch et al., 2011) and emerging as a major threat to coastal ecosystems globally (Vaquer-Sunyer and Duarte, 2010) it is relevant to examine systems that have long adjusted to extreme oxygen stress and H2S.

Eastern boundary upwelling areas, such as the northern Benguela off Namibia, serve as primary centres for fishery production. Taking modern cumulative pressures on the ocean into account as fisheries management moves towards an ecosystem-based approach in Namibia, and internationally, a better understanding of trophic interactions that couple anoxic benthic environments with productive fishing zones is important.
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A reduction in dissolved oxygen availability in marine habitats is among the predicted consequences of increasing global temperatures. An understanding of past oxygenation is critical for predictions of future changes in the extent and distribution of oxygen minimum zones (OMZs). Benthic foraminifera have been used to assess changes in paleo-oxygenation, and according to prevailing thought, oxygen-poor marine benthic habitats are dominated by sediment-dwelling infaunal foraminifera, while more oxygenated environments are populated with more epifaunal taxa. However, in this study we found elevated densities of epifaunal taxa in oxygen-poor habitats. A series of 16 multicores were taken on depth transects (360–3000 m) across an OMZ in the Southern California Bight to investigate the ecology of living (rose bengal stained) benthic foraminifera. Dissolved oxygen concentrations in bottom water at sampling sites varied from 21 to 162 μmol/l. Sampling focused on bathymetric highs in an effort to collect seafloor surface materials with coarse sediments in areas not typically targeted for sampling. Mean grain size varied from about 131 (gravelly sand) to about 830 μm (coarse sand with fine gravel). Vertical distribution patterns (0–2 cm) were consistent with those of conspecifics reported elsewhere, and reconfirm that Cibicidoides wuellerstorfi and Hanzawaia nipponica have a living preference at or near the sediment-water interface. As expected, assemblages were dominated by infaunal taxa, such as Uvigerina and Bolivina, traditionally associated with the supersaturated, unconsolidated mud, characteristic of OMZ habitats, suggesting that these taxa are not sensitive to substrate type. However, despite dysoxic conditions (21–28 μmol/l), epifaunal taxa comprised as much as 36% of the stained population at the five sites with the coarsest mean grain size, while other measured environmental parameters remained relatively constant. We suggest that these epifaunal taxa, including C. wuellerstorfi, prefer habitats with coarse grains that allow them to remain at or above the sediment-water interface. These results suggest that seafloor habitat heterogeneity contributes to the distribution of benthic foraminifera, including in low-oxygen environments. We submit that paleo-oxygenation methods that use epifaunal indicator taxa need to reconsider the dissolved oxygen requirements of epifaunal taxa.
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INTRODUCTION

Geographic and bathymetric variability in deep ocean oxygen concentrations has a profound impact on marine benthic ecosystem distribution patterns in modern and ancient oceans. As global temperatures rise, areas of oxygen-poor environments, including oxygen minimum zones (OMZs) are predicted to increase, changing seafloor habitats and species distributions (Levin, 2003). Understanding the responses of benthic organisms to changes in oxygen variability is the key to both predicting changes in benthic ecosystem distribution patterns of a deoxygenated future and interpreting the fossil record of dissolved oxygen changes of the geologic past.

As a result of their ecological and biogeochemical sensitivity to changes in their habitat in modern environments, benthic foraminifera preserved in the fossil record are often used as indicators of paleoenvironmental changes (e.g., Murray and Bowser, 2000). The utility of fossil benthic foraminifera in assessments of ancient changes in ocean conditions relies upon an understanding of the factors that influence modern foraminifera. As new information from living populations becomes available, methods using benthic foraminiferal proxies are modified to improve interpretations of the fossil record. For example, the realization that different benthic foraminifera have different microhabitat preferences (Corliss, 1985), in which some species live at or above the sediment-water interface (epifauna) while others live within the sediments (infaunal), dramatically changed the way that fossil foraminifera were used to evaluate paleoceanographic conditions (e.g., McCorkle et al., 1990; Jorissen et al., 2007).

One of the methods used to assess ecological and physiological limitations of deep-sea benthic foraminifera has been to examine species distributions from available core-tops and compare these with environmental parameters (reviewed in Murray and Bowser, 2000). Through this method and other techniques, the ecology of many benthic foraminiferal species has been characterized and applied in paleoenvironmental proxy analyses. Calcareous benthic foraminifera are often abundant in organic-rich, oxygen-poor environments in the modern ocean (reviewed in Sen Gupta and Machain-Castillo, 1993; and Bernhard and Sen Gupta, 1999). Foraminiferal studies of organic-rich, oxygen-poor environments have been typically based on samples from centers of oxygen-stressed basins, with characteristically thixotropic sediments resulting from organic flux generated by high surface productivity. Based largely on the abundance and rarity of different foraminiferal species in these organic-rich, oxygen-poor settings compared with other regions, ecological preferences and environmental limitations have been inferred and applied in proxy methods to reconstruct changes in both productivity (e.g., Loubere and Fariduddin, 1999) and paleoxygenation (Kaiho, 1991, 1994, 1999; Jannink et al., 2001; Schmiedl et al., 2003; reviewed in Jorissen et al., 2007). Many studies that use foraminifera to evaluate bottom water oxygen (BWO) concentrations consider epifaunal species as indicators of well-oxygenated environments (reviewed in Jorissen et al., 2007). For example, Kaiho (1991) proposed, and later modified (Kaiho, 1994, 1999), the Benthic Foraminiferal Oxygen Index (BFOI), where benthic foraminiferal species are grouped into oxygenic indicator categories (i.e., oxic, suboxic, and dysoxic). Species of Cibicidoides, in particular, along with several other epifaunal taxa, are regarded in BFOI analyses as “oxic indicator species,” occurring in abundance where BWO values are >67 μmol/l (Kaiho, 1991, 1994, 1999). Likewise, deep infaunal taxa which typically dominate organic-rich, oxygen-poor environments, are regarded as indicators of oxygen-poor environments (Bernhard, 1986; Sen Gupta and Machain-Castillo, 1993; Bernhard and Sen Gupta, 1999, reviewed in Jorissen et al., 2007). BWO concentrations and organic input (food availability) are considered primary factors influencing benthic foraminiferal distribution and abundance (e.g., Perez-Cruz and Machain-Castillo, 1990; Rathburn and Corliss, 1994; Jorissen et al., 1995, 2007; Koho et al., 2008). However, relatively few studies have evaluated protoplasm-containing foraminifera from coarse-grained habitats in oxygen-poor settings. Substrate and attachment surfaces are known to be important for epifaunal foraminifera (e.g., Lutze and Thiel, 1989; Burkett et al., 2016), and increased abundances of epifaunal taxa in coarser-grained sediments has been noted in deep-water environments (Schönfeld, 2002). An understanding of the factors that influence benthic foraminifera in oxygen-poor environments is needed for high-resolution paleoceanographic studies (e.g., Stott et al., 1996; Hendy and Kennett, 2000), and to predict the responses of benthic species to deoxygenation in a globally warmer future.

Here we present results of living (rose bengal stained) benthic foraminifera from a depth transect, targeting coarse-grain sediment habitats, across a range of dissolved BWO concentrations in the Southern California Bight (SCB). Specific objectives of this research were to:

1. Examine living (rose bengal stained) benthic foraminiferal distribution patterns in the SCB.

2. Assess the ecology of foraminiferal species living in oxygen-deficient habitats of the SCB.

3. Evaluate paleoceanographic implications of the study’s major findings.

Results from this study provide information relevant to both the ecology of modern oxygen-deficient seafloor habitats and fossil based assessments of paleoceanographic changes.



MATERIALS AND METHODS

Regional Setting

The Southern California Bight (Figure 1) extends from Point Conception to just south of San Diego. Oceanographically the region is dominated by the California Countercurrent, formed by a large-scale eddy in the California Current, along with seasonal upwelling resulting from strong offshore winds (Nelson et al., 1987). Most of the seafloor in this region is characterized by deep basins, separated by ridges, sills, and islands that run parallel to the shore. Together, these features have been referred to as “The Southern California Borderland” (Emery, 1960). California Borderland basin sediments are typically comprised of thixotropic, organic-rich, mud to silt-sized material on the basin floor, with coarse sediments dominating the bathymetric highs surrounding each basin (Gorsline et al., 1984). This region has been monitored by the California Cooperative Oceanic Fisheries Investigations (CalCOFI), collecting biologic and hydrographic data from a consistent array of stations since 1950. Typical data collected down to 500 m depth include temperature, salinity, oxygen, phosphate, silicate, nitrate and nitrite, chlorophyll, 14C, primary productivity, phytoplankton biodiversity, zooplankton biomass, and zooplankton biodiversity (Bograd and Lynn, 2003). Seafloor samples for our study were collected from the SCB in July, 2011. CalCOFI reports indicate that upwelling off of central and southern California resumed earlier and stronger in the spring of 2010 after recovery from El Niño, which was in turn responsible for regional variability that persisted through the 2010–2011 winter. As a result of strong upwelling, robust sea surface productivity was evident within the SCB during the Summer of 2011 (BjorkstEdt et al., 2011). The OMZ of this region typically resides between 100 and 900 m water depth, with minimum oxygen values occurring from 300 to 500 m (Karstensen et al., 2008), though we found our lowest oxygen concentrations at our 1000 m site.


[image: image]

FIGURE 1. Map and bathymetric chart of the study area within the Southern California Bight. Multicore locations, labeled with red filled circles, are described in detail with depth and environmental parameters in table one.



Sample Collection

Samples were collected with an Ocean Instruments multicorer during an R/V New Horizon cruise (NH1108 July 15–21, 2011). Within the study area, edges of basins and bathymetric highs were targeted in an effort to examine the distribution of living foraminiferal assemblages in oxygen-poor habitats with coarse-grained sediments. Sites were sampled from water depths of 360–2969 m, with BWO values ranging from 21 to 162 μmol/l (Table 1). The top 0–1 cm interval was sampled, then cores were sectioned into half-centimeter intervals (i.e., 0–1, 1–1.5, 1.5–2, etc.) and preserved in a 4% buffered formaldehyde solution (37% formaldehyde buffered with Mule Team Borax©), following methods outlined in Rathburn and Corliss (1994).

TABLE 1. Core locations, depths, environmental parameters (oxygen, temperature), habitat parameters, (substrate mean grain size and total organic carbon), and live foraminiferal abundances.

[image: image]

Surface sediments (0–1 cm) were also collected from twelve core locations and preserved by freezing (−80°C) for total organic carbon (TOC) and particle size analysis. Upon recovery on the ship, cores selected for microprofiling of dissolved oxygen were immediately moved to a controlled temperature environment (4°C) onboard the ship. The cores were subsequently sectioned into 0.5 and 1 cm intervals under a nitrogen atmosphere for pore water analyses.

Oxygen Microprofiles

Microprofiles of oxygen concentration were measured in vertical intervals of 250 mm using Clark-type amperometric oxygen sensors (Unisense, Aarhus Denmark) using methods outlined in Revsbech and Jørgensen (1986) and Revsbech et al. (1989). BWO for five of the 13 core sites were obtained from microprofiles (sites at 665, 700, 1000, 1510, and 2970 m). Sensors were attached to computer controlled motorized micromanipulators and driven vertically into the sediments on μm to mm intervals. Signals were amplified and transformed to millivolt (mV) by a 2-channel picoammeter (PA 2000; Unisense, Aarhus Denmark) and directly recorded on a computer using the software Profix (PyroScience, Aachen Germany). A linear calibration was performed on board immediately prior to measurements at 0% and 100% oxygen saturation. Calibration chambers filled with filtered seawater were kept at in situ temperature and purged by nitrogen or bubbled with air to create the respective standards.

Bottom Water Properties

Bottom water dissolved oxygen, temperature, and salinity values were obtained from CTD casts (rosette-equipped with an oxygen sensor) at eight of the 13 core sites. The remaining five core site BWO values were determined by oxygen microprofiling as mentioned above.

Sediment Properties: Particle Size and Total Organic Carbon

Both laser diffraction particle-size analysis and conventional dry sieving were used to determine grain size distribution for the surface sediments (0–1 cm) at the locations where surface sediments were available. Coarse-grained substrates led to difficulties in collecting multicores, and in a few locations the only cores available were used for foraminiferal analyses, with no sample remaining for particle size. Samples were analyzed at the National Lacustrine Core Facility (LacCore) on a Partica LA-950 Laser Diffraction Particle Size Distribution Analyzer to capture high-resolution data on the mud to sand size fraction (0.022–2000 μm). To analyze the sand and gravel portion, sediment samples were dry sieved on a ¼ phi interval from 5 (31 μm) to −2 (4 μm). Sediments were removed from sieves and weighed. All data (weight %) were entered into GRADISTAT (Blott and Pye, 2001) to generate statistical and graphical outputs including the mean and sorting of each sample. Surficial sediment samples for each of the multicores were sent to the University of Florida for analyses of organic carbon using a Carlo Erba NA1500 CNHS elemental analyzer.

Sample Processing

Rose bengal (65 mL) was added to each sample and allowed to stain for a minimum of 7 days. The limitations of rose bengal stain are well-known (Bernhard et al., 2006), and using a conservative approach, considering only those individuals with multiple, brightly stained chambers of protoplasm as alive at the time of collection, rose bengal staining provides a reliable assessment of living assemblages (Altenbach and Sarnthein, 1989; Murray and Bowser, 2000).

In order to determine original sediment volumes for each sample and to standardize for comparison between samples, volumetric procedures were followed as outlined in Rathburn and Corliss (1994). Cores were wet sieved from 0 to 2 cm (0–1, 1–1.5, and 1.5–2 cm), over a 63 and 150 μm mesh sieve. Using a modified Otto microsplitter (Otto, 1933), both the >150 μm and 63–150 μm portions were wet split to feasible working sizes, with a minimum target of 300 specimens in the >150 μm portion and 100 specimens in the 63–150 μm portion, and picked for living (stained) benthic foraminifera. Picked specimens were placed on microslides, identified to species, and counted.

Faunal distribution of the >150 μm fraction were analyzed in the surface sediments for each sampling location across the depth/oxygen transect. In a low oxygen environment, the majority (∼90%) of living benthic foraminifera typically inhabit the top 1 cm of sediment (Bernhard and Sen Gupta, 1999). Standing stocks of calcareous and agglutinated taxa were calculated for each site, and presented as number of individual foraminifera per area (#foraminifera/50 cm2).

Diversity indices, including species richness (S), Shannon–Wiener diversity index (H), and evenness (J) were calculated using the free statistical software PAST (PAleontological STatistics; Version 3.05; Hammer et al., 2001).

For these analyses:

Richness (S) = count of number of taxa per site

Diversity (H) = [image: image]

Evenness (J) = H/Hmax = H/lnS

With pi representing the proportion of the individual taxon to the population.



RESULTS

Bottom Water Properties

Bottom water oxygen values examined in this study ranged from 21 to 161 μmol/l (Figure 2). The terminology of Bernhard and Sen Gupta (1999) will be used, where “anoxic” refers to those regions where BWO equals 0 μmol/l, “dysoxic” refers to BWO between 4.5 and 45 μmol/l, and “oxic” represents BWO greater than 45 μmol/l. Site A (1000 m) is the only core site along the transect where dissolved BWO of 21 μmol/l was below 22.3 μmol/l and within the OMZ as defined by Helly and Levin (2004). The majority of core sites along the transect had dysoxic BWO values that ranged from 22 to 45 μmol/l. Core sites in the dysoxic zone included those at 360, 429, 600, 665, 700, 826, 910, 994, 1339, and 1378 m. Two sites, at 1510 and 2969 m, occur in water depths below the OMZ where BWO values were 77 and 162 μmol/l, respectively (Table 1; Figure 2). In addition to BWO measurements, pore water oxygen values were determined at six sites (Figure 3). Oxygen microprofiles reveal that oxygenated pore waters were present in sediment depths up to 5 mm.
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FIGURE 2. Environmental and substrate parameters plotted along the depth transect along with standing stock of epifaunal foraminifera at each site. Mean grain size from particle size analysis lends insight to the heterogeneity of substrates sampled in this study. No apparent relationship between substrate and depth exists in this area.
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FIGURE 3. Oxygen microprofiles for the six sites observed. Bottom water oxygen measurements from oxygen microprofiles were consistent with CTD casts. Oxygen microprofiles reveal that oxygenated pore waters were present in sediment depths up to 5 mm.



Sediment Properties

Preferential sampling of bathymetric highs and basin edges yielded coarser grained sediments than in basin centers. The cause of the presence of coarse grains in these areas is unknown, but it is likely that bottom currents play a role. Particle size analyses revealed that substrates examined in this study were comprised primarily (41–97% of total sample) of sand-sized, siliciclastic sediments (>63 μm). Appreciable percentages of gravel-sized particles (>2 mm) were also found in several of the samples along the depth transect, namely at 360 (42%) and 2969 m (50.5%). Particle size distribution varied from site to site in this region (Figure 2), with mean grain sizes ranging from 131 μm at 600 m to 829 μm at 2969 m (Figure 2). TOC for the 13 sites along the transect ranged from 1.25 to 4.24% (Table 1; Figure 2 and Supplementary Data Sheet 1).

Surface Sediment Standing Stock

>150 μm

Standing stocks of rose bengal stained specimens from the 0–1 cm interval were determined for all 13 locations (Table 1 and Supplementary Data). On average, surface sediments across the transect contained 164 individuals/50 cm2. Calcareous taxa were more prevalent than agglutinated taxa at the majority of sites across the transect, comprising anywhere from 53 to 98% of the total population. The deepest site on the transect, at 2969 m, had the greatest proportion of agglutinated taxa comprising 47% of the total population.

Maximum abundance of stained foraminifera in the 0–1 cm interval was observed at 700 m (470 individuals/50 cm2). This site was overwhelmingly dominated by Uvigerina peregrina (80% of total population). Uvigerina peregrina was among the most abundant taxon at 10 of the 13 sites across the depth transect, with a maximum at 700 m at 375 individuals/50 cm2. Cassidulina laevigata, Bolivina spissa, Hoeglundina elegans, Uvigerina auberiana, and Cibicidoides wuellerstorfi, were also among the most abundant taxa in the >150 μm size fraction of cores examined in this study (Figure 4).
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FIGURE 4. Distribution of the six most abundant >150 micron taxa along the transect.



63–150 μm

Standing stock abundances of the 0–1 cm interval were determined for six locations, 360, 600, 700, 826, 910, and 1000 m to compare the smaller size fraction with the >150 μm fraction. Since foraminiferal populations tend to be smaller in size in organic-rich, oxygen-poor environments (e.g., Perez-Cruz and Machain-Castillo, 1990), examination of this size fraction (despite the time-consuming nature of this effort) provides information for a larger, and more representative percentage of the population. On average, surface sediments across the transect contained 148 individuals/50 cm2 (SD:111). Similar to the >150 μm size fraction, calcareous taxa comprise the majority of the population (87–100%). Stained agglutinated taxa are only present in this size fraction at 826, 910, and 1000 m. Dominant taxa in the 63–150 μm portion were not necessarily the same as those in the >150 μm size fraction. Among the most common taxa of the 63–150 μm fraction were Bolivina spissa, Cassidulina carinata, Buliminella tenuata, Cibicidoides bradyi, Uvigerina proboscidea, and Uvigerina peregrina. Bolivina spissa, the most abundant taxon in the 63–150 μm assemblage, had a peak abundance at 700 m with 128 individuals/50 cm2. While most abundant in the larger size fraction, Uvigerina peregrina was only present at the 910 and 1000 m site in the 63–150 μm size fraction. In order to best understand the community over a range of sizes, the 63–150 μm was combined with the >150 μm portion and will be referred to henceforth as the “> 63 μm population” (Figure 5).
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FIGURE 5. Distribution of the six most abundant >63 micron taxa along the transect.



Epifauna

Epifaunal taxa present in cores from the SCB include C. wuellerstorfi and Hanzawaia nipponica. Contrary to expectations based on previous studies (i.e., BFOI-Kaiho, 1994), epifaunal taxa had a marked presence at 12 of the 13 sites analyzed, comprising as much as 35.7% of the total population despite oxygen-poor conditions. The presence and abundance of both taxa do not appear to be associated with changes in any of the measured environmental parameters (i.e., oxygen, TOC, grain size, and temperature; Figure 2). C. wuellerstorfi was present in the >150 μm portion of seven of the 13 sites, comprising 0.28–14.5% of the total population in the surface sediments. H. nipponica was present in abundance at four of the shallowest sites along the transect (360, 429, 600, and 700 m), with maximum abundances at 600 m, dominating the total population at that site and comprising 47% of the total benthic foraminiferal population.

Diversity and Dominance

>150 μm

A total of 60 taxa were identified in this region with 51 calcareous and 9 agglutinated in the >150 μm size fraction. Species richness was variable both across the transect and within different sections of the OMZ (Figure 6). Interestingly, the highest species richness value (27) was found at 1000 m, where BWO values were the lowest. In the dysoxic zone, richness varied from 7 to 23; while the two deepest stations had richness values of 13 and 18. Species were distributed relatively evenly (0.62–0.88), with the exception of the site at 700 m with an evenness value of 0.34.
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FIGURE 6. Shannon Diversity indices in >150 micron size fraction.



Shannon diversity (H) of stained foraminifera varied across the transect. Maximum diversity (2.5) was observed at 1378 m. At 700 m depth, with a value of 1.05, we found the lowest diversity value of the sites examined in this study. Despite having the lowest BWO in the study area, the 1000 m had a diversity near the high end of the study area range (2.22). The two deepest sites, had similar diversities (2.25–2.37).

63–150 μm

The >63 μm fraction was analyzed for faunal distribution in the surface sediments at six locations (Figure 7) where 60 calcareous and 10 agglutinated taxa were found in the >63 μm fraction. Species richness was variable, ranging from 10 to 27, with the lowest and highest values being found at 600 and 700 m, respectively. At 1000 m, where oxygen values were the lowest along the transect, richness was among the highest of sites examined for this size fraction (26). Evenness was similar for five of the six sites, with values ranging from 0.70–0.85. Minimum diversity values of 1.62 and 1.82 were found at 600 and 700 m, respectively. Sites exposed to dysoxic BWO had similar trends in richness, standing stock, and BWO. At 1000 m, where BWO values were the lowest of those examined in this study, richness and diversity values were among the highest (26 and 2.5, respectively).
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FIGURE 7. Shannon Diversity indices in >63 micron size fraction.





DISCUSSION

Projected increases in size and location of OMZs and other dissolved oxygen-depleted marine habitats associated with climate change highlight the importance of understanding the responses of benthic ecosystems to deoxygenation (e.g., Kamykowski and Zentara, 1990; Sarmiento et al., 1998; Keeling and Garcia, 2002; Helly and Levin, 2004; Stramma et al., 2008; Meier et al., 2011). Benthic environments with limited oxygen availability are typically characterized by high organic carbon contents (high primary productivity), high sediment accumulation rates, fine grain size, low bioturbation, and generally homogeneous habitats (e.g., Reichart et al., 1998; Levin, 2003). As a result of their densities in oxygen-poor environments, and their fossil presence in high-resolution geologic records from OMZs, benthic foraminifera living in oxygen-poor habitats have been the focus of a number of studies (e.g., Sen Gupta and Machain-Castillo, 1993; Bernhard and Alve, 1996; Bernhard and Sen Gupta, 1999; Bernhard et al., 2000). It is well documented that foraminiferal assemblages collected from the soupy, organic-rich sediments of oxygen-poor shelf/slope habitats, including those of the California Borderlands Basins, are overwhelmingly dominated by infaunal taxa (e.g., Bernhard and Reimers, 1991; Silva et al., 1996; Gooday et al., 2009; Gooday and Jorissen, 2012). Enhanced foraminiferal diversity has been reported along OMZ boundaries (e.g., Phleger and Soutar, 1973), and since foraminifera are the predominate fauna persisting through an OMZ, there may be an enhanced regional diversity resulting from boundary effects and habitat heterogeneity (Mullins et al., 1985; Gooday et al., 2009; Gooday et al., 2010). In this study, there do not seem to be any boundary effects that could be related to changes in water properties, including dissolved oxygen. Differences in surficial sediment characteristics of the sampling sites in the present study likely create habitat heterogeneity, enhancing diversity, but infaunal taxa remain dominant in coarser-grained sites as they are in the fine-grained muds typical of organic-rich basins. Results from our study also show that epifauna can comprise an appreciable percentage (up to 35.7%) of assemblages in coarse-grained habitats with dissolved BWO values as low as 23 μmol/l.

Previous studies of living foraminifera in the region primarily sampled fine-grained sediments that typify high productivity environments (e.g., Phleger and Soutar, 1973; Bernhard and Reimers, 1991; Silva et al., 1996). Studies of living foraminifera off California reported that nearby study sites had a complete absence of epifaunal taxa in the Santa Barbara Basin with BWO values of 4.5 μmol/l (Bernhard and Reimers, 1991) and in the San Pedro Basin 2.3–18 μmol/l (Silva et al., 1996). Our results from the SCB show that, in many cases, foraminiferal assemblages collected from the edges of basins and on the ridges between basins have marked differences in assemblages when compared those found in nearby basin-focused studies of Phleger and Soutar (1973), Bernhard and Reimers (1991), and Silva et al. (1996). Basin ridges are characterized by coarser sediments (80–99% of the surface sediments are comprised of sand and gravel sized particles) (>63 μm), probably due to removal of fine-grained sediment by winnowing currents. In the Gulf of Cadiz, appreciable densities of epifauna, including several species of Cibicidoides and Planulina, were present on hard or gravel-laden substrates (Schönfeld, 2002). Schönfeld (2002) noted a relationship between coarse sediments and epifauna in the northeastern Atlantic, and suggested that at least some epifaunal foraminifera were likely to need currents for food acquisition. Schönfeld (2002) proposed that paleo-current velocities could be assessed by examining percentages of epifauna. Although we cannot evaluate the influence of currents on the foraminifera in our study area, at the micron scale, it would not require much energy to create flow around an epifaunal foraminiferan. We suggest the presence of attachment surfaces is the primary influence enhancing epifaunal percentages in our study area. Elevated epibenthic taxa (those that live attached above the average sediment-water interface) prefer a hard substrate for attachment. C. wuellerstorfi is commonly found attached to hard surfaces at or above the sediment-water interface (e.g., Lutze and Thiel, 1989; Burkett et al., 2016). Other unattached epifauna may also prefer access to bottom water than to be surrounded by sediment and pore water. Grain size analyses, in this study, were based on sediment samples from surface materials, and we cannot know how many of the coarse grains were at the sediment-water interface and available for attachment. As a result, a strong correlation between grain size results and all epifaunal taxa may not be expected. Nevertheless, at sites in this study where peak percentages of C. wuellerstorfi were present (>9% of population; 360, 826, 910, and 1000 m), the surface sediments were comprised primarily of sand and gravel-sized particles (95.4–99.7%; Figure 8).
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FIGURE 8. Abundance of sand-sized particles or greater characterizing the substrate along with presence of C. wuellerstorfi at each depth. We demonstrate that substrates with greater concentrations of sand-sized particles may provide habitat stability for C. wuellerstorfi to persist, despite low bottom water oxygen concentrations.



Other epifauna (H. nipponica) did not show any apparent relationship with sedimentary characteristics. The sites in which the lowest BWO concentrations and TOC were found had some of the highest concentrations of C. wuellerstorfi. However, BWO and TOC, did not appear to influence the distribution of epifauna as a whole in our study (Figure 2). Typical organic-rich, oxygen-poor seafloor environments are characterized by fine-grained, soupy sediments that have few, if any hard substrates at the sediment-water interface. These environments are dominated by infaunal foraminifera that are adapted for reduced oxygen availability in pore waters (e.g., Bernhard, 1986; Sen Gupta and Machain-Castillo, 1993; Bernhard and Sen Gupta, 1999; Jorissen et al., 2007). Although oxygen and food availability are important limiting variables, we argue that, for at least some epifaunal taxa, the availability of hard substrate is a primary factor that limits their distribution.

Physiological limitations of deep-sea foraminifera have commonly been inferred from specimen distribution patterns collected from available core tops (Kaiho, 1991, 1994, 1999; Jannink et al., 2001; Schmiedl et al., 2003). These inferences have led to commonly held ideas about the oxygen requirements of some foraminiferal taxa. Although the lower limitations of BWO concentrations for epifauna are not yet well understood (Jorissen et al., 2007), several methods use deep-sea foraminiferal species or groups of taxa to assess BWO concentrations. Most of these methods regard epifauna as indicators of well-oxygenated environments. Species of epifaunal Cibicidoides, in particular, are deemed “oxic indicator species” (reviewed in Jorissen et al., 2007).

Despite oxygen-poor conditions in the SCB, epifaunal “oxic indicator” taxa were present at most (12) of the sites observed. Previous studies found C. wuellerstorfi in BWO concentrations as low as 71.5 μmol/l in the SCB (Bernhard and Reimers, 1991), and a recent global study that included specimens from the SCB, found living C. wuellerstorfi in habitats ranging from ∼2 to 277 μmol/l with abundant specimens below 45 μmol/l (Rathburn et al., 2018). A year-long study off the coast of Oregon found that over one-thousand C. wuellerstorfi had colonized hard, artificial substrates in BWO concentrations of ∼11 μmol/l (Burkett et al., 2016). In a colonization study at 4000 m off the coast of California, the epifaunal species Cibicides lobatulus, was the most abundant organism attached to glass rods after a year on the seafloor well below the lysocline (Beaulieu, 2001). Results from our study are consistent with these findings, and support the idea that hard substrates that enable epifaunal species to maintain their position at or above the sediment-water interface are an important factor in the distribution of C. wuellerstorfi, and probably other epifaunal species. Heterogeneity of habitat plays a critical role in the diversity of benthic fauna, including those within oxygen-poor environments, and we suggest that the availability of surfaces for epifaunal attachment influences habitat heterogeneity and the presence of epifaunal foraminifera in oxygen-stressed conditions.

Vertical distribution patterns observed here are consistent with those reported in previous studies of rose bengal stained foraminifera. As expected, C. wuellerstorfi have epifaunal microhabitat preferences with population maxima in the top 1 cm of sediment (Corliss, 1985; Rathburn and Corliss, 1994; Rathburn et al., 1996; Figure 9). H. nipponica also has population maxima in the top 1 cm of sediment in this study, and together with its planoconvex morphology, indicate that this species is epifaunal (Figure 9). Other dominant species, typically classified as infaunal based on their vertical distribution patterns below 1 cm in sediment depth in other regions (U. peregrina and C. laevigata) also show population maxima in the upper 1 cm, with few or no individuals persisting to the lower sections of the sediment column. Hoeglundina elegans had density maxima in the top 1-cm of sediments in this study. It is noteworthy that Hoeglundina elegans is typically found in the top 1-cm of sediments and has been characterized as an epifaunal species by some workers (e.g., Corliss, 1985; Rathburn and Corliss, 1994; Rathburn et al., 1996), but has been considered as an infaunal species by others (e.g., Fontanier et al., 2006). Regardless of the microhabitat preference of H. elegans, it has previously been associated with high oxygen concentrations and relatively low food availability (Schmiedl et al., 1997; Lutze and Coulbourn, 1984; Koho et al., 2008), therefore it is worth mentioning that this species can adapt to a wide range of environmental conditions. The infaunal designation may have resulted from the common association of this species with oxygen-poor habitats. Nevertheless, to be conservative, we refrained from including this species as an epifaunal taxon. In our study, H. elegans was present at all but two sites along the transect, with maximum abundance at site E (1339 m), where it comprised 20% of the total benthic foraminiferal population. Bolivina spissa, however, is also regarded as an infaunal taxon and had a population that persisted lower in the sediment column, with population maxima in the 1–1.5 mm section of our cores.
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FIGURE 9. Epifaunal foraminiferal verticle distribution within the top 2 cm of sediments analyzed from multicores at six sites along our transect. Epifaunal microhabitat preferences of C. wuellerstorfi are consistent with previous studies. Maximum abundances of H. nipponica in the top cm of sediment were observed at most sites, with the exception of 360 m, suggesting that this taxon can also be described as epifaunal.



As predicted by the TROX model (Jorissen et al., 1995), infaunal taxa dominate assemblages living at the sites examined, comprising 51–100% of the populations in the >150 μm fraction (Figure 4). Thus, despite the heterogeneity of substrates along the transect, infaunal taxa thrive in both the fine- and coarse-grained habitats. Infaunal populations are dominated by Uvigerina peregrina, Cassidulina laevigata, and Bolivina spissa, with varying abundances across the depth transect. Sites with high mean grain size (>500 μm) were dominated by Cassidulina laevigata and Uvigerina peregrina. This differed from the three sites with the lowest mean grain size (<150 μm) which showed an increased presence of less common taxa such as Nonionella stella, Chilostomella oolina, and Globobulimina hoeglundi, which were not observed at other sites with coarser grained substrates. It is possible that in the same way that these coarse grained habitats show an increased abundance of epifaunal taxa, there may be an influence as well on infaunal assemblages.

Results from this study indicate that the epifaunal taxa, C. wuellerstorfi and H. nipponica, can be abundant in habitats where BWO values fall well below the upper threshold of dysoxia. Epifauna such as these are clearly not restricted to well-oxygenated environments, and our results along with those of other recent studies (Burkett et al., 2016; Rathburn et al., 2018), indicate that the physiological limitations of C. wuellerstorfi, and probably other epifauna, should be expanded to include oxygen-poor environments. These results have appreciable consequences for methods that use epifauna for paleo-oxygenation indicators, and provide a greater understanding of the responses of benthic foraminiferal populations to deoxygenation.



CONCLUSION

Our examination of benthic foraminifera living in coarse-grained sediment environments in the SCB revealed elevated densities of epifaunal taxa in oxygen-poor habitats. In dysoxic conditions (21–28 μmol/l), epifaunal taxa comprised as much as 36% of the living (stained) population at the sites with the coarsest mean grain size. Infaunal assemblages varied between sites with different grain size characteristics, suggesting that substrate may also influence some infaunal taxa. Nevertheless, foraminiferal assemblages in our study were dominated by infaunal taxa, such as Uvigerina and Bolivina, traditionally associated with the supersaturated, unconsolidated mud, characteristic of oxygen-poor habitats, indicating that these taxa are not especially sensitive to substrate type. We suggest that at least some, perhaps many, epifaunal taxa, including C. wuellerstorfi, prefer habitats with coarse grains that allow them to remain at or above the sediment-water interface. It is clear that seafloor habitat heterogeneity influences the distribution of deep-sea benthic foraminifera, including in oxygen-poor environments. These results enhance our ability to predict changes in foraminiferal distribution patterns in deoxygenated seafloor habitats of the future, and also point to the need for consideration of substrate characteristics in assessments of ecological tolerances of foraminiferal species.
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The Baltic Sea contains the world’s largest anthropogenic deoxygenated zone, with increasing episodes and areal extent of hypoxia/anoxia. Atlantic cod in the Baltic has suffered a loss in condition which has been attributed mainly to hypoxia. Otoliths, the aragonitic structures that form part of the hearing/balance system in fishes, accumulate Mn in the presence of hypoxia and other reducing environments. Otoliths grow over the lifetime of fishes, and thus life-long records of hypoxia exposure exist for each individual fish. However, otolith Mn/Ca ratios are also sensitive to growth effects. We tested a new proxy to at least partially account for growth: Mn/Mg, since Mg levels reflect metabolic activity but not hypoxia. This and other elemental proxies were parsed annually from the otoliths to reconstruct lifetime histories of mean, maximum, and cumulative values of this proxy as well as others (Sr/Ca) that inform us about salinity conditions. We analyzed cod from five different time periods: Neolithic (4500 YBP, a normoxic baseline), 1980s, 1990s, 2000s, and 2010s – under different hypoxia intensities, assessing fish growth and condition in relation to hypoxia experience recorded by otolith proxies. Fish growth decreased with increasing hypoxia exposure; condition at capture (measured by Fulton’s K index) showed a strongly positive relation to growth indexed by magnesium (Mg/Ca). We conclude that cod otolith chemistry proxies not only inform about the hypoxia, growth, and metabolic status of cod, retrospectively throughout life, but also reflect the worsening situation for cod in the Baltic.
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INTRODUCTION

Hypoxia, or the occurrence of low oxygen levels in water, is spreading rapidly worldwide (Breitburg et al., 2018). Long recognized as a result of biochemical oxygen demand from organic pollution, hypoxia and the larger phenomenon of deoxygenation (loss of oxygen) are strongly affected by warming waters due to climate change. Although responses to hypoxia by fish and fisheries in many systems have been complex and thus difficult to interpret (Breitburg et al., 2009), there is increasing evidence that fishes exposed to hypoxia experience loss of habitat (a.k.a. habitat compression, Eby and Crowder, 2002; Diaz and Rosenberg, 2008; Stramma et al., 2012; Casini et al., 2016b) at times with concomitant declines in physical condition (e.g., Casini et al., 2016b).

The Baltic Sea ranks among the largest marine areas to have increased in hypoxic intensity and extent, from 5,000 to >60,000 km2 in its major basins over the past century (Carstensen et al., 2014). Freshwater inflows from the drainage basin contain nutrients that stimulate production (Hong et al., 2017), eventually resulting in microbial respiration that depletes oxygen (Conley et al., 2009). Major inflows of oxygenated seawater through the Danish Straits provide temporary relief, but reoxygenated episodes have in the past two decades been rare or of shorter duration than anticipated, due to complex mixing and stagnation (Conley et al., 2009; Schmale et al., 2016). Consequently, as warming continues, Baltic hypoxia is likely to continue and intensify, with increased areas of hypoxic, anoxic, and sulfidic waters.

Of the fish species present in the Baltic Sea, the Eastern Baltic cod (Gadus morhua) (hereafter referred to as Baltic cod) is arguably the most affected by this situation. A demersal (near-bottom dwelling) apex fish predator, Baltic cod require salinities ≥11 for successful spawning (Nissling and Westin, 1997), typically at depths >80 m in the brackish Baltic proper. Increasingly, these depths are subject to seasonal hypoxia, and the volume available to successful reproduction has diminished (cf. Köster et al., 2005; Plikshs et al., 2015). Additionally, suitable nursery and adult habitats have declined by 30% (Casini et al., 2016b; Hinrichsen et al., 2017). Beyond hypoxia per se, cod have undergone other ecological changes over the past ca. 40 years, such that diet shifted from one dominated by benthos in the 1970s and 1980s to one dominated by pelagic species, most recently sprat (Sprattus sprattus; cf. Pachur and Horbowy, 2013). Today it appears that a combination of reduced prey availability, increased parasite burdens, and hypoxia have contributed to a worsening Baltic cod population status (Eero et al., 2015; Casini et al., 2016b). Indeed, Baltic cod may represent one of the most severely impacted fish populations documented to date (cf. Breitburg et al., 2009; Altenritter et al., 2018).

Exploited fish populations (stocks) are subject to regular status assessments, so that appropriate fishing exploitation levels can be set. Stock assessments are usually based on age-based demographic characteristics. Fish age is normally determined by counting pairs of opaque and translucent rings in otoliths, which are aragonitic (CaCO3), incrementing structures inside fish heads. Part of the hearing and balance system in modern fishes, otoliths grow as the fish grows, providing a unique history for each individual (Campana and Neilson, 1985); and over 8 × 105 otoliths are aged annually for stock assessments by major fisheries labs around the world (Campana and Thorrold, 2001). Baltic cod otoliths, always somewhat difficult to age (Hüssy, 2010), became increasingly unreadable through the 2000s (Hüssy et al., 2016). In 2014, the stock assessment failed, due in great part to large uncertainties and inconsistencies in age determination (International Council for the Exploration of the Seas [ICES], 2014; Eero et al., 2015; Hüssy et al., 2016).

Besides tracking age and thus growth rates, otoliths also take up minor and trace elements as well as isotopes that can be interpreted in the context of experienced environment, fish physiology, or a combination thereof (Campana, 1999; Campana and Thorrold, 2001). Within the field of otolith research, questions of the relative influence of internal vs. external controls on otolith chemistry are topics of current interest (e.g., Sturrock et al., 2015; Grammer et al., 2017; Izzo et al., 2018). Increasingly, investigations of lifetime variations in otolith chemistry, either through taking transects of points along an otolith growth axis, or 2-D mapping of elemental concentrations (Limburg and Elfman, 2017), open up new and powerful insights into the complexities of fish life history (e.g., Campana and Thorrold, 2001; Elsdon et al., 2008; Pracheil et al., 2014).

Limburg et al. (2011, 2015) identified the trace element manganese, in ratio to calcium (Mn/Ca), as a potentially reliable proxy for hypoxia, regardless of salinity. Trace elements typically enter otoliths in dissolved form after uptake via the gills (Campana, 1999); and the dissolved forms of manganese are reduced (Trouwborst et al., 2006; Reddy and DeLaune, 2008). Nevertheless, incorporation of Mn into otoliths is also sensitive to growth (Limburg et al., 2011, 2015). In the present paper, we develop a new proxy that partially corrects for growth, based on evidence that another trace element, magnesium, reflects metabolic activity (Limburg et al., 2018). Here, we test the efficacy of different proxies (annual Mn/Ca, annual Mn/Mg, and lifetime-cumulative versions of same), as well as Mg/Ca, to document (1) exposure to hypoxia, (2) correlations to fish condition, a measure that is made only once – at the time of fish capture, and (3) possible effects of hypoxia on growth. We also develop a heuristic model as a dynamic hypothesis, that manganese uptake (and hence, the proxies) is a function of both exogenous (biogeochemical) and endogenous (physiological) controls.



MATERIALS AND METHODS

Baltic Sea cod otoliths were collated from several sources (Table 1). A majority came from the archives of the Department of Aquatic Resources, Swedish University of Agricultural Sciences (SLU, previously the research division of the Swedish Board of Fisheries until 2011). Of this collection, most (N = 214) were chosen originally to follow particular year-classes (1985, 1988, 1991, and 2005) as they aged; another 108 were selected to contrast condition factor (high or low); 11 collected in the Åland Sea in the northern Baltic proper in 2013; and four were collected in 2017, thus extending the time span of observation. Otoliths were aged using a combination of visual and chemical markers of seasonality (Heimbrand et al., unpublished), identifying contrasting “peaks” and “valleys” demarcating seasons; for an example, see Mg/Ca seasonal variations in Limburg et al. (2018). Finally, 10 well-preserved otoliths from a previous study of Neolithic cod (Limburg et al., 2008) were also analyzed, to examine otolith chemistry during a previous, hypoxia-free baseline period (Limburg et al., 2011). Although most of the modern material came from the southern Baltic proper (subdivision 25; Figure 1), some samples also came from the central and northern parts of the Baltic proper (subdivisions 26–29). The Neolithic otoliths came from subdivision 27 (Figure 1).

TABLE 1. Otolith samples used in this study.
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FIGURE 1. Maps of the Baltic Sea, showing (A) ICES subdivisions; (B) lowest areal extent of hypoxia/anoxia on record since 1960, in 1993; and (C) areal extent of hypoxia/anoxia in 2017, typical of the worsening conditions. Star on (A) shows the location of Neolithic cod otolith remains.



Fish total length (L, mm) and fresh total weight (W, g) data accompanied the modern otoliths, so a measure of condition (Fulton’s K) could be calculated as:

K = W/(L3) × 106.

In some cases, fish samples were obtained from commercial fisheries that gutted fish prior to landing. For those, correction factors (Casini et al., 2016a) were applied. For purposes of this analysis, K was grouped into two categories: low (K < 9) and high (K ≥ 9).

Otolith Preparation and Chemical Analysis

Otoliths were cleaned prior to archiving. The experimental otoliths were first marked to identify the core region (seen on the otolith surface as a “V” notch), then embedded in a clean epoxy resin (EpoFix,®Struers) (Supplementary Figure S-1). Transverse sections were prepared by cutting the shortest axis approximately 0.5–1 mm on each side of the core (Supplementary Figure S-1), which was subsequently thinned and polished down with a series of grinding papers (60, 30, 15, 12, 9, 3, and 1 micron), creating a section 0.2–0.5 mm thick and exposing the core region. The core (primordium) in cod is very small, <100 microns, so care must be taken to locate it. Once prepared, otolith sections were cleaned with 95% ethanol and rinsed in deionized water, then mounted on petrographic slides with double-stick tape.

Otolith chemistry was analyzed by laser ablation inductively coupled plasma mass spectrometry (LA-ICPMS), mainly at the Analytical and Technical Services laboratory at SUNY-ESF, United States; five otoliths were analyzed at Lund University, Sweden (described in Limburg et al., 2018). A 198-nm laser system (ESI) ablated material from the exposed otolith surface along a prescribed transect along the ventro-dorsal axis. That material was transported via a carrier gas (ultra high purity He, 800 mL/min) into a PerkinElmer Elan DRc quadrupole mass spectrometer. Continuous transects were taken, mostly from ca. 300 microns from the core on the ventral side, through the core, and out along the dorsal axis (Supplementary Figure S-1), or else complete “palindromic transects” running from the ventral edge, over the core, and out the dorsal axis. The track width (spot size) was 100 μm, and travel speed was 5 μm/s (10 Hz, 90% power). This spot size and ablation speed did some averaging across growth zones, but was deemed acceptable as it captured the dynamics of the hypoxia proxies and other elements.

Isotopes monitored included 24Mg, 26Mg, 31P, 43Ca and 44Ca (44 was a check on 43), 55Mn, 63Cu, 64Zn, 88Sr, 127I, and 138Ba. Briefly, Sr and Ba provide information on salinity and onshore–offshore habitat use, albeit with some confounding with temperature (Sr) and upwelling (Ba) influences; Mn and I are proxies for hypoxia (Lu et al., 2010; Limburg et al., 2015), Mg and P are under physiological control and help to identify seasonality of otolith growth; and Cu and Zn, typically elevated in the cores of cod and flounder otoliths (KL, unpublished observation), help to check accurate identification of the core. Pelletized carbonate standards [MACS-3, Wilson et al., 2008; MAPS-4 (USGS Geochemical Reference Materials), and an in-house standard made of crushed otoliths (Limburg et al., 2011)] were used for calibration and instrument drift corrections. Precision typically ranged from 5 to 15% on the standards, but re-running ablation tracks on otoliths produced nearly identical results.

Data Processing

Elemental concentrations (ppm) were expressed as ratios to Ca to correct for variations in the matrix. Mg/Ca ratios were calculated with 24Mg; 26/24Mg ratios were calculated with background-subtracted, drift-corrected data for both isotopes, calibrated to reported average percentages of each isotope (Catanzaro et al., 1966).

We used the otolith chemistry to aid in identifying the locations of annuli (seasonal growth checks due to winters; Heimbrand et al., unpublished) on the otoliths. We then used Campana’s “biological intercept” method (Campana, 1990) to back-calculate lengths-at-age for each fish, setting hatching length L0 = 2.5 mm and otolith diameter at hatch O0 = 50 microns. Otolith chemical data were parsed both annually (i.e., concentrations and ratios were calculated within annual growth zones) and averaged over the entire “life history transect” of the individual, using data collected on the dorsal axis, which provides the most detail. In addition, data from the otolith core region (inner 50 μm) and outer edge (200 μm) were collected.

A variety of potential hypoxia proxies were tested on the annual data. Mean Mn/Ca within annual growth zones, and means × growth zone widths, served as point and cumulative measures of hypoxia exposure within any given year. Cumulative Mn/Ca, summed over years of life, quantified the lifetime exposure up to any given age. To assess duration of exposure to hypoxia, all the annual means were subjected to statistical analysis (Supplementary Table S-1); we defined hypoxia exposure as exceeding the median value (across all fish) within a given age-class. Within any given year of otolith growth, the distance along the analysis transect corresponding to exceedance of the threshold, divided by that year’s otolith growth increment, was used as a measure of the duration of exposure.

However, Mn/Ca is also sensitive to growth rate (Limburg et al., 2011, 2015). To explore this, we developed a simple, conceptual model (Figure 2A) using the platform STELLA®(model details are in the Supplementary Information). A bioenergetics module keeps track of the consumption and assimilation of food, respiration, and net growth, all of which are temperature-dependent. A biogeochemistry module simulates organic matter decomposition and the sequential reduction of oxygen, nitrate, and manganese; manganese oxidation produces dissolved Mn2+, which can be taken up in otoliths. Otolith growth was modeled as a function of net metabolic activity, and Mn uptake/incorporation as the product of otolith growth and environmentally available Mn. The model uses realistic values, but is not calibrated with actual data on Baltic cod or on Baltic Sea biogeochemistry. The point of the model is simply to illustrate that both internal and external factors are involved.
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FIGURE 2. Hypothesized mechanism of otolith manganese incorporation. (A) Schematic of conceptual model postulating mechanism of manganese incorporation into otoliths (see Supplementary Information for model details). Otolith Mn is a function both of fish growth and of availability of dissolved Mn (i.e., reduced Mn2+). (B) Model output, simulating 10 years of growth where seasonal biogeochemistry is identical every year, but otolith Mn declines due to decrease in fish growth. (C) Otolith Mn in a 7-year-old Baltic cod, showing similar seasonal increases in summer, but overall decline due to natural decrease in growth with age.



We further note that magnesium uptake is growth-rate sensitive (Grammer et al., 2017; Limburg et al., 2018) but is independent of hypoxia. Therefore, we use Mn in ratio to Mg (Mn/Mg) as a new proxy to correct, at least in part, for growth effects on Mn uptake. We compiled similar statistics on annual and cumulative Mn/Mg to test for duration of exposure both annually and for lifetime, accumulative effects of hypoxia exposure.

Data were inspected for normality and analyzed, as appropriate, with continuous methods (regression, multiple regression), repeated measures ANOVA to account for possible within-subject autocorrelation, and two-way ANOVA to test for effects of age and other categorical variables (decade, categorized hypoxia exposure) on various proxies.

Hypotheses Tested

We use the otolith chemical data to address the following questions:

- Do hypoxia proxies track independent indices of hypoxia (e.g., areal or volumetric extent) over the past four decades?

- Does otolith Mg/Ca, our proxy for metabolic activity, correlate with condition factor?

- Do cod exposed to greater hypoxia show evidence of reduced growth?



RESULTS

Conceptual Model

The conceptual model (Figure 2A) was run to simulate 10 years of growth, but with the same pattern of seasonal hypoxia in every year. The model output (Figure 2B) shows that even with constant annual patterns of hypoxia, seasonal Mn incorporation declines as fish grow larger and their growth rate slows down asymptotically. This provides a conceptual null model if the environmental dynamics were identical year by year, and is qualitatively similar to what we have often observed in otolith Mn/Ca transects (for example, Figure 2C).

Annual Otolith Chemistry

Continuous “life history transects” along the major growth axes (ventro-dorsal) revealed great individual variability (cf. Supplementary Figure S-2). Nevertheless, some patterns in Mn/Ca were recognizable as associated with particular conditions. For example, we often observed a sudden drop in otolith Mn/Ca in the early 1990s (Figure 3), when major inflows of oxygenated North Sea water produced several years of low hypoxia. When hypoxia was moderately low, cod otolith Mg/Ca would often track Mn/Ca (Figure 4, top panel), but during episodes of apparently intense, summertime hypoxia as “recorded” in Mn/Ca ratios, the Mg/Ca de-coupled from the ordinary seasonal tracking with Mn/Ca, and instead declined (Figure 4, bottom panel). High episodes of hypoxia exposure as recorded in otoliths were more frequent after 2010 (Figure 4).
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FIGURE 3. Transect of Mn/Ca overlaid on an otolith from a cod that lived through a period of very low hypoxia in the Baltic. Annuli are marked with yellow arrows. Hypoxia reached a minimum in 1993 (Figure 1B).
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FIGURE 4. Comparison of manganese and magnesium dynamics in otoliths from cod having experienced different lifetime hypoxia levels. Stars mark winters, dashed lines mark the otolith cores. Top: edge-to-edge otolith transect in a period with good oxygen conditions, with seasonal variations of Mn/Ca and Mg/Ca in synchrony. Bottom: partial otolith transect in a cod having experienced chronic seasonal hypoxia; note that Mn/Ca is higher and Mg/Ca lower than in top panel, and that magnesium begins to de-couple from seasonal patterns in third year.



Do Hypoxia Proxies Track Independent Indices of Hypoxia Over the Past Four Decades?

Our collection of modern cod data spans 30 years, from 1986 to 2016. Comparing hypoxia proxies in otoliths to indices of hypoxia intensity (i.e., hypoxic volume or bottom area in the Baltic), the proxy that best matches hypoxic intensity is the within-year Mn/Mg duration above the thresholds (Figure 5). The proxy drops in the early 1990s, and rises from 2003, worsening steadily into the 2010s (Figure 5A), and captures much of the dynamic of the volume of hypoxic water (Figure 5B), particularly when the otolith proxy data are lagged 1 year back as shown here. When this lagged proxy is plotted as a function of hypoxia volume, it may be visualized in two periods (Figure 5C): a period encompassing 1986–1995 when hypoxia was moderate to declining, and the 2000s–2010s, when hypoxia increased continuously. Our otolith data from 2003 to 2016 show a rise in hypoxia proxy that appears to be steeper than the corresponding increasing hypoxia volume. Our data appear to capture responses to major inflows (2003 and 2014) that brought in oxygenated water. Finally, we note that our hypoxia proxy does not track hypoxic bottom areal extent as well as it does hypoxic volume (areal extent-otolith proxy R2 = 0.81 for period 1985–1994 and R2 = 0.003 for period 2003–2016; volume-otolith proxy R2 = 0.86 for period 1985–1994 and R2 = 0.45 for period 2003–2016; Figure 5C).
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FIGURE 5. (A) Within-year otolith Mn/Mg exceeding median threshold, a proxy for within-year duration of hypoxia exposure in Baltic cod otoliths, 1986–2016. (B) Concordance of Baltic Sea hypoxic water volume over the same time period, defined as water holding <2 mL/L dissolved oxygen (data courtesy O. Savchuk, Baltic Sea Centre, Stockholm University), and median otolith proxy values (from A) lagged 1 year back; note different axis scales; observations of N ≤ 2 were deleted. (C) Median lagged otolith proxy values (from B), plotted vs. Baltic Sea hypoxia volume.



Does Otolith Mg/Ca, Our Proxy for Metabolic Activity, Correlate With Condition Factor?

Factorial analysis of variance (ANOVA) of Mg/Ca by age and Fulton condition group (low < 9, vs. high ≥ 9) produced striking results (Figure 6). Low condition fish had less otolith Mg/Ca than high condition fish, and the gap between low and high tended to increase with fish age (Figure 6A). Repeated measures ANOVA yielded similar results (p = 0.011). As a result, the difference in lifetime cumulative Mg/Ca was also significant between Fulton groups and increased with age (Figure 6B). By contrast, a similar ANOVA performed with Mn/Ca as the dependent variable showed a significant decline with age, but not significant difference between Fulton groups.
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FIGURE 6. Mg/Ca as a function of Fulton condition group (low < 9; high ≥ 9) and age. (A) Mean within-year Mg/Ca. (B) Lifetime accumulative Mg/Ca.



Do Cod Exposed to Greater Hypoxia Show Evidence of Reduced Growth?

Back-calculated lengths at age (Figure 7) confirmed that growth was highest during the early 1990s, when hypoxia extent was lowest. Conversely, growth was poorest during the current decade of the 2010s, when hypoxia extent has been large and, in particular, anoxia has been increasing (Hansson et al., 2017).
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FIGURE 7. Back-calculated lengths-at-age of Baltic cod, grouped by decade of capture.



We also tested directly whether growth (length at age) correlated to hypoxia exposure within a year. We grouped the hypoxia duration (fraction of an annual growth zone above the Mn/Mg thresholds) into four categories: ≤25%, ≤50%, ≤75%, and ≤100%. With the exception of the Age-0 (young-of-year) group, length at age declined with increasing annual hypoxia exposure (Figure 8). In Age-0 fish, length was highest (117.7 mm) in the ≤50% group, and second highest (112.2 mm) in the ≤25% group. By Age-3, the size disparity between the least and most hypoxia-exposed fish was 38.6% (547.9 vs. 395.3 mm, respectively; Figure 8). The implication here is that, across all samples, growth was reduced as hypoxia exposure increased.
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FIGURE 8. Back-calculated length at age for Ages 0–3, plotted by within-year hypoxia exposure level. Hypoxia exposure is proxied here by Mn/Mg above the age-specific thresholds, expressed as fraction of the otolith annulus.



We examined Sr/Ca values as a proxy for salinity (but see caveats in the section “Discussion”). First-year Sr/Ca (×1000) values are lowest and are likely indicative of nearshore nursery habitats (Limburg et al., 2011), and increase as the fish begin to move into deeper, saltier water. ANOVA of Sr/Ca as a function of age and within-year hypoxia exposure revealed a complex response, but from Age-3 onward, Sr/Ca was highest in the 75–100% duration of hypoxia exposure category. Comparing just the lowest and highest exposure quantiles, Sr/Ca first increased, then decreased, for the 0–25% group, but increased linearly for the 75–100% group (Figure 9).
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FIGURE 9. Mean Sr/Ca × 1000, a proxy for salinity, plotted by age for the least and most hypoxia-exposed groups. See Figure 8 for explanation of hypoxia exposure proxy.



Lifetime, Core, and Outer Edge Otolith Data Analysis

Lifetime data, averaged over the entire otolith transects, did not reveal as many insights, and generally produced noisy relationships. For example, we tested whether an inverse relationship existed between lifetime mean Mn/Ca (our original hypoxia proxy) or the newer proxy (Mn/Mg) and I/Ca; neither of them produced significant results. Nevertheless, some variations are apparent when grouping element/Ca ratios by time period: Neolithic times vs. the decades of 1980s, 1990s, 2000s, and 2010s (Supplementary Figure S-2). We note that the Neolithic otolith chemistry shows much lower Mn/Ca and Mn/Mg, so much lower than today’s cod otoliths that we could not use them as a hypoxia baseline – if we had, then all of the modern cod would exceed the threshold most of the time. Additionally, Mg/Ca was on par with modern fish, Sr/Ca was elevated as expected due to the saltier conditions of the past, and I/Ca was elevated (Supplementary Figure S-2).

Analyses of hypoxia proxies on the outermost 200 microns did not correlate with either growth rate or Fulton condition factor. Regression analysis of core chemistry produced a significant (p < 10−4), if highly noisy (R2 = 0.014), inverse relationship between I/Ca and Mn/Ca (I/Ca = 0.0023 – 0.0099 × Mn/Ca). Additionally, a positive relationship existed between core Cu/Ca and Zn/Ca (Zn/Ca = 0.0046 + 0.74 × Cu/Ca, R2 = 0.19, p < 10−6).



DISCUSSION

Analysis of annual data, parsed on laser transects along the dorsal axis of Baltic cod otoliths, demonstrated complex, individualistic patterns of life histories. Despite the fact that the Baltic Sea is a very large system, and our collections constituted but a small sampling, some striking patterns emerged that reflect the changing circumstances of cod confronting hypoxia.

A variety of proxies for hypoxia, including Mn/Ca, Mn/Mg, and variants of these, were tested. We conclude that Mn/Mg, in which the growth- and hypoxia-sensitive element manganese is normalized to the (only) growth-sensitive trace element magnesium (Limburg et al., 2018), is a more robust metric for hypoxia than Mn/Ca, at least for cod. We tested the use of age-specific thresholds on these metrics, setting our thresholds for “exposure” at the median values across all modern fish that were analyzed. These thresholds appeared to work well, but they could be the subject of future refinement. Duration of Mn/Mg above age-specific thresholds generally agrees with the temporal patterns of hypoxia (Figure 5). Lagging the otolith proxy data by 1 year back significantly improved the correlations with hypoxic volume (Figures 5B,C). We do not know the reason for this, but speculate that it could be a slight temporal mis-match in when most of the samples were collected (winter–spring) vs. when hypoxia volume as used here is estimated (late summer–early autumn). Lagged correlations are not uncommon in the sclerochronology literature (e.g., Carré et al., 2005; Velarde et al., 2015; Judd et al., 2018). Hypoxia volume correlated better with our proxy than did hypoxia seafloor areal extent, perhaps because of the way that cod use the three-dimensional space. Finally, calculating the cumulative values of Mn/Mg across the otolith (as a substitute for time) provides a metric of the cumulative effect of exposure.

We found strong, inverse relationships of hypoxia exposure to back-calculated growth (Figures 7, 8), in agreement with laboratory experiments on Atlantic cod (Chabot and Dutil, 1999). Analyzed by decade, size at age was highest in the early 1990s when oxygen levels were highest, lowest in the most recent decade, and intermediate in the 1980s and 2000s, when hypoxia was present but not as severe as in recent years. We note that the 39% difference in length at Age-3 between least and most hypoxia-exposed fish (Figure 8) implies an even greater difference in weight, since the latter increases as roughly the cube of length1. Such differences have consequences for stock spawning biomass, reproductive potential (Mion et al., 2018) and the fisheries industry including economic losses (Svedäng and Hornborg, 2014). To illustrate the potential consequences in terms of economic value, assuming that prices were indifferent to quality of the fish, the weight differences alone imply a 64% loss in value (if value = price × quantity). A more complete assessment of the impact of hypoxia on this provisioning ecosystem service would require information on age-specific biomasses and quality, to which the hypoxia exposure categories could be parsed.

In addition, our results suggest a differentiation in habitat use and hypoxia exposure (Figure 9); fish that manifested the greatest exposure to hypoxia showed elevated Sr/Ca (a salinity proxy, but see discussion below) from Age-3 onward. Assuming that these fish remained in the Baltic and did not migrate out into the North Sea, our results suggest that fish that migrated into deeper, saltier Baltic water had a higher probability of encountering hypoxia, while those that remained in less saline (lower Sr/Ca) habitats were less exposed. This is consistent with tagging studies (e.g., Neuenfeldt et al., 2009).

We also explored otolith microchemistry relationships to fish condition as indexed by Fulton’s K. The strongest relationship – a separation of high from low condition groups by Mg/Ca – was an unanticipated result. However, in light of the growing evidence for Mg incorporation as a function of metabolic activity (Limburg et al., 2018), the extent to which condition reflects metabolism could explain this finding. The impact of hypoxia on metabolic activity is well documented for fishes in general (Fry, 1971; Claireaux and Chabot, 2016), and for cod in particular (Chabot and Claireaux, 2008). We find it remarkable that the separation of groups across all age classes is so strong (Figure 6), suggesting that condition factor, measured only at capture, may reflect long-term metabolic status of Baltic cod. In fish classified as high condition, Mg/Ca was nearly constant or increased moderately with age (up to Age-5, a group with only five observations and thus high variance); whereas fish classified as low condition showed a monotonic decline in Mg/Ca with age.

Current methodologies for collecting microchemical data allow for sampling trace elements and isotopes at varying levels of resolution and accuracy. With quadrupole LA-ICPMS methods, despite being the lowest resolution in the family of high-Z optimized mass spectrometers, low ppm levels of certain isotopes (e.g., 26Mg, 63Cu) are possible to quantify, and sensitivity to some isotopes (e.g., 55Mn, 138Ba) permits accuracy at high spatial resolution. The data collected for this study provide detail at sub-annual levels that we are currently unable to analyze statistically (e.g., the temporal dynamics seen in Figures 2–4) except on an annual or seasonal level. Techniques such as dynamic factor analysis (Zuur et al., 2003), which test for similarities across complex time series, are currently inadequate to handle the large data streams generated by otolith transect analysis – in our case, typically 200–400 replicates per chemical analyte × 10 analytes per fish, but some LA-ICPMS setups generate 10X the number of replicates. At this point, the recourse is to collect data at annual, or at best, coarsely monthly (e.g., Grammer et al., 2017) resolved data. There is a clear need to develop statistical methods to capture the rich detail of short-term dynamics, for example seen when summertime episodes of hypoxia are encountered.

Iodine, which is redox sensitive in carbonates (Lu et al., 2010), could be measured in Baltic cod otoliths, despite high background levels. Iodine appears to be bound in the organic matrix in otoliths (Z. Lu, Syracuse University, personal communication). I/Ca ratios were regularly elevated in the otolith cores, which are protein-dense. We also noted that Mn/Ca was almost always lower in the same otolith region, rising outside of the cores. It is possible that, as survivors, the individuals we measured were born in oxygenated water. However, the relationship of I/Ca to Mn/Ca in cod otoliths is complex, and incorporation of iodine appears to differ from manganese. Further research is needed to elucidate the uptake mechanism.

Strontium concentrations in the Baltic Sea vary with salinity due to large inputs of low-Sr fresh water (Andersson et al., 1992). Otolith uptake of Sr is also affected to some degree by temperature (Izzo et al., 2018), and Townsend et al. (1995) observed an inverse exponential relationship between Sr/Ca and water temperature in larval cod otoliths. In Baltic cod, it is likely that otolith Sr/Ca reflects a combination of temperature and salinity, thus higher levels of Sr/Ca reflect increased salinity and decreased temperature.

Compared to paleo conditions in the Baltic Sea as reflected in Neolithic cod otoliths, the Baltic today is less saline and more hypoxic (Supplementary Figure S-2). Even though manganese is partly affected (positively) by growth rate, the roughly 2.9-fold lower Mn/Ca in Neolithic cod is not explained by slower growth rates, because Neolithic cod grew faster and larger than modern Baltic cod (Limburg et al., 2008). It is impracticable to use the Neolithic otoliths to define thresholds for hypoxia exposure (cf. Altenritter et al., 2018), since so much of the data fall above the mean value [Mn/CaNeolithic (×103) = 0.015]. The same holds true for the new proxy Mn/Mg (Mn/MgNeolithic = 0.148, Mn/MgModern = 0.412). Thus, we chose to use a population-level set of thresholds that defined hypoxia exposure as above the age-specific median values of Mn/Ca and Mn/Mg in modern cod.

Finally, we note that neither lifetime mean values, nor data collected on the outermost edges of otoliths, provided much insight into hypoxia exposure and growth. Lifetime mean values masked the details of year-specific conditions and averaged out differences. Edge analyses proved to be too variable to tease out signals, and suggest that edge chemistry does not necessarily shed insight on hypoxia impacts on growth.

We recommend parsing otolith transect data annually (or even seasonally, if possible) to capture the detail needed to examine hypoxia exposure and its consequences. This requires an understanding of how to determine what constitutes an annual growth zone on the otolith. For Baltic cod, this is a non-trivial problem and methods involving the use of otolith chemistry are in development (Heimbrand et al., unpublished) and used here. Although tedious and time-consuming to produce, the data sets generated provide invaluable information and insights. Going forward, these methods can be applied to study the further fluctuations in the status of Baltic cod as climate change and other drivers shape their environment.



CONCLUSION AND PERSPECTIVE

This study has further advanced our understanding of the utility of otolith chemical proxies to study hypoxia exposure and impact on individual fish within populations. Perhaps for the first time, proxies were used to quantify both lifetime exposure (through Mn proxies) and metabolic and growth responses – key information needed to understand population dynamics and thus to help manage the stocks.

The Baltic Sea is unusual in that it is so well studied, so hypoxic, and possesses the biogeochemistry amenable to use manganese as a hypoxia proxy. While this last is the case in some other hypoxic basins [e.g., the Black Sea (Lewis and Landing, 1991), the Gulf of Mexico (Mohan and Walther, 2016; Altenritter et al., 2018), and Chesapeake Bay, United States (Limburg, unpublished data)], many open marine systems with oxygen minimum zones (e.g., the California Current) may lack high enough concentrations of manganese to serve as such a proxy. The search for alternative proxies should continue for those systems, and may require further study of redox biogeochemistry likely to produce divalent cations that can substitute for otolith calcium (Campana and Thorrold, 2001), or other metals that can be incorporated into otolith proteins (Thomas et al., 2017). These may include iron (indicative of anoxia, and detected on rare occasion by KL), zinc, and potentially bromine (Leri et al., 2010). Careful study and testing will be required, but benefits as demonstrated here, in terms of understanding hypoxia exposure, will be substantial.
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Microbial plankton respiration is the key determinant in the balance between the storage of organic carbon in the oceans or its conversion to carbon dioxide with accompanying consumption of dissolved oxygen. Over the past 50 years, dissolved oxygen concentrations have decreased in many parts of the world’s oceans, and this trend of ocean deoxygenation is predicted to continue. Yet despite its pivotal role in ocean deoxygenation, microbial respiration remains one of the least constrained microbial metabolic processes. Improved understanding of the magnitude and variability of respiration, including attribution to component plankton groups, and quantification of the respiratory quotient, would enable better predictions, and projections of the intensity and extent of ocean deoxygenation and of the integrative impact of ocean deoxygenation, ocean acidification, warming, and changes in nutrient concentration and stoichiometry on marine carbon storage. This study will synthesize current knowledge of respiration in relation to deoxygenation, including the drivers of its variability, identify key unknowns in our ability to project future scenarios and suggest an approach to move the field forward.
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INTRODUCTION

Dissolved oxygen (O2) is fundamental to all aerobic life and thus plays a major role in marine microbial ecology and the biogeochemical cycling of elements such as carbon, nitrogen, phosphorus and sulfur. The measurement of seawater O2 began during the 1873–1876 HMS Challenger expedition, and O2 continues to be the most commonly measured indicator of marine biogeochemistry, with the current global database amounting to millions of measurements (Keeling et al., 2010; Schmidtko et al., 2017). Time series data over the past 50 years show declining O2 in many regions of the world’s oceans, and a significant increase in the aerial extent of oxygen minimum zones (OMZs) in the eastern tropical North Atlantic (ETNA) and equatorial Pacific. Stramma et al. (2008) determined the decrease in O2 for the region of the ETNA between 10–14°N and 20–30°W in the depth range 300–700 m to be 0.09–0.34 μmol kg-1 year-1 between 1960 and 2008, while later studies revealed variations in this long term decline at interannual to multidecadal timescales consistent with natural climate variability (Brandt et al., 2015). The latest collation of global ocean dissolved oxygen data shows a decrease of more than 2% (4.8 ± 2.1 pmol), in the global oceanic oxygen content since 1960 (Schmidtko et al., 2017), however, at regional scales the changes are more complex. Deutsch et al. (2014) showed evidence for a decrease in the extent of oxygen minimum zones in the tropical Pacific Ocean over most of the 20th century. This was related to weakening easterly trade winds in a warming climate which decrease the intensity of upwelling and therefore the magnitude of biological production, export of organic carbon and respiratory oxygen demand. In the coastal zone, low or zero oxygen conditions are induced by anthropogenic nutrient enrichment and eutrophication, with the number of these coastal zone hypoxic sites having increased by an order of magnitude since the 1960s (Diaz and Rosenberg, 2008). This “deoxygenation” of the open and coastal ocean is predicted to continue. Coupled climate – marine biogeochemical models all project a continued long term decrease in the global ocean O2 inventory of between 1 and 7% by 2100 (Bopp et al., 2002; Keeling and Garcia, 2002; Keeling et al., 2010). Henson et al. (2017) investigated the trend in a multi-model mean ensemble of the Coupled Model Inter-comparison Project Phase 5 (CMIP5) output, run under a “business-as-usual” scenario (RCP8.5). This suggested that most of the world’s oceans will experience a 1–2% decrease in the oxygen inventory per decade with respect to the mean of 1986–2005. However, the regions where temperature and O2 changes are likely to have the greatest impact on marine ecosystems and biogeochemistry, the poles and the tropics, including the major eastern boundary upwelling systems where oxygen minimum zones occur (Gruber, 2011), are also the regions where inter-model agreement is low (Henson et al., 2017).

A number of physical, ecological, and biogeochemical mechanisms could contribute to the process of deoxygenation (Figure 1) including:


[image: image]

FIGURE 1. Potential physical, ecological and biogeochemical mechanisms contributing to ocean deoxygenation in the Anthropocene.



(1) The direct effect of increasing temperature reducing the solubility of oxygen in seawater. This physical chemical process is well constrained, with estimates of a decrease in O2 of ca. 5 mmol m-3 for each 1°C increase in water temperature (Deutsch et al., 2011). Within the upper 1000 m, 50% of the observed O2 loss is attributed to changes in solubility. This percentage decreases to 25% of the O2 loss in the upper 2000 m and 15% of the O2 loss over the full oceanic depth (Schmidtko et al., 2017).

(2) The indirect effect of increasing sea surface temperatures causing increased surface ocean stratification and reduced ventilation of the deep ocean, therefore increasing the length of time that deep water is separated from contact with the atmosphere. This delays the re-equilibration of dissolved oxygen to atmospheric concentrations while microbial degradation of organic matter associated with aerobic respiration consuming oxygen and producing carbon dioxide (CO2) continues.

(3) The direct effect of increasing temperature on the metabolic rates of the plankton, with the expectation that for the same increase in temperature, heterotrophic processes such as microbial respiration which consume oxygen will increase more than autotrophic processes such as photosynthesis which produce oxygen (López-Urrutia et al., 2006; Wohlers et al., 2009), and that bacterioplankton growth efficiencies (the proportion of the carbon assimilated by bacterioplankton that is converted to biomass rather than being respired to CO2) decrease with increasing temperature (Rivkin and Legendre, 2001). A warming ocean is therefore expected to change the depth distribution of oxygen consumption, with an increase in shallower warmer waters and a decrease at depth due to the reduced supply of organic matter. Whether this redistribution of oxygen consumption will lead to a decrease or increase in average oxygen concentrations remains uncertain.

(4) The direct effect of increasing CO2 leading to increased bacterioplankton cell-specific respiration. The anthropogenically derived CO2 in the atmosphere which is causing global warming is also dissolving in seawater, leading to increasing pCO2 and decreasing seawater pH and carbonate ion concentration (ocean acidification). Elevated pCO2 has been shown to increase the activity of bacterioplankton extracellular enzymes such as α and β–glucosidase (Piontek et al., 2010, 2013) and enhance bacterioplankton respiration (James et al., 2017).

(5) The indirect effect of increased photosynthesis caused by increasing concentrations of seawater CO2. Increased CO2 can enhance photosynthesis, producing an increased amount of particulate organic material (Riebesell and Tortell, 2011), a greater proportion of exudation of dissolved organic material (DOM; Engel et al., 2004) and increased carbon:nitrogen and carbon:phosphorus ratios of the DOM (Riebesell et al., 2007), leading to increased microbial respiration.

(6) The indirect effect of reduced calcium carbonate ballast due to decreasing seawater pH and carbonate ion concentration. The reduction in plankton extra-cellular calcium carbonate reduces the sinking rate of the plankton cells allowing respiration to occur at a shallower depth (Barker et al., 2003), and potentially allows a greater proportion of the exposed organic material to be respired in a given time.

(7) The indirect effect of increased coastal discharge of inorganic nutrients leading to increased primary production and thus increased phytoplankton derived particulate and dissolved organic carbon (or eutrophication), which when degraded by heterotrophic bacteria supports increased microbial respiration. The indirect effect of increased discharge of inorganic nutrients and/or increased phytoplankton production of labile dissolved organic carbon “priming” the degradation of previously recalcitrant dissolved organic carbon (Jiao et al., 2011). The indirect effect of increased pollution-derived atmospheric deposition of soluble iron and fixed nitrogen leading to increased primary production and then increased respiration (Ito et al., 2016).

The inter-dependencies and feedbacks between these mechanisms mean that their individual effects on deoxygenation can be counteracted or exacerbated. For example, increased stratification due to increased surface temperature will reduce nutrient supply to the surface ocean, reducing primary production by an estimated 24% by the year 2300 when RCP8.5 predicts a fivefold increase in atmospheric CO2 (Moore et al., 2018) which will offset the 27% increase in primary production due to carbon fertilization, estimated for a doubling of atmospheric CO2 (Riebesell et al., 2007).

Apart from the temperature related decrease in oxygen solubility and ocean ventilation, all of these potential mechanisms causing deoxygenation depend on microbial aerobic respiration, the metabolic process driven by the degradation of dissolved and particulate organic carbon, which consumes oxygen, produces carbon dioxide and generates energy in the form of adenosine triphosphate (ATP). Midwater microbial communities – predominantly bacterioplankton, archaeoplankton and zooplankton – are therefore central to the challenge that is ocean deoxygenation because they both influence and are influenced by decreasing oxygen concentrations. Since the depletion of oxygen caused by microbial respiration is always accompanied by an increase in CO2, ocean deoxygenation is always a dual stressor problem – both oxygen and CO2 change (Brewer and Peltzer, 2009). Due to this complexity of feedbacks and interdependency, ocean deoxygenation is therefore a “wicked” problem contributing to the “super wicked” problem of climate change (Levin et al., 2012).

The aim of this paper is to explore this wicked problem from the perspective of microbial respiration, focusing on the key role that microbial respiration plays in enabling ocean deoxygenation and on how microbial respiration, and therefore the storage of carbon in the ocean, might be affected by ocean deoxygenation. I will build on previous reviews of microbial respiration (e.g., del Giorgio and Duarte, 2002; Robinson and Williams, 2005; Robinson, 2008; Arístegui et al., 2009; Regaudie-de-Gioux and Duarte, 2012, 2013) synthesizing what we know about midwater microbial respiration that could help us predict how microbial respiration might change in waters with reduced oxygen and increased carbon dioxide concentrations, and then identify areas of research that still need to be addressed and some emerging approaches that could be used.



MICROBIAL RESPIRATION

The magnitude and variability of marine microbial aerobic respiration is fundamental to deoxygenation, the formation of oxygen minimum zones and the efficiency of the biological carbon pump. Yet due to methodological limitations, the number of direct measurements and therefore our understanding of respiration, especially below the euphotic zone, is only loosely constrained.

Measurement Methods

The magnitude of midwater (i.e., between 100 and 1000 m depth range) respiration can be determined either from the oxygen consumption of an incubated water sample (Arístegui et al., 2005; Reinthaler et al., 2006; Baltar et al., 2010; Holtappels et al., 2014), from plankton electron transport system (ETS) activity (e.g., Packard et al., 2015; Osma et al., 2016; Martínez-García, 2017), from 14CO2 production during incubations with 14C labeled compounds (Hill et al., 2013), from measurements of bacterioplankton production and bacterioplankton growth efficiency (BGE = proportion of assimilated carbon used to produce bacterioplankton biomass) or from a time resolved estimate of the amount of oxygen consumed since a given water body left the sea surface where the dissolved oxygen concentration was in equilibrium with that in the atmosphere – the apparent (AOU; Sarmiento and Gruber, 2006), true (TOU) or evaluated (EOU; Duteil et al., 2013) oxygen utilization. Combining the estimate of oxygen utilization with an estimate of ventilation age from the distribution of tritium, radiocarbon or chlorofluorocarbons (CFCs), gives an average oxygen utilization rate (OUR; Jenkins, 1987). The efficiency of mesopelagic remineralization can also be inferred from the vertical profile of particle flux derived from underwater imaging, sediment trap data or thorium isotope disequilibria (Guidi et al., 2015) or reconstructed from large-scale ocean nutrient distributions (Weber et al., 2016).

Midwater respiration rates (60–300 μmol O2 m-3 day-1) have been derived from direct measurements of oxygen consumption during incubations of 2–4 days. To minimize any potential artifacts due to such long incubations, data are only used when linearity in oxygen consumption and cell abundance are confirmed, or when significant relationships between oxygen consumption and bacterioplankton production during the incubations can be used with in situ bacterioplankton production measurements to “back-correct” the respiration to in situ values (Arístegui et al., 2005; Reinthaler et al., 2006; Mazuecos et al., 2015). The ETS method estimates the maximum activity (Vmax) of the enzymes associated with the respiratory electron transport system of both eukaryotes and prokaryotes under substrate (NADH, NADPH) saturation, and is therefore a maximum “potential” respiration rate rather than the actual respiration rate. Vmax is converted into rates of oxygen consumption using either an empirical relationship determined from bacterial cultures or application of an enzyme kinetic model (EKM). It therefore assumes an average relationship between enzyme mass and respiratory activity, and due to this assumption it has an estimated error of 31–38% (Packard et al., 1988). A recent development of the ETS technique uses pyridine nucleotide concentrations and an EKM (Aguiar-González et al., 2012) to derive the actual respiration rate. This method has been used with cultured bacteria and zooplankton (Osma et al., 2016), but has not yet been tested in open waters.

A further modification of the ETS method derives respiration from the relationship between dissolved oxygen consumption and the in vivo reduction of 2-(p-iodophenyl)-3-(p-nitrophenyl)-5-phenyltetrazolium chloride (INT) to INT-formazan (Martínez-García et al., 2009). Martínez-García (2017) presents the first size-fractionated mesopelagic respiration data from station ALOHA in the North Pacific Subtropical Gyre using the INT technique, to show vertical and seasonal variability in respiration ranging from 56 to 107 μmol O2 m-3 day-1 in the 100–1000 m depth horizon. These data are around an order of magnitude higher than earlier ETS estimates (1–7 mol O2 m-2 y-1; 3–25 μmol O2 m-3 day-1; Arístegui et al., 2003), which were calculated using a conversion factor derived from a senescent bacterial culture, suggesting that microbial communities in the mesopelagic ocean are much more active that previously assumed (Arístegui et al., 2009). Respiration can also be derived from the respiration of 14C-leucine by bacterioplankton cells. Hill et al. (2013) determined respiration in the range 0.07–1.9 pmol leu L-1 h-1 between 20 and 160 m in the Atlantic Ocean after additions of 14C-leucine at close to ambient (0.4 nmol L-1) concentrations. Using 3H-leucine bioassay isotope dilution to determine prokaryote production, and published estimates of prokaryote growth efficiencies, Giering et al. (2014) calculated depth integrated (50–1000 m) North Atlantic prokaryote respiration to be 71 mg C m-2 day-1. Oxygen utilization rates including recent ones derived for the Pacific (Sonnerup et al., 2013, 2015) and Atlantic Oceans (Stanley et al., 2012) using transit time distributions, range from 0.3 to 50 μmol O2 m-3 day-1 (0.03–18.2 mol O2 m-2 y-1; Table 1).

TABLE 1. Recent midwater (100–1000 m) respiration estimates derived from dissolved oxygen consumption during a bottle incubation (ΔO2), activity of the electron transport system (ETS), the reduction of the tetrazolium salt (INT), or the time resolved estimate of the amount of dissolved oxygen consumed since a water parcel was last in contact with the atmosphere, the oxygen utilization rate (OUR).
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In the oxygen minimum zones (OMZ) where oxygen concentrations fall below 40 μmol L-1 or, in the most intense OMZs below 20 μmol L-1 (Paulmier and Ruiz-Pino, 2009), it is only relatively recently that techniques to accurately measure extremely low in situ oxygen concentrations and rates of oxygen consumption have become available. While Winkler titrations, electrochemical or optode sensors and oxygen isotope methods have detection limits around 0.1–1 μmol L-1, the switchable trace oxygen (STOX) microsensor has a detection limit in the range 1–10 nmol L-1 (Revsbech et al., 2009, 2011), and in water bodies containing concentrations of O2 less than 1 nmol L-1, the ultra-sensitive Luminescence Measuring Oxygen Sensor (LUMOS) has a sensitivity of 7 pmol L-1 (Lehner et al., 2014, 2015). Good agreement was found between measurements of oxygen concentration and oxygen consumption made by STOX sensors, optode spots and membrane inlet mass spectrometric analysis of 18-18O2 (Holtappels et al., 2014). Using these new nanomolar techniques, in situ oxygen and respiration measurements derived from consumption of oxygen, showed that aerobic respiration occurs efficiently at extremely low oxygen concentrations (Tiano et al., 2014; Kalvelage et al., 2015; Garcia-Robledo et al., 2016). As well as the difficulty in measuring very low oxygen concentrations and rates of oxygen consumption, the imperative to maintain in situ oxygen concentrations during shipboard sample collection, manipulation and analysis remains a significant challenge (Garcia-Robledo et al., 2016).

Apportionment to Microbial Group

In addition to bulk measurements of respiration, an appreciation of the proportion of respiration attributable to bacterioplankton or zooplankton and between particle-attached or free-living bacterioplankton is important for accurate predictions and projections of carbon remineralization and thus deoxygenation and marine carbon storage in a changing environment. Unfortunately, such apportionment of respiration to constituent plankton functional groups is hampered by the lack of a direct method able to differentiate the respiration of any component group from that of the rest of the plankton community. The post-incubation separation by filtration of a size class of the plankton community, coupled with the identification and enumeration of plankton within that size class, has become the pragmatic although imperfect field approach to infer the respiration of a particular group which dominates a particular size class. This is obviously problematic in environments where cells of the same size represent very different functional groups, for example, heterotrophic and autotrophic prokaryotes in the surface waters of oligotrophic gyres, but perhaps is less of a problem in coastal regions or in the mesopelagic.

The relative proportion of mesopelagic bacterioplankton and zooplankton respiration varies with euphotic zone productivity. Bacterioplankton respiration was 2- to 10-fold higher than zooplankton respiration at the oligotrophic ALOHA station in the North Pacific Subtropical Gyre, and up to fivefold higher at the mesotrophic station K2 in the subarctic Pacific (Steinberg et al., 2008). Giering et al. (2014) found bacterioplankton respiration to dominate (70–92%) community respiration in the North Atlantic mesopelagic zone, while McDonnell et al. (2015) showed that the respiration rates of particle-associated microbes contributed 32–98% of the total respiration measured in situ at the Bermuda Atlantic Time-series Study site (BATS). Direct measurements of the oxygen consumption of microbes associated with phytodetrital aggregates collected using marine snow catchers in the northeast Atlantic, showed that the relative importance of particle-associated microbial respiration to the attenuation of particulate organic carbon (POC) increases from ∼8% in the upper mesopelagic (36–128 m) to ∼33% in the mid mesopelagic (129–500 m) as the rate of POC attenuation decreases (Belcher et al., 2016).

Influence of Environmental Conditions

Respiration rates vary in space and time depending on temperature, the quality and quantity of the organic substrate, availability of inorganic nutrients, and microbial community structure. Just like any other chemical reaction or metabolic rate, plankton respiration is related to temperature through an Arrhenius relationship. Mazuecos et al. (2015) derived mesopelagic respiration from oxygen consumption measurements and calculated a Q10 of 3.65 and an activation energy Ea of 0.90 eV for water temperatures between 8.7 and 14.9°C. This compared well with the temperature relationship of previously published mesopelagic respiration data (average Q10 of 4.07 and Ea of 0.98 eV), but is higher than the “optimal” Q10 values of between 1.5 and 2.6 of mesopelagic remineralization of particulate organic carbon derived from data-constrained modeling studies (DeVries and Weber, 2017; Laufkötter et al., 2017; Cram et al., 2018), and of activation energies determined for microbial respiration in surface waters (∼0.58 eV López-Urrutia and Móran, 2007; Yvon-Durocher et al., 2012).

Cell specific mesopelagic bacterioplankton respiration rates (Table 2) tend not to be correlated with temperature due to the ∼50-fold variability in cell specific respiration rates (0.1 to 5 fmol C cell-1 day-1; Baltar et al., 2009a,b) related to the lack of a strong relationship between cell abundance and cell activity (del Giorgio and Gasol, 2008). For example, Reinthaler et al. (2006) found a threefold difference in bacterioplankton cell specific respiration rates in deep water masses of the east and west N Atlantic, with a general increase with depth, and with rates in the oxygen minimum zones intermediate between those in the more oxygenated water masses above and below.

TABLE 2. Mesopelagic cell specific respiration (fmol C cell-1 day-1) derived from measurements of electron transport system activity (ETS) or dissolved oxygen consumption (ΔO2).
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Experiments which mimic the increase in pressure experienced by surface dwelling bacterioplankton as they descend to the mesopelagic zone associated with particles, show that rates of organic matter degradation decrease with increasing pressure (Tamburini et al., 2013). However, bacterioplankton which are endemic to the mesopelagic, adapt to conditions of high pressure, low temperature and low substrate availability, such that measurements of bacterioplankton production made at atmospheric pressure on decompressed samples underestimate in situ mesopelagic activity (Tamburini et al., 2013). As far as I am aware, measurements of mesopelagic bacterioplankton respiration have not yet been made at in situ pressures.

Nutrient addition experiments with oligotrophic and mesotrophic surface water plankton populations show increased plankton community and bacterioplankton respiration after addition of a mixture of glucose and amino acids (Martínez-García et al., 2013), and time series studies and data syntheses show significant correlations between bacterioplankton respiration and concentrations of dissolved organic carbon (Alonso-Sáez et al., 2008; Robinson, 2008). Bioavailability experiments with natural bacterioplankton communities and dissolved organic material harvested from cultures of four coastal diatoms under silicate and/or nitrate stress suggest that DOM remineralization and bacterioplankton growth efficiencies are influenced on time scales of a week by the nutrient stress under which the DOM is produced. However, on seasonal time scales, the diatom source species is more influential (Wear et al., 2015).

The interacting effect of increasing temperature and organic carbon supply on coastal bacterioplankton respiration and growth efficiencies has been studied recently in chemostats and turbidostats. In substrate limited conditions, growth efficiencies showed no trend with temperature, whereas under temperature limited, substrate replete conditions, bacterioplankton growth efficiencies increased with temperature (Maske et al., 2017). This contrasts with the meta-analysis of Rivkin and Legendre (2001) which showed a decrease in bacterioplankton growth efficiencies with increasing temperature.

In addition to the influence of nutrient availability and DOM composition, the bioavailability of DOM (and hence respiration rate) is also controlled by microbial community composition. Mesopelagic microbial communities in the eastern tropical South Pacific were able to utilize surface layer dissolved organic carbon which was recalcitrant to remineralization by surface microbial communities over time scales of 9–14 days (Letscher et al., 2015). Likewise, incubations of ambient seawater amended with DO13C substrates including defined monosaccharides and exudates and lysates from 13C-labeled Synechococcus cultures showed that each DOC substrate stimulated a different community growth response and a different rate of DOC removal (Nelson and Carlson, 2012). While Synechococcus exudates are incorporated by a wide diversity of bacterial taxa, defined monosaccharides and Synechococcus lysates were less bioavailable to ambient bacterioplankton.



RESPIRATORY QUOTIENTS

The relationship between the production of CO2 and the consumption of O2 during respiration is the respiratory quotient (RQ = ΔCO2/-ΔO2) and this varies depending on the stoichiometry of the organic substrate and the degree of oxidation or metabolic pathway used. Assuming complete oxidation, the RQ could range from 0.13 for lipid (C40H74O5), 0.50 for methane (CH4), 0.67 for saturated fatty acid (-CH2-), 1.00 for glucose (C6H12O6), 1.24 for nucleic acid (C1H1.3O0.7N0.4P0.11), 1.33 for glycolic acid (C2H4O3) and 4.00 for oxalic acid (C2H2O4) (Rodrigues and Williams, 2001; Williams and del Giorgio, 2005; Berggren et al., 2011). Assuming the substrate is similar to the average composition of planktonic material, e.g., 65% protein, 19% lipid, 16% carbohydrate, or the typical composition of a phytoplankton cell, e.g., 40% protein, 40% carbohydrate, 15% lipid, 5% nucleic acid gives an RQ of 0.89 (Williams and del Giorgio, 2005). Quantifying the variability in RQ allows not only the production of CO2 to be calculated from dissolved oxygen consumption, but also reveals shifts in plankton physiology that are not evident from any other measurement. Culture studies with marine bacteria (Vibrio natriegens and Pseudomonas nautica) show that the respiratory quotient varies with physiological state, metabolic pathway and carbon source (acetate or pyruvate) (Berdalet et al., 1995; Roy et al., 1999; Romero-Kutzner et al., 2015).

A systematic field study of the RQs of freshwater bacterioplankton showed large variability (1.2 ±0.45) with a significant negative correlation between RQ and in situ O2 concentration and pH and a significant positive correlation between RQ and in situ pCO2 (Berggren et al., 2011). Bacterioplankton RQs were low (average 0.81) in net autotrophic freshwater systems where reduced substrates derived from phytoplankton excretion are likely to dominate and higher (average 1.35) in net heterotrophic freshwater systems where oxidized substrates such as organic acids formed by photochemical processes could occur (Allesson et al., 2016). However, due to the low rates of oxygen consumption and CO2 production by marine plankton, and the precision of methods to measure changes in dissolved inorganic carbon (DIC; ∼1–2 mmol m-3), there has not been a systematic field study of the magnitude and variability of marine plankton RQs. Most studies of marine plankton respiration rely on measurements of dissolved oxygen consumption and assume a constant RQ of either 0.8 or 1.0 (e.g., Reinthaler et al., 2006; Nguyen et al., 2012; Teira et al., 2013), accepting that this introduces an error into the calculation of CO2 production, since the RQ is likely to vary with environmental conditions and substrate availability.

Field measurements of the concurrent consumption of oxygen (-ΔO2) and production of DIC (ΔCO2) of seawater samples incubated in the dark for 24h, can be used to derive an apparent respiratory quotient (ARQ; Angert et al., 2015). This is the integrative effect of not only the aerobic respiration of bacterio-, archaeo-, phyto-, and microzooplankton in the sample, but also all the other microbial metabolic processes which use or produce O2 or CO2, including nitrification (uptake of O2 without production of CO2), production of methane from acetate or methylamines (production of CO2 without utilization of O2), and production and dissolution of calcium carbonate (production or uptake of CO2 without affecting O2, respectively). The range of ARQs obtained from multiple field studies (Robertson, 1989; Wood, 1992; Robinson et al., 1999, 2002a,b; Sondergaard et al., 2000; Lefèvre et al., 2008 in Figure 2) spans the range of RQs calculated from the stoichiometry of potential substrates for microbial aerobic respiration with a median of 0.88 and an average of 1.11 ±0.76 (n = 149). There is some indication that higher ARQs occur in waters above the oxygen minimum zone in the Arabian Sea (Robinson and Williams, 1999) and lower ARQs occur during blooms of the coccolithophore Emiliania huxleyi (Holligan et al., 1993; Robertson et al., 1994). Until a more sensitive method is developed to measure CO2 or DIC and a systematic study undertaken, derivation of CO2 production from O2 consumption will depend on using a constant ΔCO2/-ΔO2 ratio, accepting the potential 20–40% error (Reinthaler et al., 2006).
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FIGURE 2. Frequency histogram of apparent respiratory quotients (the ratio of oxygen consumption to production of dissolved inorganic carbon).



An apparent respiratory quotient integrated over longer time and larger space scales can also be derived from the relationship between DIC and AOU within a particular water mass. Measurements and models of the DIC:AOU ratio suggest a range between 0.51 and 0.85 depending on the composition of the organic material being degraded – lower ratios are associated with the remineralization of labile and nitrogen-rich organic matter, higher ratios with remineralization of more recalcitrant organic matter (Thomas, 2002; Paulmier et al., 2009) – the combination of biogeochemical processes (e.g., respiration, nitrification, denitrification, anammox) occurring, and the history of the source water in terms of the different sensitivities of O2 and DIC to changes in temperature and the different time scales of O2 and CO2 air-sea exchange (Anderson and Sarmiento, 1994; Thomas, 2002; Loucaides et al., 2012).

The ARQs of waters within oxygen minimum zones (and corresponding carbon maximum zones; Paulmier et al., 2011) vary between 0.6 and 1.5. Paulmier et al. (2011) determined the ARQ of waters in the shallow, very intense oxycline of Chilean coastal waters to be 1.1 ±0.3, potentially due to relatively higher rates of DIC production from more complete degradation of highly carbonated organic matter (Van Mooy et al., 2002; Paulmier et al., 2011).



SENSITIVITY TO DECREASING OXYGEN AND INCREASING CARBON DIOXIDE

Since the enzymes used during aerobic respiration require oxygen, at some level the rate of respiration will be directly sensitive to the ambient concentration of dissolved oxygen. In addition, dissolved oxygen concentration is a major determinant of microbial abundance and diversity (Wright et al., 2012) and will therefore indirectly affect the rate of respiration and other biogeochemical processes.

Hartnett et al. (1998), originally noted the strong negative relationship between sedimentary organic carbon preservation and length of exposure to oxygen, while Devol and Hartnett (2001) showed the influence of dissolved oxygen on midwater remineralisation. Calculated attenuation rates of particulate organic carbon flux for the oxic water column of the continental margin off Washington State were significantly higher than the attenuation rates calculated for the oxygen-deficient continental margin off northwest Mexico. A synthesis of attenuation length scale estimated from export flux and deep sediment trap data (Henson et al., 2012) shows clearly that mesopelagic remineralization is much reduced at low concentrations of dissolved oxygen (Sanders et al., 2016). Laufkötter et al. (2017) compiled particulate organic carbon flux measurements from 19 globally distributed sites and found that the attenuation of the flux of particulate organic matter depends on oxygen described by a half-saturation constant between 4 and 12 μmol L-1. However, as well as any direct effect of reduced dissolved oxygen on aerobic microbial respiration, these attenuation rates will also include the indirect effect of reduced dissolved oxygen decreasing the depth of zooplankton diel vertical migration and so fragmentation, repackaging and respiration of organic carbon mediated by zooplankton (Cavan et al., 2016).

Due to the technical challenges of both measuring and maintaining extremely low oxygen concentrations, there are relatively few determinations of the oxygen sensitivity of aerobic respiration in low oxygen waters. Garcia-Robledo et al. (2016), using LUMOS optodes, found no apparent change in oxygen consumption rates at oxygen concentrations between ∼1.0 and 10 μmol L-1 in waters collected from the oxygen minimum zones of the eastern tropical Pacific Ocean and derived an apparent half saturation constant of 391 nmol O2 L-1. This agrees with a previous study using STOX microsensors which on average showed little oxygen dependence above oxygen concentrations of 500 nmol L-1 (Tiano et al., 2014). However, Kalvelage et al. (2015) showed an increase in aerobic respiration (from ∼0.1 to 8.0 μmol L-1d-1) with increasing ambient O2 concentrations (from ∼1 to 20 μmol L-1). This change in aerobic respiration is likely associated with changing community structure. Beman and Carolan (2013) sampled across oxygen gradients in the OMZ of the Gulf of California using pyrosequencing of 16S rRNA to show maximum values of bacterial richness on the edge of the OMZ where availability of oxidants and reductants contribute to functional and taxonomic diversity. Predicting the biochemical response of the microbial community to fluctuations in oxygen concentrations is extremely difficult, as both aerobic and anaerobic processes occur simultaneously, even in waters with undetectable oxygen concentrations (Bertagnolli and Stewart, 2018).

Since decreasing O2 due to respiration will always be coupled with increasing CO2, which leads to ocean acidification through decreasing pH and carbonate ion concentration, it is relevant to assess the positive or negative feedbacks associated with the direct and indirect effects of increasing CO2 on plankton respiration. Many bacterial enzymatic processes involved in the utilization of organic compounds increase with increasing CO2, or decreasing pH (e.g., Grossart et al., 2006; Piontek et al., 2010; Mass et al., 2013). Bunse et al. (2016) demonstrated upregulation of respiratory proton pumps at elevated CO2 concentrations, presumably in order to export protons that invade the bacterioplankton cell as a result of low pH. Such proton exporting mechanisms are inherently energy demanding, so that bacterioplankton would need to allocate more energy to cell maintenance instead of growth, implying a decrease in bacterial growth efficiency with increasing CO2 (Bunse et al., 2016). This is consistent with measurements of the direct effect of increased CO2 on bacterioplankton metabolism, revealing systematically greater cell-specific respiration in elevated CO2 (James et al., 2017). This latter study also suggested that high CO2 conditions may increase the ability of bacterioplankton to consume DOC, but with reduced growth efficiencies, leading to decreased storage of DOC.

Indirect effects of increased CO2 on bacterioplankton respiration include increased respiration due to (1) the increased quantity and quality of phytoplankton derived particulate and dissolved organic carbon and/or (2) reduced calcium carbonate ballast enabling greater bacterial access to associated organic material. Mesocosm experiments in a range of nutrient regimes and plankton communities show equivocal results. Some show that bacteria benefitted both directly through enhanced enzymatic hydrolysis of organic matter and indirectly through increased availability of phytoplankton derived organic substrate (Grossart et al., 2006; Piontek et al., 2010), and that copepods increased their respiration rate at elevated CO2 concentrations (Li and Gao, 2012). However, recent mesocosm and microcosm studies in an Arctic fjord, the Mediterranean Sea and the subtropical North Atlantic Ocean found no significant relationship between bacterioplankton or plankton community respiration and CO2 concentrations (Motegi et al., 2013; Tanaka et al., 2013; Mercado et al., 2014; Maugendre et al., 2017; Filella et al., 2018), and Spilling et al. (2016) found a decrease in plankton community respiration at elevated CO2 levels during a mesocosm experiment in the Baltic Sea.

As far as I am aware there have been no CO2 manipulation studies of mesopelagic microbial communities or studies of the cumulative (additive, synergistic or antagonistic) effect of the combination of decreasing dissolved oxygen and increasing CO2 on environmental genomics and plankton respiration, as have been undertaken for metabolic rates of invertebrate and vertebrate marine organisms (Gobler and Baumann, 2016).



KNOWN UNKNOWNS AND RECOMMENDATIONS FOR FUTURE RESEARCH

Current models do not reproduce the observed patterns of changes in dissolved oxygen, they underestimate the interannual to decadal variability in dissolved oxygen and they simulate only half of the oceanic oxygen loss inferred from observations (Oschlies et al., 2018). Increased in situ observations and quantitative mechanistic understanding of the influence of both physical and biological processes on dissolved oxygen changes are therefore required to develop and verify these numerical models. In particular, since these models account for the major physical and chemical processes involved in deoxygenation, but do not include some of the microbial processes and feedbacks discussed here, it is relevant to investigate whether including these microbiological processes would account for the additional decrease in oxygen needed to match the model outputs with the observations.

The major biological process influencing a decline in dissolved oxygen concentration is plankton respiration. Hence improved mechanistic understanding of the drivers influencing the variability of respiration, particularly those that are climate sensitive, or currently not represented in numerical models, is required. Examples would include the influence of changing inorganic nutrient concentrations and stoichiometry on plankton community structure including the proportion of respiration attributable to bacterioplankton or vertically migrating zooplankton and the size distribution and composition of exported particles, changes in the respiratory quotient, the interacting effects of increasing CO2 and decreasing O2 on bacterioplankton respiration, and the influence of warming and nutrient stoichiometry on the bacterial utilization of previously recalcitrant dissolved organic carbon (Jiao et al., 2010, 2014; Zhang et al., 2018). On a broader scale, this complex wicked problem also requires an appreciation of the potential feedbacks between primary production, nitrogen cycling, organic matter flux and oxygen consumption (Canfield, 2006; Boyle et al., 2013; Bristow et al., 2016). At the microbial scale, representation of symbiotic metabolic interactions (Wright et al., 2012), including the potential for cryptic oxygen cycling to occur within otherwise anoxic zones (Garcia-Robledo et al., 2017) is required.

A dedicated longtime and large spatial scale observational program is required, linked to a numerical modeling framework (Oschlies et al., 2018), and within which targeted manipulation experiments could take place. The observational program would include a range of methods for determining plankton respiration from the individual organism to the oceanographic region, including those already established (e.g., in vitro O2 consumption, electron transport system activity, 14CO2 production, AOU) and those currently in development (e.g., fluorescence, in situ respirometry, and derivation from optode measurements on moorings, gliders and biogeochemical Argo floats1), measured alongside the plankton community structure and organic/inorganic nutrient regime (e.g., Honjo et al., 2014; Collins et al., 2018). Metagenomic analysis coupled with trace chemical assays and isotope tracer experiments should be incorporated into the observational program to reveal the detail of low oxygen metabolic pathways (Bertagnolli and Stewart, 2018). In addition, established multidisciplinary time series and global surveys (e.g., OceanSITES2 and GO-SHIP3) should begin to place as much emphasis on determining the plankton respiratory processes which utilize dissolved oxygen and convert organic carbon to CO2, as they currently do on the autotrophic processes which produce dissolved oxygen and convert CO2 to particulate and dissolved organic carbon. An implementation plan to specifically quantify the capacity for marine carbon storage through recalcitrant dissolved organic carbon (the microbial carbon pump), and the potential reduction in this capacity due to global change, leading to a positive feedback of increased oxygen consumption and CO2 production, has recently been proposed (Robinson et al., 2018).

Isolation and cultivation of a greater number of microbes from low oxygen waters will help quantify the oxygen thresholds constraining chemical fluxes and identify the enzymes responsible (Bertagnolli and Stewart, 2018). A suite of single species and natural plankton community micro-, meso- and macro-cosm manipulation experiments should be embedded within the observational and modeling framework, specifically to confirm or refute proposed biological mechanisms of increasing ocean deoxygenation and the interacting effects of increasing CO2 and decreasing O2 on plankton metabolism (Figure 1). Since ocean deoxygenation is linked mechanistically to other ocean stressors (or drivers) including warming, acidification and nutrient availability and stoichiometry, these manipulation experiments will need to be multiple stressor experiments and follow appropriate best practice in design, implementation and statistical analysis (Riebesell and Gattuso, 2014; Boyd et al., 2016, 2018). The Scientific Committee on Oceanic Research (SCOR) working group 149 has recently released an open access decision support tool https://scor149-ocean.com/decision-support-tool/ to aid in design and interpretation of multiple stressor experiments, and a Multiple Driver Best Practice Guide will be launched in 2019.

The predictions and projections of the distribution and extent of ocean deoxygenation and the cumulative effects of other drivers of global change afforded by the observational verification of numerical models, need to also extend to predictions of the consequences of ocean deoxygenation on the ecosystem services and human livelihoods and welfare provided by the ocean (Breitburg et al., 2018). This aligns with the scientific objectives of the Integrated Marine Biosphere Research project (IMBeR) to incorporate understanding of the drivers and consequences of global change on marine ecosystems and human societies at multiple scales into models to project and predict future states (Hofmann and The IMBeR Scientific Steering Committee, 2016), and the Intergovernmental Oceanographic Commission (IOC) of UNESCO sponsored expert group, the Global Ocean Oxygen Network GO2NE4 which aims to improve ocean oxygen observation systems, identify and fill knowledge gaps, build capacity, and provide scientific advice to policy makers. GO2NE also maintains the news site www.ocean-oxygen.org for scientists, stakeholders and the interested public.

Only through international co-ordination and collaboration will we be able to quantify the environmental, physiological and ecological drivers of variability in plankton respiration contributing to ocean deoxygenation, and hence predict and project the cumulative effect of ocean deoxygenation and other global change drivers on marine ecosystems and human societies.
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Marine oxygen minimum zones (OMZs) support 30–50% of global fixed-nitrogen (N) loss but comprise only 7% of total ocean volume. This N-loss is driven by canonical denitrification and anaerobic ammonium oxidation (anammox), and the distribution and activity of these two processes vary greatly in space and time. Factors that regulate N-loss processes are complex, including organic matter availability, oxygen concentrations, and NO2− and NH4+ concentrations. While both denitrification and anammox produce N2, the overall geochemical outcome of these processes are different, as incomplete denitrification, for example, produces N2O, which is a potent greenhouse gas. Information on rates of anammox and denitrification and more detailed ecophysiological knowledge of the microorganisms catalyzing these processes are needed to develop more robust models of N-loss in OMZs. To this end, we conducted monthly incubations with 15N-labeled N during under anoxic conditions and during a deep water renewal cycle in Saanich Inlet, British Columbia, a persistently anoxic fjord. Both denitrification and anammox operated throughout the low oxygen water column with depth integrated rates of anammox and denitrification ranging from 0.15 ± 0.03 to 3.4 ± 0.3 and 0.02 ± 0.006 to 14 ± 2 mmol N2 m−2 d−1, respectively. Most N2 production in Saanich Inlet was driven by denitrification, with high rates developing in response to enhanced substrate supply from deep water renewal. Dynamics in rates of denitrification were linked to shifts in microbial community composition. Notably, periods of intense denitrification were accompanied by blooms in an Arcobacter population against a background community dominated by SUP05 and Marinimicrobia. Rates of N2 production through denitrification and anammox, and their dynamics, were then explored through flux-balance modeling with higher rates of denitrification linked to the physiology of substrate uptake. Overall, both denitrification and anammox operated throughout the year, contributing to an annual N-loss of 2 × 10−3 Tg N2 yr−1, 37% of which we attribute to anammox and 63% to complete denitrification. Extrapolating these rates from Saanich Inlet to all similar coastal inlets in BC (2478 km2), we estimate that these inlets contribute 0.1% to global pelagic N-loss.
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INTRODUCTION

Nitrogen (N) is an essential element to life and is used as a building block for proteins and nucleic acids in all terrestrial and marine organisms. The bioavailability of N, therefore, can limit primary production in both terrestrial and aquatic compartments of the biosphere (Falkowski, 1997; Falkowski et al., 2008). The largest pool of N at the Earth’s surface is N2 in the atmosphere and this N2 is made available to life mostly through energetically expensive microbial N-fixation (Canfield et al., 2010a). The abundance of fixed-N in the oceans is governed by the balance between N-fixation into biomass, biomass deposition and ultimate burial in marine sediments, and the return of fixed-N to the atmosphere through a modular series of redox reactions that ultimately lead to anaerobic N2 production (Gruber, 2004). The processes that comprise the N-cycle are spatially decoupled with most N-fixation occurring in the euphotic surface ocean (Capone, 2001), the oxidative components distributed throughout much of the ocean, and anaerobic N2 production partitioned between the low oxygen waters (30–50%) that typically develop at intermediate water depths and in eutrophic coastal regions, as well as in bottom sediments (50–70%) (Codispoti, 2007). The availability of N to marine life, therefore, depends on the relative rates of N-fixation versus N-loss, and N-loss is expected to scale with the extent and intensity of low oxygen marine waters, which are currently expanding throughout the global ocean with unconstrained feedbacks on marine N inventories (Keeling et al., 2010; Schmidtko et al., 2017; Breitburg et al., 2018).

Under low oxygen conditions (<20 μM O2 concentration), NO3− is used as an electron acceptor in anaerobic microbial energy transduction leading, in part, to N2 production and closure of the N- cycle. Such low oxygen conditions commonly develop in the open ocean at intermediate water depths, in restricted basins, and in eutrophic coastal regions, when respiratory oxygen consumption outpaces physical mixing and oxygenic photosynthesis. Low oxygen marine waters are commonly referred to as Oxygen Minimum Zones (OMZs), and are pervasive features of the modern oceans comprising 7% of current total ocean volume [with O2 <20 μM] (Paulmier and Ruiz-Pino, 2009). The anoxic cores of OMZs, which contain oxygen concentrations below the limit of detection of oxygen sensors generally used in oceanographic research (<5 μM, but as low as 1 nM), constitute only 0.1% of the ocean’s total volume (Codispoti et al., 2001; Ulloa et al., 2012). Despite their relatively low volumes, OMZs play an outsized role in N biogeochemistry driving up to 50% of marine fixed N-loss with a lower estimate of the annual pelagic N-sink of 150 Tg N (Codispoti, 2007).

N2 production and thus N-loss in OMZs is driven by two entirely different microbial metabolisms: canonical denitrification and anaerobic ammonium oxidation (anammox). In denitrification a suite of either inorganic [sulfide (HS−), ferrous iron (Fe(II))] or organic electron donors is used to reduce NO3− through a series of intermediates; NO2−, NO, and N2O to ultimately produce N2 (see Eqs. 1 and 2).

Organoheterotrophic denitrification (Mucciet al., 2000):

[image: image]

Chemotrophic denitrification:

[image: image]

Anammox directly couples NO2− reduction to the oxidation of NH4+ through hydroxylamine and hydrazine intermediates to produce N2 (see Eq. 3).

[image: image]

Both pathways are fuelled, in part, by relatively oxidized N species and yield N2 as their ultimate metabolic products, and thus can occupy overlapping niches. Denitrification and anammox, however, diverge in both their ecophysiology and their biogeochemical outcomes including possible leakages of intermediate N species and their overall influence on the carbon (C) cycle (Voss et al., 2013). Denitrification, for example, can either consume or produce CO2 depending on the electron donor used, as denitrifiers can be heterotrophic or autotrophic. Anammox, on the other hand, is considered exclusively autotrophic and only consumes CO2. Denitrification, furthermore, yields N2O as an intermediate, a potent greenhouse gas, that may accumulate during partial denitrification and play a role in global climate forcing (Fowler et al., 2013). The differing ecophysiologies of the organisms conducting denitrification and anammox are thus expected to interact with one another in different ways across a spectrum of anaerobic conditions. These differences confound attempts to model N-cycle dynamics and its interactions with other cycles, without explicit descriptions for both anammox and denitrification and their regulation.

Process rate measurements are beginning to define the relationships between anammox, denitrification and the N-cycle. In OMZs globally, anammox appears to support most N2 production (Kuypers et al., 2005; Thamdrup et al., 2006; Hamersley et al., 2007; Lam et al., 2009; Canfield et al., 2010b; Jensen et al., 2011; Kalvelage et al., 2013; De Brabandere et al., 2014), while denitrification may dominate ephemerally (Ward et al., 2009; Bulow et al., 2010; Dalsgaard et al., 2012; Babbin et al., 2014). In open ocean OMZs, the relative contributions of anammox and denitrification to N2 production are theoretically constrained by the stoichiometry of settling organic matter and the NH4+ supply from remineralization of organic matter to anammox (Codispoti et al., 2001; Van Mooy et al., 2002; Devol, 2003; Koeve and Kähler, 2010; Babbin et al., 2014). This constraint develops when anammox is limited by NH4+ supplied through ammonification of organic N during heterotrophic NO3− respiration (organotrophic denitrification). In this case, N2 production should occur 71% through denitrification and 29% through anammox based on Redfieldian organic matter stoichiometry of 106C:16N (Van Mooy et al., 2002; Dalsgaard et al., 2003; Devol, 2003).
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Here, denitrification produces 16 moles of NH4+ and 16 moles of NO2− that fuel anammox, producing 16 moles out of a total 55.2 moles N2, hence 29% of the total N2 production (Eqs. 5 and 6).
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This expected ratio between anammox and denitrification, however, is rarely observed in the ocean and deviations from the ratio can be at least partially explained through variability in organic matter composition and departures from the Redfield ratio (Babbin et al., 2014). While this stoichiometric variability appears to account for differences observed in the role of anammox in N2 production in some open ocean OMZs, it remains unclear to what extent organic matter stoichiometry can explain the apparently outsized role of anammox in global N2 production, more generally. Denitrification is commonly undetected in many OMZs, and this then raises the question as to what supplies NH4+ to anammox when denitrification appears absent. One possibility is microbial NO3− reduction to NH4+ (DNRA), which has been detected in the Peruvian OMZ and above the Omani shelf, and could be partially responsible for directly supplying NH4+ to anammox (Lam et al., 2009; Jensen et al., 2011). While DNRA could provide NH4+ for anammox in some cases, it is unlikely the universal source as the rates of DNRA measured are generally insufficient to fully support the NH4+ requirements of concurrent anammox (Lam et al., 2009). Other possible sources of NH4+ include remineralization of organic matter through NO3− reduction to NO2−, microaerobic respiration, and sulfate reduction (Canfield et al., 2010b), and in certain shallow settings, benthic release of NH4+ (Lam et al., 2009; Kalvelage et al., 2013). While we are gaining a clearer picture of the controls on rates of anammox and denitrification in OMZs, there remain no universal rules that allow quantitative prediction of the partitioning between these two pathways.

Beyond observations from canonical OMZs, anammox and denitrification have been reported from other anoxic environments, including marine sediments, anoxic fjords and lakes, and wastewater treatment facilities. In marine sediments for example, it has been shown that the relative contribution of anammox to N2 production increases dramatically with both distance from the coast and water depth (Thamdrup and Dalsgaard, 2002; Trimmer and Nicholls, 2009) with anammox comprising up to 80% of the total N-loss at 700 m depth (Engstrom et al., 2005). This trend may be attributed to decreased organic matter content in deeper sediments (Trimmer and Nicholls, 2009). Indeed, availability of organic matter, rather than its reactivity or quality, appears to regulate the relative importance of denitrification and anammox in estuarine sediments (Nicholls and Trimmer, 2009). The relative contribution of anammox to sediment N2 production also appears to increase when NO3− concentrations are persistently high in overlying waters (Rich et al., 2008; Nicholls and Trimmer, 2009). Notably, in sediments underlying low oxygen marine waters, nearly all N2 production was supported by anammox (Prokopenko et al., 2013). In these sediments, NH4+ was supplied to anammox through DNRA. This implies then that the relative importance of anammox to sediment N2 production may in part depend on the activity of DNRA. HS− may also play a role in regulating anammox and denitrification. While HS− is a common electron donor and thus a suitable substrate for denitrification, it has been shown to inhibit anammox at micromolar levels, possibly through toxicity (Jensen et al., 2009). This is consistent with the distribution of anammox, which appears to operate above the sulphidic zone in the Black Sea (Jensen et al., 2008). Likewise, anammox contributes up to 30% of the N2 production in lacustrine water columns, but the highest rates of anammox occur in nearly hydrogen sulfide (HS−) free waters (Wenk et al., 2013). In contrast, anammox appears entirely excluded from ferruginous (iron-rich) lake waters and sediments (Michiels et al., 2017; Robertson and Thamdrup, 2017), and ferruginous estuarine sediments (Roberts et al., 2014; Robertson et al., 2016). Taken together, the emerging picture suggests that the regulation of the relative importance of anammox and denitrification to total N2 production is convoluted and development of predictive knowledge will require comprehensive and detailed studies across the broad range of systems where these processes are known to operate.

We have conducted a time-series study of the rates of denitrification and anammox and their relative contribution to N2 production in Saanich Inlet (SI). SI is a persistently anoxic fjord that provides a tractable ecosystem in which to study anaerobic microbial metabolisms that are relevant and extensible to low oxygen environments, globally. Biogeochemical research has been conducted in SI since 1965 (Richards, 1965) and has culminated with instrumented real-time monitoring and a more than 10 years continuous time-series experiment (Walsh et al., 2009; Zaikova et al., 2010; Hawley et al., 2017b; Torres-Beltrán et al., 2017), making it one of the best studied anoxic fjords on Earth. The inlet is situated on the southern tip of Vancouver Island (see Figure 1A) and is up to 228 m deep with a 75 m deep glacial sill at its entrance that restricts hydrological connection to the Strait of Georgia and the mixing of deep basin waters. Similar to OMZs, aerobic respiration in the SI water column outpaces O2 supply through physical water mixing and photosynthesis in the surface waters, rendering low oxygen conditions below 100 m for most of the year (Figure 1B). In contrast to most open ocean OMZs, however, sulphidic conditions develop in the bottom waters of SI as a result of either water column sulfate reduction (Anderson and Devol, 1973) and/or sulfide efflux from underlying sediments (Devol et al., 1984). Most years, SI stagnant deep waters transition from sulphidic to oxic at the end of the summer (late August – early September) in response to upwelling off the coast of Vancouver Island that forces dense well-oxygenated waters into the Strait of Georgia and over the sill into the inlet (Anderson and Devol, 1973), in connection to weak tidal currents (Manning et al., 2010). The inlet thus can exist in two main states during the year if renewal occurs: a state of “stagnation” referring to low oxygen concentrations in the deep-waters and a state of renewal when oxygenated waters penetrate the inlet and mix with low oxygen deep-waters. These physical–chemical characteristics combine to support microbial communities with anaerobic metabolisms that couple the C, N and S-cycles and are broadly analogous to those we expect to find in other low oxygen and anoxic marine waters globally (Wright et al., 2012).
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FIGURE 1. (A) Sampling of Station S3 in Saanich Inlet, on Vancouver Island, British Columbia (Canada). Sampling of S3 happened once a month within a historic time series data collection. (B) Typical redox gradients found in SI. These gradients move vertically depending on the season. (C) Active microbial metabolisms of the N-cycle present along the redox gradients of SI, modified from Hawley et al. (2014).



N-cycling and its interactions with the other cycles in SI have been previously interrogated using a variety of geochemical and microbiological analyses. Geochemical data indirectly imply that SI supports relatively high rates of both pelagic and benthic N-loss (Manning et al., 2010; Bourbonnais et al., 2013) that vary seasonally, with the highest rates in the winter (December–February, 8.1 mmol m−2 d−1) and lowest in the summer (May–August, 1.7 mmol m−2 d−1) (Manning et al., 2010). Multi-omic analyses revealed that microbial communities in SI harbor the metabolic potential to catalyze many components of the N-cycle and to link N to cycling of C and S (Walsh et al., 2009; Hawley et al., 2014, 2017a). These metabolic pathway reconstructions have led to a conceptual model describing the microbial interactions that underpin N-cycling in SI, and low oxygen waters more broadly. Specifically, this model (reproduced in Figure 1C from Hawley et al., 2014) proposes that Thaumarchaeota are responsible for the first step of nitrification (NH4+ to NO2−) and that two different species of bacteria, Nitrospina gracilis and Nitrospira defluvii, oxidize NO2− to NO3−. Along with nitrification, the SAR11 are the most abundant aerobic heterotrophs, and they are thought to degrade settling organic matter and release NH4+ to the oxic water column (Figure 1C). Lower in the water column, the model suggests that Planctomycetes produce N2 through the anammox process, while bacteria from the SUP05 clade (Gammaproteobacteria) were implicated in reducing NO3− to N2O (Figure 1C). The final step of denitrification remained more elusive but analyses of Single Cell Amplified Genomes (SAGs) reveal metabolic potential for N2O reduction to N2 in the Marinimicrobia ZA3312c-A and SHBH1141 (previously known as Marine Group-A) (Hawley et al., 2017a). Notably, the taxonomic affiliations and genomic make-up of the key organisms that drive N-cycling in SI are closely related to those found across OMZs and other anoxic marine environments globally (Wright et al., 2012). For example, the Gammaproteobacteria SUP05 - with a single cultivated strain, Ca. Thioglobus autotrophicus strain EF1 (Shah et al., 2017) – appears to be a ubiquitous member of OMZ microbial communities with the metabolic potential for partial denitrification (Stevens and Ulloa, 2008; Walsh et al., 2009; Hawley et al., 2014), along with bacteria from the group Marinimicrobia that reduce N2O to N2 (Hawley et al., 2017a) and are some of the most widely distributed and abundant taxa in marine OMZs.

The conceptual metabolic model for coupled C, N, and S cycling in OMZs was recently expanded into a quantitative ‘gene-centric’ model that integrates metabolic potential derived from multi-omic information with geochemical data to predict process rates (Louca et al., 2016). Modeled rates were validated through direct measurements, but these rates were an order of magnitude lower than the rates needed to support previous geochemical data (Manning et al., 2010). These observations highlight a discontinuity between current conceptual and quantitative models of the N-cycle in SI and a need for data that more fully capture and integrate the dynamics of N-cycling across multiple seasons.

Here, we used isotope labeling experiments to directly quantify rates and pathways of anaerobic N cycling in SI over an entire year. These measurements allowed us to calculate annual N-loss from Saanich inlet, determine the specific microbial pathways that are responsible, and to assess the biogeochemical controls on the rates and pathways of N-loss in the inlet. Overall, our data reveal that fixed N-loss from SI has strong seasonality and that periods of intense N-loss during the summer are driven primarily through sulfide-dependent denitrification, which is likely fuelled by benthic sulfide supply and new input of NO3− from a partial renewal of the water column. Anammox also contributed to N-loss at relatively constant rates throughout the year.



MATERIALS AND METHODS

Study Site and Sampling

Saanich Inlet (SI) is a marine fjord located on the west coast of Vancouver Island, British Columbia, Canada (Figure 1). We conducted a monthly time series experiment between January and December 2015 (Table 1) and sampled at station S3 (Figure 1 – 48° 35.5 N and 123° 30.3 W, 227 m deep). A standard profile of 16 depths was sampled every month with 12L GO-FLO bottles attached in-series to a steel cable (10, 20, 40, 60, 75, 85, 90, 97, 100, 110, 120, 135, 150, 165, 185, and 200 m). Depths were set using a metered winch cable with a precision of plus or minus 0.5 m and the accuracy of the depth reached was checked with the CTD depth profile. CTD profiles [pressure (SBE 29), conductivity (SBE 4C), temperature (SBE 3F), and oxygen (SBE 43)] were obtained with the SBE25 Sealogger CTD (SBE). Oxygen concentrations measured with the SBE 43 sensor were calibrated monthly against Winkler titrations (Grasshoff et al., 1999) with a limit of detection <1 μM. The CTD, attached at the end of the winch cable, and the bottles were lowered to their final depths and left there to equilibrate with surrounding water for at least a minute before closing.

TABLE 1. Addition of labeled N-species and electron donors to incubations in 2015.

[image: image]

Samples for nutrient concentration measurements were immediately filtered and put on ice for later analysis. Samples for sulfide analyses were fixed in 0.5% zinc acetate final concentration without prior filtration and frozen at −20°C for later analysis. 250 mL serum bottles destined for isotope labeling experiments were overfilled three times with water from 7 depths (90, 100, 120, 135, 150, 165, and 200 m). The overfilling of the bottle as well as capping with blue halobutyl stoppers (previously boiled in NaOH, Bellco, United Kingdom) minimized oxygen contamination (De Brabandere et al., 2012). Samples for chlorophyll a determination were collected in carboys from four depths corresponding to 100, 50, 15, and 1% of the surface incident irradiance as measured by the PAR sensor on the CTD. Carboys were kept cool and dark until further subsampling back in the lab. 500 mL subsamples from each carboy were filtered for phytoplankton biomass (chl a). Filters were kept frozen at −20°C until analysis.

Nutrient and Process Rate Measurements

Samples for NO2−, NH4+ and HS− determinations were thawed immediately prior to analysis and measured with spectrophotometric assays: the Griess assay, the indophenol blue method, and the Cline assay, respectively (Grasshoff et al., 1999). NOx concentrations (NO3− and NO2−) was measured by chemiluminescence following reduction to NO with vanadium (Braman and Hendrix, 1989), and we subtracted NO2− from the total NOx concentrations to obtain NO3− concentrations (Antek instruments 745 and 1050, Houston, TX, United States). Chlorophyll a samples collected on filters (0.7 μm nominal porosity) were extracted for 24 h with 90% acetone at −20°C, and the extracted chlorophyll a measured in a Turner Designs 10AU fluorometer, using an acidification method and corrected for phaeopigment interference Parsons et al. (1984). DIN deficit (DINdef) was calculated according to Bourbonnais et al. (2013) and corrected for the release and dissolution of iron and manganese oxyhydroxide-bound PO43− under anoxic conditions.

Dark carbon fixation rates were measured by overfilling 60 mL serum bottles 3 times to minimize O2 contamination and amending 14C-HCO3 to the incubation bottles following the JGOFS protocol (Knap et al., 1996).

The protocol used for measuring rates of denitrification and anammox was modified from Thamdrup and Dalsgaard (2002), using 15N-labeled incubations. In an attempt to minimize bottle effects arising from the use of small sample volumes, we incubated the water in 250 mL serum bottles closed with blue butyl rubber stoppers. At the start of the incubation, we inserted a 20 mL helium headspace into the bottle and then added the 15N labeled N-species (10 μM 15NO3− or 10 μM 15NH4+, see Table 1 for details) and electron donors to the bottles (Table 1). Helium gas entering the serum bottle was passed through an oxygen scrubber (Cu-CuO, Glasgerätebau Ochs - Germany) to limit O2 from being introduced to the incubation vessels. Oxygen in the incubation vessels remained below our detection limit (<0.2 μmol L−1), which was measured with flow-through cell oxygen optode (Pyroscience). For incubations of oxygen contaminated water, adding a 20 mL headspace decreases the amount of oxygen in the seawater by about 30 times due to preferential partitioning of O2 into the headspace gas. In contrast, given the distribution of sulfide between aqueous and gaseous species in seawater, less than 2% of the total sulfide in our incubation vessels resides in the headspace. Samples were collected approximately every 6, 12, 24, and 48 h during the incubations to both allow maximum sensitivity and capture intervals with constant rates. In between time points, incubations were kept in the dark at 15°C. To determine the time-course of 15N labeled-N2 production, gas samples were taken with a 1 mL gas-tight syringe (Hamilton) previously flushed with He and then with the headspace gas. Gas samples were stored in 3 mL exetainers previously filled with milliQ water. Liquid samples were taken to follow the production or consumption of NO2−, NO3−, or NH4+. Liquid samples were collected with a plastic 5 mL syringe previously flushed with He, filtered and then stored at −20°C for later analysis. The 15N content of N2 was determined in gas samples collected during the incubations on an isotope-ratio mass spectrometer (Delta V with continuous flow inlet, Thermo Scientific). Concentrations of N2 were calibrated with standards by injecting different amounts of gas from N2 flushed exetainer vials at 1 atmosphere. The excess 14N15N and 15N15N in the gas samples was calculated as described by Thamdrup and Dalsgaard (2000). Then, rates were calculated through least squares fitting of the slope of 15N accumulation versus time for the linear region of 5N excess ingrowth (i.e., constant rates), correcting for the 15N labeling percentages of the initial substrate pool and accounting for the initial pool of substrate present. Rates were determined to be significant if the slope of the linear regression was considered different from 0 (p < 0.05). Denitrification rates were determined from the accumulation of 30N2 in the bottle headspace from the 15NO3− additions, and anammox rates were calculated from the accumulation of 29N2 from the 15NH4++14NO3− additions according to Thamdrup et al. (2006) with modifications and compared to the accumulation of 29N2 from the 15NO3− additions. The detection limit on these rates were calculated as the median of the standard error on the slope used to calculate all significant rates (De Brabandere et al., 2014; Bonaglia et al., 2016) and was determined to be 0.04 and 0.4 nM h−1 for anammox and denitrification, respectively. To produce integrated rates of denitrification and anammox for each month, we first scaled potential rates (Rpot) to in situ rates or “corrected rates” (Rcor) by using Michaelis–Menten half saturation constants Km and in situ substrate concentrations for each process, respectively (see Eq. 7).
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For denitrification, we used Km determined through the addition of different 15NO3− concentrations in the incubations (see Table 1 and Figure 4A). For anammox, we used a Km from the literature (Awata et al., 2013). Then, we integrated the corrected rates over the sampling depth intervals to attain area specific process rates.

Microbial Community Profiling

Six different depths (10, 100, 120, 135, 150, and 200 m) were sampled for microbial community profiling and water from these depths was returned to the lab for same-day filtering. 10 L of water was filtered onto 0.22 μm Sterivex (Millipore) filters with a 2.7 μm glass fiber pre-filter. Filtered biomass was soaked in lysis buffer then frozen immediately in liquid nitrogen. Filters were stored at −80°C until further analysis. DNA was extracted according to Wright et al. (2009). Extracted DNA was quantified using the picogreen assay (Invitrogen) and checked for amplification of the small subunit ribosomal RNA (SSU or 16S rRNA) gene using universal primers targeting the V4–V5 region (515F-Y/926R) (Walters et al., 2016). DNA was sent to the Joint Genome Institute (Walnut Creek, CA, United States) for 16S rRNA amplicon sequencing on the Illumina MiSeq platform1.

Once sequenced, amplicons were quality filtered using the JGI “itaggerReadQC” pipeline2,3. Quality filtered reads were run through USEARCH (Edgar et al., 2011) and QIIME (Caporaso et al., 2010). First, we identified chimeras using UCHIME (Edgar et al., 2011). We then picked OTUs de novo with the sumaclust method at 97% OTU threshold (Kopylova et al., 2016). We filtered singletons from the OTU table and assigned taxonomy to a representative set of sequences with rdp classifier using the QIIME release Silva database V128 (Quast et al., 2013). Chao1 diversity indices were calculated with R. Clustering of the samples was performed in R based on a dissimilarity matrix using the Euclidean method4.

We also quantified total bacterial and archaeal 16S rRNA genes present in our samples via qPCR by targeting the V1–V3 region of the 16S rRNA genes with the primers 27F(bacterial)/20F(archaeal) (5′-AGAGTTTGATCCTGGCTCAG, 5′-TTCCGGTTGATCCYGCCRG) and DW519R (5′-GNTTTACCGCGGCKGCTG) (Zaikova et al., 2010). Standards used for total bacteria and total archaea quantification were obtained from SSU rRNA gene clone libraries as described in Zaikova et al. (2010). qPCR program was as followed: (1) 95° for 3 min, (2) 95° for 20 s, (3) 55° for 30 s, (4) plate read, repeat (2) to (4) 44 times, measuring the melting curve by incremental increases by 0.5° from 55 to 95° every second. qPCR reactions were performed in low-profile PCR 96 well-plates (Bio-Rad) in a 20 μL reaction volume on a CFX Connect Real-Time thermocycler (Bio-Rad). Results can be found in the Supplementary Material.

Flux Balance Modeling

Flux balance modeling was conducted to describe rates of anammox, NO3− reduction to NO2− and complete denitrification (NO2− to N2) based on cell abundance, input fluxes of substrates, and kinetic descriptions of these processes. The script for the simulation was written in Matlab (version R2015b) and can be found in the Supplementary Material. More details can be found in the discussion section that follows as well as in the Supplementary Material.



RESULTS

General Water Column Physical, Chemical, and Biological Properties

A salinity profile (Figure 2A), shows relatively uniform bottom waters with monthly variability in the surface waters. Figure 2B shows the relatively homogeneous temperature in the SI water column with a warming in the surface waters during the summer (June–September 2015) and the extension of this warming to deeper water depths in the following months. The chlorophyll a data (Figure 2C) shows peaks of fluorescence in the surface waters in March, May, and September 2015 with the highest concentrations, at 44 μg L−1 chlorophyll a in March just below the surface. O2 concentration profiles (Figure 2D) were also determined with the CTD probe, revealing O2 depletion to less than the sensor limit of detection (<1 μM) in the deep-waters for all of 2015. The upper boundary of the oxycline (depths where there is a sharp gradient in oxygen concentration) is generally around 80m and oxygen penetrates to at least 120 m, though penetration can be as deep as 150 m, as seen in July and September. Low O2 concentrations and anoxia thus characterize the deeper waters of SI (>120 m depth) throughout 2015. NO3− concentrations (Figure 2E) are high in surface waters (up to 32 μM) and generally decline with increasing depth within the oxycline and often remain detectable in deeper low-oxygen waters. A peak in NO2− concentrations (Figure 2F) can be detected sporadically in both the surface waters and/or around 120–135 m where it can reach concentrations as high as 2.5 μM. Surface waters are largely devoid of any NH4+ (Figure 2G), which tends to accumulate below 140 m in anoxic waters and reaches the highest measured concentrations (up to 32 μM) by 200 m. Sulfide (HS−) was only present in bottom waters, reaching concentrations up to 41 μM in February 2015, and was generally detected at 135 m and below (Figure 2H). In Figure 2I, we show DIN deficit (Bourbonnais et al., 2013) calculated for the year 2015 with values varying from 0 in the surface waters to 60 in the bottom waters for February 2015. Overall, values reflected a DIN deficit in the anoxic waters and increased with depth (Figure 2I).
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FIGURE 2. (A) Salinity (g kg−1); (B) temperature (°C); (C) chlorophyll a (μg L−1); (D) oxygen profiles (μM); (E) NO3− concentrations (μM); (F) NO2− concentrations (μM); (G) NH4+ concentrations (μM); (H) HS− concentrations (μM); (I) calculated DIN deficit values (see section “Materials and Methods” in main text) for Saanich Inlet during the year 2015 at station S3. (A,B,D) Values have been obtained from the CTD profiles monthly. Intermediate values have been interpolated in matlab using the gridfit function (specifically the nearest neighbor). (C–G) Values were obtained from discrete sampled depths as indicated by black dots on graphs and interpolated in matlab using the gridfit function (specifically the nearest neighbor). Note that figure (C) only goes down to 40 m depth as the values obtained for the chlorophyll a profile were sampled mostly above 40 m.



Rates of Denitrification, Anammox and Dark Carbon Fixation

Both anammox and denitrification were active throughout the year in the low oxygen waters where we conducted 15N-labeled incubations. Rates of denitrification, corrected for in situ substrate concentrations, varied between 0.28 ± 0.03 and 140 ± 14 nM hr−1 (Figure 3B) based on the accumulation of 30N2 in 15NO3− amended incubations (see Table 1). Similarly, rates of anammox varied throughout the year, between 0.07 ± 0.01 and 13.2 ± 0.4 nM hr−1 (Figure 3C) based on the accumulation of 29N2 in 15NH4+ + 14NO3− amended incubations. We also compared rates of anammox obtained through the accumulation of 29N2 with the addition of 15NO3− (Figure 3A) and found that they were of the same order of magnitude as rates obtained from 15NH4+ + 14NO3− incubations (Figure 3C). Overall, rates of denitrification, when detected, were equal to or higher than rates of anammox, although anammox dominated N2 production in 55% of the measurements made. However, the fact that rates of denitrification were generally higher, when detected, led to a higher annual proportion of N2 production through denitrification (see section “Depth-Integrated Rates of N-Loss”). Dark carbon fixation rates were measured for most of the water column and ranged between 0.24 and 400 nmoles C L−1 hr−1 (Figure 3D).
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FIGURE 3. Potential rates of (A) anammox (nM hr−1) and (B) denitrification (nM hr−1) calculated from the incubated samples with 15NO3− for the year 2015 at station S3. (C) Shows potential rates of anammox of samples incubated with 15NH4+ + 14NO3−. In (D), graph shows rates of dark carbon fixation from incubation with H14CO3− in nM hr−1. The scale bar is in log scale.



Response of Denitrification and Anammox to Amendments

Between 1 and 20 μM 15NO3− was amended to seawater collected from 165 m depth in August 2015. This depth contained 1 μM NO3− in situ and was therefore at the lower end of NO3− concentrations found within the anoxic waters of Saanich Inlet. Hence, NO3− concentrations may be expected to limit denitrification, NO3− reduction to NO2−, and anammox at this depth. Rates of denitrification, based on the accumulation of 30N2, increased with increasing NO3− concentrations up to 20 μM (Figure 4A), and the relationship between rates and NO3− concentration could be modeled with a Michaelis–Menten formulation. Our data could be described with a maximum rate of denitrification (Vmax) and a half-saturation constant, Km, for NO3− of 112 nM hr−1 and 5 μM (Figures 4D,F and Table 2), respectively. The rate of denitrification found at 20 μM NO3−, however, is lower than for 15 μM and did not follow predictions from the Michaelis–Menten model in Figure 4F. Anammox was not detected. We also determined changes in the concentrations of NOx and NH4+ when we added different 15NO3− concentrations (Figures 4A,B). We observed that NO2− accumulates with increasing 15NO3− concentrations reaching a maximum of 9 μM when 20 μM 15NO3− was added (Figures 4A,E). NH4+ concentrations, on the other hand, remain relatively constant between 8 and 12 μM (Figure 4B). Rates of NO3− reduction varied, between 0 and 430 nM hr−1, and rates of NO2− accumulation varied between 0 and 286 nM hr−1 (Figure 4E). The latter rates combined with the rates of denitrification are enough to explain the rates of NO3− reduction and thus no accumulation of other intermediates such as N2O is expected.
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FIGURE 4. (A) NOx accumulation/consumption over time with the addition of different NO3− concentrations – NO3− concentrations in dashed lines, NO2− concentrations in solid lines. (B) NH4+ accumulation/consumption over time with the addition of different NO3− concentrations. (C) Production of 29N2 in the incubations (nM). (D) Production of 30N2 in the incubations (nM), (E) rates of NO3− reduction and NO2− accumulation (nM hr−1). (F) Michaelis–Menten curve and measured denitrification rates for different NO3− concentrations in August 2015, see Table 2 for details on the Michaelis–Menten parameters used in (F).



TABLE 2. Michaelis–Menten parameters, Km (μM) and Vmax (nmol L−1 hr−1) for NO3− dependency of denitrification at 165 m in August 2015.
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We also amended seawater collected from 120 m depth in June 2015 with HS− ranging from 1 to 10 μM, in addition to 10 μM 15NO3− to examine the influence of HS− on rates of denitrification and anammox. This depth was chosen because it does not contain any detectable sulfide in situ. Instead, it immediately overlies the sulphidic deep waters and thus likely receives a flux of HS− from below that fails to accumulate to detectable concentrations at 120 m depth and implies sulfide oxidation at this depth. Results show an increase in denitrification rates with increasing HS− concentrations (see Figures 5D,F) above an apparent threshold of 2.5 μM HS−. These experiments reveal a seemingly linear trend, but scarcity in data precludes the delineation of the precise relationship (Figures 5E,F). Anammox occurs (Figures 5C,E) with 1 and 2.5 μM HS− amendments but was not detected with 5 and 10 μM HS− amendments. NOx concentrations were constant over time in these experiments except for the highest HS− concentrations (Figure 5A), and NH4+ concentrations decreased over time (Figure 5B).
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FIGURE 5. (A) NOx accumulation/consumption over time with the addition of different HS− concentrations – NO3− concentrations in dashed lines, NO2− concentrations in solid lines. (B) NH4+ accumulation/consumption over time with the addition of different HS− concentrations. (C) Production of 29N2 in the incubations (nM). (D) Production of 30N2 in the incubations (nM), (E) measured anammox rates (nM hr−1) for different HS− concentrations in June 2015, (F) measured denitrification rates (nM hr−1) for different HS− concentrations in June 2015.



Depth-Integrated Rates of N-Loss

Depth-integrated rates of N2 production varied over the year, with a greater contribution from denitrification (63%) than anammox (37%) (Figure 6). Rates of denitrification ranged between from 0.02 ± 0.006 to 14 ± 2 mmol m−2 d−1 (Figure 6), with the highest rates following renewal in July and August. Anammox rates, on the other hand, were comparatively constant throughout the year, and varied between 0.15 ± 0.03 and 3.4 ± 0.3 mmol m−2 d−1 (Figure 6). Anammox dominated N2 production in January, April, May, June, October, and November (>50% of N2 production). Nevertheless, results show that denitrification dominates the yearly N2 production in the water column (Figure 6).


[image: image]

FIGURE 6. Integrated N-loss rates over the year through denitrification in orange and through anammox in blue. The black dotted line represents the percentage of N-loss occurring through anammox (in %). The stacked bar represents the averaged N-loss over the entire year.



Microbial Community Composition

From a total of 6,889,880 sequences quality filtered by the JGI, 0.3% of the reads were discarded because they were too short or too long and 2% of the sequences were identified as chimeras and discarded. The final read count per sample can be found in Supplementary Table S1 of the Supplementary Material. After clustering at the 97% identify threshold, 28,947 OTUs were resolved across 72 samples. The estimated community diversity (chao1) was low and variable in the surface waters and comparably higher and more stable at deeper depths. These results are summarized in Supplementary Figure S1 and Supplementary Table S1 of the Supplementary Material.

The microbial community in SI is vertically stratified with strong shifts in community compositions apparent between the surface waters (10 m) and the deeper waters (100 m and below) (Figures 7, 8). In particular, there is a shift between high relative abundances of Alphaproteobacteria and Bacteroidetes (together, 42–85.3%) in the surface to a higher relative abundance of Gammaproteobacteria (23.4–68.5%) in the deeper waters (between 100 and 200 m) (Figure 7). In the surface waters, Alphaproteobacteria were mainly comprised of the SAR11 clade and Bacteroidetes of the Flavobacteriales. The cyanobacterial population present early in the year decreased to <1% during the spring bloom (April, May, and June), along with a sharp increase in Flavobacteriales for these 3 months (Figure 7). In deeper waters, the overwhelming majority of Gammaproteobacteria are associated with two OTUs belonging to the SUP05 cluster (Oceanospiralles clade) (Figures 7, 9, and Supplementary Material). This trend was constant throughout the year. Another Gammaproteobacterial group – Ectothiorhodospiraceae (purple sulfur bacteria) – were present throughout the year in deeper waters (100–200 m), with one OTU representing between 1 and 30% (Supplementary Figure S3). Thaumarchaeotal (Marine Group 1) relative abundance was generally low in the surface waters and increased up to 28% at 100 m where NO3− concentrations generally peaked (Figure 7 and Supplementary Figures S2, S3). In the deeper waters (100–200 m), the Marinimicrobia clade totalled a few percent throughout the year and increased to up to 12% in November at 135 m. Epsilonproteobacteria were mostly comprised of an OTU from the genus Arcobacter, which reached up to 30% at 200 m in July 2015 during deep water renewal and remained present at relatively high abundances until September (Figures 7, 9 and Supplementary Figure S3). Several OTUs from the genera Ca. Scalindua (Planctomycetes) were present throughout the water column with a total up to 5.7% at 100 m in December 2015 (Figures 7, 9). Members of the Woesearchaeota phylum were most abundant at depths from 100 to 200 m (0.3–12.2%). These results indicate a strong vertical stratification of the water column microbial community and relative consistency in this stratified community throughout the year, with notable exceptions (Figure 8). Surface waters, for example, exhibited considerable dynamics in microbial communities during the spring blooms (April–June), and deeper waters shifted composition following renewal in July (Figure 8).


[image: image]

FIGURE 7. Microbial community composition of SI in 2015 for 6 depths (10, 100, 120, 135, 150, and 200 m) at the phylum level in relative abundance.
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FIGURE 8. Clustering of the microbial community composition of SI in 2015 for 6 depths (10, 100, 120, 135, 150, and 200 m) and 12 months. Dissimilarities between samples is shown by the height of the fusion of the dendrogram: the higher the fusion, the more dissimilar samples are between each other. Clustering of samples was performed in R with the Euclidean method.





DISCUSSION

Partitioning of N-Loss in SI, and the Seasonality of Anammox and Denitrification

15N-labeled incubations indicate that both anammox and denitrification operated simultaneously throughout the year in the anoxic water column of SI. Although anammox dominated (responsible for >50% N-loss) in 55% of the measurements in which N2 production was detected (Figures 3A–C), depth-integrated rates of denitrification show that it accounts for up to 63% of the total N-loss from SI (Figure 6). Overall, depth-integrated rates of denitrification and anammox ranged between 0.02 and 14.4 mmol m−2 d−1 and 0.15 and 3.36 mmol m−2 d−1, respectively (Figure 6). Annual pelagic N-loss from the inlet was calculated using these measurements by taking the average of the depth-integrated rates, and multiplying these by the surface area of SI’s anoxic basin (33 km2). Annual N-loss totalled 0.002 Tg N yr−1 in 2015. N-loss rates previously reported based solely on geochemical measurements (Manning et al., 2010) implied N-loss of between 1.7 and 8.1 mmol m−2 d−1. Given that 50% of the N-loss previously reported is from benthic N2 production, the rates that we measure here, that only capture pelagic N-loss, appear appreciably higher and may thus suggest inter-annual variability in N2 production rates. Rates of denitrification and anammox were previously reported for 2 months during peak “stagnation” in SI in 2010 (Louca et al., 2016) and while these are at the lower end of the range of rates measured here, they generally agree with the rates we detected during peak stagnation.

The monthly variability in rates of N-loss from Saanich inlet are driven through dynamics in rates of both anammox and denitrification. Thus, knowledge on the regulation of both anammox and denitrification is key to knowing how N-budgets in Saanich inlet, and by extension, other anoxic fjords, vary. Partitioning of N-loss between these pathways for the entire year reveals 63% denitrification and 37% anammox. This ratio is close to the theoretical ratio calculated for the partitioning of N-loss in the open ocean through anammox and denitrification (29–71% anammox/denitrification ratio). This ratio applies when substrate (NH4+) supply rates for anammox are constrained by the stoichiometry of settling organic matter (Codispoti et al., 2001; Van Mooy et al., 2002; Devol, 2003; Koeve and Kähler, 2010; Babbin et al., 2014). Excursions beyond this ratio might indicate additional sources of NH4+, such as sulfate reduction, and/or an input of NH4+ from the underlying sediments. Excursion below this ratio more likely signals competition for nitrite or chemoautotrophic denitrification, which would not liberate NH4+. In July and December of 2015, N-loss was close to the theoretical ratio (27 and 31%, respectively), which is consistent with the canonical scenario in which heterotrophic denitrification supplies anammox with NH4+. The ratio deviates from this throughout much of the rest of the year, with generally higher proportions of anammox (40% and beyond), implying that an additional supply of NH4+, beyond that supplied through heterotrophic denitrification, is needed.

Rates of denitrification and anammox are expected to respond to supply of the principal substrates: NO3−, organic matter or HS− for denitrification, and NH4+ and NO2− for anammox; as well as possible inhibitors like HS− for anammox and O2 for both anammox and denitrification. In July 2015, O2 and NO3− both penetrate to 150 m (Figures 2D,E) signaling the intrusion of oxygenated NO3− rich waters to intermediate depths, and although devoid of O2, deep waters (185 and 200 m) contain detectable NO3−. These observations indicate intermediate- and deep-water renewal in July. Although our monthly nutrient profiles do not record a strong deep-water renewal that would have oxygenated the deep waters, we do observe changes in nutrient concentrations, which coincide with higher rates of denitrification in July and August (Figure 6). Thus, the regulation of denitrification in SI appears linked to renewal, and is further enhanced by the accumulation of HS− in August.

A dramatic increase in deep water NH4+ concentrations is reflected by relatively high rates of anammox recorded in September, October, and November (Figure 6), along with lower concentrations of HS−, implying that increased deep-water NH4+ leads to higher rates of anammox. The NH4+ in the deep waters could originate from the remineralization of sinking organic matter supplied through primary production in the surface waters. Chlorophyll a peaks in the surface waters of SI, a proxy for the abundance of photosynthetic organisms, vary over the year, and peak during the spring/early summer (Figure 2C). Organic matter from primary production is exported to the deep waters and sediments as particles and fecal pellets. Given that both particles and fecal pellets would sediment to the deep waters in less than a week (Sancetta and Calvert, 1988), we expect deep water NH4+ concentrations to respond to blooms in the surface waters within 15 days. As we sampled approximately every 4 weeks, it is possible that we lacked the temporal resolution to capture intense degradation activity following a bloom. However, as blooms are a common occurrence during the summer months (Takahashi et al., 1977; Grundle et al., 2009), the increase in the deep-water NH4+ concentrations in September (Figure 2G) likely originates from a corresponding increase in surface water primary production. Therefore, the combination of relatively high productivity in surface water and the ensuing high NH4+ concentrations in the deep waters likely support relatively high rates of anammox toward the end of the summer.

Though ultimately sourced from primary production, the detailed biogeochemical pathways through which the NH4+ is made available to anammox can vary. These pathways include: ammonification due to organotrophic denitrification; DNRA; ammonification associated with sulfate reduction; or benthic NH4+ efflux. We thus consider these possible sources and their relative fluxes in relation to rates of anammox. Rates of denitrification measured in SI could have supplied 25% of the NH4+ needed to support co-occurring anammox on average, assuming Redfieldian OM stoichiometry and 100% organotrophic denitrification (in August 2015, Figure 6). This is unlikely as HS− clearly influences rates of denitrification, and is consistent with previously reported genomic information (Walsh et al., 2009; Hawley et al., 2014), which implies chemoautotrophic denitrification in SI. Another source of NH4+ could be organotrophic NO3− reduction to NO2−.

We calculate that the highest potential rates of NO3− reduction to NO2− recorded in August 2015 (Figure 4E, 400 nM N hr−1 for 20 μM NO3− addition), are sufficiently high such that all of the NH4+ needed to support the highest rates of anammox could come from this reaction (13.7 nM hr−1). However, in situ NO3− concentrations are generally not as high as the concentrations in these amended incubations, and thus rates of NO3− reduction to NO2− might not supply all the NH4+. Remineralization of organic matter through partial or complete denitrification is thus likely only partly responsible for NH4+ supply to anammox. Similarly, SO42− reduction could also produce NH4+ through remineralization of organic matter in the water column. In SI, however, sulfate reduction remains unmeasured through direct process rate experiments and the functional markers for canonical sulfate reduction were absent from the metaproteomes generated to date (Hawley et al., 2014). DNRA can also supply NH4+ to anammox, as it does in the Peruvian OMZ (Lam et al., 2009). A DNRA catalyzing-like protein, hydroxylamine-oxidoreductase, was recovered in metaproteomes and appears to be associated with the denitrifier– SUP05 (Hawley et al., 2014). DNRA, however, has not been detected in SI to date, though modeling predicts appreciable DNRA for September 2009, and DNRA, if operating in SI, could thus contribute to dynamics in anammox activity (Louca et al., 2016). Given that the pelagic pathways for NH4+ delivery to anammox appear insufficient to support the measured rates, we consider the possibility that NH4+ efflux from the bottom sediments also contributes NH4+ to anammox. Indeed, high rates of organic matter remineralization through sulfate reduction characterize SI sediments (Devol et al., 1984). Some of the NH4+ liberated in the process would diffuse from the sediment and could advect upward to fuel anammox in the overlying water. Based on our calculations (see Supplementary Section 1), NH4+ fluxes from the sediment in SI could fuel 88 to 100% of the NH4+ required to support anammox. We thus expect a combination of these multiple NH4+ sources fuels anammox and contributes to its variability throughout the year.

Kinetics of Denitrification and Anammox

External forcing by substrate supply rates places overall constraints on material fluxes and thus microbial community metabolism, but microbial community structure and function also depend on the specific ecophysiologies of relevant organisms, such as an organism’s ability to take up and metabolize a given substrate. We showed that denitrification in SI appears to depend on NO3− concentrations (Figure 4C and Table 2), and the Km for NO3− obtained at 165 m in August 2015 was 5 μM and in the same range as earlier reports from both environmental measurements and cultured denitrifiers (1.7–10 μM) (Jensen et al., 2009). These prior kinetic constants come from pure cultures of organotrophic denitrifiers (Parsonage et al., 1985; Christensen and Tiedje, 1988), sediment microbial communities (Murray et al., 1989; Dalsgaard and Thamdrup, 2002), and an anoxic sulfidic fjord (Jensen et al., 2009). When NO3− concentrations exceeded 15 μM, however, the rates of complete denitrification decreased (Figure 4F). This is in line with the observation that microorganism tend to favor the first step of denitrification, NO3− reduction to NO2−, over complete NO3− reduction to N2, when NO3− concentrations are high. Similar observations were made previously in Mariager fjord (Jensen et al., 2009) where NO3− reduction to NO2− took over when NO3− concentrations exceeded 5 μM.

Rates of denitrification and anammox in SI are sensitive to the HS− concentrations present. When seawater from 120 m (June 2015) was amended with HS−, rates of denitrification increased with respect to HS− concentrations (Figure 5) for HS− concentrations higher than 2.5 μM. The rates then seemed to exhibit a linear response, possibly because the enzyme saturation for sulfide oxidation is much higher (Jensen et al., 2009). This observation is similar to reports of a linear dependency of denitrification on HS− concentrations, with no sign of saturation, up to 40 μM HS− in Mariager Fjord, Denmark (Jensen et al., 2009). Measurements of NO3− and NO2− indicate low or no NO2− accumulation during these incubations and, given the low rates of denitrification for 2.5 μM HS−, this implies a shunting of the NO2− produced to anammox. Indeed, anammox occurs at low HS− concentrations (Figure 5D). Anammox occurrence at low HS− concentrations was previously observed in a sulphidic alpine lake (Wenk et al., 2013). This stands in contrast to most previous marine observations, which found that anammox was inhibited by HS− at concentrations as low as 1.6 μM (Dalsgaard et al., 2003; Jensen et al., 2008). The stimulation of anammox at low HS− concentrations in SI may reflect the production of NO2− through partial denitrification and the bypass of complete denitrification due to a higher affinity of anammox bacteria for NO2− (Dalsgaard and Thamdrup, 2002). This is supported by the fact that NO2− did not accumulate during these incubations (Figure 5A), implying that sulfide dependent partial denitrification (NO3− to NO2−) underpins nitrite leakage to anammox in SI when HS− is low.

As rates of anammox appear to be sensitive to higher fluxes of NH4+ in the water column (see above), we plotted the rates of anammox obtained for the whole year vs. the in situ NH4+ concentrations (Figure 10). However, the lack of a coherent positive relationship between rates of anammox and NH4+ concentrations generally implies insensitivity of anammox to NH4+ concentrations higher than 2 μM. These results could indicate that the Km for NH4+ of anammox bacteria is lower than the in situ NH4+ concentrations. Alternatively, this could also indicate that anammox bacteria could obtain the NH4+ needed through tight coupling between anammox and DNRA (Prokopenko et al., 2013) or through ammonification in particle-associated processes (Ganesh et al., 2014), which would not be specifically recorded in the ambient NH4+ concentrations in SI.

Vertical Partitioning of the Microbial Communities in SI

The strongest difference in microbial community composition was between the surface waters at 10 m depth and deep waters below 100 m depth (Figure 8), while temporal variations were most notable in the surface waters (Figure 8). Variation in community composition between 120 and 200 m depth was comparatively small as were dynamics in deep water community composition throughout the year, with the exception of OTUs assigned to the Epsilonproteobacterium, Arcobacter (Figures 7, 9). Such vertical stratification in microbial community composition is typical for aquatic ecosystems including OMZs (Stevens and Ulloa, 2008; Wright et al., 2012; İnceoğlu et al., 2015), and has been previously observed in SI (Zaikova et al., 2010; Hawley et al., 2014). Indeed, niche partitioning along redox gradients is generally expected (Wright et al., 2012). A conceptual model previously developed (Hawley et al., 2014) describes microbial community structure and function in SI and provides a benchmark framework through which to view temporal and vertical dynamics in microbial community composition (Figures 1C, 7–9 and Supplementary Figures S2, S3). The key taxa that comprise this model, including SUP05, Marinimicrobia, Thaumarchaeota, SAR11, and Planctomycetes were prevalent SI community members in 2015. These taxa were present throughout the water column, with Thaumarchaeota and SAR11 most abundant at 100 m and SUP05 increasing in abundance with depth. Planctomycetes were low in the surface water and increased to a few percent in the deeper waters, similar to Marinimicrobia. In addition to these taxa, our community profiles reveal dynamics in relatively abundant Bacteroidetes, which increase in the surface waters during the spring bloom (from 20 to 65% in April, May, and June), and Arcobacter that appears to bloom in the deep waters (from <1% up to 30% at 200 m) in association with renewal in July and subsequently decreases in relative abundance in the following month.

A closer analysis of microbial community dynamics in the surface waters reveals that of the 15 most abundant OTUs, there were high relative abundances of 3 OTUs of the Flavobacteriaceae and 1 OTU of the Rhodobacterales family in April, May, and June, and correspondingly low abundances of an OTU belonging to the SAR11 clade (see Supplementary Figure S3). This particular microbial community composition appears contemporaneous with photosynthetic blooms. Flavobacteriaceae and Rhodobacterales are generally considered participants in biomass degradation (Bergauer et al., 2018) and their relatively high abundance in the spring may thus be a response to relatively strong photosynthetic activity (Figure 2C). While photosynthetic blooms are evident from pigment distributions (Figure 2C), we did not observe correspondingly high relative abundances of photosynthetic bacterial taxa (cyanobacteria) at this time. This likely indicates that cyanobacteria play a limited role in this bloom, which instead is the response of diatom growth, as previously reported (Sancetta and Calvert, 1988). Diatom blooms in April, May and June thus appear to stimulate a number of microbial taxa linked to organic matter degradation in the surface waters, while cyanobacterial contributions to microbial community composition are marginalized at this time.

One of the most abundant OTUs present throughout the water column was assigned to the SUP05 cluster (Supplementary Figure S3), which varied between a few percent in the surface water to a maximum of 48% in July and September at 150 and 200 m, respectively (Figure 9 and Supplementary Figure S3). Based on its metabolic potential to couple sulfide oxidation to NO2− reduction to N2O and its relatively high abundance, SUP05 has been implicated as a key-player in coupled C, N, and S cycling and N-loss from SI (Walsh et al., 2009; Hawley et al., 2014), and more broadly throughout low oxygen marine waters globally (Wright et al., 2012; Anantharaman et al., 2013; Glaubitz et al., 2013; Callbeck et al., 2018). Consistent with this, we find that N2 production through denitrification was active throughout the year when SUP05 was a ubiquitously abundant community member (Figures 7, 9 and Supplementary Figure S3). Likewise, water collected from 120 m in June had a microbial community composition of 28% SUP05, and rates of denitrification in this water increased in response to HS− addition, indirectly linking SUP05 to sulfide dependent denitrification. However, N2O did not accumulate in our incubations, and we thus suspect that other taxa also play a role in denitrification, by reducing N2O to N2.
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FIGURE 9. Comparison of the relative abundance of Planctomycetes, SUP05 cluster, Marinimicrobia, and newly highlighted Arcobacter bacteria. In addition to the relative abundance of these clades, we added total 16S counts (16S L−1) for each of these samples.
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FIGURE 10. Comparison of anammox rates vs. in situ NH4+ concentrations (taking into account the addition of 15NH4+). In orange, rates of anammox obtained through the production of 29N2 with the addition of 15NH4+ and 15NO3−. In blue, rates of anammox obtained through the production of 29N2 with the addition of 15NO3−.



Some Marinimicrobia clades indeed possess the nosZ gene and have the metabolic potential to perform this last step in denitrification (Hawley et al., 2017a). Like SUP05, Marinimicrobia were relatively abundant in the deep waters where they comprised 4 different OTUs that together comprised up to 12% of the total microbial community at 135 m in November 2015 (Figures 7, 9, 11A and Supplementary Figure S3). These 4 OTUs were phylogenetically compared to previously identified Marinimicrobia genome bins and SAGs [Figure 11B, (Hawley et al., 2017a)] and were found to be affiliated to 4 different clades: 3 SI clones (SHBH1141, SHBH319, and SHAN400) as well as an Arctic clone (Arctic96B-7). Interestingly, only SHBH1141 appears to carry the nosZ gene (Hawley et al., 2017a), making it the most likely microorganism in SI to reduce N2O to N2 coupled to HS− oxidation (Hawley et al., 2014). The SHBH1141 clade increased with depth, with the overall highest relative abundance at 150 m (Figure 11A). However, SHBH1141’s relative abundance decreased in July, in association with the renewal event. Comparatively, the SHAN400 clade remained relatively constant between 100 and 200 m and both Arctic96B-7 and SHBH391 have higher relative abundances at 120 m than at 100 m and remain constant down to 200 m. From SAGs, SHAN400 and Arctic96B-7 were shown to carry NO3− reduction to NO coupled to HS− oxidation, thus participating in partial denitrification, whereas no genes involved in the N-cycle were found for SHBH391 (Hawley et al., 2017a).
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FIGURE 11. OTUs from the Marinimicrobia phylum in SI. (A) Relative abundance of the 4 most abundant OTUs of the Marinimicrobia phylum in SI plotted by depths and months (B) maximum-likelihood phylogenetic tree of the small subunit rRNA for sequences of the Marinimicrobia clade (ML implemented with RaxML, 100 bootstraps). OTUs identified in this study are highlighted in a colored box. Previously identified SAGs or genome bins are in bold. The bar represents 5% estimated sequence divergence. Bootstrap value at the branch node indicate the robustness of the branching of the tree.



Anammox was also operative throughout the entire year in 2015, and accordingly, we found members of the Planctomycetes phylum were present at up to 5% in the water column (Figures 7–9). Indeed, Planctomycetes is the only phylum known to contain bacteria that perform anammox. The metabolic potential for anammox is restricted in the Planctomycetes to the order Brocadiales. SI hosts mainly Ca. Scalindua, a well-known marine anammox bacterium which comprised up to 2.6% of the community at 135 m in May (Figure 9). Altogether, microbial community profiling reveals that the key taxa that comprise previous conceptual models for coupled microbial C, N, and S cycling in SI are present and relatively abundant at depths between 100 and 200 m throughout the year. At the community level, these taxa collectively underpin N cycling and loss from Saanich inlet, which we demonstrate through contemporaneous process rate measurements.

In addition to the taxa discussed above, it appears that an OTU assigned to the Epsilonproteobacteria Arcobacter increases dramatically in relative abundance in the deep waters, notably at 200 m where it goes from <1% in June, to 30% in July, becoming one of the 15 most abundant OTUs in SI, and then drops to 20% in August. This increase in relative abundance appears to be a response to deep water renewal and is strongly correlated with the enhanced rates of denitrification found in July and August, relative to the rest of the year, as well as the highest rates of dark carbon fixation (Figure 2D). Indeed, a number of Arcobacter isolates are known to perform complete denitrification (NO3− to N2) (Canion et al., 2013), as well as sulfide oxidation (Wirsen et al., 2002). The high relative abundances of Arcobacter in July and the fact that Marinimicrobia OTUs decreased at the same time posits an important role for Arcobacter in the SI N-cycle (Figures 9, 11A).

Considering our observations of microbial community and biogeochemical dynamics across the year, we suggest that the inlet exists in two principle biogeochemical states: throughout much of the year, the inlet is relatively stagnant, anaerobic N2 production is distributed between anammox and denitrification and we suggest that Ca. Scalindua, SUP05, and Marinimicrobia are the key taxa responsible; during the summer renewal the input of NO3− to deep sulfide-rich waters stimulates the growth of Arcobacter, which drives most N2 production through denitrification marginalizing anammox. These two states thus define microbial community phenotypes representing background or ‘stagnation’ periods and ‘renewal’ periods, respectively.

Shifts between stagnation and renewal phenotypes imply that the relevant community members possess differing ecophysiology. In particular, the bloom in Arcobacter in response to renewal implies that these organisms have higher maximum cell specific growth rates and/or lower biomass yield than the combination of SUP05 and Marinimicrobia. Without any existing information on biomass yield, we thus estimated cell-specific rates of N2 production through denitrification during stagnation and renewal periods. We expect for the combined Marinimicrobia/SUP05 population to have lower cell specific rates in comparison to the Arcobacter population, which produces N2 at higher rates for similar cell abundance. For the ‘stagnation’ phenotype we used an average cell abundance of 1.6 × 109 cells L−1 for the combined abundance of Marinimicrobia and SUP05, which we estimated by combining qPCR of the bacterial 16S rRNA gene as a proxy for total community size with the relative Marinimicrobia/SUP05 abundance from our amplicon sequence data (see Supplementary Material). Marinimicrobia, in association with SUP05, are likely responsible for the production of N2 throughout most of the year, and we used the lowest and highest rates of denitrification in the stagnant period (0.01–38.45 nM hr−1) to come up with a range of cell specific denitrification rates for Marinimicrobia/SUP05 between 0.0001 and 0.6 fmol N2 cell−1 d−1.

To compare against the renewal phenotype, we estimated Arcobacter cell abundance (based on total bacterial 16S rRNA gene copies for July at 200 m, 3.05 × 109 cells L−1 combined with the relative abundance of Arcobacter from our amplicon sequence data— see Supplementary Material) and with the corresponding rates of denitrification obtained cell-specific rates of 1.08 fmol N2 cell−1 d−1 for Arcobacter. The cell-specific rates for Marinimicrobia are therefore lower than the cell-specific rate calculated for Arcobacter. Thus, it is likely that SUP05/Marinimicrobia population has a higher growth yield than Arcobacter, shown by similar cell abundance but lower cell-specific rate for the former.

The low relative abundance of Planctomycetes associated with lower N2 production rates indicate that the anammox bacteria present in SI have a high cell-specific growth rate with a low growth yield. Again, based on the 16S abundance obtained from qPCR analysis (see Supplementary Material) applied to the average relative abundance of anammox bacteria, cell specific rates for anammox vary between 0.02 and 6.72 fmoles NH4+ cell−1 d−1, using average cell counts for anammox for the year (2.3 × 107 anammox cells L−1) and the highest and lowest rates measured in SI in 2015. Our measured rates encompass the cell specific rates obtained from the Namibian OMZ [4.5 fmol NH4+ cell−1 d−1, (Kuypers et al., 2005)], the Black Sea [3–4 fmol NH4+ cell−1 d−1, (Jensen et al., 2008)], and diverse bioreactors [2–20 fmol NH4+ cell−1 d−1, (Strous et al., 1999)]. The lower end of our measured rates might be explained by small fractions of active versus total anammox bacteria present, which would increase the cell-specific rates calculated here. This highlights that, even though anammox bacteria are generally present in at lower relative abundances than denitrifiers (SUP05, Marinimicrobia and/or Arcobacter), they play a similar role in N-species transformations and N2 production as well as overall energy transduction in low-oxygen and anoxic marine waters.

Model of NO2− Competition Between Anammox and Complete Denitrification

Based on the results described above, we built a flux balance model to study the competition for NO2− between anammox and complete denitrification, testing if we could reproduce the rates corresponding to the two community phenotypes proposed (high or low N2 production). Lower rates of denitrification are attributed to a ‘stagnation’ phenotype, whereas higher rates of denitrification correspond to a ‘renewal’ phenotype (Figure 12). The rates of anammox, NO3− reduction to NO2−, and complete denitrification (NO2− to N2), are described through Michaelis–Menten equations, depending on both substrates (electron donors and electron acceptors), their respective kinetic parameters (Km and Vmax) for each of these substrates, cell abundance and biomass yield (Y) (see Supplementary Material for a complete description of the model). Both NO3− reduction to NO2−, and complete denitrification are sulfide-dependent. Nutrient concentrations of interest (NO3−, NO2−, NH4+, and HS−) are calculated based on the rates of anammox, NO3− reduction to NO2−, and complete denitrification, as well as fixed input fluxes of the substrates through possible advection and diffusion (See Supplemental Material, section 3). These fluxes, however, are fixed throughout the simulation and do not reflect the highly dynamic nature of the nutrient fluxes found in SI, specifically through a renewal event. This model has thus been built to represent the two phenotypes introduced in the previous section in a steady-state scenario.
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FIGURE 12. Model of NO2− competition between anammox and complete denitrification for the 2 ecotypes found in SI, “stagnation phenotype” and “renewal phenotype”. (A) Represents the ecotype found in SI during stagnant periods of time. (B–D) Shows a simulation of the model that tested to see if the phenotype of the ecotype could be reproduced through modeling. Parameters used to model this simulation can be found in Table 3. (E) Represents the second ecotype found in SI during renewal event, leading to higher N2 production (F–H) shows that the model reproduced higher rates of N2 production. Parameters used in this simulation can be found in Table 3.



The stagnation phenotype represents the background state and characterizes the inlet throughout most of the year, with limited input of NO3− and higher fluxes of NH4+ and HS− coming from the sediments underlying the anoxic water. To mimic this situation, we thus chose lower input flux of NO3− in comparison to NH4+ and HS− (Figure 12 and Table 3). Kinetic parameters (km and Vmax) for anammox bacteria were taken from the literature (Awata et al., 2013). Kinetic parameters measured for denitrification in SI were determined during the renewal phenotype (August 2015, 165 m) and therefore, the stagnation phenotype kinetic parameters remained unconstrained. Thus, kinetic parameters for the SUP05/Marinimicrobia consortium (or stagnation ecotype) were fit to yield rates of the same order of magnitude for denitrification as those measured in SI during stagnation (Figures 12A–D, Table 3, and Supplementary Material). However, cell-specific growth rates (Vmax) and growth yield (Y) were estimated based on rates of denitrification and cell abundance (see above). With nutrient fluxes appropriate for the stagnation period and reasonable physiological parameters for the relevant organisms, we find that rates of both denitrification and anammox are similar, and fall within the range observed in SI outside of a renewal period (Figures 3, 12A–D). The dominance of one pathway over another could be inverted by changing the relative Km values for denitrification and anammox, as these appear to be similar to one another in the stagnation period (see Supplementary Material). Modeled abundances of anammox bacteria were similar to those observed in SI (2.3 × 107 anammox cells L−1) as were the modeled abundances of complete denitrifiers compared to abundances observed in SI (cell abundance of Marinimicrobia/SUP05 = 109 cells L−1). Therefore, we could reproduce with a simple flux balance model rates of the same order of magnitude for anammox and complete denitrification measured during the year 2015 during peak stratification in SI.

TABLE 3. Parameters used in model for competition of NO2− between anammox and complete denitrification (see Figure 12).
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Deep water renewal in SI introduces oxygenated water to the deep basin, where NO3− is produced through rapid nitrification, and the NO3− produced is in turn lost through anaerobic NO3− reduction and N2 production following renewal. The renewal event is thus far from steady-state, and we therefore tried to reproduce the high rates of denitrification in 60 days of the simulation, corresponding to the approximate duration of the event based on the geochemical profiles and rate measurements. The kinetic parameters for anammox were identical to simulations of the stagnation phenotype, however, we changed the kinetic parameters for denitrification to represent Arcobacter in the renewal phenotype. As NO3− dependency was measured in August 2015, corresponding to higher rates of N2 production, we chose to use the Michaelis–Menten constants modeled from this data to describe complete denitrification (NO3− to N2) (Tables 2, 3). We also chose a higher biomass yield than in the ‘stagnation’ phenotype (Table 3), as it appears that the Arcobacter population grows rapidly from <1% to 30% of relative abundance within a month’s time (Table 3). The simulation reveals that under the conditions described here (Figures 12E–H and Table 3), rates of denitrification reach 10−6 N2 M d−1, which corresponds to the highest rates measured in July 2015 at 200 m (Figure 3). Rates of anammox remain similar to the rates that can be found after renewal in SI (Figures 3, 12E–H). The abundance of complete denitrifiers reaches 109 cells L−1 after only 15 days of simulation, which is again similar to abundances observed in SI during renewal. However, to fully describe and model the input fluxes to SI, the model would need to have dynamic fluxes that can be changed over time. In addition to dynamic fluxes, competition between two different populations of complete denitrifiers should be implemented to fully describe and reconstruct the transition from one phenotype to the other.

SI as a Model Ecosystem for Coastal OMZs

We have extrapolated the annual N-loss calculated for SI (33 km2) to all similar coastal inlets in BC (2478 km2) in order to estimate the potential importance of BC coastal fjords to N-loss from the North Eastern Sub-Arctic Pacific Ocean. We estimate that these inlets could contribute up to 0.12 Tg N yr−1, which constitutes 0.1% to global pelagic N-loss (Codispoti, 2007) if they are all anoxic and similar to SI. On an area-specific basis this is extremely high in comparison to the ETSP, for example, which has a surface area of 1.2 × 106 km2 and supports up to 10 Tg N yr−1 (Kalvelage et al., 2013). This highlights that coastal OMZs are hotspots for N-loss and could also, in the near future, be subject to changes due to increased anthropogenic influence.

The low oxygen conditions in SI support pelagic anaerobic microbial metabolisms including denitrification and anammox that co-occur and underpin high rates of N-loss from the water column. We showed that denitrification is the most important contributor to N2 production and its rates and the organisms responsible vary seasonally. Rates of anammox, in contrast, are relatively constant throughout the year, contributing 37% of the N-loss from SI. Anammox is often reported as the primary pathway of N-loss from OMZs (Kuypers et al., 2005; Thamdrup et al., 2006; Hamersley et al., 2007; Lam et al., 2009; Canfield et al., 2010b; Jensen et al., 2011; Kalvelage et al., 2013; De Brabandere et al., 2014), and our time-series observations from SI may be more broadly extensible to low oxygen marine waters globally. In SI, rates and pathways of N-loss and the responsible microbial taxa are dynamic responding to substrate fluxes driven by physical forcing. Analogous dynamics in upwelling and horizontal transport or large-scale eddies in open ocean OMZs may also lead to strong microbial responses with corresponding biogeochemical outcomes (Altabet et al., 2012; Bourbonnais et al., 2015). While sulphidic conditions that characterize SI are rare in modern open ocean OMZs, they could become more prevalent with progressive ocean deoxygenation (Ulloa et al., 2012; Callbeck et al., 2018). Information on microbial responses to system dynamics and on the ecophysiology the underpins coupled C, N, and S cycling in Saanich Inlet and other experimentally tractable coastal ecosystems is key for predicting broader global responses to ocean deoxygenation and the expansion of marine anoxia.
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3 https://jgi.doe.gov/wp-content/uploads/2016/06/DOE-JGI-iTagger-methods.pdf

4 https://uc-r.github.io/hc_clustering
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Hypoxia, triggered in large part by eutrophication, exerts widespread and expanding stress on coastal ecosystems. Hypoxia is often specifically defined as water having dissolved oxygen (DO) concentrations < 2 mg L−1. However, DO concentration alone is insufficient to categorize hypoxic stress or predict impacts of hypoxia on zooplankton and fish. Hypoxic stress depends on the oxygen supply relative to metabolic demand. Water temperature controls both oxygen solubility and the metabolic demand of aquatic ectotherms. Accordingly, to assess impacts of hypoxia requires consideration of effects of temperature on both oxygen availability and animal metabolism. Temperature differences across ecosystems or across seasons or years within an ecosystem can dramatically impact the severity of hypoxia even at similar DO concentrations. Living under sub-optimum DO can reduce temperature-dependent metabolic efficiencies, prey capture efficiency, growth and reproductive potential, thus impacting production and individual zooplankton and fish fitness. Avoidance of hypoxic bottom water can reduce or eliminate low-temperature thermal refuges for organisms and increase energy demands and respiration rates, and potentially reduce overall fitness if alternative habitats are sub-optimal. Moreover, differential habitat shifts among species can shift predator-prey abundance ratios or interactions and thus modify food webs. For example, more tolerant zooplankton prey may use hypoxic waters as a refuge from fish predation. In contrast, zooplankton avoidance of hypoxic bottom waters can result in prey aggregations at oxyclines sought out by fish predators. Hypoxic conditions that affect spatial ecology can drive taxonomic and size shifts in the zooplankton community, affecting foraging, consumption and growth of fish. Advances in understanding the ecological effects of low DO waters on pelagic zooplankton and fish and comparisons among ecosystems will require development of generic models that estimate the oxygen demand of organisms in relation to oxygen supply which depends on both DO and temperature. We provide preliminary analysis of a metric (Oxygen Stress Level) which integrates oxygen demand in relation to oxygen availability for a coastal copepod and compare the prediction of oxygen stress to actual copepod distributions in areas with hypoxic bottom waters.
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INTRODUCTION

Dissolved oxygen (DO) has been declining in coastal waters since the middle of the 20th century (Diaz and Rosenberg, 2008; Vaquer-Sunyer and Duarte, 2008; Rabalais et al., 2009; Breitburg et al., 2018). Hypoxia occurs naturally in many marine and freshwater systems that are characterized by high productivity and stratification (Rabalais et al., 2010). However, human activities such as intensive agriculture practices, land use changes, and point-source nutrient loading have caused the frequency, magnitude and extent of coastal hypoxia to increase (Turner et al., 2008; Bianchi et al., 2010).

Seasonal deoxygenation of sub-pycnocline coastal waters is driven primarily by nutrient stimulation of largely ungrazed phytoplankton blooms that decay below a stratified water column. These blooms sink or are eaten and processed by zooplankton, and are subsequently decomposed by microbial activity, consuming much of the available DO in the lower water column isolated from aeration (Malone, 1991; Nixon, 1995; Howarth et al., 1996; Diaz and Rosenberg, 2008). Since 1950, more than 500 sites in coastal waters have reported DO < 2 mg l−1, with fewer than 10 percent of these systems reporting such low DO values prior to 1950 (Diaz and Rosenberg, 2008; Vaquer-Sunyer and Duarte, 2008; Isensee et al., 2015). While more observations have likely contributed to this increase in reporting, a greater diversity of coastal hypoxic sites suggests that increased eutrophication is primarily responsible for expanding coastal hypoxia (Vaquer-Sunyer and Duarte, 2008). Coastal zooplankton and fish do not appear to have developed specific physiological adaptations to low DO in these new coastal systems experiencing seasonal hypoxia (Childress and Seibel, 1998; Dam, 2013; McBryan et al., 2013). Instead, these organisms suffer direct mortality, or reside in the low DO waters and tolerate some deleterious effects, or avoid low DO bottom waters through behavioral avoidance. Global warming can increase coastal hypoxia by increasing water column density stratification, decreasing oxygen solubility, and increasing the oxygen demand of ectotherms (Altieri and Gedan, 2014).

Hypoxia is often specifically defined as water having DO concentrations < 2 mg L−1 (at 18°C in seawater = 1.5 ml L−1 = 5.6 kPa oxygen partial pressure), although more biologically relevant definitions are required to define its impacts (Davis, 1975; Vaquer-Sunyer and Duarte, 2008; Breitburg et al., 2009; Ekau et al., 2010; Verberk et al., 2011; Elliott et al., 2013). Physiologists usually express DO in terms of partial pressure because oxygen availability to aquatic organisms is dependent on the rate of diffusion across integuments or gills and is controlled by the partial pressure of O2 (mm Hg or kPa). In contrast, aquatic ecologists and oceanographers usually express DO in terms of concentration (mg L−1 or ml L−1).

Temperature directly influences oxygen solubility in seawater and thus DO concentration and oxygen partial pressure as well as the metabolic demand of aquatic ectotherms, yet is often overlooked as a controlling factor in hypoxic assessments. A meta-analysis by Vaquer-Sunyer and Duarte (2011) suggests that the survival time of benthic macrofauna in low DO is reduced with increasing temperature and that the DO concentration which results in mortality increases. Thus, in order to effectively assess the impacts of hypoxic stress, it is necessary to consider the effects of temperature on both oxygen availability and animal metabolism. We contend that temperature is an essential component defining hypoxic conditions. Temperature differences across ecosystems or across seasons or years within an ecosystem can dramatically impact the severity of hypoxia even at similar DO concentrations.

Although hypoxic events have been shown to cause mortality of more sedentary benthic species and crabs (Grantham et al., 2004), less is known about the impact of hypoxia on pelagic species, which is the focus of this paper. Pelagic species have behavioral capabilities to generally avoid hypoxic water and must either move out of the way or suffer the consequences of reduced oxygen (Ekau et al., 2010). The physiological and ecological consequences of moving to non-hypoxic, perhaps adjacent habitats are important to understand broader impacts of hypoxia at the species and ecosystem level. Physiological consequences include changes in energy demand, respiration rates and overall fitness if adjacent habitats have different temperatures. Ecological consequences include shifts in densities and spatial overlaps of predators and prey that modify food webs.



EFFECTS OF LOW DISSOLVED OXYGEN ON ZOOPLANKTON AND FISH METABOLISM AND VITAL RATES

Research on ecological effects of hypoxia in coastal systems typically has considered DO in terms of the concentration of oxygen in water (ml L−1 or mg L−1). However, it is also essential to consider the partial pressure and diffusivity of oxygen in water because these properties determine the rate of oxygen supply and, ultimately, the rate of oxygen uptake by organisms (Verberk et al., 2011). The solubility of oxygen in water (i.e., concentration at atmospheric equilibrium) declines at both higher temperatures and higher salinities. Considering potential biological and ecological effects of hypoxia on coastal zooplankton and fish, reduced rates of oxygen uptake are ultimately responsible for direct adverse effects such as reduced growth and increased mortality. Under low oxygen conditions (with oxygen supply low relative to oxygen demand), aerobic respiration may not be fully supported by the consequent lower oxygen uptake rates, and respiration becomes oxygen limited (Gnaiger, 1991; Childress and Seibel, 1998; McAllen et al., 1999; Pörtner and Knust, 2007; Seibel, 2011; Elliott et al., 2013). As a result, zooplankton and fish residing in hypoxic water must either implement specific adaptations to maintain the rate of oxygen uptake, make up the energy deficit through anaerobic respiration, or reduce their energy demand and oxygen requirements by lowering metabolic rate such as through reduced activity (Gnaiger, 1991; Childress and Seibel, 1998; McAllen et al., 1999; Perry, 2011; Seibel, 2011; Friedman et al., 2012; Elliott et al., 2013). In aquatic ectotherms, temperature controls respiration and metabolic rates and thus the ambient temperature of low oxygen water will affect the specific response rates of an organism.

Two useful metrics to assess the effects of low DO on zooplankton and fish are the critical (Pcrit) and lethal (Pleth) oxygen thresholds (Prosser and Brown, 1962; Connett et al., 1990; Gnaiger, 1991; Childress and Seibel, 1998; McAllen et al., 1999; Pörtner and Knust, 2007; Seibel, 2011; Elliott et al., 2013). When maximum potential respiration rate drops below an organism’s “target” respiration rate (Pcrit), respiration rate becomes limited by oxygen supply, and sub-lethal effects of hypoxia can be expected. When the oxygen supply drops below an organism’s “basal” respiration rate (Pleth), acute lethal effects of hypoxia can be expected. Both of these thresholds reflect the balance between oxygen supply to the organism, a function of the rate of molecular diffusion, and oxygen demand by the organism, a function of respiration rate (and ultimately metabolic rate). Typically, these are expressed in terms of oxygen partial pressures. According to Fick’s Law for diffusion across a membrane, oxygen uptake and maximum potential aerobic respiration rate will depend on oxygen supply as governed by the external (environmental) oxygen solubility, partial pressure, and diffusivity (Verberk et al., 2011). Thus, corresponding critical and lethal oxygen supply thresholds can be defined that account for oxygen solubility, partial pressure and diffusivity. These thresholds will depend on an organism’s non-oxygen-limited (target) respiration rate, and the lowest sustainable (basal) respiration rate, respectively (Elliott et al., 2013). For coastal zooplankton and fish lacking specialized adaptations to live under low environmental DO, oxygen uptake is more or less constant at the target level when pO2 is above Pcrit, then declines linearly as DO declines to below the Pcrit level (Figure 1). Because zooplankton and most newly hatched larval fish lack gills, their oxygen uptake is a function of diffusion through the body surface. Under low oxygen conditions relative to oxygen requirements, species with a higher surface/volume ratio would be favored because of their greater oxygen diffusion potential.
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FIGURE 1. Adapted from Elliott et al. (2013). Relationship between an organism’s respiration rate and the environmental oxygen partial pressure. Target Respiration Rate (TRR); Minimum survivable Respiration Rate (MRR), critical oxygen partial pressure (Pcrit) and lethal oxygen partial pressure (Pleth) are shown.



It has been established for decades that there is a critical oxygen level for fishes at which metabolism and other processes are limited by oxygen. The use of Pcrit as a measure of the relative tolerance of a fish to low oxygen also has a long history (Prosser and Brown, 1962; Chapman et al., 2002; Nilsson and Östlund-Nilsson, 2008; Mandic et al., 2009; Richards, 2011; Speers-Roesch et al., 2013; and see review by Rogers et al., 2016). Early fish literature often referred to Pcrit as the ‘incipient limiting tension or level’ (Davis, 1975). The classic work of Fry (1957) concludes “Any reduction of the oxygen content below the level where the active metabolic rate begins to be restricted is probably unfavorable to the species concerned. From the ecological point of view, the ‘incipient limiting level’ (the critical level under conditions of activity) can be taken as the point where oxygen content becomes unsuitable.”

Specific adaptations that help maintain oxygen uptake under low DO (or increasing oxygen demand) include increased ventilation of the respiratory surfaces (e.g., gills), increased heart rate, reduced activity and production of high-affinity oxygen uptake molecules (Herreid, 1980; Childress and Seibel, 1998; Pörtner and Knust, 2007; Richards, 2009; Seibel, 2011). These types of responses are common among zooplankton and fishes in oceanic oxygen minimum zones, which likely have co-evolved with low DO concentrations for thousands of years. However, among coastal organisms, exposure to hypoxia is generally more ephemeral (seasonal) and in many cases is a relatively new stressor associated with eutrophication (Diaz and Rosenberg, 2008). Consequently, planktivorous fish and their zooplankton prey do not appear to have developed specific physiological adaptations to hypoxia in typical coastal systems (Childress and Seibel, 1998; Dam, 2013; McBryan et al., 2013). Instead, these organisms must either avoid hypoxia through behavioral mechanisms or reside in stressful hypoxic water.

With 33 times less oxygen and 3 × 105 times lower diffusion rates in water (at saturation) compared to air, DO can be the proximate cause of reduced growth in zooplankton and fish (e.g., Prosser and Brown, 1962; Pörtner, 2010; Bertrand et al., 2011; Verberk et al., 2011). Warming seas will result in increased oxygen demand by zooplankton and fishes which can result in shifts in spatial distributions, reduced body size and changes in species composition (e.g., Beaugrand et al., 2002; Pörtner and Knust, 2007; Cheung et al., 2012; Deutsch et al., 2015). Because warming temperatures and oxygen limitation are inextricably linked, investigating the impacts of low DO on coastal zooplankton and fishes can provide valuable insights into future ocean warming effects on pelagic ecosystems.



LOW OXYGEN IMPACTS ON COASTAL ZOOPLANKTON

The general observation of reduced copepod abundances (integrated over the entire water column) in hypoxic water columns (Roman et al., 1993; Keister et al., 2000; Kimmel et al., 2012) suggests lower population growth, greater copepod mortality, predation and/or emigration in water columns with hypoxic bottom waters. Laboratory experiments have demonstrated that copepod survival, growth rate, egg production and ingestion rate all decline with lowered oxygen availability. Low DO reduces the survival of copepods (Vargo and Sastry, 1977; Roman et al., 1993; Stalder and Marcus, 1997; Marcus et al., 2004; Richmond et al., 2006). In laboratory experiments, Marcus et al. (2004) and Richmond et al. (2006) demonstrated that Acartia egg production and population growth rate were reduced in low DO waters (0.7 and 1.5 ml O2 L−1) compared to normoxic (DO > 2 mg L−1) controls. Low DO conditions have also been shown to reduce the ingestion rates of copepods fed in laboratory experiments (Elliott et al., 2013), as well as reduce their escape response (Decker et al., 2004).

Hypoxia can directly affect the earliest life stages of copepods. Copepods can be divided into two groups with respect to reproduction: those that carry their eggs until hatching (brooders) and those that release their eggs (broadcast spawners). Copepod eggs are denser than seawater and thus sink to bottom waters where they can be affected by low DO conditions. Copepods in estuarine and coastal waters produce two types of eggs: diapause (resting) eggs which must complete a dormancy (refractory) period before hatching and non-diapause (subitaneous) eggs which hatch within hours-days of being spawned, depending on temperature (Grice and Marcus, 1981). Low DO has been shown in laboratory experiments to severely reduce the hatching success of non-diapause copepod eggs (Lutz et al., 1992; Roman et al., 1993; Marcus et al., 1994, 1997; Marcus and Lutz, 1994; Invidia et al., 2004; Richmond et al., 2006). The eggs of dominant coastal copepods have sinking rates which range from 15 to 35 m d−1 (Uye, 1980; Knutsen et al., 2001; Jiang et al., 2006). Thus, if hatching times are sufficiently long, non-diapause (subitaneous) copepod eggs may sink into low DO bottom waters in shallow systems (Tang et al., 1998; Jiang et al., 2006). Low DO conditions can sometimes induce dormancy in these non-diapause eggs, which is reversed with increases in DO (Katajisto, 2004). Thus, the potential exists for non-diapause eggs to hatch if hypoxia dissipates or they are resuspended into normoxic waters. The length of time that non-diapause eggs can withstand hypoxia/anoxia and remain viable to hatch varies with copepod species and abiotic conditions such as temperature and hydrogen sulfide (Katajisto, 2004; Hansen and Drillet, 2013; Broman et al., 2017). Copepod diapause eggs have an obligatory “refractory phase” and sink to the sediment which is typically anoxic below a depth of several millimeters. Diapause eggs can withstand considerable periods of anoxia and toxic hydrogen sulfide (Marcus, 2001). In general, non-diapause eggs are less able to withstand prolonged exposure to low oxygen than diapause eggs because of their higher metabolic demand (Hansen and Drillet, 2013). Coastal and estuarine waters which experience seasonal hypoxia in bottom waters may develop a significant “egg bank” of copepod eggs which, if reaerated, could hatch and make important contributions to copepod populations and their predators. A combined laboratory and modeling study by Broman et al. (2017) demonstrated that re-oxygenation of anoxic sediments activated copepod egg hatching, indicating that re-oxygenation could result in substantial contributions to copepod populations in the Baltic, and perhaps in other similar systems.

Generally, hypoxic bottom waters truncate zooplankton vertical migration behaviors, reducing the excursion distance (Roman et al., 1993, 2012; Pierson et al., 2009a, 2017; Keister and Tuttle, 2013). For example, zooplankton in the Gulf of Mexico avoided hypoxic near-bottom waters in their diel vertical migrations and the median depth of their daytime distribution was 7 m higher in the water column compared to daytime distributions of zooplankton in water columns with no hypoxic bottom waters (Roman et al., 2012). In the Chesapeake Bay, moderate levels of hypoxia (Pcrit > DO > Pleth) coincided with stronger migration responses than did lethal or fully oxygenated conditions (Pierson et al., 2017). Thus, along with food levels (Huntley and Brooks, 1982; Roman et al., 1988; Pearre, 2000; Hays et al., 2001) and predators (Ohman, 1988; Bollens and Frost, 1989; Frost and Bollens, 1992), the presence of hypoxic bottom waters can influence diel shifts in the vertical distribution of neritic copepods (e.g., Roman et al., 1993; Keister et al., 2000; Qureshi and Rabalais, 2001; North and Houde, 2004). Decker et al. (2003) reported that behavioral responses of copepods to hypoxia may differ depending on environmental history: Acartia tonsa from Chesapeake Bay appeared to avoid hypoxic bottom waters in laboratory mesocosms whereas A. tonsa from Florida, not typically exposed to hypoxia, did not avoid low-oxygen concentrations in the same mesocosms. Temporal analysis of vertical distributions of copepods has suggested that individuals display considerable variation in their vertical movements, often taking brief (hours) excursions between the surface mixed layer and sub-pycnocline depths (Pearre, 2000; Hays et al., 2001; Pierson et al., 2009a). Thus, it may be common for copepods in coastal waters with hypoxia to experience a range of oxygen concentrations over the day.

Zooplankton may change their vertical position in the water column to avoid low DO bottom waters. However, the vertical compression of their distribution to the upper water column can increase their vulnerability to predation by visually feeding fish and thus alter food-web processes (e.g., Pothoven et al., 2012). Vertical movements can increase zooplankton concentrations or visibility and move them into warmer temperatures with a different array of predators. In general, depth-stratified zooplankton sampling has shown that copepod abundances are higher in the surface mixed layer and within the pycnocline compared to hypoxic bottom water in coastal environments (Roman et al., 1993; Keister et al., 2000; North and Houde, 2004; Kimmel et al., 2009; Pierson et al., 2009b, 2017; Keister and Tuttle, 2013). However, this is not always the case (Qureshi and Rabalais, 2001; Taylor and Rand, 2003) and even if most zooplankton are above the oxycline, significant amounts can occur in hypoxic near-bottom water for part of the day (Roman et al., 1993; North and Houde, 2004; Taylor et al., 2007; Keister and Tuttle, 2013; Pierson et al., 2017). In most coastal and estuarine waters, copepods exhibit diel vertical migrations, presumably to reduce predation by visual feeders by residing at depth during the day, and returning to the surface layer at night (Cahoon, 1981; Roman et al., 1988). Bottom-water hypoxia can clearly disrupt vertical migration behavior. For example, when a wind event mixed the water column and re-aerated hypoxic bottom water in Chesapeake Bay, copepods migrated to a deeper depth during the day (Roman et al., 1993).

Low oxygen waters have been associated with changes in zooplankton species assemblages. These assemblage shifts could be due to direct effects of low DO on the metabolic functions of the animal or indirect effects due to selective predation by zooplanktivores. Long-term seasonal presence of bottom-water hypoxia may favor copepod species which brood their eggs as compared to broadcast spawners whose eggs would sink into anoxic/hypoxic bottom waters. For example, increased eutrophication and low oxygen bottom waters have resulted in an increase in the abundance of the small, egg-carrying copepod Oithona davisae in Tokyo Bay and decline in the occurrence of Acartia omorii and Paracalanus sp., copepods that release their eggs into the water column (Uye, 1994). A similar decline in the broadcast egg spawner, Acartia tonsa has been associated with the increase in bottom water hypoxia in Chesapeake Bay (Kimmel et al., 2012). Egg-carrying copepods in the Gulf of Mexico showed more relative abundance in water columns with hypoxic bottom waters compared to nearby well-oxygenated water columns (Elliott et al., 2012).

In general, smaller copepods have a higher surface to volume ratio which would favor their oxygen uptake over larger copepods in hypoxic waters and warmer waters where oxygen solubility is lower and oxygen demand (respiration) is higher. In laboratory experiments, Stalder and Marcus (1997) showed that the smaller copepod, Acartia tonsa, survived low oxygen conditions better than the larger Labidocera aestiva and Centropages hamatus. In similar types of laboratory experiments, Roman et al. (1993) found that the smaller copepod Oithona colcarva survived low oxygen conditions better than the larger Acartia tonsa. In addition to species differences there may be gender differences in tolerance to hypoxia. Pierson et al. (2017) reported that male Acartia tonsa were found in lower oxygen waters than females in Chesapeake Bay. Males are smaller (Pierson et al., 2017) and thus have a higher surface/volume ratio than females that may also have a higher respiratory demand because of egg production (e.g., Castellani and Altunbas, 2014).



LOW OXYGEN IMPACTS ON COASTAL PELAGIC FISHES

Exploration of the impacts of low DO on fish date back over a century (e.g., Shelford and Allee, 1913; Wells, 1913) which, early on, documented that fish can often behaviorally avoid low DO and that the tolerance of fish to low DO can vary with species and body size (e.g., Fry, 1957; Brett, 1964, 1970). Research on the physiological response of fish to DO is extensive and research on the impact of hypoxia on fish in coastal ecosystems has exploded in the last few decades (see reviews by Pauly, 2010; Richards, 2011; Rogers et al., 2016). Hypoxia directly affects fish physiological rates and fish must either move out of the way or suffer the consequences of reduced DO. The consequences of moving to non-hypoxic environments, while often poorly understood, is a key to understanding hypoxic impacts at the species or ecosystem level. To predict/forecast how hypoxia-driven changes in habitat conditions will affect fish populations, we need to understand how vital habitat requirements of a species are related to hypoxia and other environmental drivers.

Physiological responses of fishes to low DO have been well studied under laboratory conditions (e.g., Rogers et al., 2016). Low DO has been shown to reduce fish consumption, growth, reproduction and recruitment in the laboratory (e.g., Aku and Tonn, 1997; Breitburg et al., 1999; Taylor and Miller, 2001; Shang and Wu, 2004; Craig and Crowder, 2005; Eby et al., 2005; Diaz and Breitburg, 2009; Brandt et al., 2011; Thomas and Rahman, 2012; Zhang et al., 2014) and increases susceptibility to other stressors (Breitburg et al., 2009). Reductions in abundance of sensitive, less-mobile fish species may occur due to fish kills (Graham et al., 2004; Thronson and Quigg, 2008). Effects may be direct via increased mortality through prolonged exposure to low DO (Breitburg et al., 1999, 2003; Turner, 2001; Diaz and Breitburg, 2009) or indirect via reduction of benthic (Turner, 2001) and water column (Wang, 1998; Breitburg et al., 1999; Chesney et al., 2000; Turner, 2001) habitat availability and alteration of food web structure (Graham, 2001). However, such research rarely considers the interactive effects of temperature and low DO on the fish.

If ambient DO is below the Pcrit level, fish can respond to lowered oxygen in a number of ways that range from avoiding the hypoxic region to increasing oxygen intake (increased ventilation) to physiological shifts (e.g., Gamperl and Driedzic, 2009; Richards, 2009; Wells, 2009; Speers-Roesch et al., 2012) to reducing metabolic costs (e.g., lowered appetite, reduced activity levels). Eggs and larvae have fewer options; eggs can only respond passively while larvae can migrate vertically or adjust their feeding and activity levels. Most responses to hypoxia will have consequences for consumption and growth rates (e.g., Wang et al., 2009) and thus ultimately survival rates and/or reproduction (Craig and Crowder, 2005; Beauchamp et al., 2007; Searcy et al., 2007; Daewel et al., 2008; Wu, 2009).

Hypoxia can drive changes in spatial distribution of coastal and estuarine fishes (Craig and Crowder, 2005; Hazen et al., 2009; Ludsin et al., 2009; Zhang et al., 2009). Hypoxia-induced changes in food webs may result from changes in the abundances of some species and/or the distributional overlap of predators and prey (Breitburg et al., 1997; Ekau et al., 2010). Diets of fishes can differ in hypoxic water as shown for Atlantic bumper in the Gulf of Mexico (Glaspie et al., 2018). Some fishes may even benefit from hypoxia if their prey are forced into more vulnerable predatory habitats as suggested for Chesapeake Bay where striped bass may benefit from concentration of bay anchovy prey in the well-oxygenated mixed layer (Costantini et al., 2008). Clearly, these effects differ across species, life stages, and ecosystems and are particularly dependent on the prevailing water temperatures and species-specific bioenergetics tolerances (Brandt et al., 2009).

Whether effects of hypoxia on fish populations are positive or negative is likely species-specific and ecosystem-dependent (Breitburg et al., 1997, 2001; Costantini et al., 2008) and also depend on the severity of the low oxygen coupled to the prevailing temperatures. For example, species less tolerant of hypoxia may be forced to reside where habitat (e.g., food, refuge from predators, and temperature) critical for growth, reproduction, and/or survival are suboptimal (Roman et al., 1993; Aku et al., 1997; Keister et al., 2000; Wannamaker and Rice, 2000; Costantini et al., 2008; Ludsin et al., 2009; Wu, 2009) which may reduce individual consumption and fitness, ultimately leading to lower population sizes (Aku and Tonn, 1997; Wu, 2002; Breitburg et al., 2003). In contrast, species more tolerant of low DO could prosper in hypoxic waters, using it as a refuge from predation or for feeding (Breitburg et al., 2001; Klumb et al., 2004; Prince and Goodyear, 2006; Prince et al., 2010; Vejøík et al., 2016). Some fish predators may benefit if low DO forces their prey to move into habitats easily exploited by the predators (e.g., Costantini et al., 2008; Brandt et al., 2011).

It has been demonstrated that year-class success in fishes is largely determined during the larval or early juvenile stage, and that variability in vital rates (e.g., growth and mortality rates), attributable to a wide variety of environmental stressors, including low DO, can lead to order of magnitude fluctuations in survival during early life (Cowan and Shaw, 2002; Houde, 2008). As such, even subtle changes in survival potential of early life stages may lead to declines in regional fish production if hypoxia affects the distribution and physiological ecology of a significant fraction of the population.

In coastal ecosystems, fish are likely to be most susceptible to the effects of hypoxia during their egg and larval stages (Breitburg, 2002). In coastal upwelling ecosystems subject to variable DO conditions, early life stages of pelagic fish species differ in their distributions, a reflection of species-specific tolerances to low DO (Ekau and Verheye, 2005; Geist et al., 2013, 2015). Pelagic fish eggs may have different exposures to bottom hypoxia, depending on the species, sinking rates and density structure of the water column (Nissling and Vallin, 1996; Ekau and Verheye, 2005). Larvae are generally planktonic and thus are primarily able to migrate vertically in response to hypoxia (Breitburg, 2002). Hypoxia may affect eggs and larvae through direct mortality or indirectly as a consequence of reduced growth and higher mortality resulting from altered spatial distributions, availability of suitable prey for larvae, and susceptibility to predators. Even small changes in daily growth and mortality rates of early life stages can have order of magnitude effects on levels of recruitment (Houde, 1989b, 2016).



ECOSYSTEM COMPARISONS OF HYPOXIA IMPACTS ON COASTAL ZOOPLANKTON AND FISH

Global comparisons of the effects of low DO on pelagic ecosystems need to consider and evaluate the role of temperature in controlling oxygen availability, metabolic demand, organism behavior, and the consequences of moving to alternative habitats. For example, temperatures of hypoxic (<2 mg L−1) bottom water in the Gulf of Mexico can exceed 28°C (Pierson et al., 2009b) in contrast to the Baltic Sea where hypoxic water temperatures are 8–10°C (Carstensen et al., 2014; Figure 2). Such differences in bottom temperatures affect oxygen availability (partial pressure and solubility) for organisms, and drive differences in respiratory demands (Q10 for respiration for most zooplankton is around 2). Perhaps equally important is the contrast in temperatures between hypoxic water and the overlying mixed layer (alternative habitats) which can be small (1–3°C in the Gulf of Mexico; Pierson et al., 2009b, East China Sea; Zhang et al., 2015) or large (up to 10°C) in the Baltic Sea (Carstensen et al., 2014), Hood Canal (Sato et al., 2016), and Lake Erie (Pothoven et al., 2012). Salinity also has an effect on oxygen solubility, but the effect of temperature per degree °C is nearly three times that of a change of one salinity unit.
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FIGURE 2. Oxygen solubility (mg L−1) is shown by the color scale at different salinity and temperature (°C) conditions, with boxes indicating the range of salinity and temperature during periods of seasonal deoxygenation for seven coastal and estuarine bodies of water around the world. Oxygen solubility calculated using the equations of Benson and Krause (1980, 1984), assuming surface water pressure.



Thus, all “hypoxic” bottom waters do not pose the same level of stress on zooplankton and zooplanktivorous fishes and can generate different responses in spatial ecology and predator-prey interactions. For example, using the predictive response to decreasing oxygen (Pcrit) developed for the copepod Acartia tonsa by Elliott et al. (2013), 2 mg L−1 bottom water in the Baltic Sea (9°C) would have an oxygen partial pressure of 4.24 kPa, which is slightly below the limiting Pcrit of A. tonsa predicted for this temperature (5.07 kPa). In contrast, 2 mg L−1 bottom water in the Gulf of Mexico (30°C) would have an oxygen partial pressure of 6.37 kPa, which is substantially below the limiting Pcrit = 18.31 kPa of A. tonsa predicted for this temperature and is approximately the same as the predicted lethal Pleth = 6.77 kPa oxygen partial pressure. These predicted differences in oxygen supply and demand provide a useful way to assess how low oxygen waters directly determine habitat availability for estuarine and coastal zooplankton. Field surveys have shown that zooplankton generally avoid the warmer low DO waters of the Gulf of Mexico (e.g., Qureshi and Rabalais, 2001; Roman et al., 2012) but reside in the colder low oxygen waters of the Baltic Sea for significant portions of the day, affording the zooplankton a potential refuge from predation (e.g., Appeltans et al., 2003; Webster et al., 2015). Because of the higher oxygen demand by coastal zooplankton and fish in warm tropical and subtropical waters, the loss of habitat space due to low oxygen waters is expected to be more severe in these regions.

Research in ecosystems such as the Great Lakes and Chesapeake Bay has identified water temperature as a critical factor in the assessment of hypoxia impacts for fish (e.g., Costantini et al., 2008; Brandt et al., 2009, 2011). Temperature is a fundamental driver of fish bioenergetics, behavior, and feeding and large-scale changes in ocean temperature trigger large-scale regime shifts in fish abundances (e.g., Cheung et al., 2013; Kilduff et al., 2014; Ito et al., 2015). The temperatures at which hypoxia occurs will determine the species most likely affected by the hypoxia. For example, if hypoxia occurs at temperatures that are largely unsuitable (too cold or too warm) to a particular species, then hypoxia is unlikely to directly impact that species. Also, if fish are forced to avoid hypoxic areas then temperatures of nearby alternative habitats may determine the consequences of shifts in distributions.

The direct consequences of lowered oxygen to fishes are also highly dependent on the prevailing water temperatures. Normally, the sensitivity of fish to low oxygen is higher at higher water temperatures due to higher metabolic demand. But the relationships are species-dependent, life stage-dependent and non-linear. For example, a set of laboratory experiments showed that juvenile striped bass growth was highly responsive to the interaction between oxygen and temperature (Figure 3). It is probable that striped bass would be more vulnerable to low DO in some ecosystems than others depending on respective temperature-DO levels (see Figure 2).
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FIGURE 3. The relationships between striped bass growth rate, temperature, and dissolved oxygen from Brandt et al. (2009).





ZOOPLANKTON RESPIRATION, METABOLISM AND ALLOMETRIC SCALING

Oxygen availability to coastal zooplankton and fish is a function of the rate of diffusion across their integument or gills, thus allometric relationships for surface/volume, body mass, and gill area, among others, should be explored for similar groups of zooplankton and fish to predict oxygen limitation and its consequences. For zooplankton, copepods have been studied extensively and provide a robust example. The respiration of copepods is an exponential function of temperature (Ikeda, 1970). Whereas there are differences due to species, latitude and acclimation period, published Q10 values for copepod respiration range from 1.0 to 2.7 (Mauchline, 1998; Teuber et al., 2013). Temperature also influences the oxygen availability to copepods. While oxygen solubility in seawater decreases with temperature, oxygen partial pressure increases with temperature because of the greater kinetic energy of the oxygen molecules. As temperatures increase, the linear increase in partial pressure may initially satisfy the increased oxygen demand by copepods but, because respiration increases exponentially with respect to temperature, oxygen demand eventually exceeds supply and organisms become oxygen stressed (Verberk et al., 2011). An example of this is shown using the relationships from Elliott et al. (2013; Figure 4) for A. tonsa at a salinity of 25. The curve showing the relationship of Pcrit with temperature crosses the line describing the oxygen partial pressure for concentrations of 2 mg L−1 at approximately 10°C. The Pleth curve crosses at approximately 25°C. Consequently, above 10 and 25°C, DO concentrations even when above 2 mg L−1 may be below the critical or lethal thresholds, respectively, for A. tonsa.
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FIGURE 4. Partial pressure of dissolved oxygen over a range of temperatures for an oxygen concentration of 2 mg L−1 (solid black line), the Pcrit (dashed blue line) and Pleth (dotted red line) for the copepod A. tonsa (Elliott et al., 2013). Gray area shows region where values for Pcrit and Pleth are greater than the PO2 at 2 mg L−1, and thus where water may not be classified as hypoxic but DO would be below the critical or lethal threshold. The partial pressures of 2 mg L−1 were calculated as the percent saturation of O2 (Benson and Krause, 1980, 1984) at the given temperature (at assumed salinity of 25), and then multiplying that by 21.198 kPa, the assumed partial pressure of O2 at the surface.



The mass-specific metabolic activity and respiration of copepods decrease with body size (see reviews by Marshall, 1973; Hirst and Sheader, 1997; Mauchline, 1998). Thus, to compare respiration in different developmental stages of a particular species or to compare different zooplankton species over wide size ranges, investigators have developed empirical, allometric scaling models that predict respiration rates from body mass (Raymont and Gauld, 1951; Marshall, 1973; Ikeda, 1985). Within copepod species, body sizes in nature are inversely related to temperature (Deevey, 1960; McLaren, 1963; Uye, 1982), due largely to different temperature-dependent rates of growth and development (Miller et al., 1977; Forster et al., 2011). Since oxygen uptake by copepods takes place through the integument and surface to volume ratio decreases with increasing size, smaller copepods, with a higher surface area to volume ratio may be favored in warmer waters where oxygen solubility is lower but respiratory demand is higher. Similarly, in low-oxygen environments, smaller copepods may be favored because of their higher surface area to volume ratio and thus more efficient oxygen diffusion per unit mass (Pörtner, 2010).

Taken together, copepod body mass and habitat temperature can account for 72 – 96% of the variability in measured weight-specific copepod respiration rate (Ikeda, 1985; Ikeda et al., 2007; Bode et al., 2013; Castellani and Altunbas, 2014; Figure 5). Thus, for copepods, temperature dependence of growth rates and presumably respiration usually outweigh species-specific differences (Huntley and Lopez, 1992; Hirst and Sheader, 1997). To provide global assessments of seasonal hypoxia effects on coastal zooplankton, one could develop generic species models for copepods based solely on allometry and assess patterns of low DO effects based on size and ambient temperature.
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FIGURE 5. Conceptual figure showing natural log transformed respiration rate (ln R) of a copepod versus copepod dry weight (ln DW), and the effect of temperature on the relationship, based on data from Castellani and Altunbas (2014). Lines represent the relationship between ln R, ln DW for different temperatures. Note the slope remains the same but the overall respiration at a given size increases with temperature.





PLANKTIVOROUS FISH RESPIRATION, METABOLISM AND ALLOMETRIC SCALING

There is an extensive body of literature demonstrating that metabolic rates of fish also are strongly dependent on both body mass and temperature (e.g., Fry, 1971; Clarke and Johnston, 1999; Claireaux and Lefrançois, 2007; Pauly, 2010; Peck et al., 2012; Evans et al., 2014). Within a species, the allometric relationship of metabolic demand to fish mass or weight is well established (Rombough, 1988; Clarke and Johnston, 1999). Larger fish have a higher demand for oxygen but the weight-specific rate of oxygen consumption decreases as weight increases. Thus warmer temperatures and lower DO would favor smaller fish (e.g., Ekau et al., 2010; Pauly, 2010; Verberk et al., 2011; Cheung et al., 2012).

Scaling relationships have been developed for body mass, metabolic rate and temperature in fishes and broader taxa categories (e.g., Gillooly et al., 2001; Brown et al., 2004). For example, Clarke and Johnston (1999) derived a generalized allometric relationship of standard (resting) metabolism for 69 species of post-larval fishes. The taxa covered 12 orders and 28 families of fishes ranging from Myctophidae, to Salmonidae, to Gobiidae to Ictaluridae. The mean coefficient b for allometric scaling (R = aMb) was 0.79 and the mean Q10 for the effect of temperature was 1.83. After adjusting for body mass, the relationship of metabolic rate (oxygen consumption) was a curvilinear relationship to temperature that the authors noted was “strikingly similar to relationships established previously for aquatic invertebrates” (Clarke, 1991). They also provided evidence that the relationship of metabolism to temperature had different mean rates but overall similar slopes across related species at the fish order level. Killen et al. (2010) examined the scaling of metabolic rate and fish body mass across temperature and fish ‘lifestyles’ among 89 species of fish and concluded that the metabolic scaling b exponent shifted with lifestyle changes from bathyal to benthic to benthopelagic to pelagic and the authors related this shift to energy requirements associated with swimming and predator-prey interactions. At a standardized temperature, oxygen consumption levels were generally high for pelagic fishes (46% higher than for benthic fishes; b = 0.698 benthic versus b = 0.856 pelagic). Highly active pelagic fishes may require more muscle mass and respiratory surface areas (Muir, 1969).

In larval-stage fishes, scaling relationships for respiration and metabolism also have been investigated and reviewed. Relationships may differ from those in juvenile and adult fishes, probably because of the shift from cutaneous to gill respiration during ontogeny (Rombough, 1988). The exponent in the allometric relationship between respiration rate and body mass is variable among taxa, generally lying in the range 0.6–1.2 (Houde and Zastrow, 1993; Peck et al., 2012), with some authors contending that the relationship is isometric (b = 1.0) in fish larvae (Giguere et al., 1988). As expected, temperature strongly affects respiration rates in embryonic and larval-stage fishes (Houde, 1989a; Houde and Zastrow, 1993). Peck et al. (2012) suggested there is an ontogenetic shift in the scaling relationship, with the power exponent in the allometric relationship declining as larvae transition to the juvenile stage. The Q10 for respiration rates in fish larvae may, in many cases, be lower than the 2.0–3.0 values typically seen in juvenile and adult fishes (Rombough, 1988). Houde (1989a) reported mean Q10 of 1.46 for marine fish larvae although Peck et al. (2012), with an expanded database, estimated a mean Q10 of 2.31, noting that taxa-specific Q10 always was < 1.70 for species living at > 25° C but was >2.60 for species living at ≤ 18°C.

Bioenergetics relationships in pelagic fishes have been investigated and feeding, energy budgets, oxygen uptakes and metabolic demand in relation to temperature, diet level, and body size are reasonably well understood for some taxa, for example anchovy life stages (Houde and Schekter, 1983; Houde et al., 1989; Vazquez and Houde, 1989). Bioenergetic models for bay anchovy (Luo and Brandt, 1993; Houde and Madon, 1995), based on our previous research, suggest that temperature-dependent, weight-specific metabolism of different anchovy species is similar (Vazquez and Houde, 1989; Figure 6), implying similar dependencies on ambient temperatures and DO.
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FIGURE 6. Weight-specific metabolic rates (M, calories g-1 day-1) at different temperatures (T, °C) for three anchovy species, A. mitchilli the bay anchovy, a coastal species; Engraulis mordax the northern anchovy from the California current; Engraulis ringens, the Peru anchoveta, from the Humboldt Current. Figure adapted from Vazquez and Houde (1989).





COMPARING HYPOXIA IMPACTS ACROSS ECOSYSTEMS AND SPECIES

To assess effects of globally expanding, coastal low oxygen zones, we need to determine if generic models and unifying metrics can be developed to evaluate and predict how low DO imposes temporal and spatial limitations on metabolic functioning of zooplankton and their fish predators. An oxygen concentration of 2 mg L−1 has routinely been used to define the presence, areal extent, volume, duration and inter-annual variability of hypoxia within and across ecosystems. This concentration does not consider the important role of temperature in defining oxygen supply. Figure 2 demonstrates the large differences in ecosystems with similar oxygen concentrations. We recommend that habitat characterization be done using oxygen partial pressure to define hypoxia and the approach outlined in Figure 2 adopted to compare ecosystems.

Hypoxic stress must be considered in the context of oxygen supply relative to oxygen demand. Oxygen supply, being determined by rate of diffusion, will scale with temperature based on Fick’s Law (Verberk et al., 2011) and would be expected to scale linearly with body/gill surface area, or approximately to the 2/3 power with body volume or mass. Estimates of oxygen supply relative to demand can be derived from existing knowledge of an organism’s Pcrit (see Figure 4). Because Pcrit is essentially the external oxygen partial pressure at which supply equals demand, the rate of oxygen supply at this threshold will equal that of oxygen demand (i.e., the respiration rate). Values of Pcrit have been measured for copepods and fish of various body masses and respiration rates have been related to both temperature and body mass in numerous studies. Thus, ample data exist to derive estimates of the rate of oxygen supply and demand for zooplankton (mainly copepods) and fishes across a range of temperatures and body masses, allowing parameterization of the expected scaling relationships. Deutsch et al. (2015) developed an integrated “metabolic index” projected over the global ocean to predict how the supply of and demand for DO will change in the future with regard to all of the potential impacts of climate change on DO. Their findings suggest large decreases in the metabolic index over large swaths of the globe, meaning organisms in a particular region are likely to exist in less favorable conditions in the future. Although this research was directed to the open ocean, it is probable that coastal and estuarine systems experiencing seasonal hypoxia at increasing water temperatures are likely to have similar prospects for the future.

Similar to the metabolic index of Deutsch et al., 2015, the general, broadly applicable relationships of temperature and body mass with oxygen supply and demand can be parameterized to develop an Oxygen Stress Level (OSL, a dimensionless number), either for individual taxa or for groups of organisms. This ratio of oxygen supply to demand could be calculated for study regions as a simple metric indicating the predicted occurrence and severity of hypoxic stress. Oxygen stress levels can be defined as:
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For OSL > 1, supply exceeds demand and no oxygen stress, sub-lethal or lethal effects would be predicted. Conversely, for OSL < 1, oxygen demand exceeds supply and sub-lethal or lethal effects of oxygen stress would be predicted. For OSL < 0 oxygen demand is below the basal respiration rate. Thus, OSL = 1 indicates DO conditions equal to the organism’s Pcrit and for OSL = 0 it indicates DO conditions equivalent to the organism’s Pleth.

As an example, we examined the spatial extent and temporal variability of OSL based on high resolution profiles of temperature, salinity and DO collected in July of each of 4 years along axial transects in Chesapeake Bay (Zhang et al., 2006). DO concentrations were converted to partial pressure by first calculating the DO solubility for each temperature and salinity value (Benson and Krause, 1984), and multiplying the percent saturation by 21.198, the partial pressure of oxygen in the air. Pcrit and Pleth for Acartia tonsa (Elliott et al., 2013) were calculated to determine OSL values for A. tonsa at each data point (Figure 7). The along-channel patterns in OSL are similar among years; however, 1996 was a wet year with high streamflow, which led to very low OSL in the upper Chesapeake Bay. In contrast, 1999 was a dry year with low streamflow, and OSL values were higher in the mid-bay and the lower-bay reaches than in any of the other years.
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FIGURE 7. OSL index for the copepod A. tonsa in the main channel of the Chesapeake Bay for 4 years, calculated using high resolution hydrographic data (temperature, salinity, and dissolved oxygen) collected with a Scanfish (Zhang et al., 2006). Calculations of Pcrit and Pleth were made using equations from Elliott et al. (2013).



We also examined whether the concentration of A. tonsa varied with respect to OSL in this same system. Using data from zooplankton samples collected in summer of 2010 and 2011 from depth stratified net tows and simultaneously collected hydrographic data (Pierson et al., 2017), we determined the relationship between stage-specific A. tonsa concentrations and OSL using a regression tree analysis (Figure 8).
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FIGURE 8. Concentration (m−3) of Acartia tonsa in the Chesapeake Bay at various values of OSL, determined from simultaneously collected vertically stratified zooplankton samples and hydrographic data. Green squares show data for copepodite stages, purple circles show data for adult females, and blue diamonds show data for adult males. Lines show results from regression tree analysis to examine the relationship between log10 transformed concentration and OSL, with solid green lines for copepodites, dashed purple lines for adult females, and dotted blue lines for adult males. Yellow shaded area shows where Pleth < pO2 < Pcrit, and pink shaded region shows where pO2 < Pleth. Regression trees were created in Matlab using the “fitrtree.m” function, with a minimum leaf size of 8 and pruned to a level of 2.



The A. tonsa data were sorted to include only data from samples collected in the oxycline and below the oxycline, and not in the surface, to avoid biases related to general patterns of depth distribution. In general, A. tonsa concentrations were lowest where OSL < 0 and highest where OSL > 1 (Figure 8). Specifically, the regression tree analysis identified cut points at OSL = −0.26 and OSL = 0.84 for all three stages. Mean concentrations values of copepodites, females, and males at each of the nodes ranged from 4.7 – 10.6 m−3 for OSL < −0.26, 333 – 770 m−3 for −0.26 < OSL < 0.84, and 1652 – 3467 m−3 for OSL > 0.84. This suggests that the OSL metric may be a useful tool to assess available and usable habitat.

In addition to this simple metric OSL, there are temperature-specific and allometric relationships describing Pcrit and Pleth. Because Pcrit and Pleth are direct reflections of the balance between oxygen supply and demand, these low oxygen thresholds will scale with temperature and body size in the same manner as OSL. Effects of temperature on these thresholds, through effects on respiration, can be described using specific respiratory Q10 values available from the literature (e.g., Rombough, 1988; Peck et al., 2012; Elliott et al., 2013). For calibration, absolute values of Pcrit and Pleth at various body masses can be taken or derived from the available literature using methods similar to Elliott et al. (2013). The methods of Killen et al. (2010) to derive Pcrit and temperature-oxygen specific respiration rates may be appropriate for pelagic planktivores which are likely to have similar energy requirements and oxygen demands (Clarke and Johnston, 1999; Killen et al., 2010). Results from published literature on fishes such as herring, sardines, anchovies and smelt (e.g., Kiørboe et al., 1987; Tanaka et al., 2006; Bernreuther et al., 2013) could be critically evaluated and combined to define generic relationships. Using the techniques employed by Elliott et al. (2013), one could convert vital rate data collected at different oxygen and temperature conditions to estimate the values of Pcrit and Pleth, and to determine OSL for fish taxa found in regions with hypoxic conditions. Such calculations are important because the relative impact of deoxygenation on an organism can be quantified and scaled to make it applicable to a wide variety of modeling efforts. de Mutsert et al. (2016) employed a similar approach to scale fish feeding to oxygen concentration and showed species-specific responses to hypoxia and to explicitly modeled drivers of hypoxia. Parameterizations of organismal responses to hypoxia for broader taxonomic (e.g., various zooplankton species) and ontogenetic stages (e.g., larvae and juveniles) as well as expanded parameterizations of the individual responses of organisms to hypoxia (e.g., reproductive output, predator avoidance) will further improve our predictive capabilities for ecosystem and food-web models.



IMPACTS OF HYPOXIA ON ZOOPLANKTON-FISH INTERACTIONS

Low DO bottom waters can influence the spatial overlap and trophic coupling of pelagic zooplankton and fish populations. For example, more hypoxia-tolerant zooplankton may use low DO bottom waters as a refuge from fish predation (Appeltans et al., 2003; Taylor and Rand, 2003; Webster et al., 2015; Figure 9). In contrast, zooplankton avoidance of hypoxic bottom waters can result in prey aggregations at oxyclines where fish and invertebrate predators may aggregate (Qureshi and Rabalais, 2001; Taylor and Rand, 2003; Roman et al., 2012). As fish and zooplankton differentially distribute across oxygen gradients within the water column based on their DO tolerances, there will likely be a disruption in the food web as encounter rates among predators and prey will change (e.g., Vanderploeg et al., 2009; Pothoven et al., 2012).
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FIGURE 9. Conceptual diagram of food web changes that may occur over diel cycles between normoxic conditions (left), sub-lethal deoxygenation conditions (middle), and lethal conditions (right). The size of the symbol for O2 and the color indicates the relative amount of dissolved oxygen under each condition (with light blue indicating high oxygen concentration and purple indicating lower oxygen concentration). With decreasing oxygen concentration comes reduced habitat, truncated magnitude of copepod vertical migration (shown by length of arrows), increased gelatinous zooplankton abundance, and decreased forage fish abundance. Symbols Courtesy of the Integration and Application Network, University of Maryland Center for Environmental Science (ian.umces.edu/symbols/).



In coastal ecosystems with shears and differential flow between surface and deep layers, avoidance of low oxygen bottom waters can influence spatial dynamics of zooplankton and fish populations by altering emigration and immigration patterns, and residence times. As more information becomes available on the oxygen demand of dominant estuarine and coastal zooplankton and fish at different temperatures, we will be able to better assess if low oxygen bottom waters influence their trophic interactions.

Several lines of evidence suggest that hypoxic bottom waters do effect pelagic food-web interactions in coastal waters. Glaspie et al. (2018) found the diet of a pelagic fish, the Atlantic bumper (Chloroscombrus chrysurus), to differ significantly between hypoxic and non-hypoxic waters. The vertical distribution of DO within the water column affects spatial overlap between zooplankton and their fish and gelatinous zooplankton predators (e.g., Keister et al., 2000; Breitburg et al., 2003). Predators may make short excursions into hypoxic water to take advantage of aggregated prey (Taylor et al., 2007) and predation rates of fish and gelatinous zooplankton feeding on mesozooplankton are affected by DO concentrations (Breitburg et al., 1997; Decker et al., 2004).

Hypoxic conditions that affect spatial ecology and population dynamics can drive taxonomic and size shifts in the zooplankton community which will affect foraging, consumption and growth of fish species. Smaller zooplankton may be favored in low-oxygen conditions because their higher surface/volume ratio. If hypoxic conditions result in a community shift to smaller zooplankton, there may be negative consequences for fish that then must feed on smaller prey items. It is this type of shift in the Peru Current that is believed to control hypoxia-related species shifts that favor sardine over anchoveta (Bertrand et al., 2011). Similar food web consequences from shifts in zooplankton species could occur if there was a succession to favor copepods that carry their eggs in systems with hypoxic bottom waters (Uye, 1994). Furthermore, low oxygen waters may favor jellyfish over planktivorous fish (Figure 9) because of the higher oxygen requirements of fish. Shifts in the zooplankton food available to fish and greater competition by jellyfish can work together to alter pelagic food webs in estuarine and coastal waters experiencing seasonal bottom-water hypoxia.

An important issue related to bottom water hypoxia in estuarine and coastal waters is determining whether zooplankton use the low-DO areas as a critical habitat to avoid predation or must avoid it and remain in the upper water column where they may be subject to greater predation (Figure 9). In theory, zooplankton could reside in hypoxic bottom waters if the oxygen supply is greater than its critical oxygen demand (i.e., Pcrit, OSL > 1) but not if the oxygen availability is well below Pcrit or the lethal oxygen partial pressure (i.e., Pleth, OSL < 0). In both the Gulf of Mexico and Chesapeake Bay, the size distribution of zooplankton as measured with an Optical Plankton Counter (OPC) was shifted to smaller individuals in surface normoxic waters compared to bottom hypoxic waters where there was larger zooplankton (Kimmel et al., 2009). Kimmel et al. (2009) interpreted these patterns to be a consequence of larger copepods having been removed from surface waters by visual predators (fish) which did not forage in the hypoxic bottom waters. Analysis of depth-stratified zooplankton collections in the Gulf of Mexico confirmed OPC results, with larger copepod species more prevalent in low-oxygen bottom waters and smaller copepod species assemblages more prevalent in the oxygenated surface waters where selective predation by fish would likely reduce the abundance of larger copepod species (Elliott et al., 2012). A recent illustration of oxygen tolerances and predator-prey interactions is provided by Sato et al. (2016) for Hood Canal, a fjord in the Northwest U.S. The authors hypothesized that moderate 2–4 mg L−1 DO bottom waters would be avoided by fish but not zooplankton, providing a separation of predators and prey. However, field sampling did not support this hypothesis because daytime peak distributions of zooplankton (copepods and euphausiids) and fish (herring and hake) co-occurred in the low-DO bottom waters. The authors suggested that the cold (9°C) waters reduced fish metabolism such that the available oxygen was greater than their Pcrit.

The spatial relationships of relative stress (OSL < 1) between zooplankton and planktivorous fish can provide insight into potential effects on predator-prey interactions. Determining and comparing the Pcrit and Pleth for each will be important because the relative behaviors that control prey and predator interactions are likely to be responsive to Pcrit and Pleth. Habitats that have high potential stress for fishes but not for zooplankton may provide a refuge for the zooplankton. In contrast, habitats where DO is above the Pcrit for jellyfish but is below the Pcrit for zooplankton may increase predation rates on zooplankton as escape response is reduced in low DO (Decker et al., 2004). If Pcrit and Pleth differ substantially for copepods and their predators, this result can explain how predator-prey interactions are regulated by combined effects of DO and temperature and provide a means to map potential areas of relative predation risk.



CONCLUSION AND RECOMMENDATIONS

The scientific literature does not clearly explain or define how hypoxia affects pelagic zooplankton and planktivorous fishes and their occurrences in hypoxic waters, nor have the interactive effects of temperature and hypoxia been addressed in the context of multiple stressors on organisms in coastal ecosystems. To assess effects of the globally expanding coastal low-oxygen zones, often termed “dead zones,” generic approaches and unifying metrics that include ambient water temperatures are needed to assess and predict when and how oxygen limits occurrence and metabolic functioning of zooplankton and their fish predators. Considering oxygen and temperature as a combined and interactive driver in coastal ecosystems will provide a unifying approach for ecosystem comparisons. The Pcrit, Pleth and OSL characterization of habitat provides a direct measure of habitat quality (or stress level) that should have broad appeal and direct applications in water quality monitoring and fisheries management. These metrics should be applicable to pelagic ecosystems in general, and once developed they can provide a quantitative and meaningful measure to define tipping points, evaluate external perturbations and resilience, nutrient reduction strategies, ecosystem physical dynamics, restoration potential, and impacts of a warming climate. Because oxygen availability is dependent on diffusion across integument or gills of aquatic organisms, allometric relationships such as surface area/volume, body mass, and gill area for similar groups of zooplankton and fishes offer a generalized approach to characterize effects of hypoxia and predict oxygen limitation. Allometric scaling models that predict temperature-dependent oxygen supply and demand from the perspectives of zooplankton and planktivorous fishes will lead to improved ability to assess effects of increasing coastal hypoxia on pelagic food webs and allow standardized, quantitative approaches to evaluate and compare hypoxia impacts across coastal ecosystems.
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The Scientific Committee on Oceanographic Research (SCOR) Working Group 144 Microbial Community Responses to Ocean Deoxygenation workshop held in Vancouver, B.C on July 2014 had the primary objective of initiating a process to standardize operating procedures for compatible process rate and multi-omic (DNA, RNA, protein, and metabolite) data collection in marine oxygen minimum zones and other oxygen depleted waters. Workshop attendees participated in practical sampling and experimental activities in Saanich Inlet, British Columbia, a seasonally anoxic fjord. Experiments were designed to compare and cross-calibrate in situ versus bottle sampling methods to determine effects on microbial community structure and potential activity when using different filter combinations, filtration methods, and sample volumes. Resulting biomass was preserved for small subunit ribosomal RNA (SSU or 16S rRNA) and SSU rRNA gene (rDNA) amplicon sequencing followed by downstream statistical and visual analyses. Results from these analyses showed that significant community shifts occurred between in situ versus on ship processed samples. For example, Bacteroidetes, Alphaproteobacteria, and Opisthokonta associated with on-ship filtration onto 0.4 μm filters increased fivefold compared to on-ship in-line 0.22 μm filters or 0.4 μm filters processed and preserved in situ. In contrast, Planctomycetes associated with 0.4 μm in situ filters increased fivefold compared to on-ship filtration onto 0.4 μm filters and on-ship in-line 0.22 μm filters. In addition, candidate divisions and Chloroflexi were primarily recovered when filtered onto 0.4 μm filters in situ. Results based on rRNA:rDNA ratios for microbial indicator groups revealed previously unrecognized roles of candidate divisions, Desulfarculales, and Desulfuromandales in sulfur cycling, carbon fixation and fermentation within anoxic basin waters. Taken together, filter size and in situ versus on-ship filtration had the largest impact on recovery of microbial groups with the potential to influence downstream metabolic reconstruction and process rate measurements. These observations highlight the need for establishing standardized and reproducible techniques that facilitate cross-scale comparisons and more accurately assess in situ activities of microbial communities.

Keywords: microbial ecology, oxygen minimum zone, standards of practice, filtration methods, amplicon sequencing


INTRODUCTION

Among the many environmental perturbations associated with global climate change is a decrease in dissolved oxygen (O2) concentrations in coastal and interior regions of the ocean. As dissolved O2 concentrations decline, oxygen minimum zones (OMZs) expand (Arrigo, 2005; Whitney et al., 2007; Diaz and Rosenberg, 2008; Stramma et al., 2008; Paulmier and Ruiz-Pino, 2009; Keeling et al., 2010; Schmidtko et al., 2017). The expansion of OMZs shifts energy away from higher trophic levels, impacting ecosystem functions and services through changes in food web structure and biodiversity (Diaz and Rosenberg, 2008; Stramma et al., 2010; Gruber, 2011; Bijma et al., 2013; Levin and Breitburg, 2015; Gallo and Levin, 2016). These changes are reflected in an increasing role for microbial metabolism in nutrient and energy cycling through the use of alternative terminal electron acceptors (TEAs) including nitrate (NO3-), sulfate (SO42-), and carbon dioxide (CO2) (Diaz and Rosenberg, 2008). Among other changes, the use of these TEAs in respiration results in fixed nitrogen loss and the production of climate active trace gasses including nitrous oxide (N2O) and methane (CH4) with potential feedback on the climate system (Lam et al., 2009; Ward et al., 2009; Canfield et al., 2010; Naqvi et al., 2010; Lam and Kuypers, 2011). Current research efforts are defining the interaction networks underlying microbial metabolism in OMZs and generating new insights into coupled biogeochemical processes driving nutrient and energy flow among and between trophic levels on local scales (Hawley et al., 2014; Cram et al., 2015; Louca et al., 2016; Torres-Beltrán et al., 2016). However, marine microbial responses at the individual, population and community levels to OMZ expansion, and the concomitant impact of these responses on global-scale nutrient and energy cycling remain poorly constrained due in part to inconsistent, and perhaps inadequate sampling methods that limit cross-scale comparisons between locations and may cloud our view of in situ microbial processes.

Over the past 20 years, oceanographic researchers have increasingly used multi-omic (DNA, RNA, protein, and metabolites) methods to determine microbial community structure, function and activity in relation to physical, chemical, and biological oceanographic processes (Supplementary Figure 1). While large-scale microbial community composition patterns appear to be consistent between studies with respect to major taxonomic groups and water column compartments, our ecological perspective is blurred by inconsistencies in marker gene selection and coverage.

Recent reports have begun to evaluate potential biases in OMZ microbial community structure, function, and activity with emphasis on sample collection and filtration methods. Water column sampling typically involves the use of collection bottles (Niskin or GO-FLO) and on-ship filtration to concentrate microbial biomass into two primary size fractions, a larger particle associated (>1–30 μm) and smaller free-living (<1–0.2 μm) fraction (Padilla et al., 2015). Size fractionation surveys conducted in the Eastern Tropical South Pacific (ETSP) and Eastern Tropical North Pacific (ETNP) showed differential microbial community structure and nitrogen cycling functional gene distribution and expression across size fractions (Ganesh et al., 2014, 2015). In addition to filter fractionation, Padilla et al. (2015) working in the Manzanillo Mexico OMZ observed variation in microbial community structure based on filtered water volume. Most recently, a study in the Cariaco Basin observed that particles sinking on timescales relevant to sample collection and filtration can influence microbial community structure in Niskin or GO-FLO bottles (Suter et al., 2016). A comparison of metatranscriptome data obtained from bathypelagic Mediterranean Sea samples collected using Niskin bottles followed by shipboard filtration vs. filtration and fixation in situ found significant shifts in gene expression for particular groups of microorganisms (Edgcomb et al., 2016). These findings reinforce the need for continued evaluation of the methods used for sample collection and processing. This is particularly relevant when conducting process rate measurements in which community structure variation due to bottle effects can result in potential rates that do not reflect in situ microbial activity (Stewart et al., 2012a).

The Scientific Committee on Oceanographic Research (SCOR) initiated Working Group 144 Microbial Community Responses to Ocean Deoxygenation to investigate and recommend community standards of practice for compatible multi-omic and process rate measurements in OMZs and other oxygen deficient waters in order to facilitate and promote future cross-scale comparisons that more accurately reflect in situ microbial community structure, function, and activity1. The inaugural workshop of SCOR Working Group 144 was held in British Columbia Canada during the week of July 14, 2014. During the workshop, attendees participated in practical sampling and experimental activities in Saanich Inlet (SI), a seasonally anoxic fjord on the coast of Vancouver Island, British Columbia. During spring and summer months, restricted circulation and high levels of primary production lead to progressive deoxygenation and the accumulation of methane (CH4), ammonium (NH4+), and hydrogen sulfide (H2S) in deep basin waters. In late summer and fall, oxygenated nutrient rich waters flow into the inlet from the Haro Strait “renewing” deep basin waters (Carter, 1932, 1934; Herlinveaux, 1962; Anderson and Devol, 1973; Zaikova et al., 2010; Walsh and Hallam, 2011; Torres-Beltrán et al., 2017). The seasonal pattern of water column anoxia and renewal makes the inlet a model ecosystem for evaluating changes in microbial community structure, function and activity in response to changing levels of water column deoxygenation. Saanich Inlet is thus a tractable environment to test different water sample collection and processing methods relevant to OMZs.

Experiments carried out during the workshop were designed to compare and cross-calibrate in situ sampling with conventional bottle sampling methods including the use of different filter combinations and sample volumes. Here, we describe the effect of these parameters on microbial community structure and potential activity and discuss community standards development to facilitate and promote future cross-scale comparisons that more accurately reflect in situ microbial community structure, function and activity in OMZs and other oxygen deficient waters.



MATERIALS AND METHODS

Environmental Sampling

Sampling methods used during the workshop were similar to those previously described (Zaikova et al., 2010; Walsh and Hallam, 2011; Torres-Beltrán et al., 2017). In brief, waters for analysis of dissolved gasses and nutrients were collected aboard the MSV John Strickland at station SI03 (48° 35.500 N, 123° 30.300 W) on July 16, 2014 using 12 L GO-FLO bottles attached in series to a steel winch cable and closed at depth via messenger. A CTD was attached to the cable below the bottles and was used to measure temperature, salinity, PAR/Irradiance, fluorescence, conductivity, density, and dissolved O2 at 165 and 185 m depth intervals spanning anoxic (<1 μmol O2 kg1) and sulfidic water column compartments (Figures 1A,B and Supplementary Table 2).
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FIGURE 1. (A) Saanich Inlet time-series CTD oxygen (O2) concentration contour (2008–2015) showing seasonal water column stratification and deep-water renewal events. (B) Sample inventory for SCOR workshop held in July 2014 includes CTD, nutrients (NO3, NO2, NH4, PO4, and SiO2), hydrogen sulfide (H2S), and multi-omic on-ship and in situ data. Data shown in this survey is depicted as solid symbols (in situ and on ship DNA and RNA (rectangle) collected at 165 (square) and 185 (triangle) meters. (C) Schematic model for filter combinations and filtration methods showing on-ship [MasterFlex peristaltic pump (MPP)] filtration onto 0.4 μm pre-filters (green), filtration onto 0.22 μm filters with in-line pre-filtration using the 0.4 μm pre-filters (yellow), and in situ filtration (PPS) onto 0.4 μm filters without pre-filtration (red).



Workshop Microbial Biomass Collection

For comparison to Niskin bottle sampling, water samples were collected and preserved in situ in duplicate using a McLane Phytoplankton Sampler (PPS) system deployed at 165 and 185 m depth intervals spanning anoxic (<1 μmol O2 kg1) and sulfidic water column compartments (Figure 1B). Sample volumes of 2 L were filtered onto 0.4 μm GFF membrane filters (47 mm diameter). Filter biomass was directly frozen and stored at -80°C for downstream DNA and RNA extraction. On-ship samples were collected using Niskin bottles from 165 to 185 m as described above (Figure 1B) and concentrated for DNA and RNA extractions with a MasterFlex peristaltic pump (MPP) (∼60 mL min-1). Biomass was concentrated using different filter combinations (0.4 μm polycarbonate or 2.7 μm GF/D pre-filters in-line with a 0.22 μm Sterivex polycarbonate filter cartridge) (Figure 1C) and water volumes (250 ml, 500 ml, 1 and 2 L) (Table 1) to test significance of sample volume and filtration method, on community structure (see section “Statistical Analysis and Data Visualization”). Filtered biomass on Sterivex filters was preserved in 1.8 ml of sucrose lysis buffer (DNA analyses) or RNA later (RNA analyses) prior to storage at -80°C. Pre-filters (0.4 μm only) were also preserved in 1.8 ml of lysis buffer (DNA) or RNA later (RNA) prior to storage at -80°C.

TABLE 1.1 Biomass collection scheme for DNA and RNA in situ and on-ship samples.
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Time-Series Microbial Biomass Collection

Time-series samples were collected as previously described (Walsh et al., 2009; Zaikova et al., 2010; Torres-Beltrán et al., 2016; Hawley et al., 2017). Briefly, large volume (10 L) samples were collected from February 2006 to February 2011 at six depths (10, 100, 120, 135, 150, and 200 m) and filtered with an in-line 2.7 μm GDF glass fiber pre-filter onto a 0.22 μm Sterivex polycarbonate cartridge filter. High-resolution (2 L) samples were collected from May 2008 to July 2010 from 16 depths (10 to 200 m) and filtered directly onto a 0.22 μm Sterivex polycarbonate cartridge filter. All time-series samples were preserved in 1.8 ml of sucrose lysis buffer (DNA) prior to storage at -80°C.

Nucleic Acid Extraction

Genomic DNA was extracted from Sterivex filters (Table 1) as previously described (Zaikova et al., 2010; Hawley et al., 2017). Briefly, after defrosting Sterivex on ice, 100 μl lysozyme (0.125 mg ml-1; Sigma) and 20 μl of RNAse (1 μl ml-1; Thermo Fisher) were added and incubated at 37°C for 1 h with rotation followed by addition of 50 μl Proteinase K (Sigma) and 100 μl 20% SDS and incubation at 55°C for 2 h with rotation. Lysate was removed by pushing through with a syringe into 15 mL falcon tube (Corning) and with an additional rinse of 1 mL of lysis buffer. Filtrate was subject to chloroform extraction (Sigma) and the aqueous layer was collected and loaded onto a 10 K 15 ml Amicon filter cartridge (Millipore), washed three times with TE buffer (pH 8.0) and concentrated to a final volume of between 150 and 400 μl. Total DNA concentration was determined by PicoGreen assay (Life Technologies) and genomic DNA quality determined by visualization on 0.8% agarose gel (overnight at 16V). Genomic DNA was extracted from 0.4 to 2.7 μm pre-filters (Table 1) as follows. The filter was cut in half using sterile scissors. One half was minced into smaller pieces and used for DNA extraction while the remaining half was stored at -80°C. Filter pieces were transferred to a 15 mL falcon tube followed by addition of 1.8 mL lysis buffer and 150 μL 20% SDS. In order to ensure biomass removal from the filter, 3 and 2 mm zirconium beads were added for bead beating using a vortex mixer at maximum speed. Filters were shaken for a total of 4 min, in two 2-min laps then subjected to chloroform extraction and processed as described above for Sterivex filters.

Total RNA was extracted from Sterivex filters (Table 1) using the mirVana Isolation kit (Ambion) (Shi et al., 2009; Stewart et al., 2010) protocol modified for Sterivex filters (Hawley et al., 2017). Briefly, after thawing the filter cartridge on ice, RNA later was removed by pushing through with a 3 ml syringe followed by rinsing with an additional 1.8 mL of Ringer’s solution and incubation at room temperature for 20 min with rotation. Ringer’s solution was evacuated with a 3 ml syringe followed by addition of 100 μl of 0.125 mg ml-1 lysozyme and incubation at 37°C for 30 min with rotation. Lysate was removed from the filter cartridge and subjected to organic extraction following the mirVana kit protocol. DNA removal and clean up and purification of total RNA were conducted following the TURBO DNA-free kit (Thermo Fisher) and the RNeasy MinElute Cleanup kit (Qiagen) protocols respectively. Total RNA concentration was determined by RiboGreen analysis (Life Technologies) prior to synthesis of first strand cDNA using the SuperScript III First-Strand Synthesis System for RT-qPCR (Invitrogen) according to manufacturer instructions. Total RNA was extracted from 0.4 to 2.7 μm filters (Table 1) as follows. The filter was cut in half using sterile scissors. One half was minced into smaller pieces and used for RNA extraction while the remaining half was stored at -80°C. Filter pieces were transferred to a 15 mL falcon tube followed by addition 1.8 ml MirVana Lysis Buffer and 100 μl of 0.125 mg ml-1 lysozyme. In order to ensure biomass removal from the filter, 3 and 2 mm zirconium beads were added for bead beating using a vortex mixer at maximum speed. Filters were shaken for 4 min in two, 2 min laps followed by incubation at 37°C for 30 min with rotation, then processed in the same way as described above for Sterivex filters.

Small Subunit Ribosomal RNA Sequencing

Extracted DNA and cDNA corresponding to 2.7, 0.4, and 0.22 μm filters from 165 to 185 m depth intervals (Table 1) was used to generate SSU rDNA and rRNA amplicon sequences with three domain resolution on the 454 pyrosequencing platform. PCR amplification procedures were carried out as previously described (Hawley et al., 2017). In brief, SSU rDNA and rRNA amplicon libraries (pyrotags) were generated by PCR amplification using multi-domain primers targeting the V6–V8 region of the SSU rRNA gene (Allers et al., 2013): 926F (5′-cct atc ccc tgt gtg cct tgg cag tct cag AAA CTY AAA KGA ATT GRC GG-3′) and 1392R (5′-cca tct cat ccc tgc gtg tct ccg act cag-<XXXXX>-ACG GGC GGT GTG TRC-3′). Primer sequences were modified by the addition of 454 A or B adapter sequences (lower case). In addition, the reverse primer included a 5 bp barcode designated<XXXXX> for multiplexing of samples during sequencing Twenty-five microliter PCR reactions were performed in triplicate and pooled to minimize PCR bias. Each reaction contained between 1 and 10 ng of target DNA, 0.5 μl Taq DNA polymerase (Bioshop, Inc.), 2.5 μL Bioshop 10x buffer, 1.5 μl 25 mM Bioshop MgCl2, 2.5 μL 10 mM dNTPs (Agilent Technologies) and 0.5 μL 10 mM of each primer. The thermal cycler protocol started with an initial denaturation at 95°C for 3 min and then 25 cycles of 30 s at 95°C, 45 s at 55°C, 90 s at 72°C and 45 s at 55°C. Final extension at 72°C for 10 min. PCR products were purified using the QiaQuick PCR purification kit (Qiagen), eluted in 25 μL, and quantified using the PicoGreen assay (Life Technologies). SSU rDNA and rRNA amplicons were pooled at 100 ng for each sample. Emulsion PCR and sequencing of the PCR amplicons was conducted on a Roche 454 GS FLX Titanium sequencer at the Department of Energy Joint Genome Institute (DOE-JGI), or the McGill University and Génome Québec Innovation Center.

A total of 1,027,601 small subunit ribosomal rDNA and rRNA pyrotags were processed together using the Quantitative Insights Into Microbial Ecology (QIIME) software package (Caporaso et al., 2010). Reads with length shorter than 200 bases, ambiguous bases, and homopolymer sequences were removed prior to chimera detection. Chimeras were detected and removed using chimera slayer provided in the QIIME software package. Sequences were then clustered into operational taxonomic units (OTUs) at 97% identity using UCLUST with average linkage algorithm. Prior to taxonomic assignment, singleton OTUs (OTUs represented by one read) were omitted, leaving 29,589 OTUs. Representative sequences from each non-singleton OTU were queried against the SILVA database release 111 using the BLAST algorithm (Altschul et al., 1990).

Statistical Analysis and Data Visualization

Statistical analyses were conducted using the R software package (R Core Team, 2013). Pyrotag data sets were normalized to the total number of reads per sample. Hierarchical cluster analysis (HCA) and non-metric multidimensional scaling (NMDS) were conducted to identify community compositional profiles associated with water column compartments using the pvclust (Suzuki and Shimodaira, 2015) and MASS (Venables and Ripley, 2002) packages with Manhattan Distance measures, and statistical significance to the resulting clusters as bootstrap score distributions with 1,000 iterations and NMDS stress value ≤ 0.05. Diversity indices (Shannon and alpha diversity) were calculated to identify changes in community structure based on filtration parameters using the vegan (Oksanen et al., 2015) package (Supplementary Figure 3 and Supplementary Table 1). Microbial community richness on HC selected samples was determined using the vegan (Oksanen et al., 2015) package. The OTU table was rarefied starting with 10 sequences to the total maximum number of sequences found in the dataset and 10 iterations per sample were calculated with 100 sequences between each step (Supplementary Figure 4). Non-parametric Friedman block tests were conducted to determine the significance of volume variation and filtration method on community structure using the base stats package (R Core Team, 2013). In addition, one-way ANOVA was conducted to test the significance of filter combinations on taxa relative abundance using the ggpbur package (Kassambara, 2017).

Multi-level indicator species analysis (ISA) was conducted to identify OTUs specifically associated with different experimental parameters based on groups resolved in HCA using the indicspecies package (De Caceres and Legendre, 2009). The ISA/multi-level pattern analysis calculates p-values with Monte Carlo simulations and returns indicator values (IVs) and p-values with α ≤ 0.05. The IVs range between 0 and 1, where indicator OTUs considered in the present study for further community analysis shown an IV ≥ 0.7 and p-value ≤ 0.001. ISA groups abundance was visualized as dot plots using the bubble.pl pearl script2. Taxonomic distribution of identified OTUs was visualized using the ggplot2 (Wickham, 2009) package. The total rRNA:rDNA ratios were calculated for the subset of matching samples (165 m 250 mL and 2 L on-ship 0.22 μm filters with in-line 0.4 μm pre-filtration, and 185 m 500 mL and 2 L on-ship 0.22 μm filters with in-line 0.4 μm pre-filtration) to account for variation in taxon abundance in the DNA pool (Frias-Lopez et al., 2008; Stewart et al., 2012b) and compared for a subset of microbial groups to explore how filtration parameters influence recovery of potentially active OTUs. We then selected OTUs based on ISA results and their shifts in abundance among filtering conditions.

Data Deposition

SSU rDNA and rRNA pyrotag sequences have been submitted to the National Center for Biotechnology Information (NCBI) under BioSample Nos. SAMN05392373–SAMN05392466.



RESULTS

Water Column Conditions

Samples were collected during a stratification period characteristic of summer months (June–August) in SI (Carter, 1932, 1934; Herlinveaux, 1962; Zaikova et al., 2010). Below 150 m, water column CTD O2 concentrations were below < 3 μM, consistent with previous observations of water column anoxia during peak stratification (Figure 1A and Supplementary Table 2). In addition, increasing concentrations of H2S (13.95 μM) and NH4+ (6.1 μM) at 185 m were also observed, indicating anoxic and sulfidic conditions in deep basin waters. NO3- and NO2- concentrations peaked at 150 m reaching 12 and 0.6 μM, respectively. Phosphate concentrations ranged between 4.5 and 5.8 μM from 150 to 185 m, and SiO2 concentration peaked at 185 m reaching 110 μM (Supplementary Table 2).

Benchmarking Workshop and Saanich Inlet Time-Series Results

We evaluated microbial community structure using 521 time-series samples traversing the SI water column (Supplementary Figure 2) and 29 samples collected during the workshop using rDNA pyrotag sequences to compare and cross-calibrate in situ sampling with the McLane PPS system and bottle sampling methods. Different water volumes from the same depth interval and filtration method showed no significant difference (p = 0.1405 and p = 0.2545, respectively) in richness based on Friedman block test results and were therefore treated as pseudo-replicates. NMDS indicated workshop samples clustered together primarily with high-resolution suboxic and anoxic samples from 165 to 200 m depth intervals (0.22 μm Sterivex filters without pre-filtration) collected during summer months (Figure 2A). Similarities between time-series and workshop samples provided an internal check on experimental design and a rationale for examining more granular differences between community structure and potential activity resulting from different filtration parameters. Workshop samples collected at 165 and 185 m depth intervals formed three groups in NMDS analyses associated with on-ship 0.4 μm filters (group I), on-ship 0.22 μm filters with either 0.4 or 2.7 μm in-line pre-filtration (group II), and in situ 0.4 μm filters (group III) (Figure 2B). For the most part, samples within groups partitioned by depth. Consistent with NMDS, HCA resolved three groups (AU ≥ 70, 1000 iterations) associated with on-ship 0.4 μm filters (group I), on-ship 0.22 μm filters with in-line 0.4 μm pre-filters (group II), and in situ filtration 0.4 μm filters (group III) (Figure 3A). Within each filtration group, samples partitioned primarily by depth.
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FIGURE 2. Cluster analysis of small subunit ribosomal RNA (SSU rDNA) gene pyrotag data for the Saanich Inlet time-series (2006–2011) and SCOR workshop samples collected at 165 and 185 m. (A) NMDS based on Manhattan distance (1000 iterations) of time-series and SCOR pyrotag data showing microbial community partitioning based on oxygen gradients spanning suboxic (20–1 μmolO2 kg-1) and anoxic-sulfidic (<1 μmol O2 kg1). (B) NMDS based on Manhattan distance (1000 iterations) of SCOR pyrotag data showing microbial community partitioning based on filtering conditions. In both biplots samples are depicted by depth (165 m = square and 185 m = triangle) and filter type [PPS in situ 0.4 μm (red), MPP on-ship 0.4 μm (green), 0.22 μm with in-line 0.4um prefilters (yellow), 0.22 μm with in-line 2.7 μm prefilters (blue), and time-series 0.22 μm (black)].



Size-Fractionation Effects on Community Structure

Based on NMDS and HCA results, we focused on changes in OTU relative abundance and taxon identity between groups. Microbial community structure was primarily comprised of OTUs (>0.1% relative abundance) affiliated with ubiquitous OMZ taxa including Marine Group A, SAR11, SAR324, SUP05 (Field et al., 1997; Fuhrman and Davis, 1997; Brown and Donachie, 2007; Tripp et al., 2008; Lam et al., 2009; Walsh et al., 2009; Zaikova et al., 2010; Walsh and Hallam, 2011; Wright et al., 2012) as well as Bacteroidetes, Desulfobacterales, and Euryarchaeota (Figure 3B). Interestingly, several of these groups were not detected in on-ship 0.4 μm pre-filter samples but were recovered from in-line 0.22 μm filters (group II). These included Marine Benthic Group E and Halobacteriales, SAR406 within the Marine Group A, Methylophilales within the Betaproteobacteria, Desulfuromonadales, and Desulfarculales within the Deltaproteobacteria and SUP05 within the Gammaproteobacteria. Conversely, Acidimicrobiales within the Actinobacteria, Cyanobacteria, Rhodobacterales within the Alphaproteobacteria, OM190 within the Planctomycetes, and eukaryotic phyla including Cnidaria and Arthropoda within the Opisthokonta and Diatoms within the Stramenopiles were detected in on-ship 0.4 μm filter samples but not recovered on in-line 0.22 μm filters or in situ 0.4 μm filters. Eukaryotic phyla affiliated with Alveolata were recovered on 0.22 μm filter samples with in-line 0.4 μm pre-filters (group I) and Phycisphaerales within the Planctomycetes were detected in in situ 0.4 μm filter samples (group III), respectively (Figure 3B).
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FIGURE 3. (A) Cluster analysis (AU > 70, 1000 iterations) for 0.4 μm filter fractions. Samples are depicted with a colored bar by filter type [PPS in situ 0.4 μm (red), and MPP on-ship 0.4 μm (green), and 0.22 μm with in-line 0.4 μm prefilters (yellow)]. (B) Abundant taxa (>0.1% relative abundance from total reads in sample) observed among filter combinations for PPS in situ 0.4 μm (red), and MPP on-ship 0.4 μm (green) and 0.22 μm with in-line 0.4 μm prefilters (yellow). The size of dots depicts the relative abundance for each taxa as indicated in key.



Filtration methods, including the use of different pre-filters, resulted in a significant source of variation (p < 0.001) for the relative abundance of several bacterial phyla including Bacteroidetes, Deferribacteres, Alpha-, Delta- and Gamma-proteobacteria, Planctomycetes, archaeal phyla including Thaumarchaeota, and eukaryotic phyla including Opisthokonta and Rhizaria (Figure 4 and Table 2). For example, the relative abundance of Bacteroidetes (Flavobacteriales), Alphaproteobacteria (SAR11, Rhodobacterales and Rhodospirillales) and Opisthokonta (Maxillopoda) associated with on-ship 0.4 μm filters increased fivefold compared to 0.22 μm filters with in-line 0.4 μm pre-filters and in situ 0.4 μm filters, while the relative abundance of Deferribacteres, Deltaproteobacteria (SAR324, Desulfobacterales and Desulfarculales) and Gammaproteobacteria (Oceanospirillales mainly affiliated with SUP05, Pseudomonadales and Alteromonadales) associated with on-ship 0.4 μm filters decreased fivefold compared to 0.22 μm filters with in-line 0.4 μm pre-filters and in situ 0.4 μm filters (Figure 4). Conversely, the relative abundance of Planctomycetes (Phycisphaerales and OM190) associated with in situ 0.4 μm filters increased fivefold compared to on-ship 0.22 μm filters with in-line 0.4 μm pre-filters and 0.4 μm filters (Figure 4).
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FIGURE 4. Community shifts occurred among and within filter combinations for PPS in situ 0.4 μm (red), and MPP on-ship 0.4 μm (green), and 0.22 μm with in-line 0.4 μm prefilters (yellow). The size of each box represents the average of the percentage of relative abundance throughout the water column over this period. For both plots, extended dashed lines (whiskers) represent at the base the lower and upper quartiles (25 and 75%) and at the end the minimum and maximum values encountered. The middle line represents the median. p-Values for significant relative abundance shifts among filter groups are depicted as ∗p < 0.01 and ∗∗p < 0.001 aside corresponding taxa.



Together these results indicate that filter selection and in-line positioning can introduce bias into microbial community structure data and reinforce the idea that filtration methods should be taken into consideration more carefully when interpreting microbial count data.

TABLE 2. p-values for taxa showing significant relative abundance shifts between filter conditions and filtration methods.
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Size Fractionation Effects on Indicator OTUs (DNA Analyses)

To identify OTUs associated with specific filtration methods we conducted multi-level ISA on HCA groups I–III. As expected, resulting indicator OTUs varied with respect to filtration methods used (Figure 5). The largest differences with respect to indicators were detected between in situ and on-ship 0.4 μm filter samples. Indicator OTUs detected in on-ship 0.4 μm filter samples were mostly affiliated with bacterial phyla including Actinobacteria, Bacteroidetes, Cyanobacteria, Deferribacteres, Proteobacteria, and Verrucomicrobia, archaeal phyla including Euryarchaetoa, and eukaryotic phyla including Alveolata, Opisthokonta, Rhizaria, and Stramenopiles (Figure 5). Indicator OTUs detected in in situ 0.4 μm filter samples were mostly affiliated with bacterial phyla including Candidate divisions (WS3, OD1, and BRC1), Chloroflexi, Deferribacteres, Firmicutes, Lentisphareae, Nitrospirae, Alpha-, Beta-, Delta- and Gamma-proteobacteria, and Planctomycetes, archaeal phyla including Euryarchaeota, and eukaryotic phyla including Alveolata, Excavata, and Opisthokonta (Figure 5). Indicator OTUs detected in 0.22 μm filter samples with in-line 0.4 μm pre-filter were mostly affiliated with bacterial phyla including Deferribacteres and Bacteroidetes, and archaeal phyla including Euryarchaeota (Figure 5). The differences observed between in situ and on-ship indicator OTUs reinforce the effect of size fractionation on microbial community structure and raise important questions about metabolic reconstruction efforts based solely on on-ship filtration methods.
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FIGURE 5. Indicator OTUs for filter groups PPS in situ 0.4 μm (red), and MPP on-ship 0.4 μm (green), and 0.22 μm with in-line 0.4 μm prefilters (yellow). The size of dots depicts the total number of indicator OTUs affiliated to specific taxa.



Size-Fractionation Effects on Expressed OTUs Within Specific Populations (rRNA Analyses)

To further evaluate the impact of size fractionation on detection of active microbial groups we compared SSU rRNA:rDNA ratios of OTUs between 0.4 μm filters collected and preserved in situ vs. on-ship 0.22 μm filters with in-line 0.4 μm pre-filters. We focused on OTUs exhibiting ratios ≥ 1 as a proxy for cellular activity (Blazewicz et al., 2013). Ratios for Candidate divisions, Desulfobacterales, SUP05, Phycisphaerae, and Halobacteria were highest in 0.4 μm in situ filter samples while SAR11, Rhodospirillales, Methylophilales and Burkholderiales within Betaproteobacteria, and Verrucomicrobia and eukaryotic phyla affiliated with Alveolata, Opisthokonta, Rhizaria, and Stramenopiles were highest in on-ship 0.22 μm filter samples with in-line 0.4 μm pre-filtration (Supplementary Figure 5).

We detected OTUs affiliated with SUP05, Marine Group A, SAR11 and SAR324 that showed ratios ≥ 1, with differential expression between in situ and on-ship filters. For instance, a total of 4 SUP05 OTUs with ratios ranging from 1 to 2, and 3 SAR324 OTUs with ratios equal to 3 were exclusively detected in 0.4 μm in situ filter samples (Figure 6). We also observed six Marine Group A OTUs with ratios equal to 2 in on-ship 0.22 μm filter samples with in-line 0.4 μm pre-filtration and 1 exclusively active in situ OTU (Figure 6). Interestingly, we observed eight SAR11 OTUs with ratios ranging from 1 to 3 exclusively in on-ship 0.22 μm filter samples with in-line 0.4 μm pre-filtration (Figure 6). Candidate divisions BCR1 and WS3, Delta- and Gammaproteobacteria, and Planctomycetes OTUs also manifested higher ratios in 0.4 μm in situ filter samples than in on-ship samples (Figure 7). These differences showed some depth specificity. For example, we observed BCR1 and WS3 OTUs with high ratio values at 165 m while Desulfovibrionales and Desulfarculales within the Deltaproteobacteria had the highest ratio values at 185 m (Figure 7). Similarly, most OTUs affiliated with Planctomycetes (Phycisphaerae, OM190, Brocadiales, and Plactomycetales) had the highest ratio values at 185 m (Figure 7). In contrast, Flavobacteriales within Bacteroidetes and Alphaproteobacteria had higher ratio values in on-ship 0.22 μm filter samples with in-line 0.4 μm pre-filtration than 0.4 μm in situ sampled at both 165 and 185 m (Figure 7).
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FIGURE 6. RNA:DNA ratio for abundant and ubiquitous taxa in OMZs, i.e., SUP05, SAR406, SAR11, and SAR324, observed at PPS in situ 0.4 μm (red) and MPP on-ship 0.22 μm with in-line 0.4 μm prefilters (yellow). The size of dots depicts ratio values for individual OTUs as indicated on plot size key.
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FIGURE 7. RNA:DNA ratio for indicator OTUs observed at PPS in situ 0.4 μm (A: red) and MPP on-ship 0.22 μm with in-line 0.4 μm prefilters (B: yellow). The size of dots depicts ratio values for individual OTUs as indicated on plot size key.





DISCUSSION

In this study we used SSU rDNA and rRNA count data generated to determine the effects of collection and filtration methods on microbial community structure and potential activity in the anoxic water column of Saanich Inlet (SI). Observed differences in microbial community structure and potential activity associated with in situ versus on-ship size fractionation suggest potential sources of error when linking field processes to microbial agents based on genomic sequence information in isolation. In particular, in situ results detected several microbial groups implicated in the sulfur-cycle that are underrepresented in public amplicon and shotgun sequencing data sets. Overall, results from this study provide useful information on how different sampling methods can contribute to bias in experimental outcomes and reinforce the need for more integrated studies based on standardized sampling protocols that increasingly incorporate in situ measurements.

Microbial Community Shifts Associated With Filter Type and Volume

For in situ sampling we used GFF filters certified with the instrument and the recommended filtration volume in duplicate. For on-ship sampling we adopted standard sampling protocols using filters available to us at the time including 0.4 μm polycarbonate or 2.7 μm GF/D pre-filters in-line with a 0.22 μm Sterivex polycarbonate filter cartridge. While we cannot strictly rule out potential membrane effects on the resulting microbial community composition profiles associated with GFF versus polycarbonate filters at the same size cut-off, a previous study by Djurhuus et al. (2017) suggests a minimal effect based on the nucleic acid extraction methods used. The use of different volumes filtered for a given depth and filter combination was intended to test the significance of volume variation on microbial community composition. We set the maximum volume to be 2 L in order to keep filtering time on ship to a minimum and for samples to be comparable to previous time-series environmental observations. Water volumes between 250 ml and 2 L from the same depth interval and filtration method showed no significant difference in richness based on Friedman block test results.

Microbial Community Shifts Associated With Size Fractionation

Understanding how microorganisms interact within the ocean at different scales is integral to linking microbial food webs to nutrient and energy flow processes (Azam and Malfatti, 2007). Particles play a salient role in structuring microbial community interactions and the interplay between “particle-associated” and “free-living” microbiota creates a dynamic metabolic network driving biogeochemical transformations (Smith et al., 1992; DeLong et al., 1993; Crump et al., 1999; Simon et al., 2002; Grossart, 2010; Ganesh et al., 2014). Previous observations from OMZ waters implicate particle maxima as hotspots for metabolic coupling (Garfield et al., 1983; Naqvi et al., 1993; Whitmire et al., 2009; Ganesh et al., 2014). However, the definition of “particle-associated” versus “free-living” can sometimes seem arbitrary and the degree to which microorganisms alternate between these two fractions in different water compartments is not firmly established. Typically, anything > 0.4 μm has been considered particle associated (Azam and Malfatti, 2007) although most studies use different combinations of 0.2–1.6 and 2.7 μm cut-offs to concentrate microbial biomass. Here, we compared 0.4 μm in situ filtration without a pre-filtration step to on-ship 0.22 μm filtration with in-line 0.4 μm pre-filtration to better evaluate “particle-associated” versus “free-living” fractions.

The core microbial community detected in situ versus on-ship was similar to time-series observations in suboxic-anoxic water column compartments (165–185 m) during summer months. However, at a more granular OTU level important differences in community structure and potential activity for a number of microbial groups were resolved that reinforce and expand on previous size fractionation studies in open ocean OMZs. For example, Padilla et al. (2015) have shown that mode and magnitude of sampling bias depends on filter type and pore size, particle load, and community complexity. Our results expand on these observations indicating that wire time and filtration duration likely impacted richness and particle size, as did potential bottle effects due to settling when processing on-ship samples (Supplementary Figures 3, 4). Several studies have shown that particles can settle in sampling bottles on timescales relevant to on-ship processing (Gardner, 1977; Suter et al., 2016).

With respect to size fractionation, community structure differences were driven by shifts in abundance and activity of many known microorganisms. For example, as observed in the ETNP OMZ, OTUs affiliated with Deferribacteres were enriched in the smaller size fraction (<0.4 μm) consistent with an autotrophic lifestyle (Ganesh et al., 2014). Similarly, indicator OTUs affiliated with Bacteroidetes (Bacteroidales and Flavobacteriales), Lentisphareae, Deltaproteobacteria (Myxococcales and Desulfobacterales), Planctomycetes, and Verrucomicrobia were enriched in the larger size fraction (>0.4 μm) as observed in both ETNP and ETSP OMZs, consistent with attachment to sinking aggregates or zooplankton (Crump et al., 1999; Simon et al., 2002; Eloe et al., 2011; Allen et al., 2012; Fuchsman et al., 2012; Ganesh et al., 2014; Padilla et al., 2015). These similarities transcended domain boundaries with eukaryotic phyla including Dinoflagellata (Alveolata), Radiolaria (Rhizaria), and Syndiniales (Stramenopiles) enriched in the 0.4 μm filter samples (Guillou et al., 2008; Duret et al., 2015).

With respect to in situ versus bottle collection methods, previous studies have identified changes in community gene expression profiles (Feike et al., 2012; Stewart et al., 2012a) and process rate measurements (Taylor and Doherty, 1990; Stewart et al., 2012a; Taylor et al., 2015; Edgcomb et al., 2016). Here we identified changes in microbial community richness and structure (Figure 4 and Supplementary Figure 4) that potentially explain variance in gene expression or process rates. For example, indicator OTUs detected in in situ samples suggests a potential unrecognized role for sulfate-reducers and candidate divisions WS3, OD1, and BRC1 in the SI water column. Previous studies have implicated WS3 and OD1 metabolism in sulfur cycling and methanogen provisioning (Kirkpatrick et al., 2006; Wrighton et al., 2012). Similarly, Desulfobacterales and Desulfovibrionales, are commonly underestimated in abundance in OMZs waters (Suter et al., 2016) as they are more prevalent on particles that likely settle during on-ship processing.

Working in the Cariaco Basin OMZ, Suter et al. (2016) provide a compelling description of bottle settling rates (approximately 12 min for a 1 mm particle to sink into below-spout space of an 8 L Niskin bottle or 18 min for a 12 L bottle) that can result in sampling bias. On-ship processing during the workshop took between 20 and 30 min. Shipboard processing times can often be even longer than this. In addition, wire-time and turbulence associated with sampling moment and vibration (Suter et al., 2016), and filtration across the membrane (Duret et al., 2015) can impact particle size and stability in bottles, e.g., production of smaller particles derived from larger aggregates. Based on sinking rates estimated in the Cariaco Basin it is possible that observed community structure differences between in situ and on-ship samples in SI could be explained by a combination of particle settling and turbulence associated with sample collection and filtration. This could affect how we perceive the microbial metabolic network with respect to transient spatial interactions that are altered or disrupted using on-ship methods.

Implications of Size Fractionation for Inferring Microbial Activity in OMZs

In contrast to only examining rDNA sequences, combining those with analysis of rRNA sequences can provide a robust proxy for past, and present or emerging cellular activities (Blazewicz et al., 2013) that can inform hypotheses related to life strategies and metabolic interactions within microbial communities (Lepp and Schmidt, 1998; Barnard et al., 2013). Here, we considered rRNA:rDNA ratio values ≥ 1 as an indicator for potentially active microbial community members. While, using ratios to infer activity at higher taxonomic levels, e.g., Phylum, Class, Order, can promote inconsistent results (Blazewicz et al., 2013; Ganesh et al., 2015), focusing on the OTU level can identify ecologically relevant populations with the potential to play integral roles in nutrient and energy cycling within the ecosystem under study. For example, SUP05 has been determined to be an abundant member of the SI microbial community comprising between 20 and 30% of total bacteria at 165 and 185 m, respectively (Walsh et al., 2009; Zaikova et al., 2010; Walsh and Hallam, 2011). We detected 85 OTUs affiliated with SUP05 based on rDNA sequences. However, only 4 had rRNA:rDNA ratio values > 1 indicating population level variation in potential activity.

Consistent with previous observations in the ETSP using metatranscriptomic data (Padilla et al., 2015), examination of the taxonomic affiliation of indicator OTUs produced using in situ versus on-ship methods identified differences between the active microbial community in samples. Some candidate divisions recovered in in situ samples have not been previously well-described in the SI water column based on rDNA sequences due to their low abundance (<0.1%). Interestingly, the rRNA:rDNA ratios observed for indicator WS3 and BCR1 OTUs (ratios equal to 7 and 2, respectively) were greater than those observed for OTUs affiliated with ubiquitous and abundant taxa, including SUP05. Similar observations were made for OTUs affiliated with Deltaproteobacteria, Chloroflexi, Firmicutes, Lentisphaera, Nitrospina and Marine Group A, reinforcing the idea that multi-omic sequences and process rate measurements sourced from on-ship samples have the potential to underestimate the contribution of some active microbial groups present in the water column. Such groups may be sensitive to settling, turbulence or other factors including oxygen exposure, necessitating in situ sampling to reveal their contributions to the metabolic network.

Hawley et al. (2014) used metaproteomics to develop a conceptual model of coupled carbon, nitrogen and sulfur cycling. Louca et al. (2016) incorporated these ideas into a numerical model integrating multi-omic sequence and geochemical information to predict metabolic fluxes and growth yields under near steady-state conditions. Both conceptual and numerical models were based on interactions between Thaurmarchaeota, SAR11, SUP05 and Planctomycetes (Walsh et al., 2009; Zaikova et al., 2010; Walsh and Hallam, 2011; Wright et al., 2012). Although, the metabolic potential of WS3, OD1 and sulfate-reducing Deltaproteobacteria in the SI water column remains to be determined, the potential role of these groups at the nexus of sulfur cycling and methanogenesis (Kirkpatrick et al., 2006) presents an opportunity for new hypothesis development and testing to integrate these groups into prevailing conceptual and numerical models for coupled biogeochemical cycling.



CONCLUSION

As the research community transitions away from descriptive studies of marine microorganisms to more quantitative comparisons at ecosystem scales integrating multi-omic information with process rates and modeling, the need for standards of practice that reduce sampling bias becomes increasingly important.

Currently most microbial community studies use a combination of bottle sampling and filtration to collect biomass for nucleic acid extraction and sequencing. However, the specific details of how samples are collected including wire and bottle time, filter type, and method can have a discernable impact on resulting microbial community composition profiles. This is an important consideration when comparing data sets between studies and when trying to link microbial agents to defined field processes, e.g., denitrification, sulfur oxidation, carbon fixation, etc. Based on our analysis of both in situ and on-ship sample collection and processing methods the following practical considerations can be identified. For amplicon-based studies, use a consistent filtration volume between 1 and 2 L and record the precise volume filtered to back calculate nucleic acid yield per unit volume of water collected. Depending on the size fraction you are interested in profiling consult the literature to determine a consensus filter type and method. For cross-scale studies use the same filtration method for all locations. Take advantage of current library production methods that allow for low-input samples, and use the coverage provided by next generation sequencing platforms to sample with depth and replication. When possible, consider using single-cell amplified genome (SAG) approaches when more functional information is required (Stepanauskas, 2015). Samples for SAG sequencing are easy to replicate and do not require more than a 1–2 ml per sample that can be stored for extended periods of time at -80°C (Rinke et al., 2014). Most important, minimize wire time including on-ship bottle sampling duration. Particles are settling as the waters in the bottle rise. Consider inverting the bottle before collecting waters for more even biomass sampling or filtering samples directly in the water column.

In situ sampling approaches have the potential to limit many biases by providing a more authentic representation of microbial activity than on-ship sampling methods. Several promising devices such as the PPS (Edgcomb et al., 2016), Environmental Sample Processor (ESP) (Jones et al., 2008; Preston et al., 2009; Ottesen et al., 2011; Robidart et al., 2014), Automatic Flow Injection Sampler (AFIS) (Feike et al., 2012), and the autonomous vertical sampling vehicle Clio (Jakuba et al., 2014) have been developed with the potential to support in situ sampling and direct fixation of samples under a variety of operational scenarios. For example, recent studies with the ESP have enabled dynamic intermittent sampling during light dark cycles in surface waters revealing conserved patters of gene expression on ocean basin scales (Ottesen et al., 2014; Aylward et al., 2015). Although community adoption of these new technologies remains in early stages due in part to accessibility, price point, and operating constraints, these devices and their “descendants” likely reflect the future of microbial sampling in the ocean given their autonomous and programmable designs extensible to time series or event response monitoring. Looking forward, we recommend replicated studies of different in situ sampling technologies that incorporate multi-omic sequencing and process rate measurements focused on coupled carbon, nitrogen, and sulfur cycling in coastal and open ocean OMZs.
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Subsurface water masses with permanent oxygen deficiency (oxygen minimum zones, OMZ) are typically associated with upwelling regions and exhibit a high sensitivity to climate variability. Over the last decade, several studies have reported a global ocean deoxygenation trend since 1960 and a consequent OMZ expansion. However, some proxy records suggest an oxygenation trend for the OMZ over the margins of the Tropical North East Pacific since ca. 1850. At the Tropical South East Pacific, the upper Peruvian margin is permanently impinged by a shallow and intense OMZ. In this study, we aim to (1) reconstruct the (multi)decadal oxygenation variability off central Peru, and (2) to identify the influence of both largescale and local factors and the potential underlying mechanisms driving subsurface oxygenation in the Eastern Pacific. We combined a multiproxy approach in multiple paleoceanographic records for the last ∼170 years with instrumental records of subsurface oxygen concentrations since 1960. We analyzed benthic foraminiferal assemblages, redox-sensitive metals (Mo, Re, U), δ15N and contents of total organic carbon and biogenic silica in multiple sediment cores collected in the upper margin off Callao (180 m) and Pisco (∼300 m). An OMZ weakening over the Peruvian central margin can be inferred from 1865 to 2004. The records can be divided in three major periods, based on responses of local productivity and subsurface ventilation: (i) the mid to late 19th century, with enhanced siliceous productivity, a strong oxygen-deficient and reducing sedimentary conditions; (ii) the late 19th century to mid-twentieth century, with less oxygen-deficient and reducing sedimentary conditions, superimposed to a slight decadal-scale variability; and (iii) the late 20th century until the early 2000’s, with a slight oxygenation trend. We attribute the centennial-scale oxygenation trend in the Tropical East Pacific to ventilation processes by undercurrents that decreased subsurface oxygenation even when during the same period an overall increase in export production was inferred off Peru. Unlike other upwelling areas in the Tropical East Pacific, subsurface oxygenation off Peru does not show a decrease in the last decades, instead a subtle oxygenation trend was observed close to the core of the OMZ at 200 m depth.
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INTRODUCTION

Massive oceanic midwaters with permanent oxygen-deficiency are found in the open ocean and in regions influenced by coastal upwelling (e.g., East Pacific, Arabian Sea). These areas are known as oxygen minimum zones (OMZ) and are produced by the combination of high oxygen demand, sluggish circulation, and low-oxygen source waters (Helly and Levin, 2004; Karstensen et al., 2008). The OMZs show strong variability at multiple time scales, ranging from interannual (Cabré et al., 2015; Graco et al., 2017) to geological scales (Jaccard and Galbraith, 2012). OMZs play a relevant role in the global cycles of carbon and nitrogen, and related greenhouse gasses (Paulmier and Ruiz-Pino, 2008) and constrain productivity and biodiversity (Levin et al., 2009).

Over the last decade, several studies have reported global ocean deoxygenation trends since the middle of the 20th century (Bograd et al., 2008; Stramma et al., 2008; Keeling et al., 2010; Horak et al., 2016; Schmidtko et al., 2017). The main drivers of deoxygenation in the upper water column are increased stratification, reduction of oxygen solubility and acceleration of oxygen consumption, all due to global warming (Keeling and Garcia, 2002; Breitburg et al., 2018). As a result, an expansion of OMZs have been documented (Stramma et al., 2008). Another type of oxygen loss occurs in coastal waters, where dead zones are caused by human-caused eutrophication. These zones have increased in number (Breitburg et al., 2018) and their interaction with expanding OMZs represent a global threat for ecosystems and coastal fisheries (Stramma et al., 2010). Global deoxygenation is expected to continue in the future with climate change, as most of numerical models predict (Bopp et al., 2013). However, several global models fail to reproduce recent regional deoxygenation trends and differ in the prediction of future regional trends, particularly in the tropics where most of OMZs are hosted (Schmidtko et al., 2017).

The Peruvian upwelling system is one of the most productive areas of the world ocean (Chávez and Messié, 2009) and is associated with a permanent, intense and shallow OMZ (Gutiérrez et al., 2008; Graco et al., 2017). The source of low oxygen waters and nutrients that feeds coastal upwelling is the Peru–Chile Undercurrent (PCUC; Montes et al., 2014). The OMZ is wider off central Peru and impinges the continental margin, generating strong biogeochemical gradients in the surface sediments (Gutiérrez et al., 2006). The Peruvian upwelling system is also subjected to a significant interannual variability linked to equatorial Kelvin waves and the El Niño-Southern Oscillation (ENSO) that affects upwelling, nutrient availability and coastal ventilation (Chavez et al., 2008; Espinoza-Morriberón et al., 2017). The oxycline and the coastal subsurface oxygenation off Peru are modulated by this interannual variability and temporal regimes can be defined by the occurrence, frequency and intensity of El Niño (EN) events and Kelvin waves (Gutiérrez et al., 2008; Graco et al., 2017). The seasonal cycle is driven by local respiration, vertical mixing/stratification and mesoscale circulation as eddies and filaments (Thomsen et al., 2016; Vergara et al., 2016; Graco et al., 2017).

Several geochemical and biogenic proxies are used to infer geochemical conditions. Redox-sensitive metals are usually used to infer paleo-redox conditions. Poorly oxygenated overlying waters and the flux of organic matter control sedimentary reducing conditions (McManus et al., 2006). Metal enrichment (excess part from a background) occurs during or after deposition, and each metal presents different sensitivities in the redox gradient (Tribovillard et al., 2006). In general, higher metal enrichment in the sediments suggest more reducing conditions (Tribovillard et al., 2006). Scholz et al. (2011) summarized the behavior of main redox-sensitive metals in the Peruvian margin. Among them, molybdenum and uranium show different sensitivities to redox conditions that can be used to depict sulfidic (Mo) to suboxic (U) conditions. Rhenium is another metal that behaves as U (Colodner et al., 1995; Crusius et al., 1996). Benthic foraminiferal assemblages represent another reliable proxy for paleo-redox reconstructions. The living community is abundant in marine sediments, is highly sensitive to environmental changes and their calcareous tests are preserved in the sediment record (Gooday, 2003). Calcareous benthic foraminifera are abundant in OMZ sediments such as off California (Phleger and Soutar, 1973), Peru (Mallon et al., 2012; Cardich et al., 2015), and in the Arabian Sea (Caulle et al., 2014, 2015). Calcareous tests of dead foraminifera are typically well preserved in low-oxygen sediments, but oxygenation events might promote carbonate diagenesis (Jahnke et al., 1997). In the Peruvian margin, the foraminiferal assemblages are associated with particular biogeochemical states defined by the interplay of porewater sulfide concentration and the quality of sedimentary organic matter (Cardich et al., 2015).

Large changes in OMZ intensity have been reconstructed in the Eastern Tropical South Pacific during the Late Quaternary (Gutiérrez et al., 2009; Scholz et al., 2014; Salvatteci et al., 2016). Based on multiproxy records (e.g., trace metals, foraminifera, organic carbon, δ15N) from two sites located in the current OMZ core (dissolved oxygen ∼0.2 ml/l), centennial-scale biogeochemical regimes were evidenced (Gutiérrez et al., 2009). For instance, a major shift from low productivity and suboxic bottom waters to nutrient-rich, oxygen-depleted waters is evidenced toward the ending of the Little Ice Age period (early 19th century). The current low oxygen levels in the OMZ off Peru were established after a large climatic reorganization in the tropical Pacific involving the Intertropical Convergence Zone, the South Pacific Subtropical High and the Walker circulation (Sifeddine et al., 2008; Gutiérrez et al., 2009; Salvatteci et al., 2014b). Changes in this ocean-atmosphere circulation controls the Humboldt system variability at longer time-scales (Salvatteci et al., 2016, 2019).

Here, we studied the decadal to multidecadal subsurface oxygenation variability from the central Peruvian continental margin using a multiproxy approach combining multiple proxies from sediment records and oxygen measurements. First, we assessed the oxygenation trends at 60, 150, and 200 m depth based on instrumental data for the 1960 – 2010 period. Second, we assessed benthic foraminiferal records in order to depict sedimentary redox changes associated with variations in OMZ intensity throughout the 180-year record. The interpretation of benthic foraminiferal indicators is achieved through a calibration with ecological distribution data shown by Cardich et al. (2015) and complemented with new data presented in this work. Our goal is to determine the relative importance of large-scale (i.e., ocean-atmosphere) versus local processes (i.e., export production) driving sub-surface oxygenation off Peru. To do so, we compared our results to other geochemical proxies analyzed in the same box cores (described in detail in Sifeddine et al., 2008; Gutiérrez et al., 2009, 2011; Salvatteci et al., 2014b, 2016; Briceño Zuluaga et al., 2016) and to regional paleo-records.



MATERIALS AND METHODS

Study Area

The central Peruvian upper margin presents some geomorphological differences: the shelf (200-m isobath) north of 13°S is relatively wide (∼50 km) with a pronounced break to the slope, while south of 14°S is narrow (∼15 km) and with a soft transition to the slope (Figure 1B). Sediments in the central Peruvian upper margin contain fine grains, are rich in organic carbon (Gutiérrez et al., 2006) and are highly reduced (Suits and Arthur, 2000). Sediment records show different structures, but laminations are common (Salvatteci et al., 2014a). Muddy laminated areas are found between Huacho and Callao (11 – 12°S; Reinhardt et al., 2002), but sedimentary records retrieved in the OMZ core off Pisco (14°S) are better laminated (Gutiérrez et al., 2006; Salvatteci et al., 2014a). 210Pb sedimentation rates vary from 0.4 mm/y to 4 mm/y in the shelf and slope (Levin et al., 2002; Gutiérrez et al., 2009; Salvatteci et al., 2018). Figure 1B shows the main three equatorial currents arriving the Eastern Tropical Pacific. The Equatorial Undercurrent (EUC) and the primary and secondary Southern Subsurface Countercurrents feed the Peru Undercurrent (PUC) (Montes et al., 2010). Figure 1B also shows the two main subsurface currents off Chile and Peru, the PUC and the equatorward Chile-Peru Deep Coastal Current (CPDCC, Chaigneau et al., 2013) with an upper limit at ∼500 m is depicted as well.
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FIGURE 1. Site location and description of box cores used in this study. (A) Mean dissolved oxygen concentration (ml l-1) at 400 m depth at the Tropical East Pacific (data available in World Ocean Database 2013). (B) Map of central Peru indicating the location of B0405-13 (B-13; 12°00’ S, 77°42′ W, 184 m), B0405-06 (B-6; 14°07′ S, 76°30′ W, 299 m) and B0506-14 (B-14; 14°27′S, 76°43′W, 301 m). (C) Dissolved oxygen concentration in an oceanographic section along the coast of America (black line in inset in A), showing the position of the cores in relation to the OMZ and the principal subsurface currents. Triangles are our box cores (B-13, B-6 and B-14) and black circles are other sites considered in the discussion: Soledad and Pescadero (Deutsch et al., 2014) and ST-18 (Srain et al., 2015).



Dissolved Oxygen Concentration

To assess the oxygen variability in the last decades, we used instrumental data of dissolved oxygen by Winkler titration in situ analysis (Strickland and Parsons, 1968; Grasshoff et al., 1999) from multiple cruises carried out by the Peruvian Institute of Marine Research (IMARPE) and from the World Ocean Database for the 1960 – 2017 period (WOD 2018) (Figure 2A). In order to avoid bias we do not include information available in the last decades by other instrument (e.g., CTD, Argos). Quarterly data from 1960 to 2010 between 11 and 15° S for the oceanic area (30 – 100 nautical miles) were analyzed in different water column depths (60, 80, 100, 150, and 200 m). These depths were chosen after evaluating the dissolved oxygen (DO) mean profile for central Peru (Figure 2B). Data of DO were downloaded from the WOD 2018 for the 1960 – 2017 period and is available at https://www.nodc.noaa.gov/OC5/woa18/. For the depth time series, data with >3 replicates were used in the analysis. Afterward, measurements were integrated to show semi-annual variability. A regression analysis was performed for the time series to evaluate significant temporal trends in the time series.


[image: image]

FIGURE 2. Time series (1960 – 2010) of dissolved oxygen off central Peru. (A) Map showing the IMARPE oceanographical stations between 30 and 100 NM and 11 and 15° S. (B) Mean dissolved oxygen profile with error values in the water column for the area depicted in (A) (data available in World Ocean Database 2018). Time series of dissolved oxygen at 60 m (C), 150 m (D) and 200 m (E) depth. Red areas indicate error values. Trend lines with confidence intervals (orange) for each depth are indicated.



Core Sampling

Soutar box cores were collected off Callao (B0405-13, 12°00′S, 72°42′W, 184 m) and off Pisco (B0405-06, 14°07′S, 76°30′W, 299 m) in May 2004 on board of the R/V José Olaya Balandra (Figure 1B). Hereafter both cores will be referred as B-13 and B-6, respectively. The processing of the box cores is described in detail in Gutiérrez et al. (2006). The length of B-13 and B-6 is ∼78 and ∼74 cm, respectively. Both box cores were longitudinally sectioned in six slabs (I – VI) and each of those were used to determine physical characteristics (e.g., X radiography), chronology and geochemical and biogenic proxies. Subsampling for proxies was done following the laminae or bands in the record (Gutiérrez et al., 2006; Morales et al., 2006). Geochronology in both records was solved with radiocarbon dating of bulk organic sedimentary carbon and 210Pb measurements (Gutiérrez et al., 2009; Supplementary Material therein). The last ∼33 cm (B-13) and ∼34 cm (B-6) represent the period from ∼1830 to 2004 (∼180 years). This time period consisted of a total of 37 and 41 subsamples (0.25 – 0.8 cm of thickness) in B-13 and B-6, respectively. A third box core nearby B-6 is considered in this study: B0506 – 14, 14°27′S, 76°43′W, 301 m (hereafter referred as B-14). The subsampling and processing of B-14 is described in detail in Salvatteci et al. (2014b). X-ray images of the three box cores are shown in Supplementary Figure S1A. The three box cores show laminated sections and the period from ∼1830 to 2004 starts after a shift in physical properties (e.g., dry bulk density and percentage of calcite, Supplementary Figure S1). The Pisco box cores (B-6 and B-14) are located in the core of the SE Pacific OMZ (Figures 1A,C) while the Callao box core (B-13) is closer to the upper limit of the OMZ.

Benthic Foraminifera

Pre-treatment for box core subsamples for foraminifera is described in Salvatteci et al. (2012). These subsamples were treated with oxygen peroxide (30%) and sodium pyrophosphate under temperatures of 40–50°C for 5–10 minutes to disaggregate the organic matter. Residual material was later sieved through sieves of 355, 125, and 63 μm mesh size. The material retained in the 125 and 63 μm sieves was dried for about an hour at 40° C. Foraminifera were sorted and counted at the lowest taxonomical level, if possible, in the 63 – 125 μm size fraction under a stereoscopic microscope. Counts from this fraction were then integrated to the counts from the >125 μm size fraction published in Morales et al. (2006) and Gutiérrez et al. (2009). Splitting of large subsamples was performed using an Otto micro-splitter. A minimum of 300 tests was sorted in the splits. We calculated diversity indices on the raw abundance of foraminifera. The Shannon-Wiener index (H’) was calculated as an indicator of diversity; while the Pielou index (J’) was used to show how similar the abundances of the species are in a sample. Foraminiferal standing stocks were expressed in number of individuals per gram of dry sediment (#ind. g-1). Species with percentages > 0.5% in at least three samples (5% of the total number of samples) were included in subsequent statistical analyses. In addition to counts of benthic foraminifera in the box cores, counts of planktonic foraminifera from the >125 μm fraction (published in Morales et al., 2006) were used to calculate the planktonic to benthic ratio (P/B) to assess calcite preservation in the sediment. We only applied the P/B in the >125 μm fraction as planktonic foraminifera are well preserved here.

In order to understand the foraminiferal assemblages in the cores, we calibrated the living foraminiferal stocks with oxygen and sedimentary redox gradients. For this purpose, we compiled abundance data of the main calcareous benthic foraminifera off Callao and Pisco. We complemented the dataset from Cardich et al. (2015) with new samples of living calcareous foraminiferal stocks from 2012 to 2016. These samples were taken during IMARPE surveys and during the Meteor 92 cruise. We also include other studies from the upper margin of central Peru: Pérez et al. (2002) and Mallon et al. (2012) to better represent the fauna zonation of benthic foraminifera.

Geochemical Proxies

We compiled published geochemical information for B-13, B-6, and B-14 to assess the temporal variability of benthic redox conditions (trace metals), water column denitrification (δ15N) and export production (TOC and biogenic silica). The methodology and data for the geochemical (Mo and δ15N) and organic concentrations [total organic carbon (TOC), biogenic silica] for B-13 and B-6 are shown in Gutiérrez et al. (2009). Data for B-14 (TOC, biogenic silica, Mo, Re and δ15N) were published in Salvatteci et al. (2014b, 2018). Subsampling for geochemical proxies in B-13 and B-6 was done every centimeter for trace elements and every two centimeters for TOC, biogenic silica and δ15N (Gutiérrez et al., 2009). Subsampling resolution was higher for B-14 (Salvatteci et al., 2014b, 2018). In cores B-13 and B-6, TOC was determined from total carbon measurements with a Thermo Electron CNS elemental analyzer, corrected for carbonate content (Gutiérrez et al., 2009) while in B-14 it was determined by RockEval (Salvatteci et al., 2014b). δ15N in B-6 and B-13 was determined by mass spectrometry after acidification at the Department of Geosciences, University of Arizona, United States. δ15N analyses in B-14 were measured on a continuous flow gas-ratio mass spectrometer at ALYSES laboratory (Bondy, France). Trace metals’ concentrations were analyzed by ICP-MS after hot-plate acid digestion in Polytetrafluoroethylene vessels and elimination of organic matter and removal of silica using acid treatments (HF, [image: image] and [image: image]). Besides Molybdenum, Uranium concentrations were measured in B-13 and B-6 and were not published before. Rhenium was only measured in B-14. The detrital (background, usually lithogenic) and authigenic (the excess part) fractions of all three metals were estimated. Authigenic Mo is a proxy for temporal to permanent sulfidic conditions (Scholz et al., 2011). Re and U are enriched under less reducing conditions (Algeo and Tribovillard, 2009), and can be used as a proxy for anoxic, but non-sulfidic, conditions. The enrichment factor (EF) of Mo, Re, and U was calculated using background values of andesite as an adequate representation of detrital material in the Peruvian margin. Mo, Re, and U to aluminum mass ratios in andesite are: 0.25 × 10-4, 1.93 × 10-9, and 0.34 × 10-4, respectively (GEOROC database). The EFs were calculated with the formula: EFelement x = (X/Al)sample/(X/Al)andesite (Tribovillard et al., 2006). Additionally, Mo/U (for B-13 and B-6) and Re/Mo (for B-14) ratios were used as indicators of redox states.

Statistical Analyses

We performed two principal component analysis (PCA) in order to detect structure in the relationships between variables. The first PCA was performed, in both cores, on a matrix of species data with a prior Hellinger transformation (squared root of relative abundances). Foraminiferal principal components were then compared with living assemblages to reconstruct past redox conditions. The second PCA was performed on a matrix of both foraminiferal and geochemical data. This PCA was used to understand the relationship between the foraminiferal assemblages and the different proxies for environmental changes. A varimax rotation was applied to the loadings. Finally, a non-parametric r Spearman correlation was applied to both foraminiferal and geochemical data. For multiple comparisons, the probability level was corrected by dividing the probability level α (p < 0.05) by the number of tests performed (Glantz, 2002). All statistical analyses were conducted using R statistical software version 3.5.1.



RESULTS

Dissolved Oxygen Off Central Peru in 1960–2010

Water column mean DO is highly variable down to ∼125 m depth (Figure 2B). Below this depth, DO values are homogenous, more stable and always < 0.5 ml l-1. We chose data from 60, 150, and 200 m (Figures 2C–E) as they are in the depth gradient from the oxycline to the OMZ core (Figure 2B). The trend of DO values from 1960 to 2010 at 60 m water depth (Figure 2B) differed from the trends at 150 and 200 m (Figures 2C,D). At 60 m, oxygen values were usually > 1.0 ml l-1, showed high variation and amplitude, and there was not a clear trend in the time series. On the other hand, at 150 and 200 m, oxygen values were usually below 0.5 ml l-1 and presented little variation. Both 150 and 200 m time series presented a slight positive trend from 1960 to 2010 (p < 0.01). Both time series had an estimated increase of ∼0.02 ml l-1 per decade.

Benthic Foraminifera in the Box Cores (∼1835–2005 Period)

The abundance of benthic foraminifera was higher in Callao compared with Pisco, but both sites display similar temporal trends (Figure 3A). Densities of benthic foraminifera ranged from 2,504 to 73,660 ind. g-1 in B-13 and from 117 to 24,498 ind. g-1 in B-6. Four samples of B-6 were discarded from the analysis as they presented low unrealistic values (1 – 15 ind. g-1). Both records presented similar patterns until ca. 1960, with three high peaks in B-13 (1834, 1847, and 1861) and two peaks in B-6 (1843 and 1856) and an increasing trend during the 20th century to reach the maximum abundance in ca. 1950. In the last decades of the records, densities in B-6 decreased, whereas densities increased in B-13 until 1990.
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FIGURE 3. Records of foraminifera in in Callao (B-13, black circles) and Pisco (B-6, white circles) box cores: (A) Total densities; (B) P/B ratio and (C–M) relative abundances (%) of main benthic foraminiferal species.



The diversity indices and the P/B ratio presented temporal and spatial changes (Table 1). A total of 68 species was identified in both records and a higher species richness was observed in Callao than in Pisco (Table 1). The species richness in B-13 (Callao) ranged from 14 to 35 species, while in B-6 (Pisco) it ranged from 5 to 21. The lowest diversity was found between ca. 1865 and ca. 1885 in B-13 (Table 1). The diversity then increased from 1910 to 2004 in B-13. The number of species did not change downcore in B-6. Species diversity (HS) ranged from 1.3 to 2.1 in B-13 and from 0.3 to 1.9 in B-6. In both records, the Pielou’s evenness index (J’) increased from ca. 1835 to ca. 1870, then decreased until 1950 – 1960. In the last period, HS and J’ increased again in B-6 and remained homogenous in B-13. Finally, P/B ratio values were higher in B-13 than in B-6 from the beginning of the records to ca. 1910 (Figure 3B), while from 1910 to 2004, the P/B was similar in both records. After a rise in both records from 1920 to 1945, the values rapidly decreased and remained low in B-6, while those in B-13 did it a decade later.

TABLE 1. Diversity indices of benthic foraminifera for box cores B-13 and B-6.
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Temporal changes in the relative abundance of benthic foraminifera can help to determine the state of sediment redox conditions given that each species have a preferred habitat. The foraminiferal fauna in both records was greatly dominated by Bolivina seminuda and Buliminella tenuata (>50% of total abundance, Figures 3C,D). Both species presented a decadal to multidecadal negative co-variation (B-13: Spearman’s ρ = -0.79, p < 0.001; B-6: Spearman’s ρ = -0.93, p < 0.001), especially after ca. 1875 A.D. (Figure 3C). Bolivina costata (Figure 3E) and Nonionella auris (Figure 3F) presented high densities between ca. 1820 and ca. 1865 in B-13, but were not abundant in B-6. Bolivina pacifica showed an increasing trend from ca. 1865 to ca. 1960 in both records (Figure 3H). Other species presented different patterns between records (Figures 3I–M). The relative abundance of Suggrunda eckisi and Bolivina plicata was higher in the XX century compared with the XIX century. Buliminella elegantissima showed high relative abundances in some time periods in both records (Figure 3I). Finally, the presence of Virgulinella fragilis was rare and low abundances were recorded only in the last 40 years of the records (Figure 3G).

The mean spatial distribution of living benthic foraminifera in sediments between 45 and 300 m depth is shown in Figure 4A. The selected species presented a gradual zonation across the upper margin: some species were more abundant near the coast (B. costata and N. auris), some in the outer shelf (B. tenuata, B. elegantissima, and Epistominella sp.), and others thriving in the upper slope (B. seminuda, B. pacifica, and others).
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FIGURE 4. Interpretation of benthic foraminiferal assemblages. (A) Distribution of living species in central Peru from several databases: Callao and Pisco upper margin for the 2009 – 2011 period (Cardich et al., 2015) and for the 2012 – 2017 period (Benthos Lab of IMARPE); Callao and Huacho upper margin (M77-2 cruise, 2008; Mallon et al., 2012); Callao upper slope (Panorama Leg3a cruise, 1997; Pérez et al., 2002) and (M92-2 cruise, 2013; Cardich et al., un published). Width of bars indicate mean relative abundance for each species. (B,C) Loadings of principal component 1 (black bars) and principal component 2 (red bars) for B-13 (Callao) and B-6 (Pisco). Opposite values of B-6’s PC2 scores are shown to maintain coherence in the axes.



The PCA results, based on the different species of benthic foraminifera, indicate that most of the variance of the data set can be explained by two principal components (Figures 4B,C). In Callao (B-13) and Pisco (B-6), 56.9 and 66.8% of the total variance of the downcore records was explained by two principal components. The PC1 in both B-13 (36.8%) and in B-6 (58.8%) was explained mainly by Bolivina seminuda and Buliminella tenuata (Figures 4B,C). PC1 resembles the negative covariation between B. seminuda and B. tenuata as observed in Figures 3B,C. In B-13, Epistominella sp. also contributed to PC1 (loading factor = 0.45; Figure 4B). PC2 in B-13 (20.1%) and in B-6 (8%) reflected the contrast of B. pacifica to different assemblages of species (Figures 4B,C). For B-13, B. pacifica and B. tenuata showed opposite loadings in comparison to B. costata. For B-6, loadings of B. pacifica were opposed to those of B. elegantissima and Epistominella sp. These observations are in agreement with the relative position of the sediment cores and the zonation in the recent samples (Figure 4A). In B-6, B. costata is absent given that it is a coastal species, while B. elegantissima and Epistominella sp. are present as they thrive in the shelf.

Principal Components of Geochemical and Biogenic Proxies in the Box Cores (∼1835–2005 Period)

The results of the Varimax rotated PCA using geochemical and foraminifera-based proxies in both B-13 and B-6 are shown in Figure 5. Values for TOC, Si, δ15N, Mo EF, and Mo/U were used along the selected species in Figure 4 and the P/B ratio. In B-13 (Figure 5A), TOC and B. pacifica were opposed to Mo/U, Mo EF, Si, B. costata and N. auris (Varimax rotated PC1 – RC1). On the other axis, B. tenuata was contrasted to B. seminuda and the foraminiferal assemblage of deep sites (Varimax rotated PC2 – RC2). A similar pattern is observed in B-6, but with an inversion of the components: B. seminuda was contrasted to B. tenuata and other outer shelf species (RC1); while Mo/U, Mo EF, and Si were distributed in an opposite direction of B. pacifica (RC2). Additionally, TOC was distributed closer to δ15N in Pisco (B-6) than in Callao (B-13).
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FIGURE 5. Principal component analysis based on both geochemical and foraminiferal matrices for B-13 (A) (Callao; left) and B-6 (B) (Pisco; right). Geochemical proxies are: Total organic carbon (TOC), δ15N, biogenic silica (Si), Mo/U, Mo enrichment factor (Mo EF). Foraminiferal proxies are the same benthic species in Figure 4, plus the planktonic to benthic ratio (P/B).





DISCUSSION

Understanding the Benthic Foraminiferal Assemblages in the Cores

The new observations of living foraminiferal assemblages in addition to the findings in Cardich et al. (2015) helped to determine the temporal changes in sedimentary redox conditions. The distribution of the main species across the upper margin of the central Peru region presented a bathymetrical zonation responding to gradients of OM quality and sulfide concentration. A first group of coastal species (B. costata and N. auris) is more abundant toward the inner shelf (Figure 4A), where sediments are typically sulfidic and rich in fresh phytodetritus (Cardich et al., 2015) but are also exposed to interannual oxygenation events (Gutiérrez et al., 2008). A second group (Buliminella tenuata, B. elegantissima, and Epistominella sp.) is present across the margin, but concentrates in the outer shelf, which is less exposed to oxygenation events, but typically presents sediments with less labile OM, low sulfide tenors and Thioploca spp. mats. In third place, there is a group of species more abundant in the upper slope where the low oxygen values are not affected by high frequency temporal variability (OMZ core). In this area, the bottom waters are suboxic (dissolved nitrate is present and nitrite is high, Sommer et al., 2016) and the sediments are postoxic (anoxic, non-sulfidic) and rich in preserved OM (Dale et al., 2015). Within this last group, Bolivina seminuda shows a steep growing dominance from the inner shelf toward the upper slope, along the increase of nitrate and nitrite in the overlying waters. This pattern is consistent with the nitrate or nitrite respiration of B. seminuda (Piña-Ochoa et al., 2010; Glock et al., 2019). Bolivina pacifica is in general less abundant and follows B. seminuda’s distribution, but is absent in the inner shelf sulfidic sediments. Finally, B. plicata, Cancris spp. and P. subperuviana are only present in the upper slope.

Based on the observations from the foraminiferal ecological zonation (Cardich et al., 2015), the species composing the first two principal components of both B-13 and B-6 are part of the main living assemblages of the reduced shelf sediments off Callao and Pisco (Figure 4). Moreover, the foraminiferal PCs are in closely agreement with the faunal zonation. This assures the use of the PCs as proxies for biogeochemical gradients (e.g., redox) in our cores. Given that the variance of the PCs can be explained by no more than two or three dominant species (Figures 4B,C), we use these species ratios in the sediment cores to reconstruct the redox conditions. The use of ratios simplifies this interpretation of the PCs which is in agreement with the abiotic – biotic relationships (Figure 5). Thus, PC1 is expressed as the B. tenuata to (B. tenuata + B. seminuda) ratio [Bt/(Bt+Bs)] for both box cores. On the other hand, PC2 can be expressed as the Psp to (Aspx + Psp) ratio, Asp representing the anoxia assemblages: B. costata for the inner shelf (B-13) and Bu. elegantissima and Epistominella sp. for the outer shelf (B-6); and Psp representing the postoxia species B. pacifica. We did not use B. tenuata in the Psp/(Aspx + Psp) because this species was already present in the first ratio (Figure 4).

Principal component analysis results on geochemical and foraminiferal data (Figure 5) and Spearman correlations (Table 2) in the box cores confirm the above ecological interpretation. Moreover, there is a clear relationship between the different foraminiferal assemblages with reducing conditions in RC2 of both box cores (Figures 5A,B). This indicates that the sedimentary geochemical zonation in the margin is consistent and that more reducing conditions (e.g., sulfidic) are typically found near the coast. From the faunal distribution (Figure 4A) and the PCA results (Figure 5), an association between B. tenuata and mild reducing conditions is detected.

TABLE 2. Spearman correlation matrix for biogenic and geochemical proxies from B-13 and B-06.
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The co-variation of B. tenuata and B. seminuda may be associated with the water column denitrification (WCD). When comparing the B. tenuata to (B. tenuata + B. seminuda) ratio in B-13 and B-6 (Figures 6E,L) to the δ15N records (Figures 6B,I), a slight co-variation between the dominance of B. tenuata (B. seminuda) and stronger (weaker) WCD is noticed. This connection might be explained by changes in local export production to the sediments. A greater organic input is translated in prevailing anoxic sediments with no nitrate, low sulfide tenors and more labile OM. The thriving of B. tenuata is evident in this type of condition, which is typical of outer shelf sediments (Figure 4A; Cardich et al., 2015). On the other hand, postoxic sediments with preserved OM and available dissolved nitrate are found under lower organic input. B. seminuda and associated species thriving in the upper slope appear to be associated with availability of dissolved nitrate in the bottom waters (Glock et al., 2019; Cardich et al., unpublished results). The association of B. tenuata with δ15N exists in B-13 (Figure 5A) but not in B-6 (Figure 5B), giving more evidence that the intensity of WCD over the shelf and its effect on reducing conditions is mediated by local export production.
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FIGURE 6. Trends of geochemical and foraminiferal proxies in Callao (left panel) and Pisco (right panel) along to ENSO index (EN 1+2; A,H): δ15N anomalies (B,I), as a proxy of water-column denitrification; Mo EF (C,J) as proxy of intensity of anoxia; Mo/U ratio (D,K) as proxy of suboxic (low values) vs. sulfidic (high values) conditions; Bt/(Bt+Bs) index (E,L); Asp/(Asp+Psp) index (F,M); and PC scores from Figure 5 as indicators of redox conditions [RC1 of B-13 (G) and RC2 of B-6 (N)].



On the other hand, the ratio of shelf versus slope species is associated with redox extremes and environmental stability. Thus, lower (higher) values of the Psp/(Psp + Asp) ratio for Callao indicates sulfidic (mild postoxic) sediments with high labile (preserved) OM. Lower (higher) values also indicate exposition to coastal oxygenation events (stable bottom water suboxia). Likewise, lower (higher) values of the Psp/(Psp + Asp) for Pisco indicates light sulfidic (postoxic) sediments with labile (preserved) OM and less (more) stable conditions. These local disparities are a product of the bathymetric difference between the study sites. B-13 (180 m, outer shelf) is more exposed to coastal oxygenation processes than B-6 (300 m, upper slope), reflecting a biogeochemical gradient for coastal species. Meanwhile B-6 is more prone to register changes in the OMZ core of central Peru.

(Multi)Decadal Sedimentary Patterns and Response to Climatic Variability

From the patterns of geochemical proxies along the records (Gutiérrez et al., 2009; Salvatteci et al., 2014b; Supplementary Figure S2), we differentiated three distinct time periods after ca. 1835:

(i) From ca. 1835 to ca. 1875, with high export productivity (large peaks of biogenic silica), intense water column denitrification (high values of δ15N) and sulfidic sediments (high Mo EF and low Mo/U values);

(ii) From ca. 1875 to ca. 1960, with increasing export productivity, a decreasing trend of water column denitrification and a relaxation of reducing sedimentary conditions; and

(iii) From ca. 1960 to ca. 2005, the increasing trend of export productivity continues, but with local differences of reducing sedimentary conditions and water column denitrification.

Benthic foraminiferal ratios (Figures 6E,F) and rotated principal components (Figures 6G,N) for B-13 and B-6 also indicated the variability of redox and OM quality. The first time period (ca. 1835 to ca. 1875) showed a dominance of anoxia-tolerant foraminiferal assemblages inhabiting reduced sediments off Callao and Pisco, which evolved to sulfidic conditions off Callao. Average reducing conditions off Pisco (B-6) in the first period were as intense as in Callao (B-13), however, strong sulfidic conditions are observed in B-14. This suggests that the cause of reducing sediments come from the neritic water column (i.e., local productivity). The presence of diatom bands in B-13 and B-14 in this period (not visible in B-6 because of a hiatus; Salvatteci et al., 2014a) and peaks of biogenic silica content indicate that massive algal blooms were frequent. Algal blooms in this period might be enhanced by a prevailing water column stratification, inferred from the warm sea surface temperatures (Gutiérrez et al., 2011) and weak surface winds (Briceño Zuluaga et al., 2016). The second time period was represented by a (multi)decadal oscillation of the WCD and organic input (co-variation of B. seminuda and B. tenuata) and a sustained relaxation of reducing conditions to non-sulfidic sediments off Callao and Pisco (Figure 6). Weakening of sulfidic conditions (settling of postoxic sediments) continues during the last time period. However, the WCD off Pisco shows a strong weakening trend. Being situated in the shelf, the Callao site (B-13) is influenced mainly by coastal productivity fluctuations and the Pisco site (B-6) is more exposed to the oceanic variability. This implies that the variations of water column δ15N is affected by both local and regional processes. Thus, WCD multidecadal changes off Pisco can be attributed to variations of the OMZ intensity, since this signature is more marked off Pisco than it is off Callao. From the latter, we can attribute the variability of the OMZ off Pisco to the variability in subsurface circulation.

We interpret the OMZ weakening (from ca. 1875 to 2004) as a result of ventilation arriving either from the equator or from the south, or as an interplay of both sources. Equatorial oceanic circulation linked to the Peruvian upwelling system is complex. The EUC fuels the PCUC with relatively oxygen-richer waters in comparison to the primary and secondary Southern Subsurface Countercurrents (p and s in Figure 1C; Montes et al., 2014). A major and sustained contribution of the EUC to the PCUC would ventilate the Peruvian OMZ. However, ultimately “the water mass properties within the PCUC core result from a delicate balance between different sources in terms of oxygen” (Montes et al., 2014). Overall, the oxygen supply is low to the PCUC, but it contributes to the ventilation of the OMZ (Karstensen et al., 2008). An intensification of the EUC took place since 1900 according to a SODAS reanalysis in the central Equatorial Pacific (Figure 7A; Drenkard and Karnauskas, 2014). The velocity of the EUC increased in 16 – 47% per century since the half of the 19th century (Drenkard and Karnauskas, 2014). Nevertheless, a reconstruction of the variability of the Tsuchiya Jets in the same time period is needed. It is known that the PCUC is the main nutrient source for the coastal upwelling off Peru and northern Chile, favoring primary productivity and subsequent export production. As the latter processes presented an enhancement since ca. 1900 (Gutiérrez et al., 2011; Salvatteci et al., 2018), dissolved oxygen arriving in the PCUC might have been rapidly consumed. The equatorward subsurface current CPDCC may be another source of ventilation. At about 500 m depth (Chaigneau et al., 2013), the CPDCC transports relatively fresh and cold Antartic Intermediate Water (AAIW) northward (Pietri et al., 2014). Pietri et al. (2014) suggested that deep equatorward flow off Peru may be modulated by coastal trapped waves at intraseasonal time scales, enhancing the transport of AAIW to the tropics. This suggests that Equatorial circulation might drive intermediate circulation. However, this process needs more research at (multi)decadal time scales.
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FIGURE 7. Ocean circulation indices and records for (de)oxygenation in the East Pacific upwelling systems: (A) Equatorial Undercurrent (EUC) zonal velocity (Drenkard and Karnauskas, 2014); (B) mean anomalies of δ15N in two locations off California (black dots in Figure 2B; Deutsch et al., 2014); (C) δ15N record in B-14 (gray circles, this study) and instrumental dissolved oxygen anomalies at 200 m depth off central Peru (red line, inverse axis, this study); (D) Psp/(Psp+Asp) index anomalies (this study); and (E) Mo excess content anomalies off Concepción (Srain et al., 2015).



At this point, our observations suggest that the variability of subsurface oxygenation over the Peruvian margin at (multi)decadal to centennial scales might be a result of an interplay of subsurface ventilation and local productivity. The PCA performed on the geochemical and foraminiferal data (Figure 5) showed a close association between the proxies of anoxia (Mo EF and Mo/U) and Si contents. This correlation is stronger in B-13 (outer shelf), indicating that local siliceous productivity drives the bottom oxygenation variability. Besides, IMARPE instrumental data shows evidence of a slightly subsurface oxygenation at 200 m depth since 1960 (Figure 2; red lines in Figure 7C). In the same time period, a positive trend in chlorophyll-a contents has been reported within 100 km off the coast (13.5 – 14.5°S) (Gutiérrez et al., 2011). Oxygenation might have been more intense at intermediate waters, which could explain the reduction of the OMZ strength.

We compared our records with the main regional climatic indices to assess their influence on the OMZ variability. In that way, we used the Interdecadal Pacific Oscillation (IPO; Henley et al., 2015), the ENSO 1+2 index and the core velocity of the EUC from the SODA reanalysis (Drenkard and Karnauskas, 2014). The IPO integrates sea surface temperature anomalies of the Pacific Ocean with weak trade winds during its warm (positive) phase and strong trade winds during its cool (negative) phase. The IPO resembles a multidecadal “El Niño-like” pattern of climate variability (Henley et al., 2015). The ENSO 1+2 index is used to show how ocean-atmospheric circulation in the northern part of the Peruvian upwelling system impacts the study area. The velocity of the EUC is also shown as a possible consequent ventilation process driven by both IPO and ENSO 1+2 indices.

Deutsch et al. (2011) and Ito and Deutsch (2013) related the (multi)decadal variability of the Tropical Pacific OMZ to the natural variation of biogeochemical and physical processes. The authors explained that the suboxic zone of this region expands during La Niña events or during the cold phase of the Pacific Decadal Oscillation (PDO) by means of a shallower thermocline that promotes nutrient supply to the surface, a higher organic flux to the seafloor and an elevated respiration. The opposite occurs during EN events or the warm phase of PDO. These environmental changes might be associated with the δ15N records and the foraminiferal ratios [Bt/(Bt+Bs)] off Callao and Pisco in some degree. However, because of the difference in resolution between the climate indices and the proxies in the box cores, possible correlations might be masked. We suggest that additional time series analysis, such as cross-correlations, is needed to better infer cause-effect relationships at a finer scale.

As discussed above (see Understanding the Benthic Foraminiferal Assemblages in the Cores), a possible indirect link between the co-variation of B. tenuata and B. seminuda and WCD exists. An intensified WCD/OMZ over the margin during periods of frequent and strong LN events is associated with a high input of silica to the sediments. On the other hand, when strong EN events are frequent, the OMZ is deepened, WCD decreases, dissolved nitrate is more available in the bottom water and the upper margin sediments have less labile organic carbon. These oceanographical changes and their impact in the sedimentary geochemistry determine the dominance of either B. tenuata or B. seminuda. This suggests that there might be a link between species dominance and ENSO and IPO, possibly mediated by changes in the exported organic carbon and/or in oxygenation/denitrification.

Regional Trend of Oxygenation in the Eastern Pacific

Records of oxygenation/redox-proxies from other East Pacific upwelling zones are included in Figure 7: California (NE Pacific; Deutsch et al., 2014) and Concepción (SE Pacific; Srain et al., 2015). The weakening trend of the OMZ from a multidecadal to centennial scale is a feature present in both the NE Pacific and the SE Pacific (Figures 7B–E). Deutsch et al. (2014) conclude that the main factor controlling OMZ intensity in the NE Pacific is Walker Circulation through variation in thermocline depth as a natural variability not related to global warming. These records show a recent OMZ expansion since the mid-1990s (Figure 7B) because of the strengthening of the Walker Circulation (England et al., 2014). Deutsch et al. (2014) also suggest that when a new declining trend of trade winds settle, the NE Pacific OMZ will contract again. The reactivation of the OMZ expansion in the last decade is apparent off Concepción, Chile (Figure 7E), but not that evident as it is in California (Figure 7B). The sediments in Concepción shelf display a more reducing condition after 2000 (Srain et al., 2015). Despite the Concepción site being more representative of the variations of the oxycline and local productivity because of its location (∼100 m depth), it shows the general picture of the regional OMZ variations. The OMZ off Peru (based on the Pisco records), during the last decades, does not present the same pattern as Concepción and California given that suboxic waters are maintained in the core of the OMZ (Figures 7C,D).

The slight oxygenation trend near the equator (central Peru) as observed in the oxygen data and the paleo data (Figures 7C,D), and the OMZ expansion in the subtropics during the last 10 – 15 years appear to be regulated in some degree by EUC intensification. Subsurface equatorial source waters of the EUC are oxygen-rich for Peru but simultaneously result in oxygen-poor for higher latitudes (24.2 – 33.5°S, California and 36°S, Concepción). However, a shoaling trend of the oxycline off central Peru during the last decades has been determined indicating a vertical OMZ expansion (Bertrand et al., 2011; Espinoza-Morriberón, 2018). An alternate explanation for our results is deeper ventilation over the margin driven by intermediate circulation (e.g., CPDCC) occurring at the same as oxycline shoaling. The expansion of the volume of hypoxic waters off California during the last decades (since 1960s; Bograd et al., 2008) has been associated with changes in the source of water masses (EUC and northern subtropics) which affected ventilation in the basin (Bograd et al., 2015). This scenario might be the same at high subtropical latitudes in the SE Pacific. It must be noticed also that the Concepción record is shallower and might show a signal of local processes. Other coastal records from Callao (68 m, unpublished) and from Chile [100 m deep, Mejillones Bay (23°S); Díaz-Ochoa et al., 2011] exhibit a strong trend toward reducing conditions in the last decades. These results indicate that the progressive local productivity increase (among other factors) controls coastal hypoxia.



CONCLUSION

We show evidence for a subtle oxygenation trend from 1960 to 2010 in the core of the OMZ off central Peru. This trend is part of the OMZ variability at (multi)decadal to centennial time scales since the second half of the 19th century evidenced by a multiproxy approach. Near the coast, an intensification of the subsurface deoxygenation during the mid-nineteenth century resulted from the interplay of local and regional factors. Decadal to multidecadal variability of redox conditions might be controlled by local productivity changes affecting the OMZ intensity. At a larger scale, subsurface ventilation through the EUC and/or CPDCC is the ultimate factor controlling OMZ variability at multidecadal to centennial scale off Peru and probably in the Tropical South Eastern Pacific region. To be fully understood, the mechanisms behind the subsurface (de)oxygenation trends in Eastern Boundary Upwelling Ecosystems during past periods need the use of subsurface circulation proxies together with earth models at regional scale in addition to geochemical/biogenic proxies.
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As a result of anthropogenic activities, it has been predicted that the ocean will be challenged with rising temperature, increased stratification, ocean acidification, stronger more frequent tropical storms, and oxygen depletion. In the tropical Pacific off central Mexico all these phenomena are already occurring naturally, providing a laboratory from which to explore ocean biogeochemical dynamics that are predicted under future anthropogenic forcing conditions. Here, seasonally anomalous surface tropical waters were detected as a result of the developing “Godzilla El Niño 2015–2016.” The incursion of this oxygenated water modified the local structure of an intense and shallow oxygen minimum zone (OMZ), partially eroding and intensifying the oxycline while having an associated impact on the carbon maximum zone. The core of the OMZ (<4.4 μmol kg–1) was centered around 474 m, with a variant upper level between 50 and 360 m depth. Below the dominance of Tropical Surface Waters, the thickness of the oxycline varied between 10 and 325 m, with intensity values up to 11 μmol kg–1 m–1. The change in dissolved inorganic carbon (DIC) and apparent oxygen utilization yielded a molar ratio of δDIC = 0.98 × δAOU during June 2015 and of δDIC = 1.08 × δAOU for March 2016. A further decrease in the average content of DIC was observed in the carbon maximum zone for 2016. Traditionally, different explanations have been proposed to account for changing oxygen concentrations in the ocean rather than considering the interactions between multiple forcing factors. Our results highlight the significance of an episodic event like El Niño in the distribution and concentration of O2 and DIC and as a plausible mechanism of ventilation and increased oxygen availability in the upper OMZ of the tropical Pacific off central Mexico.

Keywords: oxygen minimum zones, dissolved inorganic carbon, El Niño 2015–2016, oxycline, eastern tropical North Pacific


INTRODUCTION

Knowledge of the main hydrographic features of the northeastern tropical Pacific Ocean, spanning from the Gulf of California entrance to Panama, have been summarized by Fiedler and Talley (2006). The principal characteristics in the surface are: a warm low-salinity poleward flowing Tropical Surface Water (TSW) over a strong and shallow pycnocline, and a cool, low-salinity eastern boundary current water flowing from the north. In the subsurface, a pronounced oxygen minimum layer flows into the region, as a warm high salinity subtropical water, subducted into the thermocline primarily in the southern Subtropical Convergence (Fiedler and Talley, 2006). Afterward, this broad review is refined at a sub-basin scale by Portela et al. (2016). Focusing their analysis on the tropical Pacific off central Mexico (TPCM), the authors describe the seasonality of the water masses and the current pattern in the regional circulation scheme.

The TPCM forms part of the northern limit of one of the most extensive and intense (O2 < 20 μmol kg–1) oxygen minimum zone (OMZ) in the world (Paulmier and Ruiz-Pino, 2009; Stramma et al., 2010; Cepeda-Morales et al., 2013). Multiple studies have highlighted the role of OMZs in the biogeochemical cycles of nitrogen and sulfur (Canfield et al., 2010; Kalvelage et al., 2013), in the distribution and boundaries of pelagic ecosystems (Wishner et al., 2013; Davies et al., 2015), and as important reservoirs of inorganic carbon (Paulmier et al., 2011; Franco et al., 2014). Given increased atmospheric CO2 and thermal stratification in the ocean, OMZs have intensified and expanded (Stramma et al., 2008; Rabalais et al., 2010). Explore these zones provides a window through which to study and to understand the potential future conditions of our oceans, as well as their respective role in the climate system (Keeling and Garcia, 2002).

Our study area extends from 25.5°N in the Gulf of California, off the coasts of Baja California Sur and Sinaloa, to 18°N in front of the coasts of Nayarit and Jalisco, between 105.5 and 110°W (Figure 1). This is an oceanographically complex area in which hydrographic conditions depend on the interactions between the surrounding water masses (Portela et al., 2016), the intensity of seasonal and interannual variability (Kurczyn et al., 2012, 2013), and the prevailing mesoscale physical processes (Lavín et al., 2006; Godínez et al., 2010).
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FIGURE 1. Hydrographic transects in the studied region over the bathymetric map. (A) June 3–16, 2015, (B) March 2–8, 2016. Black crosses depict stations with water sampling for chemical analysis, while red dots indicate only hydrographic stations. Latitudinal transect 1 appears as a white line.



In the northern region of the study area, circulation is dominated by both the entry of Transitional Water (TW) along Sinaloa and the exit of Gulf of California Water (GCW) down the peninsular side of the Gulf (Figure 1; Castro and Durazo, 2000; Kurczyn et al., 2012; Lavín et al., 2013; Portela et al., 2016). The dynamics of this area are strongly modulated by the presence of cyclonic and anticyclonic eddies (Castro et al., 2006; Lavín et al., 2009, 2013; Kurczyn et al., 2012; Collins et al., 2015), which significantly influence primary production and the distribution of the zooplankton [i.e., larval fish and squid paralarvae (Apango-Figueroa et al., 2015; Sánchez-Velasco et al., 2016)].

Off the coasts of Nayarit and Jalisco in the southern region, the water column is highly stratified and TSW dominates from the surface to 70 m depth (Franco et al., 2014). TSW is transported northward by the Mexican Coastal Current (MCC) primarily during summer and autumn, traveling over the continental platform (Gómez-Valdivia et al., 2015) while interacting and mixing with TW, GCW, and California Current Water (CCW). Due to the presence of cyclonic eddies near the tip of the Baja California peninsula, CCW is advected to the east (Lavín et al., 2009). In summary, the TPCM receives GCW in the surface layer during spring and TSW during summer and autumn (Portela et al., 2016).

The coastal oxycline is generally shallow, between 50 and 100 m depth (Fernández-Álamo and Färber-Lorda, 2006; Cepeda-Morales et al., 2009, 2013), as is the carbocline (Franco et al., 2014). These waters enriched with dissolved inorganic carbon (DIC) and low dissolved oxygen (DO) are associated with Subtropical Subsurface Water (StSsW), which dominates zonally and meridionally below the waters previously mentioned. The depth of the oxycline, along with upwelling events and cyclonic eddy pumping, can have a significant influence on the partial pressure of CO2 (pCO2) and important consequences for the estimation of ocean-atmosphere CO2 fluxes.

The overall objective of this paper is to understand the main processes that are affecting the measured distribution of DIC and DO in the upper part of the OMZ in the TPCM. Observations were performed during two contrasting temporal (seasonal) and spatial distribution on the OMZ, and during the development of an El Niño event, providing a wide range of oceanographic conditions to explore the mechanism that controls the OMZ dynamics. We started with the assumption that the distribution of DIC (determined for the first time in this region) and DO will be strongly correlated with the seasonal distribution of the different water masses (Kurczyn et al., 2012, 2013; Portela et al., 2016), each one with a particular chemical composition upon its origin and history. Our emphasis on the present study is about the repercussions of the “Godzilla El Niño 2015–2016” event on the structure of the OMZ in the TPCM, and how these oceanographic processes may concomitantly affect the distribution of the Carbon Maximum Zone (CMZ; Paulmier et al., 2011). The structure of the paper is as follows. In section “Data and Methods” we describe the sample collection methodology, measurements technics and the data analysis performed. In section “Results” we analyze the water masses distribution and their DIC and DO content, followed by a description of the vertical distribution oceanographic variables along a latitudinal transect. In section “Discussion” we discuss our observations differentiating the processes into oceanographic regions. Finally, in section “Conclusion” we summarize our findings and conclusions.



DATA AND METHODS


Data Collection and Analysis

Two oceanographic cruises were carried out aboard the R/V “Alpha Helix” (CICESE). Hydrographic data were collected with an SBE-911 plus CTD and water samples were collected at different depths (typically from the surface to 200 m) using a rosette arranged with 12-L Niskin bottles. From a total of 83 hydrographic stations, 29 stations were analyzed for June 2015 to determine DIC, pH, and total alkalinity (TA), while 24 of 48 stations were analyzed for March 2016 (Figure 1). The samples of DIC and pH analysis were taken and preserved according to the protocols specified in the best practices manual SOP 1 (Dickson et al., 2007).

Dissolved inorganic carbon measurements were carried out in laboratory conditions using a CO2 (CO2/H2O LI-7000, LICOR) infrared gas analyzer. The analyzer was linked to a semiautomatic dispenser system. The sample was dosified with a Kloehn syringe and acidified with phosphoric acid at 8.5%. Due to this acidification, the DIC present in the sample was taken to a gaseous state. CO2 was then subsequently transferred to the infrared analyzer using N2 as a carrier and its absorbency value was quantified. To convert the absorbance values, samples were calibrated with a certified DIC standard provided by the laboratory of Dr. Andrew Dickson of Scripps Institution of Oceanography (Dickson et al., 2003). The precision obtained with this methodology was ± 2 μmol kg–1 with a measurement error of ±0.2%.

In this work, spectrophotometric measurements of pH in total proton scale (pHT) were implemented following the methodology established by Clayton and Byrne (1993) and the modifications made by Liu et al. (2011). The proton concentration in the total ion concentration scale was measured using 10 mM meta-Cresol purple (mCP) following the recommendations described in the best practices manual SOP 6b (Dickson et al., 2007). The absorbance measurements were carried out using a spectrophotometer (USB 4000, Ocean Optics) linked to a tungsten lamp (HL-2000, Ocean Optics). The temperature of the samples was controlled at 25 ± 0.2°C. A Tris pH standard from the laboratory of Dr. Andrew Dickson of Scripps Institution of Oceanography was used as quality control. A correction was applied for the absorbance of impurities present in mCP (Douglas and Byrne, 2017); specifically, a correction factor of434Aimp of 8.527 × 10–3 for a final mCP concentration in sample of 1.7 μM. Finally the pHT is converted to in situ conditions using the software CO2sys_v2.2.xls (Lewis and Wallace, 1998) The obtained precision was ±0.005 pH units with an accuracy of ±0.002 and a measurement error of ±0.023%.

A SBE43 type oxygen electrode (with a precision 4.46 μmol kg–1and a resolution of 0.446 μmol kg–1) was attached to the CTD and calibrated at Seabird in December 2011. Routine cleaning of the oxygen electrode was performed during the cruises. The sensor was rinsed with a 0.1% solution of Triton X-100 after every cast, followed by a flush of 500 ppm solution of bleach and finally rinsed with fresh water. The sensor was kept from direct sunlight and humidified. The oxygen electrode data were not compared with chemical oxygen determinations since the electrode was factory calibrated prior to cruises. Similar (O2) measurement values in the core of the StSsW for both winter and spring reflects a good performance of the DO sensor during both cruises (Table 2).

TABLE 1. Water mass limits in the Tropical Pacific in front of Mexico.
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TABLE 2. Physical and chemical characteristics of the water masses in the Tropical Pacific in front of Mexico.
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From these oxygen data, apparent oxygen utilization (AOU) was calculated. AOU is defined as the saturated DO concentration, estimated from temperature and salinity (Garcia and Gordon, 1992), minus the observed DO concentration. It has to be seen as an estimation of the amount of oxygen consumed since seawater was last under the air-sea equilibrium.

The international equation of the state of seawater (TEOS-10) allows to consistently evaluate all thermodynamic properties of pure water, ice, seawater and humid air. At the same time, variations in the composition of seawater around the world are accounted for; this spatial variation in its composition causes density differences that are equivalent to ten times the precision of practical salinity (SP) measurements made at sea (McDougall and Barker, 2017). The absolute salinity (SA) and the conservative temperature (Θ) are included in this new system of equations and should be used in the scientific literature replacing the use of potential temperature and practical salinity (IOC et al., 2010). The SA has units of grams per kilogram, and has a non-trivial effect on the horizontal density gradients, affecting all the variables derived from it. On the other hand, the conservative temperature Θ represents more accurately the heat content per unit mass of seawater. In this paper, we apply this recommendation and use these variables following the criteria defined by Portela et al. (2016) (see Table 1) to identify the water masses present during the different sampling periods. TW is the result of the mixing and interaction of the water masses present in this Table (Figure 3). As Pacific Intermediate Water (PIW) is found at depths much greater than 400 m, it was not included in the present analysis. The calculations of Θ and SA were carried out using the Thermodynamic Equation of Seawater 2010 (TEOS-10; IOC et al., 2010) included in the Ocean Data View program V4.7.81. The calculations of mixed layer depth were carried out using the methodology described by Kara et al. (2000) and a criterion of 0.2°C in ΔΘ for the equation of state was used to find the density variation (Δσt). The stratification parameter was calculated following Simpson (1981). It represents the amount of work per volume (J⋅m–3) needed to mix the water column up to a particular depth (300 m for this study).
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FIGURE 2. Conservative temperature (Θ,°C) and absolute salinity (SA, g/kg) diagram. Top figures, June 2015; bottom figures, March 2016. In color: (A,B) latitude in °N, (C,D) seasonal climatology was taken from World Ocean Atlas 2009, (E,F) dissolved inorganic carbon (DIC). The acronyms utilized are Gulf of California Water (GCW), California Current Water (CCW), Transitional Water (TW), Tropical Surface Water (TSW), Subtropical Subsuperficial Water (StSsW), and Pacific Intermediate Water (PIW). Water masses were classified according to Portela et al. (2016).
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FIGURE 3. Vertical distribution of conservative temperature (Θ,°C) and absolute salinity (SA, g/kg) over transect 1 (see Figure 1). Respectively, (A,B) correspond to June 2015 and (C,D) to March 2016. Isohaline limits for Tropical Surface Water and Californian Current Water (<34.6 g/kg) and Gulf of California Water (>35.1 g/kg) appear in white.



In order to contrast the vertical distribution of oceanographic variables observed in each cruise, seasonal average profiles were extracted from the World Ocean Atlas 2009 (WOA09), specifically for spring and winter corresponding to June 2015 and March 2016 cruises, respectively. Also, to evaluate spatial variability in the study zone, the daily composition of the mean sea level anomaly (MSLA) from Aviso2, sea surface temperature from GHRSST3, and satellite chlorophyll (Chlasat) distributed by Copernicus platform4 were obtained.




RESULTS


Water Masses

Five water masses were detected in the first 400 m during the June 2015 cruise. TSW was observed in front of Cabo Corrientes, between 18 and 21.5°N (blue colors in Figure 2A). The water column exhibited a strong thermal stratification in this zone. Conversely, GCW was observed from the surface to 176 m and confined within the entrance to the gulf at latitudes greater than 24°N (Table 2). In addition, the presence of the Tropical Branch of Californian Current was detected in five oceanic stations between 34 and 53 m depth near the tip of the peninsula (23.5°N). However, due to the previously defined objectives of the cruise, samples were not taken for this water mass and its DIC and pH content were unable to be characterized (Table 2). The water column is oftentimes unstable in this region and water column profiles in the T-S diagram (Figure 2) exhibit abrupt changes in salinity over a few meters. This pattern is typically associated with the presence of eddies that modify and disturb the vertical structure of the ocean. The presence of TW was detected in latitudes greater than 22°N where TSW loses its surface influence, as well as in the northern region within the Gulf of California up to 25.5°N. Toward the interior of the ocean, StSsW was present across all latitudes between 45 and 520 m depth (Figure 2A and Table 2).

The March 2016 cruise was comprised of fewer sampling stations (48 compared to 83 during 2015), with the notable absence of a cross gulf transect within the Gulf of California and another oceanic northwest-southeast section. However, the cruise comprised nearly the same latitudinal coverage as the previous year (Figure 1). GCW was only registered in four northern stations between 24 and 26°N and between 40 and 110 m depth. TSW was registered from 18–22°N, showing a relatively greater spatial coverage than during June 2015, although 30 m shallower (Table 2). In addition, TSW presented a lower average salinity and temperature than during the previous cruise. StSsW was present below superficial waters along with all latitudes in the study region (Figure 2A); in addition, the upper and lower limits of StSsW were like to those for June 2015 (Table 2). CCW was not registered during this period.

A comparison between the seasonal average taken from the World Ocean Atlas 2009 (WOA09) database and data from the June 2015 (spring) and March 2016 (winter) cruises shows that, for our particular region of the TPCM, TSW is typically absent during spring (Figure 2C) while water with characteristics similar to GCW was present during winter. Portela et al. (2016) indicate that the similarity to GCW is more pronounced below 250 m. Typical seasonality was not observed during spring when TSW was present in various southern stations and a large portion of TW was found to have thermohaline characteristics similar to TSW. Expanding this comparison, the winter season climatology (Figure 2D) showed a distribution where water mass characteristics were close to TSW. However, TSW is typically not present in the study region during this season; instead, a strong presence of TSW was detected during March 2016. In summary, for the June 2015 and March 2016 cruises, the presence of seasonally anomalous TSW was found within the study region.

The DIC concentration for each of the water masses defined is shown in Figures 2E,F. Most notably, superficial peaks and a greater variation in DIC were present in June 2015 when compared with March 2016, which presented less variability and a typical gradient in DIC concentration toward the interior of the ocean. The concentration of DIC in TSW during March 2016 was largely homogenous with values typically below 2000 μmol⋅kg–1. TW presented similar superficial DIC concentrations (between the 23 and 24 isopycnals) in all profiles, with increases in DIC up to 2200 μmol⋅kg–1nearing StSsW. For June 2015, TSW presented values in the same range as those present in 2016 but with greater superficial variability. The same occurred with the TW for this period, when values of up to 2200 μmol⋅kg–1 were present in surface waters. Finally, GCW presented the greatest variability, both near the surface with values of 2200 and 2300 μmol⋅kg–1, as in the deeper portion where concentrations similar to the maximums present in StSsW (∼2400 μmol⋅kg–1) were observed (Table 2).



Profiles


Conservative Temperature and Absolute Salinity

Conservative temperature (O°C) and absolute salinity (SA g/kg) profiles along transect 1 (white line in Figure 1) are shown in Figure 3. In June 2015 (Figure 3A), the temperature in the first 200 m of the water column was greater than during March 2016 (Figure 3C) and also notably, in the southern portion where the incursion of TSW was detected. The thermocline also appeared to be more intense during June 2015. Markedly, the 18°C isotherm deepened from 50 m near the entrance to the Gulf of California to 100 m under TSW toward the south. In this transect, the haline limits of the water masses were also detectable (white lines in Figures 3B,D and Table 1). TSW ventured to the north as a surface layer of low salinity (<34.6 g⋅kg–1) with greater depth during June 2015 (Figure 3B), but was shallower and less saline during March 2016. In June 2015, the exit of GCW (>35.1 g⋅kg–1) can also be noted, dominating above 150 m and extending 50 km outside the Gulf of California. In addition, the intrusion of CCW (<34.6 g⋅kg–1) at approximately 40 m depth was observed, which generated instability and mixing. During March 2016, the intrusion of GCW between 50 and 150 m depth near the entrance to the Gulf of California was also detected.

Positive sea surface temperature (SST) anomalies along the North Pacific were reported for winter 2014 (Hartmann, 2015; Stramma et al., 2016) and due to their intensity and extension, these anomalies have been referred to as “The Blob” (Bond et al., 2015). Following its establishment in the region, intense signals indicating the development of an El Niño-Southern Oscillation (ENSO) event were detected in the tropical Pacific5. Sánchez-Velasco et al. (2017) constructed an index of standardized SST anomalies using satellite images from 1981 to 2016 to determine if the local warming of surface waters was present in the TPCM as a result of the advance of the ENSO along the Mexican coast. The results of this index are shown in Figure 2 of their article where a relationship between low southern oscillation index values (SOI) associated to strong ENSO events and positive and intense local anomalies in SST for the TPCM during 2015 and part of 2016 can be observed.

These temperature anomalies did not only appear on the surface. In Figure 4, these temperature anomalies are apparent along transect 1 toward the subsurface layer. The same database comparison was carried out, as with Figures 2C,D, to evaluate the temperature anomalies present, namely observed values from each cruise minus the corresponding seasonal climatology obtained from WOA09. For June 2015, the most intense positive anomalies were registered for either period in southern latitudes (21.5–20°N; Figure 4A) around Islas Marías (Figure 1). There we observed positive anomalies throughout the first 200 m, with values above 4°C from 100 m depth toward the surface. The greatest anomaly intensity in this area was near the vertical limit between TSW and StSsW (Figures 3B, 4A), between 50 and 75 m depth. For the rest of transect to the north, positive anomalies were principally registered in the surface layer from 50 m depth. During March 2016, positive temperature anomalies in the water column were also registered. Despite being of lower intensity than the previous season (2–4°C), the positive anomaly manifested along the entire transect, from the surface to 100 m depth in northern latitudes and decreasing in depth toward southern latitudes (Figure 4B). This behavior is observed during an ENSO in decline (Abellán et al., 2017; Santoso et al., 2017), with superficial temperature anomalies that are still positive but with oceanographic conditions close to those of the seasonal climatology (Figure 2D). The weakest thermal anomaly signal observed during March 2016 may be due to the residual effect of the dissipating ENSO and the onset of conditions that are closer to the expected climatology.
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FIGURE 4. Vertical distribution of conservative temperature (Θ,°C) anomalies along transect 1 (see Figure 1). (A) June 2015 and (B) March 2016. Refer to text for anomaly construction.





Dissolved Oxygen

There is no consensus regarding the definition of OMZ limits (Hofmann et al., 2011); however, in order to understand their distribution, characteristics, and biogeochemical relevance, it is important to define reference boundaries as a function of the concentration of DO. These horizons have been established from different biological and chemical approximations and they have been assigned different terms (Hofmann et al., 2011). In the present study, we follow the limits established by Paulmier et al. (2011) for oxic levels (>200 μmol⋅kg–1) and Sánchez-Velasco et al. (2017) for hypoxic (<44 μmol⋅kg–1) and suboxic levels (<4.4 μmol⋅kg–1). These levels have been set on the function of the possible effects on the biology present. This is, under hypoxic conditions, epipelagic species may be subject to stressful conditions, while suboxic conditions can result in the death of epipelagic and mesopelagic species.

In June 2015, a narrowing of a layer with DO concentrations greater than suboxic levels but below oxic levels was observed from 50 m to below 175 m depth around 24.5°N (gray color in Figure 5A). This may be associated with the exit of GCW (>35.1 g⋅kg–1, Figure 3B), which rapidly loses its influence a few kilometers south of the entrance to the Gulf of California. Adjacent to this front, two relevant structures were observed, namely a downward 100 m displacement of the suboxic horizon to 200 m depth and an intrusion throughout the surface layer of waters from 50 m with oxygen concentrations between 140–160 μmol⋅kg–1. For the remainder of the surface layer (>75 m) waters with oxic conditions dominated, except in the southern zone around Islas Marías were the advance of TSW was detected (<34.6 g⋅kg–1 in Figure 3B, and >25.1°C in Figure 3A). The upper horizon of the OMZ is defined by Cepeda-Morales et al. (2013) as a concentration of 9 μmol⋅L–1and despite the fact that it is not shown in Figure 5, the 4.4 μmol⋅kg–1 isoline follows nearly the same distribution and is the one that will be used to define the upper and lower limit of the OMZ throughout this study. The upper portion of the OMZ is found shallower in the central portion of the transect (∼70 m), gradually deepening toward the south underneath TSW. The depth of the oxycline was defined as described by Maske et al. (2010), taking the depth of the maximum difference in DO calculated in a range of 4 m.
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FIGURE 5. Vertical distribution of dissolved oxygen (DO, μmol/kg) and potential density anomaly (σ0, kg/m3) along transect 1 (see Figure 1). (A) June 2015, (B) March 2016. Refer to text for DO limits.



In contrast, March 2016 exhibited a scenario in accordance with oxygen winter climatology (Cepeda-Morales et al., 2013). A latitudinal gradient, where the OMZ deepens from its most shallow area around Cabo Corrientes (∼60 m) until it reaches approximately 300 m in front of the entrance to the Gulf of California.

Important anomalies in the concentration of DO were also observed latitudinally and toward the interior of the ocean. The analysis was carried out in the same manner as that for the T-S diagrams, taking into account only those depths that had more than four observations for the construction of the seasonal climatology (typically six observations, with a maximum of 15 observations, were used for oxygen, while 60 observations, with a maximum of 250 observations, were used for temperature). In Figure 6A, it can be noted that during June 2015, the incursion of TSW (from 20° to 21.5°N and from 75 m to the surface) appeared as a superficial wedge of low salinity (isohaline of 34.6 g⋅kg–1) that brought a relatively high concentration of subsurface DO with values >75 μmol⋅kg–1. In the northern region around the entrance to the Gulf of California (∼25°N), a similar behavior was observed to what was described for the southern region. The exit of GCW (>35.1 g⋅kg–1) generated a near-vertical saline front that extended to 200 m depth. Collins et al. (2015) reported and described the mechanisms that participated in the formation of these fronts, highlighting that their generation is more prone to occur during autumn. The front associated with GCW generated positive DO anomalies with values above 25 μmol⋅kg–1 at depths between 50 and 200 m. Adjacent to where we observed the presence of GCW, between 50 and 150 m and between 25 m and the surface, anomalous values of DO below −25 μmol⋅kg–1 were detected. This occurs where an incursion throughout the surface layer of waters from 50 m depth with DO concentrations between 140 and 160 μmol⋅kg–1 (Figure 5A) was found. Further south (∼24°N), an intrusion was observed around 50 m depth of CCW (<34.6 g⋅kg–1) that generated positive anomalies above 25 μmol⋅kg–1.
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FIGURE 6. Vertical distribution of dissolved oxygen (DO, μmol/kg) anomalies and absolute salinity (SA, g/kg) along transect 1 (see Figure 1). (A) June 2015, (B) March 2016. Isohaline limits for Tropical Surface Water and Californian Current Water (<34.6 g/kg) and Gulf of California Water (>35.1 g/kg) appear in white. Refer to text for anomaly construction.



For the following year in March 2016 (Figure 5B), the distribution of DO returned to near-seasonal conditions. However, a band of a positive anomaly (>25 μmol⋅kg–1) along the entire transect around 50 m depth was present (Figure 6B). A plausible explanation for this process is (as also previously observed with temperature anomalies) that this band is the remnant effect of the incursion of warm southern oxygenated waters registered in the previous period. Moreover, around 25°–24°N, we observe positive DO anomalies of 50–125 μmol⋅kg–1 between 50–100 m depth that is related to the presence of GCW.

Despite the dispersion of data between the relationship of DO and DIC, these variables were highly correlated (rp = 0.851, p < 0.001 for June 2015 and rp = 0.867, p < 0.001 for March 2016; Figure 7), showing a clear tendency toward a decrease in DO as DIC values increase. For June 2015, the dispersion of the data clearly shows DO above 200 μmol⋅kg–1 (i.e., surface values; Figure 5A) and below 40 μmol⋅kg–1 (hypoxic concentration near the OMZ; Figure 5A). This dispersion is mainly attributed to the instability of the water column observed throughout this period (Figure 2A). TSW was mainly characterized by being well oxygenated (∼ 200 μmol⋅kg–1), with greater dispersion in the concentration of DIC during June 2015 (2016 ± 60 μmol⋅kg–1) than in March 2016 (1971 ± 48 μmol⋅kg–1; Table 2). This pattern was observed for StSsW, with DO values below 50 μmol⋅kg–1 and greater variability during late spring 2015 than during winter 2016.
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FIGURE 7. Comparison between dissolved oxygen (DO, μmol/kg) and dissolved inorganic carbon (DIC, μmol/kg).The acronyms utilized are Gulf of California Water (GCW), California Current Water (CCW), Transitional Water (TW), Tropical Surface Water (TSW), and Subtropical Subsuperficial Water (StSsW). (A) June 2015, (B) March 2016.







DISCUSSION

Brewer (2018) exhorts that changing ocean oxygen field to be viewed and dealt with as a complex process of multiple forcing factors acting simultaneously. Furthermore, Respandly (2018) discuss the possible shifts in time between the expansions and contractions of the OMZ. Here we present another plausible forcing factor for the local ventilation of the upper OMZ that should be contemplated, according to Brewer’s statement, in our understanding of the variability of these zones. An anomalous incursion of tropical water during El Niño 2015–2016 increased the availability of oxygen in previously deprived depths. This oxygen availability is reflected in the intensification of the oxycline where the intrusion was detected and in a higher molar ratio of DIC/AOU than prior studies have been reported (Maske et al., 2010).


Spatial Differentiation of DO and DIC Dynamics

In our analysis, we have identified three principal regions (I, II, and III in Figure 8), with regard to the processes that distribute and modify the spatial structure of DO and DIC. In this section, we have constructed the discussion about the characteristics observed during spring 2015 and we contrasted those characteristics with the scenario found during winter 2016.
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FIGURE 8. Vertical distribution of dissolved inorganic carbon (DIC, μmol/kg) and dissolved oxygen (DO, μmol/kg) along transect 1 (see Figure 1). (A) June 2015, (B) March 2016. Refer to text for DO limits. Cabo Corrientes region (I), Transitional region (II), and entrance to the Gulf of California region (III).




June 2015


Cabo Corrientes (Region I)

In southern latitudes, below 22°N for coastal stations and 20.5°N for oceanic stations, the surface layer was dominated by the incursion of TSW. Its anomalous presence was related to the seasonally expected pattern, associated with a developing ENSO event (Sánchez-Velasco et al., 2017). In this region, the greatest stratification in our study period was registered, from 1000 to 1400 J⋅m–3 along an ocean-coast gradient (Figure 9A). These values are typically found in front of the coasts of Oaxaca (Chapa-Balcorta et al., 2015) and in the eastern Pacific warm pool (Fiedler et al., 2013), progressively decreasing toward our study region with values around 1200 J⋅m–3 (Fiedler et al., 2013; Franco et al., 2014). Temperature is the main factor controlling stratification in our region (Fiedler et al., 2013) and in the TPCM area, we can observe that the intensification of stratification was associated with an ocean-coast and north-south temperature gradient (Figures 10, 11). However, for some coastal stations, where the influx of fresh water was detected (around Cabo Corrientes; Figure 1), salinity becomes the most relevant factor controlling stratification.
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FIGURE 9. Isosurfaces of stratification (A,B) calculated for the first 300 m, mixed layer depth (C,D), oxycline depth (E,F), and oxycline intensity (G,H). Top figures, June 2015; bottom figures, March 2016.
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FIGURE 10. Daily composition of mean sea level anomaly (MSLA, distributed by Aviso), sea surface temperature (GHRSST, the isotherm of 28°C in solid line), and satellite chlorophyll (Chlasat distributed by Copernicus).
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FIGURE 11. Comparison between apparent oxygen utilization (AOU) and dissolved inorganic carbon (DIC) along the oxycline. See text for references. (A) June 2015 and (B) March 2016.



The oxycline has been proposed as a local mechanism where the OMZ is maintained through intense remineralization processes (Paulmier et al., 2006). Given the proximity of the oxycline to the surface and the wide range of DO concentrations present (from oxic > 200 μmol⋅kg–1 to suboxic < 4.4 μmol⋅kg–1), aerobic/anaerobic and photic/aphotic processes can coexist within the oxycline, which may have concomitant repercussions in DIC and carbocline distributions (Paulmier et al., 2011). In Figure 9E we can observe how the depth of the oxycline is displaced from 40 m in the oceanic areas to below 80 m in front of Cabo Corrientes. The depth of the oxycline is closely associated with the distribution of stratification, caused by the entry of TSW with characteristics that were previously defined. This mechanism of the deepening and partial erosion of the oxycline has been described for equatorial zones (Fuenzalida et al., 2009) and Peruvian coasts (Stramma et al., 2016). The mixed later is associated with local processes, like winds, insolation, and rain (Fiedler et al., 2013). The greatest variability in the depth of the mixed layer can be found in the region of Cabo Corrientes, where sampling was carried out after the close passage of hurricane Blanca. Despite the high variability, an ocean-coast pattern can be observed (Figure 9C) where the oxycline appears close (∼10 m) to the mixed layer in the oceanic sections yet separated by 60 m near the coast. Paulmier et al. (2006) hypothesize that remineralization is more sensitive to the availability of O2 than to superficial biomass, suggesting that remineralization is “driven by oxygen.” Our results support this hypothesis as the most intense oxyclines are found when the depth of the mixed layer is close to the depth of the oxycline and stratification is reduced, favoring the availability of oxygen in this layer and driving remineralization.

In Figure 8 we presented the variation of DIC and DO along transect 1 for both latitude and depth. We also showed the established limits as a function of the analyses that were presented in this section. These limits were established according to physical-chemical characteristics determined during June 2015 and they were conserved to observe changes in the same sector during March 2016. These characteristics are dynamic and their presence can vary seasonally, principally as a function of the extension of the water masses present, but also due to forcing factors that favor dispersion and mixing.

In the region of Cabo Corrientes (region I, Figure 8A), TSW showed low DIC concentrations (∼1950 μmol⋅kg–1) associated with slightly lower dissolved oxygen concentrations (180–200 μmol⋅kg–1) than other superficial waters in the TPCM (typically > 200 μmol⋅kg–1). OMZs present associated CMZs and analogous to OMZs, CMZs also contain a carbocline in their structures (Paulmier et al., 2011; Franco et al., 2014). The vertical resolution of our sampling does not allow for a detailed description of the carbocline and, as was mentioned in the observations carried out for Figure 8, there is a certain degree of dispersion between the relationship between DIC and DO depending on the water mass observed and on the latitude in which it is found. This is mainly due to the fact that DIC, in contrast to O2, is a buffered system and responds more slowly to vertical perturbations (Paulmier et al., 2011). However, in part of the Cabo Corrientes region, a good association between the oxiplets of 4.4 and 44 μmol⋅kg–1 with DIC concentrations of 2300 and 2150 μmol⋅kg–1 was observed, related to StSsW that deepened due to the entry of TSW.



Transitional (Region II)

As the name suggests, this region is dominated at the surface by TW, which reached depths of up to 100 m (Table 2), and is the region in which the greatest instability in the water column is observed (Figure 2). The region is bounded to the north at 24.5°N by the exit of GCW as an oceanic front (Figure 3), while the southern border next to the Cabo Corrientes region is defined by the incursion of TSW (observable in Figure 9A as a stratification >1000 J⋅m–3). Stratification is lower in the transitional region, with an average of 850 J⋅m–3 and declines in a south-north gradient (∼900–700 J⋅m–3, Figure 9). In addition, this area can be divided into two separate sections by the depth of the oxycline, one section with the shallowest oxycline in all TPCM with depths less than 35 m (i.e., purple colors in Figure 9E) and another section with oxycline depths between 40 and 60 m (i.e., green colors in Figure 9E). In this region, a shallow oxycline occurred with a deep mixed layer (Figure 9C) and it is here that the greatest intensities in the oxycline were observed for all the TPCM (>8 μmol⋅kg−1⋅m–1; Figure 9G). Godínez et al. (2010) reported that 30% of the global variance in the observed circulation of the TPCM can be explained by mesoscale processes, such as the presence of eddies that can have relevant effects on the distribution of chemical variables in this region. Taking into consideration the closeness of the oxycline to the mixed layer, a lifting of the 22 kg⋅m–3 isopycnal from 50 m to the surface was found, which was also seen with the 26 kg⋅m–3 isopycnal (between 23.5 and 22°N in Figure 5A) and was associated with the passing of a cyclonic eddy between 21°N and 107°W in the days prior to beginning the cruise (Figure 10). It is around this area that we also found the greatest values of superficial pCO2 (data not presented).

Two relevant structures were observed in the vertical distribution of DIC and DO (Figure 8). The first was a lifting of waters with greater DIC concentrations and lower DO concentrations around 23–22°N associated with a reduction in the influence of highly stratified TSW waters and the presence of a cyclonic eddy (Figure 10). The second was a highly unstable zone between 23.5 and 24.5°N where a pronounced sinking of the 4.4 μmol⋅kg–1oxiplet of ∼100 m was detected, without a comparable disturbance in the CMZ (>2200 μmol⋅kg–1), along with a simultaneous lifting from 50 m depth to the surface of water with concentrations below oxygenated levels centered around 24°N. In this region, we found an intrusion at 50 m depth of CCW and the instability that was found along the border was attributed to a front between a cyclonic and an anticyclonic eddy (Figure 11).



Entrance to the Gulf of California (Region III)

This area behaved in a similar manner to what has been reported in the literature. Here, the lowest stratification for the entire TPCM was detected, with values around 600 J⋅m–3. The exit of GCW was observed on the peninsular side as a front with high salinity (Castro et al., 2006; Collins et al., 2015) as was the entrance of TW over the continental platform in front of the coasts of Sonora, in accordance with the typical circulation scheme for this zone (Lavín et al., 2009). The depth of the oxycline was shallow in comparison to the region of Cabo Corrientes, but the intensity of the oxycline was amongst the lowest recorded (Sánchez-Velasco et al., 2017). This is due to the GCW being more oxygenated and dominating depths below 150 m (Figures 3, 5), causing the oxycline to become the thickest in this region. StSsW presented shallowly on the continental side, generating a likewise shallow oxycline with intensities of 5 μmol⋅kg−1⋅m–1 and consequently, the superficial pCO2 was greater for this zone (data not shown).




March 2016


Cabo Corrientes (Region I)

With an ENSO in decline (Abellán et al., 2017; Santoso et al., 2017) and with lower stratification than the previous year (Figure 9B; ∼1100 J⋅m–3), the TSW area of influence was recorded up to 22°N (Figures 2C,D). In contrast to what occurred during spring 2015, the shallowest depth of the oxycline was found in this region (<40 m). The relationship between the intensity of the oxycline with respect to the depth of the mixed layer was not as direct as during 2016, and despite maximum intensities being lower compared with 2015 (50% less), it is in the area under the influence of TSW where we find the greatest values of oxycline intensity (2–4 μmol⋅kg−1⋅m–1; Paulmier et al. (2006) define as intense those oxycline > 1 μmol⋅kg−1⋅m–1). The vertical structure of the OMZ appeared to recover toward average conditions (Figure 5), where the oxyplets of 40 and 4.4 μmol⋅kg–1deepen in a south-north gradient (Cepeda-Morales et al., 2013). The content of DIC in the CMZ decreased with regard to the previous year (Figure 3 and Table 2), probably due to a reduced presence of StSsW during March 2016. This same reduction is observed by Franco et al. (2014) for pCO2 in oceanic sampling stations during August 2010.



Transitional (Region II)

The transitional region proved to be more stable than during the previous year; however, fluctuations in various characteristics were still present. The depth of the oxycline was variable throughout the entire region, as shown in Figure 9F, and in the undulations of the 44 μmol⋅kg–1oxyplet shown in Figure 5B. This area shows stratification lower than 900 J⋅m–3 and the depth mixed layer varies between 5 and 15 m. There is also a lifting of the CMZ (Figure 8B), principally due to the entry of GCW between 50 and 100 m (Figure 3D). However, this shallowing does not show significant repercussions in the superficial values of pCO2 (not shown). The region of the entrance to the Gulf of California was only limited to the structure described in the previous sentence.





Ventilation of the OMZ Due to ENSO 2015–2016

For March 2016, in contrast to spring of the previous year, the presence of TSW did not originate apparent variations in the climatological seasonal distribution of DO. This is due to the relaxation of local ENSO effects (Sánchez-Velasco et al., 2017) and to the return of oceanographic conditions closer to the seasonal climatology (Figure 2B), where the influence of TSW in the TPCM during winter periods was still present and was the result of the incursions of this water mass during spring and autumn (Portela et al., 2016).

Cepeda-Morales et al. (2013) showed that a transition zone exists between 23 and 20°N where the influence of StSsW disappears and the upper portion of the OMZ is forced toward greater depths due to the intrusion of CCW transported by the interaction between eddies and the Tropical Branch of the CC. This intrusion has been observed and reported previously (Lavín et al., 2009). This mechanism may explain the positive DO anomaly related to the incursion of CCW and to the presence of two eddies, one cyclonic and one anticyclonic around this area (Figure 10).

Fuenzalida et al. (2009) report the erosion of the oxycline due to ENSO effects along the Peruvian coasts, observing a rapid re-establishment of a shallow mixed layer associated with an intense oxycline. Even though we did not detect a complete erosion of the oxycline during the incursion of TSW in June 2016, our data show that there was an intensification of the same where this water mass was detected (Figure 9G). The latter suggests that in Figure 5B we might be observing the reestablishment of the oxycline in the region.

Due to the relatively high variability in the relationship between DIC and DO, a selection of the stations that presented the greatest intensities of the oxycline (>3 μmol⋅kg−1⋅m–1for June 2015 and >2.5 μmol⋅kg−1⋅m–1for March 2016) and that were contained within the depth range of the oxycline was carried out. This was done to evaluate the relationship between the production of DIC and biological activity in this layer. To do this, a linear regression of DIC versus apparent oxygen utilization (AOU) was carried out. The results are presented in Figure 11 and show a relationship of: DIC = 0.9777 × AOU + 2018.34 (rP = 0.9075, p < 0.0001) for March 2015 and DIC = 1.0807 × AOU + 1970.81 (rP = 0.9727, p < 0.0001) for June 2016. Maske et al. (2010) report a molar relationship for the zone between DIC and AOU of 0.79 during March 2005. It is complicated to interpret this molar relationship in terms of which metabolic activity is acting given the wide range in oxygen concentration. However, we can observe a tendency of AOU to increase in the TPCM with the passage of the ENSO.

In addition, the pHT values were strongly correlated with DIC values for both cruises (Figure 12; rp = 0.90 for June 2015 and rp = 0.88 for March 2016) and the distribution of pHT presented in the same manner throughout each cruise. However, differences are present in the relationship between these two variables and between one year and the next. In general terms, greater pHT values were present during March 2016 for the same observed concentration of DIC than in June 2015. This is more notable for greater concentrations of DIC (>2200 μmol⋅kg–1), while for DIC values close to typical surface values (1900–2000 μmol⋅kg–1), the data for both cruises tend to present greater similarity. This could be possibly explained as the result of a lower presence of StSsW and a relative greater contribution of TSW toward the end of the El Niño 2015–2016. Alternatively, the suppression of nutrient availability as a presence of oligotrophic, warmer, and higher stratified water could cause a drop in the biological pump. Evidence of this explanation is observed in Figure 11, by the presence of the incursion of warmer water (>28°C, solid line) associated to positive MSLA and a marked drop in chlorophyll in the coastal area where this water was present.


[image: image]

FIGURE 12. Comparison between dissolved inorganic carbon (DIC) and pH in total scale (pHT).



Paulmier et al. (2006) suggests control over biological activity in the OMZ as a function of the availability of oxygen. Ito and Deutsch (2013), from the results of their biogeochemical modeling of the tropical Pacific, highlight that heat content and respiration rates are highly correlated with the ENSO, suggesting that a deeper and warmer thermocline contains a greater quantity of oxygen because of changes in the biological consumption of oxygen due to a reduction in supply of nutrients from the surface. This mechanism, in conjunction with the sinking of StSsW to below the depth of incursion of TSW, may be operating in the southern portion of our study area, where the greatest anomalies of DO were present (Figure 6) as well as where the lowest values of DIC were found during the sampling periods (Table 2 and Figure 2). These results agree with what has been reported in the literature for other areas, where the influence of the ENSO on the depth and structure of the OMZ and oxycline has been established (Morales et al., 1999; Fuenzalida et al., 2009; Czeschel et al., 2012).




CONCLUSION

The southern region of the TPCM was dominated at the surface by seasonally anomalous TSW as a result of a developing ENSO. Its presence modified the structure of the OMZ, partially eroding it while intensifying the oxycline, which had repercussions for the structure of the CMZ.

In the transition region, the carbon system was modulated by mesoscale processes. This region was dominated by TW and presented subsurface intrusions of more oxygenated CCW, which deepened the OMZ without altering the distribution of the CMZ. The presence of cyclonic eddies resulted in a lifting of the isopycnals in the central portion and the superficial enrichment of DIC.

The northern region was dominated by the exit of GCW on the peninsular side, where the OMZ deepened to below 200 m, and by the entry of TW on the continental side. In the latter, StSsW was close to the surface resulting in greater concentrations of DIC.

After these events, a return to close-to-average conditions was observed with regard to the structure of the OMZ during winter 2016. DIC concentrations diminished toward the interior of StSsW.

There is a strong regionalization of physical factors that control the distribution of dissolved oxygen and the variables of the seawater CO2 system, which is principally modulated by the advection of water masses in the northern and southern regions and by the presence of mesoscale processes in the central region.
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Diverse studies predict global expansion of Oxygen Minimum Zones (OMZs) as a consequence of anthropogenic global warming. While the observed dissolved oxygen concentrations in many coastal regions are slowly decreasing, sediment core paleorecords often show contradictory trends. This is the case for numerous high-resolution reconstructions of oxygenation in the Eastern Tropical North Pacific (ETNP). While major shifts in redox conditions of the ETNP are dominated by glacial-interglacial cycling, important fluctuations also occur in response to minor climatic and oceanographic perturbations. It is important to understand these scenarios of past redox variation, as they are the closest analog for near future climate and oceanographic change. We present recently collected sediment core proxy records from the Gulf of California in which we reproduce the variability of productivity and oxygenation of the ETNP OMZ during the past millennium. We emphasize paleoproductivity (Corg, Ni, Baexcess) and paleoredox indicators (Mo, Cd, V, Uauth) in sediment cores collected in Alfonso and La Paz basins and compare these OMZ records with other archives of the Eastern Pacific. Our findings indicate that the OMZ expanded in response to increased upwelling and productivity during cold intervals of the early 1400s, early 1500s, late 1600s, and early 1800s AD (evidenced by higher Ni, V, Cd, Mo, and Uauth). The most hypoxic times corresponded to the beginning of the Little Ice Age (expressed in elevated Mo). Significant OMZ contractions occurred around late 1300s, early 1700s, and late 1900s AD after reoxygenation events that were instigated by low productivity (lower Ni, V, Cd, Mo, and Uauth). The mechanisms that control decadal-to-centennial oxygen variability in the ETNP remain unidentified but are likely influenced by solar forcing not only driving migrations of the Intertropical Convergence Zone (ITCZ) but more importantly changes in the intensity of the Pacific Walker Circulation (PWC). During the Little Ice Age solar irradiance was at its lowest for the past millennium, which strengthened the PWC. This pattern contributed to more frequent La Niña-like conditions, which enhanced upwelling of nutrient-rich waters in the west coast of North America, driving productivity and reducing bottom oxygen levels, as seen in our ETNP records.

Keywords: Oxygen Minimum Zones (OMZs), Eastern Tropical North Pacific (ETNP), primary productivity, deoxygenation, hypoxia, paleoredox, redox-sensitive trace elements, authigenic uranium


INTRODUCTION

Numerous experimental, observational, and numerical model studies predict global expansion of Oxygen Minimum Zones (OMZ) linked to human induced climate change (Keeling et al., 2010; Gilly et al., 2013; Howes et al., 2015; Praetorius et al., 2015; Levin, 2018). The Eastern Tropical North Pacific (ETNP) hosts the largest OMZ in the world, and its economic importance for the coastal regions of North and South America is indisputable (Levin, 2018). Numerous in-situ measurements during recurring oceanographic campaigns (e.g., CalCOFI, IMECOCAL; Lynn and Simpson, 1987; Bograd et al., 2003; Durazo-Arvizu and Gaxiola-Castro, 2010) revealed declining O2 trends during the last few decades (Bograd et al., 2003, 2008; Lavín et al., 2013; Breitburg et al., 2018; Levin, 2018). It is important to note that some of the decreasing patterns could be biased by improvements in O2 measurement technologies that have decreased minimum detection thresholds. Despite this caveat, high-resolution reconstructions of changes in dissolved oxygen in the ETNP OMZ over the past century yield contrasting observations, with warming and increasing extent of anoxia (<0.1 mL/L O2) not always correlated (Choumiline, 2011; Deutsch et al., 2014; Tems et al., 2016; Fu et al., 2018; Ontiveros-Cuadras et al., 2019). Ongoing discussions about the causes of OMZ intensification over the past decades typically invoke decreased O2 solubility due to warming of the upper ocean, increased stratification slowing ventilation (Oschlies et al., 2008; Shaffer et al., 2009; Moffitt et al., 2015; Praetorius et al., 2015; Fu et al., 2018), and the strong effect of enhanced marine productivity on the formation of settling organic matter that undergoes decay and consumes more O2 during remineralization (Wright et al., 2012; Levin, 2018). The latter relationship is the main mechanism by which some OMZ basins in the Eastern Pacific become anoxic (Moffitt et al., 2015; Breitburg et al., 2018; Levin, 2018). However, what causes increases in primary productivity is still debated, with initial results pointing to a complex interaction of factors involving increased upwelling rates and terrigenous discharge—both of which can provide the necessary nutrients for proliferation of primary producers (Howes et al., 2015).

Because the first analytical measurements of dissolved oxygen in seawater started in the late 1800s (Carpenter, 1965), data are not available for preceding portions of the nineteenth century. Nevertheless, multiple applications of well-established paleoceanographic proxies allow us to infer changes in earlier productivity and oxygenation by reconstructing past conditions preserved in the elemental composition of marine sedimentary records emphasizing organic carbon (Corg), Ba, Cd, Mo, Mn, Ni, U, and V (Calvert and Pedersen, 1993; Helz et al., 1996; Morford and Emerson, 1999; Zheng et al., 2000; Lyons and Severmann, 2006; Tribovillard et al., 2006; Algeo and Rowe, 2012; Schoepfer et al., 2015). Multiple lines of proxy evidence show that major oxygenation shifts in the ETNP are coupled to glacial-interglacial cycling, often leading to a decrease in dissolved O2 concentrations in North Pacific Intermediate and North Pacific Deep waters during glacial stages (e.g., Last Glacial Maximum) as well as cold Dansgaard-Oeschger and/or Heinrich-like events (e.g., the Younger Dryas) (Ganeshram and Pedersen, 1998; Hendy and Kennett, 2000; Nameroff et al., 2004; Hendy and Pedersen, 2006; Tetard et al., 2017). Paleoceanographic changes are not only observed in sediment core records at OMZ-depths (400–1,000 m) but also in sediments collected at greater depths of the Pacific and shallower waters of the glacial Southern Ocean, which confirms the likelihood of widespread impacts on oxygenation far beyond intra-OMZ variability (Lu et al., 2016; Hoogakker et al., 2018). Important fluctuations of the upper OMZ also occurred. Rather than the traditional view of these fluctuations as lesser responses to minor climate perturbations, they may have dominated certain regions such as the ETNP. The Pacific Decadal Oscillation (PDO)—detected as decadal cyclic changes in climatic regime from warm to cold and vice versa—is one of these atmospheric effects with strong oceanographic implications (Mantua and Hare, 2002). The North Pacific Gyre Oscillation (NPGO) manifests in decadal fluctuations of nutrients, chlorophyll, and consequentially primary productivity that very often go hand to hand with atmospheric PDO changes in the Pacific (Di Lorenzo et al., 2008). Despite the similarities between the PDO and NPGO, they do not always co-vary.

High-resolution variability in paleoceanographic records, previously categorized by the scientific community as regional background noise, is now elucidating decadal- and centennial-scale OMZ fluctuations (Dean et al., 2004; Barron and Bukry, 2007; Choumiline, 2011; Deutsch et al., 2014; Tems et al., 2015, 2016). In the ETNP, cold PDO and/or NPGO phases cause intense upwelling off the western mainland of North America and lead to enhanced productivity, denitrification, and extreme water column anoxia (Di Lorenzo et al., 2008). However, numerous reports of marine sedimentary records in the literature typically lack the highly resolved age models needed to study decadal phenomena, which coupled with the absence of published multi-proxy records for denitrification (δ15N) and water column redox (Cd, Mn, V, Mo, U) make ETNP-wide redox reconstructions challenging (Moffitt et al., 2015; Borreggine et al., 2017). The importance of reconstructing OMZ reoxygenation and deoxygenation events and mechanistically explaining their climatic causes is essential in light of current and potential future responses of the ocean to modern global warming. These efforts encounter further challenges as redox-sensitive data can be compromised when sediment cores from anoxic settings are not carefully sampled or stored with adequate care in core repositories (Zheng et al., 2000; McManus et al., 2006; Scholz et al., 2011; Costa et al., 2018).

Here we reconstruct changes in the ETNP OMZ based on sediment cores collected at various depths in the Gulf of California. To achieve an ETNP-wide reconstruction, we integrate our multiproxy record of paleoproductivity and paleoredox with published sediment cores from the region. Further, to avoid misinterpreting local variability as global patterns, we apply geostatistical and numerical approaches to existing datasets to unmix local from larger-scale controls.


Strengths and Weaknesses of Geochemical Proxies as Applied to Oxygen Minimum Zone Reconstructions

In this section we provide background details for productivity and redox proxies as archived in marine sediments and as applied to OMZ reconstructions.

Productivity Proxies (Corg, Baexcess, Ni)

Organic carbon (Corg) has long been used as a proxy for exported organic matter because of its analytical simplicity and wide range of applications (Schoepfer et al., 2015). While Corg could directly represent superficial primary productivity, this possibility is likely confounded by multiple controls on remineralization and burial that are tightly related to reactivity of organic matter, bioturbation, and oxygen availability (Calvert et al., 1996; Burdige, 2007; Bianchi et al., 2016).

Barite, Ba/Al, and excess barium (Baexcess) have been used widely as productivity proxies (Dymond et al., 1992; Eagle et al., 2003; Anderson and Winckler, 2005; Schoepfer et al., 2015), although barite and Baexcess relationships with productivity may be complicated by post-burial reprecipitation (McManus et al., 1998; Riedinger et al., 2006; Schoepfer et al., 2015). In some well-oxygenated marine settings, sedimentary Baexcess corresponds well to changes in productivity established by other proxies (e.g., Ni, P, and biogenic silica) (Schoepfer et al., 2015). However, post-depositional diagenetic remobilization of Ba has been found both in regions with transient anoxia and where bottom waters are well-oxygenated (McManus et al., 1998; Riedinger et al., 2006; Schoepfer et al., 2015). Sedimentary records of Baexcess can be further compromised over glacial-interglacial cycles when significant reoxygenation can cause redissolution and reprecipitation of barite along reaction fronts (McManus et al., 1998; Riedinger et al., 2006; Schoepfer et al., 2015).

Nickel is actively involved in biological cycling related to diatom export (Dupont et al., 2010; Twining et al., 2012). Dissolved Ni is removed from the water column by organic matter and supplied to the bottom sediments through particle settling (Böning et al., 2015). In sediments, Ni is the best-known analog for fresh organic matter because it mirrors the input of chlorins—one of the degradation products of chlorophyll (Böning et al., 2015). An advantage of Ni over other biologically active trace elements is its detachment from Mn and S cycling, compared to Cd and Zn, which more readily form insoluble sulfides (Morse and Luther, 1999; Böning et al., 2015). Potential complications for Ni as a productivity proxy include its elevated concentration in the detrital fraction (Wedepohl, 1995) and the possibility of anthropogenic contribution of Ni to marine sediments (Reck et al., 2008).

Redox Proxies (Mo, Cd, V, U)

Molybdenum enrichment processes are linked with incorporation into pyrite and associations with organic matter, which often require abundant hydrogen sulfide (Calvert and Pedersen, 1993; Tribovillard et al., 2008; Chappaz et al., 2014; Scholz et al., 2017). An important pathway for Mo enrichment is the transformation of molybdate to thiomolybdates [image: image], where x = 0 ~ 4), which are highly particle reactive (Helz et al., 1996; Erickson and Helz, 2000; Scholz et al., 2017). Additionally, Mo can be scavenged by Fe-Mo-S clusters (Helz et al., 2011) or adsorbed onto sulfide-rich organic matter (Helz et al., 1996). Molybdenum enrichments can occur diagenetically (within the sediments), in the water column, or in some cases near the sediment-water interface, which was reported for OMZs (Zheng et al., 2000). While widely used as an indicator of past anoxic and euxinic (anoxic and sulfidic) conditions, several complications have been reported for this proxy (Morford and Emerson, 1999; Chappaz et al., 2014), including localized Mo enriched in turbidites despite fully oxygenated water column conditions (McKay and Pedersen, 2014) and uptake exclusively within the sediments when significant amounts of sulfide are present solely in pore waters (Zheng et al., 2000; Scholz et al., 2017; Hardisty et al., 2018)—although these enrichments tend to fall below those typical of euxinic settings (e.g., Scott and Lyons, 2012).

Cadmium is a biologically active trace element supplied to marine sediments in association with organic matter (Morford and Emerson, 1999). It has been used as a proxy for strongly reducing waters (Calvert and Pedersen, 1993; Tribovillard et al., 2006). Cadmium can be precipitated in the presence of H2S, which makes it a particularly good indicator of euxinia (Morse and Luther, 1999).

Vanadium is present in well-oxygenated seawater in its V(+5) form, usually as H2[image: image], which is reduced to V(+4) as VO2+ under oxygen-deficient conditions (Calvert and Pedersen, 1993; Morford and Emerson, 1999). This V(+4) form is more effectively scavenged and can be adsorbed to Fe-(oxyhydr)oxides, which is one of its removal mechanisms from seawater (Bauer et al., 2017; Ho et al., 2018). Over sub-millennial and glacial-interglacial timescales, V is potentially one of the most reliable redox proxies, tightly following changes in oxygenation (Nameroff et al., 2004; Costa et al., 2018). The contribution of non-lithogenic V through particulate settling has not been fully constrained; however, slight enrichments in suspended and settling matter have been found (Rodríguez-Castañeda, 2008; Hakspiel-Segura et al., 2016; Bauer et al., 2017; Ho et al., 2018; Conte et al., 2019).

Uranium is widely used as paleoredox proxy; however, the pathways of its sedimentary enrichment are still not fully understood. Uranium is present in seawater in the dissolved U(+6) form as uranyl carbonate complexes (UO2)2+ that are reduced under anoxic conditions to the insoluble U(+4) form by inorganic and microbially mediated processes (Ku et al., 1977; Klinkhammer and Palmer, 1991; Dunk et al., 2002) resulting in the formation of solid particles. Uranium can also be adsorbed to organic matter and to Fe- and Mn-(oxyhydr)oxides (Anderson et al., 1989). While increases in particulate U are thought to mostly occur diagenetically in sediment pore waters underlying strongly anoxic and sulfidic (euxinic) waters (Klinkhammer and Palmer, 1991), some particulate non-lithogenic U can form very slowly in the water column (Zheng et al., 2002; Holmden et al., 2015). The extent to which non-lithogenic U can be enriched in marine particles is not well-established and may be more common in highly productive OMZ-type settings than previously thought. We propose an updated model for the behavior of U in OMZs, which will be discussed further in the paper.




METHODS


Depositional Setting

The Gulf of California (GC) is located within the ETNP OMZ and is well-connected to the Eastern Pacific through its southern entrance (Lavín et al., 2013). Circulation is not known to be limited in most GC basins, including Guaymas, Pescadero, and La Paz. Alfonso Basin is the only partially restricted setting in the GC, with a bathymetric sill extending today to a depth of 250 m (Nava-Sánchez et al., 2001). The sill restricts the incursion of North Pacific Intermediate Water (NPIW) and North Pacific Deep Water (NPDW) (Figures 1A,B). Primary productivity is higher on the eastern side of the GC because it is nourished by nutrients upwelled predominantly during dry and cold seasons with strong northwesterly winds (Lavín et al., 2013; Silverberg et al., 2014). Mesoscale eddies together with wind-driven coastal upwelling (primarily along the mainland margin during winter) promote primary productivity in the region (Badan-Dangon et al., 1991; Trasviña-Castro et al., 2003; Deutsch et al., 2014). A strong east-to-west gradient persists from autumn through spring (Lavín et al., 2013), which results in organic material produced in the upwelling system on the eastern margin being deposited as biogenic remains on the west side of the basin.
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FIGURE 1. (A) Location of the studied marine setting in the eastern margin of the Gulf of California including the anoxic Alfonso and La Paz basins. The line between SW and NE represents a cross section shown in (B). (B) Cross section from the Baja California peninsula (SW) to the Gulf of California (NE) representing the basin morphology and dissolved oxygen (mL/L) concentration spanning Alfonso and La Paz basins.



Particularly in Alfonso Basin, productivity is regulated by cyclonic flow that produces water divergence—transporting nutrients from the subsurface waters (>60 m) into the photic zone. This cyclonic gyre is semi-permanent and has been linked by past researchers to the increase in productivity (Monreal-Gómez et al., 2001; Coria-Monter et al., 2014). Satellite and in-situ measurements of Net Primary Productivity (NPP) in Alfonso Basin range from 0.5 to 3.5 gC m−2d−1 over the last decade and show an inverse correlation with surface temperature. Mesoscale transport processes explain why the Gulf of California, like most of the Eastern Pacific, is influenced by ENSO, PDO, and/or NPGO phenomena (Mantua and Hare, 2002; Di Lorenzo et al., 2008). During cold La Niña years, the Walker Circulation triggers upwelling and productivity in the Eastern Pacific—weakening the typical upper ocean stratification that dominates during normal and El Niño years (Thunell, 1998; McPhaden, 2004; Bustos-Serrano and Castro-Valdez, 2006). Atmospheric circulation is also an important mechanism that seems to control upwelling in the Gulf of California and is dictated by the North American Monsoon (NAM) (Metcalfe et al., 2015). When the North Pacific High (NPH) and the Intertropical Convergence Zone (ITCZ) migrate southward, intense upwelling is triggered by northwesterly winds (Schneider et al., 2014; Metcalfe et al., 2015; Staines-Urías et al., 2015). Longer-scale variability of similar nature is attributed to cold PDO and sometimes NPGO phases, but the atmospheric and oceanographic links are still unclear.

The water columns of Alfonso and La Paz basins show a pronounced decrease in oxygen with depth, reaching values below 0.1 ml/L O2 (Figure 1B). To avoid the imprecise term “suboxic” (Canfield and Thamdrup, 2009), we classify the water column using the threshold O2 values from Hofmann et al. (2011) and Moffitt et al. (2015), which yielded the following categories: oxic ([bottom O2] > 1.5 mL/L), moderately hypoxic (0.5 mL/L < [bottom O2] <1.5 mL/L), severely hypoxic (0.1 mL/L < [bottom O2] <0.5 mL/L), and anoxic ([bottom O2] <0.1 mL/L). According to this classification, both Alfonso and La Paz basins fall within the “anoxic” category (Figure 1B).

Due to their locations near the open Pacific Ocean, the southern basins are a sensitive recorder of regional variation in the GC and the larger-scale climate circulation of the ETNP, capturing changes in productivity and redox conditions useful for tracking fluctuations of the OMZ (Dean et al., 2004; Barron and Bukry, 2007; Dean, 2007; Pérez-Cruz, 2013; Deutsch et al., 2014; Tems et al., 2015, 2016; Ontiveros-Cuadras et al., 2019).



Sampling

Laminated sediments from marine basins of the Gulf of California with varying degrees of deoxygenation were collected using a Reineck box corer during the PALEOMAR-I campaign in November 2014 aboard R/V “El Puma” owned by UNAM, Mexico (Figures 1A,B). The 50 cm sediment core PALEOMAR-I C37A was collected at 408 m water depth in the silled Alfonso Basin. Core PALEOMAR-I C52A represents a sedimentary sequence of the upper 24 cm of La Paz Basin at 785 m depth. Both cores show a clear, continuously laminated fabric. Additionally, the core top of PALEOMAR-I C42A was sampled from the shallower part of Alfonso Basin (265 m). This core did not show clear laminations. Poor recovery during retrieval limited its utility for paleoceanographic reconstructions. From this point forward, we will refer to these cores as C37A, C42A, and C52A.

Each core was extruded and subsampled immediately after collection, and pore waters were extracted from each section in a glove bag under N2 atmosphere using CSS 5 cm Rhizon samplers attached to plastic syringes (Lyons and Berner, 1992; Dickens et al., 2007; Raiswell and Canfield, 2012; Riedinger et al., 2017). Each core segment yielded approximately 8 mL of pore waters, which were filtered at 0.2 μm, acidified with trace grade pure nitric acid (10 μL of acid per each 1 mL of sample), and stored at 4°C (Riedinger et al., 2014, 2017). Prior to analysis, solid-phase samples were dried, weighed, and homogenized.



Age Model

We use the present-day sedimentation rates previously reported in the literature for Alfonso Basin to generate the age model for the studied core C37A. Due to the extended timespan of the sedimentary section, the composite age model is based on 210Pb and 14C dating methods (Figure 2; Table 1). For this purpose, we selected box core DIPAL-II C44 (Choumiline, 2011) and gravity core DIPAL-III T43 (Pérez-Cruz, 2013). The dated materials were collected at the same location within the basin and span a matching sedimentary package (Supplementary Figure 1). High-resolution sections of the uppermost 10 cm (subsampled at <3 mm) of core DIPAL-II C44 were analyzed for 210Pb at Flett Research Ltd. Laboratory (Winnipeg, Canada) (Supplementary Figure 2). The mean sedimentation rate for the upper 10 cm is 0.61 mm/year in Alfonso Basin (Choumiline et al., 2010; Choumiline, 2011). The sedimentary section of the gravity core DIPAL-III T43 corresponding to the lower part of C37 (between 15 and 50 cm) was dated using the 14C method (Pérez-Cruz, 2013). Measurements were performed in benthic foraminifera Bolivina subadvena by accelerator mass spectrometry at Beta Analytic (Pérez-Cruz, 2013) and the radiocarbon values were calibrated using the Marine13 curve (Reimer et al., 2013). This part of the core yielded a mean sedimentation rate of 0.8 mm/year (Pérez-Cruz, 2013). In our age model for C37A we extrapolate the sedimentation rate of 0.61 mm/year to the uppermost core section (0–15 cm) and use 0.8 mm/year for the lowermost segment (15–50 cm) as shown in Table 1 and Supplementary Figure 1. To demonstrate that the core sections are equivalent, we compared the total carbon (Ctot), calcium carbonate (CaCO3) and Ca changes through time for cores C37A (this study), DIPAL-II C44 (Choumiline et al., 2010, 2017; Choumiline, 2011) and DIPAL-III T43 (Pérez-Cruz, 2013). The curves covary, confirming the consistency between age models for different core records (Supplementary Figure 1). Additionally, selected dry splits of sediment core C37A (Alfonso Basin) were dated using the 210Pb and 137Cs methods via gamma-ray spectroscopy in the Gray Lab (University of California, Riverside). The subsampling resolution of this core was too coarse to produce a robust age model using these methods. Despite known difficulties with radiocesium detection in the region (Ruiz-Fernández et al., 2009) it was still possible to find slightly elevated 137Cs activity values around the 2–4 cm core horizon, very likely corresponding to the mid-1960s peak of nuclear testing in the atmosphere (Foster and Walling, 1994). The resulting linear sedimentation rate using the radiocesium method for core C37A was roughly 0.6 mm/year. The sedimentation rates determined for Alfonso Basin from different age models are consistent. Further, the age model for Alfonso Basin shows that the deepest sample of core C37A at 500 mm extends to 1300 AD (also called the Common Era or CE).
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FIGURE 2. Age model of core PALEOMAR-I C37A from Alfonso Basin.





Table 1. Age model for core C37A, constructed by a combination of extrapolated average sedimentation rates produced using the 210Pb method on core DIPAL-II C44 (Choumiline et al., 2010; Choumiline, 2011) and acceleration mass spectrometry 14C on core DIPAL-III T43 (Pérez-Cruz, 2013).
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Analytical Approaches

Total carbon (Ctot) and total inorganic carbon (Cinorg) in dry sediment subsamples were measured on an ELTRA CS-500. The CO2 produced during subsample combustion at 1350°C (Ctot) or acidification with 20% HCl (Cinorg) was quantified with an infrared analyzer. The organic carbon (Corg) fraction was calculated by numerical difference: Corg = Ctot -Cinorg.

Prior to sample digestion, 100 mg splits were ashed in ceramic vessels for 8 h at 550°C in a high temperature oven. A two-step digestion procedure involved a mixture of HNO3 and HF, followed by aqua regia (HCl and HNO3) and acidification/drying cycles on temperature-controlled hot plates. A very low HF:HNO3 ratio of 1:8 was employed during the first step to prevent insoluble fluoride formation. Careful evaluation of each sample revealed that no undissolved particles were detected, suggesting complete digestion (Durand et al., 2016). The final digested extracts were diluted in 2% HNO3 and measured for major and trace elements (Al, Ba, Cd, Fe, Ni, Mo, V, U) on an Agilent 7900 Inductively Coupled Mass Spectrometer (ICP-MS).

Pore waters were analyzed for elemental composition on an Agilent 7900 ICP-MS, emphasizing dissolved Fe, Mn, and selected trace elements. The quality of our data was assessed by analyzing duplicates and certified reference materials USGS SGR-1B, USGS SDO-1, NIST 2702, AR4007, and AR4024. Analytical precision was always below 3%. Recoveries of measured sample relative to certified standard value ranged between 96 and 105%.



Numerical and Statistical Approaches

The productivity and redox proxy approaches used here rely heavily on authigenic enrichment of trace elements relative to detrital inputs through uptake in marine sediments during diagenesis and via scavenging from seawater during primary production and during particle settling. To assess enrichments relative to detrital contributions, each element was normalized to Al as a reliable crustal proxy (Wedepohl, 1995). Further, to account for dilution by CaCO3, which can cause apparent elemental variability, we recalculated the data on a carbonate free basis (CFB) by dividing each concentration by the fraction of non-carbonate material. Elemental ratios were also calculated for selected elements. The authigenic uranium (Uauth) fraction was calculated as Uauth = Utotal – (Th/3) (Wignall and Myers, 1988).

Due to limited sample sizes, it was not possible to perform the barite sequential leach sometimes used as a productivity proxy in well-oxygenated marine settings (Dymond et al., 1992; Eagle et al., 2003; Schoepfer et al., 2015). Instead, we used our measurements for total Ba and Al to determine excess barium (Baexcess) as the closest calculated alternative (Eagle et al., 2003; Anderson and Winckler, 2005): Baexcess = Batotal – (Baterrigenous/Alterrigenous) × Altotal. We assumed a Baterrigenous/Alterrigenous ratio of 0.0045 as suggested by Dymond et al. (1992) and Eagle et al. (2003).

In order to define proxy associations, we applied a multivariate statistical approach for the proxy datasets from Alfonso and La Paz basins. Specifically, we performed R-mode Factor Analysis with Varimax rotation using the software STATISTICA by StatSoft. The analysis included the following variables: Corg, Baexcess, Ni, U, Uauth, Cd, Mo, and V.

Geostatistical analyses and data extraction techniques were performed using ArcGIS 10.6 software by ESRI. We combined our data with previously published geochemical records obtained in part from the EarthChem SedDB database via the Interdisciplinary Earth Data Alliance (IEDA) repository. Estimated oceanographic data (dissolved O2 and chlorophyll) were obtained for each core location in GIS and used in our statistical analysis. Global oceanic oxygen data are based on the World Ocean Atlas (2005) and Garcia et al. (2006); surficial chlorophyll estimates from the SeaWIFS satellite sensor were published by OBPG/NASA.



Paleoceanographic Proxies Used in This Study

To interpret past OMZ conditions preserved in marine sediments we used a combination of proxies assuming Corg as an indicator for organic carbon burial (Schoepfer et al., 2015); Baexcess (despite the caveats described above) and Ni for export production (Böning et al., 2015; Schoepfer et al., 2015); Cd, Mo, and V for bottom water anoxia (Calvert and Pedersen, 1993; McManus et al., 2006; Tribovillard et al., 2006; Lyons et al., 2009). Due to a strong contribution of Uauth via settling particulates (Choumiline et al., 2010; Choumiline, 2011) potentially after its reduction or adsorption to organic matter, this proxy could trace both redox and productivity—as will be explained further in the paper.

While each proxy has distinct biogeochemistry and enrichment pathways, they are all affected by a circular relationship between productivity and redox (Tribovillard et al., 2006; Schoepfer et al., 2015; Bianchi et al., 2016). In transiently anoxic settings high productivity often leads to the development of water column anoxia, which favors organic preservation and reduces the mobility of productivity proxies (Schoepfer et al., 2015). Due to the latter, it is often common to expect a covariance between productivity and redox proxies (Tribovillard et al., 2006; Bianchi et al., 2016). The differences in proxy relationships are often helpful to unravel more specific biogeochemical processes tied to preservation biases, such as organic matter reactivity and post-depositional diagenetic transformations.




RESULTS AND DISCUSSION


Geochemistry of Modern Sediments From the Southwestern Gulf of California at Various OMZ Depths

The chemical compositions of core tops (upper 2 cm) represent the most recent sediments from Alfonso and La Paz basins (Table 2). A water depth transect from the 265 to 785 m through the study region revealed that dissolved O2 values decreased from 0.3 mL/L (uppermost OMZ) to <0.1 mL/L (OMZ core) (Figure 1B). Most redox-sensitive elements increase in concentration in the deeper sites C37A and C52A relative to the shallower C42A. For all three sites the elemental concentrations range as follow: Corg (2.96–6.41%), Baexcess (175.50–682.77 mg/kg), Ni (26.84–49.06 mg/kg), and Mo (0.75–6.75 mg/kg). In contrast, Cd and Uauth are enriched at the shallow, more oxygenated site C42A—reaching 13.17 mg/kg for Cd and 5.34 mg/kg for Uauth, compared to 7.24 mg/kg for Uauth in C52A and 2.48 mg/kg for Cd in C37A (Table 2). Although circulation in Alfonso Basin is slightly restricted due to the presence of a bathymetric sill at 250 m depth, restriction was apparently not severe enough to limit trace element enrichments in La Paz Basin relative to the more open ocean. We calculated Uauth values for the CFB fraction as 6.43 mg/kg in C42A, 7.26 mg/kg in C37A, and 7.24 mg/kg in C52A. Carbonate-free values were also calculated for the other proxies but did not produce major differences relative to either total or Al-normalized data (see Supplementary Material).



Table 2. Composition of modern sedimentary material represented by core tops from different OMZ depths in Alfonso (C42A and C37A) and La Paz basin (C52A).
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Bioturbation and Post-sampling Effects as Complicating Overprints on Primary Proxy Records

Visual observation confirmed that the sediments from Alfonso (C37A) and La Paz (C52A) basins are clearly laminated, with no evidence for bioturbation, which could obscure primary sedimentary features. Pore water profiles were used to establish the chemical zonation of electron acceptors at the time of sample collection (Canfield and Thamdrup, 2009). It is essential to evaluate diagenetic conditions before applying paleoreconstruction techniques because many proxies can be overprinted during diagenesis, obscuring records of primary water column conditions (Calvert and Pedersen, 1993; Tribovillard et al., 2006). Further, pore water data shed light on bioturbational overprints via burrow irrigation and sediment homogenization and disturbance during sediment collection and processing. At both Alfonso Basin (C37A) and La Paz Basin (C52A), concentrations of dissolved Fe (Fediss) and dissolved Mn (Mndiss) show downcore decreases (Figure 3). The observed trend for Fediss is similar to those from analogous OMZ settings of the Gulf of California (Guaymas Basin), offshore California (San Pedro and Catalina basins), and the Peruvian margin—that is, pore water Fediss reaches its maximum a few centimeters below the sediment-water interface and gradually declines down core (Brumsack and Gieskes, 1983; McManus et al., 1997; Canfield and Thamdrup, 2009; Scholz et al., 2011; Scholz, 2018). Our recovery of expected trends suggests that proper techniques for sediment collection and preservation were employed in this study.
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FIGURE 3. Pore water chemical profiles in cores PALEOMAR-I C37A from Alfonso Basin and PALEOMAR-I C52A from La Paz Basin (Data: Choumiline et al., 2017).





Downcore Records of Changing Productivity and Redox

Here we present downcore variations of productivity and redox proxies recorded in our sedimentary material from the ETNP (Figure 1). We found almost no difference between the trends for absolute concentrations and corrected data, so we present only absolute values. However, Al-normalized and CFB data are presented in Supplementary Materials for the interested reader.

Geochemistry of Sediments From the Upper OMZ in Alfonso Basin

Elemental profiles for C37A from Alfonso Basin are shown in Table 3. Data for Corg are in good agreement with Baexcess, Ni, Uauth, and V as proxies for past oxygenation and/or primary productivity. Values range from 5.60 to 6.76% for Corg, 372.22–491.54 mg/kg for Baexcess, 40.25–51.61 mg/kg for Ni, 9.23–14.15 mg/kg for U, 7.71–12.48 mg/kg for Uauth, and 115.81–172.40 mg/kg for V. Trends for Cd and Mo differ slightly from those for the other proxies and range from 2.48 to 7.04 mg/kg and 6.34–15.16 mg/kg, respectively (Figure 4).



Table 3. Elemental composition of the solid phase from cores C37A, C42A, and C52A collected during PALEOMAR-I expedition to the Gulf of California.
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FIGURE 4. Organic carbon, productivity, and redox proxies in core PALEOMAR-I C37A from Alfonso Basin. Data for temperature anomaly reconstructions of the last millennium taken from IPCC (2014).



Geochemistry of Sediment From the Mid-Depth OMZ of La Paz Basin

Downcore concentrations for the productivity and redox proxies in core C52A from La Paz Basin are presented in Table 3. Despite differences in core length and depositional setting, the records for Corg, Ni, Uauth, V, and Cd in C52A are similar to those from core C37A (Supplementary Figure 3). These elements range as follow: 6.51–7.12% for Corg, 47.34–53.25 mg/kg for Ni, 5.97–9.32 mg/kg for Uauth, and 74.31–102.80 mg/kg for V. In C52A, Baexcess does not covary with Ni and Uauth, pointing to its potential remobilization during diagenesis. Excess-Ba concentrations range from 419.76 to 763.24 mg/kg but are mostly uniform over the length of the core—averaging 670.89 mg/kg. The trends for Cd and Mo decrease down core in the upper 6 cm of laminated sediments (Supplementary Figure 3; Table 3) and range from 2.38 to 2.97 and 4.90 to 12.55 mg/kg, respectively.

The lowest concentrations for most proxy data are found in the upper 5 cm, at ~14 cm, and below 23 cm—perhaps corresponding to well-ventilated past conditions. The highest values, indicating enhanced anoxia, were registered around 20 cm for all proxies, while the second anoxic horizon close to 10 cm was only captured by Corg, Ni, Uauth, V, and more subtly by Cd and Mo.



Variability of the Upper OMZ in Alfonso Basin Over the Last 700 Years

We present down-core elemental concentrations in the context of the age model described earlier in the paper. Due to multiple challenges during our efforts to date cores C42A and C52A, such as poor recovery, only core C37A from Alfonso Basin produced a robust age model. Core C37 will be emphasized for paleoceanographic reconstructions for the remainder of the report.

The geochemical profiles for C37A from Alfonso Basin record changes in the upper OMZ boundary dating back to 1300 AD (Figure 4; Table 3). Data for Corg are in good agreement with Baexcess, Ni, Uauth, and V as proxies for past oxygenation and/or primary productivity. Unlike our other proxies, Mo and Cd remain high from 1300 to 1700 AD and then slowly transition toward lower values after 1700 AD. This slight decrease toward the present corresponds to the uppermost 20 cm of the record in the Alfonso Basin. The lowest concentrations for our proxies are generally concurrent with the late 1900s, early 1700s, and late 1300s AD. These times correspond to warm periods of the past millennium as reconstructed by multiple records (IPCC, 2014), including the anthropogenically caused warming trend that started around the beginning of the nineteenth century and extends to present day (Figure 4). Lower proxy values indicate decreased primary productivity and correspond to slightly more oxygenated times. In contrast, high proxy values occurred in the early 1800s, late 1600s, early 1500s, and early 1400s, with maxima between roughly 1700 and 1400 AD are likely associated with the prolonged cold period of the Little Ice Age. Higher values usually correspond to increased primary productivity in surface waters and enhanced anoxia.



Multivariate Statistical Associations of Paleoproxies in Alfonso and La Paz Basins

Factor analysis results for the combined geochemical datasets from Alfonso Basin (core C37A) and La Paz Basin (C52A) distinguished three elemental associations between Factor 1 (48.23% variance) and Factor 2 (27.85% variance) (Table 4; Figure 5). The “productivity” association is based on Corg, Ni and Baexcess–elements related to organic matter production at shallow depths. The “redox with weak particulate contribution” defined by Cd and Mo, which require strongly reducing conditions in bottom waters for strong authigenic enrichments. The “redox with strong particulate contribution” links U, Uauth, and V—elements that can be supplied through particulate fluxes in oxygen-deficient water column depths and/or enriched diagenetically either under anoxic bottom waters or at the sediment-water interface.



Table 4. Factor loadings of the R-mode Factor Analysis with Varimax rotation performed on a combined dataset of cores C37A (Alfonso Basin) and C52A (La Paz Basin).

[image: image]





[image: image]

FIGURE 5. Productivity and redox proxy associations defined by R-mode factor analysis of a combined geochemical dataset from Alfonso Basin (core C37A) and La Paz Basin (C52A).





Comparison of Productivity and Redox Proxies in Core Tops Across Varying OMZ Depths and Productivity Regimes in the ETNP

Here we present a compilation of data from core tops from this and previous studies (Table 5; Figure 6 and Supplementary Figure 4). Comparing core tops, most of the cores collected at upper- and mid-OMZ depths have significantly stronger Corg, Baexcess, Ni, Mo, and V enrichments compared to shallower cores (e.g., core C42A)—with the latter perhaps representing the fluctuating upper OMZ boundary often exposed to high O2 levels (Table 5). These enrichments correspond to regions where high chlorophyll is reported in the surface waters associated with eastern North Pacific upwelling (Table 5; Figure 6 and Supplementary Figure 4) (Badan-Dangon et al., 1991; Trasviña-Castro et al., 2003). The elevated Corg, Baexcess, and Ni in these high-chlorophyll regions are likely to indicate enhanced primary productivity in the photic zone but could also reflect strong preservation of refractory organics delivered from land (Calvert et al., 1996; Burdige, 2007; Bianchi et al., 2016) (Table 5). These productive coastal sectors correspond to severe hypoxia/anoxia in which trace element enrichments reach 75.05–149.08 mg/kg for V and 6.75–7.35 mg/kg for Mo in the deepest cores from La Paz and Pescadero basins, respectively (Table 5; Figure 6). Detrital contributions in such settings are relatively minor (Rodríguez-Castañeda, 2008; Choumiline, 2011). These enrichments are favored by oxygen-deficient conditions in the water column and, in the case of Mo, sulfide accumulation in seawater (Calvert and Pedersen, 1993; Zheng et al., 2000; Tribovillard et al., 2006). The studied core tops from the Eastern Pacific OMZ show Mo values sufficiently high to indicate anoxia but are too low to suggest euxinia (presence of H2S) (Table 5; Figure 6A). For comparison, only certain places off the Peruvian margin, where water conditions are extremely reducing even for an OMZ, show Mo values as high as 70 mg/kg (McManus et al., 2006). In contrast, at 265 m depth in the upper portion of the OMZ, core C42A displays low V and Mo values of 26.05 and 0.75 mg/kg, respectively, indicating the presence of some oxygen in the overlying waters and that V and Mo are mostly supplied through detrital inputs.



Table 5. Comparison of productivity and/or redox proxy values for selected sedimentary material from different OMZ depths in the Eastern Pacific.
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FIGURE 6. Molybdenum and organic carbon in core tops from various locations across the Gulf of California and adjacent Pacific, (A) bottom dissolved oxygen, and (B) superficial chlorophyll estimate from the studied marine OMZ settings of ETNP (Alfonso Basin and La Paz Basin) (Oxygen based on World Ocean Atlas, 2005; Garcia et al., 2006; superficial chlorophyll estimates by SeaWIFS satellite sensor published by OBPG/NASA).



Uranium is the exception. The Uauth concentrations are high in the shallower and more-oxygenated core (C42A), reaching 13.17 mg/kg—with values similar to those of the deeper, anoxic core tops (C37A and C52A). We hypothesize that the added contribution of uranium is through its uptake in settling particles and associated anoxic microenvironments. Under oxic and weakly oxic conditions, dissolved uranium is present in its +6 form but is reduced to the insoluble +4 form once oxygen declines further (moderate hypoxia) or disappears (anoxia). This authigenic U is preserved as the organic-rich marine aggregates settle through the water column, in the absence of Uauth reoxidation even in ventilated waters. This exported authigenic uranium is delivered to the sediments—often showing a stronger correlation with Corg compared to the relationships between the organic matter and V or Mo (Choumiline, 2011). Evidence for authigenic U enrichments in settling particles was reported by Zheng et al. (2002) in marine basins of the California Margin and also from Alfonso Basin, with particulate U concentrations reaching 40 mg/kg (Choumiline et al., 2010; Choumiline, 2011)—more than an order of magnitude higher than the crustal average of 2.5 mg/kg (Wedepohl, 1995).

Like Uauth, V is enriched in sediments from regions of the Pacific where bottom water anoxia is present. Additionally, its concentration in suspended particles also peaks seasonally at depths of 150–250 m in response to intra-annual changes in water column O2 (Hakspiel-Segura et al., 2016). The contribution of V to the bottom via settling particles is usually lower than the average sedimentary concentration under low O2 conditions but still within the same order of magnitude (Rodríguez-Castañeda, 2008).

To assess the contribution of authigenic U through settling, we contrast U and Mo sedimentary records published in the literature with ours from the ETNP (Ivanochko and Pedersen, 2004; McManus et al., 2006). Typically, Mo is used as an indicator for water euxinia (Calvert and Pedersen, 1993; Algeo and Lyons, 2006; Algeo and Tribovillard, 2009; Lyons et al., 2009; Algeo and Rowe, 2012; Scott and Lyons, 2012), but most of the enrichments in modern OMZs are likely tied to the presence of sulfide only in pore waters (Scholz et al., 2017; Hardisty et al., 2018). We are not using V because, like U, there could also be important contribution of the redox sensitive element through settling particles, associated to reducing microenvironments (Table 5; Choumiline, 2011). We expect good correlation between U and Mo records if both elements are enriched during burial (i.e., diagenetically or at the sediment-water interface; Klinkhammer and Palmer, 1991; Calvert and Pedersen, 1993; Zheng et al., 2002; Algeo and Tribovillard, 2009). A weak correlation is likely to be found for samples where significant amounts of non-lithogenic U are scavenged into particles and settle through the water column. In contrast, Mo uptake is typically limited to the sediments when oxygen is present in the water column. For the previously published data, we estimated bottom O2 values for each sediment core in a GIS using an interpolated global oxygen database (World Ocean Atlas, 2005; Garcia et al., 2006). This approach allowed us to classify data in two main groups depending on the dominant redox conditions: oxic to moderately hypoxic (0.5 mL/L < [bottom O2] <1.5 mL/L) (Figure 7A) and severely hypoxic (0.1 mL/L < [bottom O2] <0.5 mL/L) to anoxic ([bottom O2] <0.1 mL/L) (Figure 7B). We found that sediments underlying oxic–moderately hypoxic waters do not show correlation between U and Mo—with an R2 value close to 0.00 (Figure 7A). Some samples do, however, show significant enrichment above crustal values of 2.5 mg/kg that could be due to water column U authigenesis (Zheng et al., 2002; Choumiline, 2011). In contrast, sediments deposited under severely hypoxic to anoxic waters show strong correlation between Mo and U, with an R2 value of 0.80. While most of the U concentrations for the oxygen-deficient sites correlate with Mo, some reach even higher values of 17 mg/kg U with no significant Mo increase. In many cases, the lack of Mo enrichments could be attributed to bottom water redox potentials that were not sufficiently reducing, especially for sites in the upper OMZ. These observations of high U and low Mo could also indicate a water column supply of authigenic U through settling particles. In this context of U-Mo relationships, the studied sites from Alfonso and La Paz basins fall above the trend line, showing potential surpluses in Uauth enrichments perhaps tied to high levels of productivity and associated particle scavenging (Figure 7).
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FIGURE 7. Correlation between U and Mo in sediments collected under (A) oxic or moderately hypoxic waters and (B) severely hypoxic or anoxic waters from different basins of the Eastern Tropical North Pacific (Data from: this study; Ivanochko and Pedersen, 2004; McManus et al., 2006; Choumiline et al., 2017; EarthChem database with n = 183).





Chronology of Reoxygenation and Deoxygenation Events Over the Past Millennium in a Predominantly Anoxic Marine Setting

In the following discussing, we use the term reoxygenation to imply a relative increase in dissolved O2 at OMZ depths, usually corresponding to deepening of the upper OMZ boundary. Reoxygenation need not indicate disappearance of the OMZ, as no proxy record indicates fully oxygenated water conditions (Tems et al., 2016), including the data produced in our study—specifically, Mo, V, and U values are several times higher than their crustal average values (Wedepohl, 1995). The oxygenation chronology of the last millennium starts with the predominantly warm climatic trends of the Medieval Warm Period (or Medieval Climate Optimum), which ended as cooling began with gradual change in the insolation regime after the Wolf Minimum (Figure 8). This cooling transitioned the planet into the colder Little Ice Age, which started around 1300 AD (Bard et al., 2000; IPCC, 2014; Griffiths et al., 2016) and was the most anoxic period of the last millennium as indicated by our V, Cd, Mo, and Uauth data from Alfonso. The Little Ice Age coincides with the highest values of the SOI index, indicating more La Niña-like years and enhanced upwelling (Yan et al., 2011; Griffiths et al., 2016). Most marine basins of the ETNP experienced short-term reoxygenation events and corresponding decreases in water column denitrification during warm times around late 1300s, early 1700s, and the mid to late 1900s (Figure 8). These warm reoxygenation periods lasted from 100 to 150 years but reversed several times toward anoxic conditions in a matter of decades due to cooling and strengthening of the OMZ (Tems et al., 2016). During the Little Ice Age, denitrification, and bottom anoxia were the strongest during the Spörer Minimum, leading to OMZ expansion (this study; Tems et al., 2016). Subsequent periods of lower solar irradiance (Maunder and Dalton minimums) also corresponded with expanded OMZs but to a lesser degree than during the Spörer (Figure 8). The most recent stage was marked by a gradual reoxygenation during the twentieth century toward the mid-1990s, followed by a slight possible OMZ intensification over the last decade as shown by some of our proxy V and Uauth data from Alfonso and La Paz basins in accordance with the findings of Tems et al. (2016), Ontiveros-Cuadras et al. (2019) and a high-resolution U record of the last century by Choumiline et al. (2010) and Choumiline (2011).
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FIGURE 8. Reconstruction of OMZ variability of the Eastern Pacific during the last 800 years based on proxies for water column denitrification, redox and productivity compared to major climatic forcings. Note that the solar irradiance plot is inverted for better visualization.





Climatic Drivers of Historical OMZ Fluctuations in the ETNP Over the Last Millennium

As suggested by our data from marine basins of the southwestern Gulf of California, patterns of productivity tied to upwelling are one of the key drivers of oxygenation in coastal OMZs. Importantly, most of the variability in the ETNP is indirectly controlled by short and long-term variations of solar irradiance (Bard et al., 2000). La Niña years are known to positively impact productivity in coastal regions of the Eastern Pacific by increasing upwelling rates (Thunell, 1998; Chang et al., 2013). Atmospheric dynamics, also triggered by insolation changes, play a substantial role in controlling coastal wind-driven upwelling, caused by migrations of NPH and ITCZ (Schneider et al., 2014; Metcalfe et al., 2015; Staines-Urías et al., 2015). Southward position of the NPH and ITCZ would trigger more upwelling in the Eastern Pacific (Metcalfe et al., 2015). Our research suggests—based on the chronology of Ni, V, and Uauth variability—that one of the most important controls on upwelling in the ETNP leading to OMZ fluctuations is the position of the Walker Circulation and its effect on El Niño or La Niña years on longer time scales (Figure 8). Evidence for long-term ENSO trends are manifested in PDO and/or NPGO variability in the Eastern Tropical North Pacific (Mantua and Hare, 2002; Moy et al., 2002; Di Lorenzo et al., 2010; Choumiline, 2011; Tems et al., 2016). These changes control delivery of nutrients to the marine basins of the Eastern Pacific, subsequently enhancing productivity and favoring oxygen loss (deoxygenation) of these oceanic settings (and OMZs). The mechanistic links between changes in PWC and PDO and their impacts on upwelling variability are still not clear, mainly due to difficulties in the paleoreconstruction of these phenomena.

Our record of productivity and redox over the last millennium can be compared to changes in COCOC (Composite Coccolith Proxy) presented by Beaufort and Grelaud (2017) in an attempt to reconstruct long-term variation in the PDO (Figure 8). The Southern Oscillation Index (SOI) presented by Yan et al. (2011) and Griffiths et al. (2016) is proposed to represent changes in Walker Circulation through time (Figure 8). On decadal and centennial timescales, the driving force for the major and minor fluctuations in the PWC is solar irradiance (Bard et al., 2000). Colder periods corresponding to the solar irradiance minimums—known as Dalton, Maunder, Spörer, and Wolf minimums—are also times of higher productivity and lower oxygen concentrations (seen in the Alfonso, La Paz, and Pescadero records). Importantly, denitrification was also higher during times of low insolation, as evidenced by higher sedimentary δ15N values on the Pescadero Slope (eastern side of the Gulf of California) published by Tems et al. (2016). Periods of high productivity are captured in records for Baexcess, Ni, and Uauth in Alfonso and La Paz basins during the Little Ice Age—with maximum peaks of productivity during Spörer, Maunder, and Dalton solar minimums (Bard et al., 2000; Barron and Bukry, 2007). Independent records of biogenic silica from Guaymas Basin, central Gulf of California, confirm elevated export production during colder solar episodes (Barron and Bukry, 2007). These productive times led to enhanced bottom water anoxia manifested in high V and Uauth concentrations in marine sediments of Alfonso and La Paz basins (Figures 8, 9A). The drivers of climatic change over the last millennium remain unclear, but the leading theories involve a combination of factors from orbital change to periods of strong volcanism that triggered a cooling phase during the Little Ice Age (Atwood et al., 2016). That cooling phase affected the strength of the PWC and led to lesser El Niño years.
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FIGURE 9. Two dominating oceanographic regimes: (A) high productivity and enhanced anoxia during colder periods, (B) low productivity and reoxygenation during warm periods.



Drivers of Redox in the Eastern Pacific and Apparent Contradictions With the Glacial-Interglacial Model for OMZ Expansions

The mechanisms that control decadal to centennial oxygen variability in the ETNP remain unresolved but are likely influenced by solar forcing. That forcing not only drives migration of the ITCZ (Schneider et al., 2014) but also, more importantly, variation in the intensity of the PWC. During the Little Ice Age, solar irradiance was at its lowest over the past millennium, which strengthened Walker Circulation (Bard et al., 2000; Yan et al., 2011; Griffiths et al., 2016). The result was La Niña-like conditions, which enhanced upwelling of colder nutrient-rich waters and favored elevated productivity and reduced bottom oxygen levels (Figure 9A), as seen in Alfonso and La Paz basins and on the Pescadero Slope (Figure 8). A smaller-scale form of PWC variability is expressed in changes in the PDO and/or NPGO indices, which control rates of denitrification in OMZ waters of the Eastern Pacific (Di Lorenzo et al., 2010; Tems et al., 2016; Beaufort and Grelaud, 2017). As indicated by Tems et al. (2016) and confirmed by our findings, despite a decline in measured O2 values in the Eastern Pacific over the last few decades (Bograd et al., 2003, 2008; Levin, 2018), sedimentary records of the ETNP do not indicate increasing anoxia. Our geochemical proxy data from Alfonso from this study, Pescadero (Tems et al., 2016), and Mazatlan Margin (Ontiveros-Cuadras et al., 2019) also confirm that despite the recent warming trend and related anthropogenically triggered ocean-scale O2 decline (Bograd et al., 2003, 2008; Breitburg et al., 2018; Levin, 2018), the sedimentary records of benthic foraminifera, δ15N, Cd, Mo, Uauth, and V do not suggest a significant increase in anoxia after the mid-1800s (Figures 4, 8). Our evidence for gradually increasing dissolved oxygen levels are also supported by a decline in export production toward the beginning of the twenty-first century, evidenced by our Corg and Ni data from Alfonso and La Paz, as well as biogenic silica from Guaymas Basin (Barron and Bukry, 2007).

Despite a longstanding decrease of productivity and redox during the last century (Figure 8), a subtle regime change toward increased anoxia could have begun around the 1990s but is represented only by a few data points for the redox proxies (this study; Dean et al., 2004; IPCC, 2014; Tems et al., 2016). Remarkably, this relationship is only evidenced by δ15N, V, and Mo and not by productivity proxies, pointing at the global decline of O2 (Tems et al., 2016; Breitburg et al., 2018; Levin, 2018). Rather than reflecting global warming, reoxygenation and deoxygenation scenarios of the last millennium in the ETNP are primarily controlled by coastal productivity and dominated by long-term persistence of La Niña conditions more often occurring during stronger PWC. Deutsch et al. (2014) proposed another mechanism for the apparent OMZ contraction despite declining O2 trends in the North Pacific. The authors argued that global warming is resulting in a weakening of easterly trade winds and will continue to do so, leading to contraction of the ETNP OMZ rather than the previously predicted expansion (Deutsch et al., 2014; Tems et al., 2016). Regardless of the dominant mechanisms, our results (Figure 8) also support the interpretation that OMZ expansion occurred during cooling periods rather than being a consequence of warming—at least over the last millennium (Figure 9).

A clear distinction should be made between the dominant mechanisms that control oxygenation in the ETNP over decadal-centennial timescales (Deutsch et al., 2014; Tems et al., 2015, 2016) and those that govern long-term glacial-interglacial variability (Ganeshram and Pedersen, 1998; Nameroff et al., 2004; Hendy and Pedersen, 2006; Ivanochko et al., 2008; Pichevin et al., 2012, 2014; Cartapanis et al., 2014; Umling and Thunell, 2017). High-amplitude variability (such as the one described in our results) is superimposed over the long-term millennial-multimillenial O2 trends (Nameroff et al., 2004; Cartapanis et al., 2014; Chang et al., 2014; Moffitt et al., 2015; Praetorius et al., 2015; Tetard et al., 2017). In contrast, the long-term tendencies (e.g., transition from the Last Glacial Maximum toward the Holocene) are driven by global changes in temperature and circulation that control intermediate and deep-water oxygenation (Ganeshram and Pedersen, 1998; Hendy and Pedersen, 2006; Cartapanis et al., 2014; Praetorius et al., 2015; Lu et al., 2016; Choumiline et al., 2017; Breitburg et al., 2018; Levin, 2018). In other words, short-term decreases in anoxia during warm times in response to the weakening of the Walker Circulation and increase abundance of ENSO years can counteract long-term warming of the upper ocean, which causes stratification and reduced ventilation and O2 concentration on the global scale ocean.

Lagged Response of the Ocean to Climate Change and Future Scenarios

The effect of global warming on the world ocean is not expected to be spatially uniform. For example, latitudinal differences in the change of O2 volume have been observed, with faster declines near the equator (0–20°N) compared to higher latitudes (20–90°N) (Schmidtko et al., 2017). Some vulnerable regions have experienced a rapid response (e.g., ETSP), while others (e.g., ETNP) show a lag of several decades (Chavez et al., 2011; Howes et al., 2015; Long et al., 2016). It has been suggested that the response time of the OMZs to ocean deoxygenation caused by a decrease in O2 solubility and enhanced stratification linked to global warming (Praetorius et al., 2015) could be quicker than 25 years (Tems et al., 2016). However, the effects of climate change on OMZ oxygenation seem to only begin toward the end of the 20th century as preserved in multiple sediment records (Dean et al., 2004; Tems et al., 2016)—including ours—wherein the gradual oxygen increase in the beginning of the twentieth century shifts to a decline in O2 toward the twenty-first century. The observed lagged response in O2 trends to warming is consistent with current estimates of oceanic oxygen volume (Chavez et al., 2011; Long et al., 2016; Schmidtko et al., 2017).

Overall, there is still no consensus in the community about predicted OMZ behavior for the near future due to differences in the volume estimates among the models (Cocco et al., 2013; Long et al., 2016; Battaglia and Joos, 2018). A more recent study concludes that after the gradual increase of anoxia, the trend will be reversed globally, and the overall volume of OMZs will start declining (Fu et al., 2018). The mechanism proposed by Fu et al. (2018) involves a reduction of biological export linked to surface warming.




SYNTHESIS


Lessons Learned About the Utility of Productivity and Redox Proxies From Our ETNP OMZ Records

Our findings indicate that the efficacy of productivity and redox proxies in modern OMZs depends somewhat on the supply of non-detrital trace elements via settling due to biological uptake or scavenging, as well as their preservation potential during diagenetic overprinting. We conclude that Ni, U, and V are the most reliable, while Ba and Mo should be used with caution in OMZ-type settings. Barium is significantly enriched in sediment trap material, which could elevate its proxy potential in the region (Table 5; Rodríguez-Castañeda, 2008; Choumiline, 2011). However, its long-term preservation in sedimentary records is an important issue. For La Paz Basin, we can confirm that Baexcess did not behave as a reliable productivity proxy—showing trends that differ significantly from those of the other indicators (Table 3). However, our Baexcess record in Alfonso Basin does mirror other productivity proxies (Corg and Ni) and is statistically associated with them (Figure 5). This agreement could be because our Alfonso Basin core was not exposed to severe diagenetic remobilization of sedimentary barite as much as the La Paz basin core (McManus et al., 1998; Riedinger et al., 2006). Despite the good agreement between proxy records and Baexcess in Alfonso Basin, long-term preservation of the Ba fraction remains a concern (Schoepfer et al., 2015).

In our studied cores, Ni shows good temporal agreement with both the productivity (Corg and Baexcess) and water column redox proxies (V and Uauth). In Alfonso Basin, this element served as the best indicator for productivity—mirroring an independent biogenic SiO2 record from Guaymas Basin generated by Barron and Bukry (2007) (Figure 8). Nickel does not follow Mo and Cd, which are bottom water and/or diagenetic redox proxies (Figure 5), which could be explained by a significant contribution of particulate Ni (Table 5), enriched in settling matter by biological uptake (Böning et al., 2015) and potentially related to diatom export (Twining et al., 2012).

In our sediment cores from Alfonso and La Paz basins, Mo covaries with Cd (Figure 5) and reaches high values. However, due to the low and transient concentrations of water column H2S in most modern OMZs, it is unlikely that Mo enrichments are related to bottom water euxinia in such settings (Scott and Lyons, 2012; McKay and Pedersen, 2014; Costa et al., 2018). Nevertheless, Mo is commonly elevated in ETNP sediment cores, reaching maxima several times higher than the average crustal value of 1.4 mg/kg (Wedepohl, 1995) (Figure 7; Table 5). These values are likely linked to the presence of sulfide only in the pore waters, leading to diagenetic enrichments (Zheng et al., 2000; Scholz et al., 2017; Hardisty et al., 2018). Because of this diagenetic enrichment, Mo is a less sensitive indicator of very low and transient sulfide in the water column.

We confirm the utility of V as a water column redox proxy as expressed through strong correlation with water column denitrification records reconstructed from sedimentary δ15N in the ETNP OMZ (Tems et al., 2016). Moreover, V is sensitive to O2 changes occurring not only at upper OMZ depths but also those closer to the OMZ-core, which have less pronounced redox variations. It is worth noting that, as for Uauth, there is evidence for an important contribution of V through settling matter (Rodríguez-Castañeda, 2008; Hakspiel-Segura et al., 2016; Bauer et al., 2017; Ho et al., 2018). The source of such enrichments is yet unknown, but we hypothesize that it could be related to redox processes causing authigenic V enrichment in organic matter aggregates (Ho et al., 2018).

An important methodological distinction needs to be made for proper numerical treatment of sediments with highly variable CaCO3 and biogenic silica contents. As previously suggested (Pichevin et al., 2012, 2014), proxy records can, in some cases, be significantly impacted by dilution with major components. In this study we have CaCO3 values for the studied sediment cores, so CFB fraction calculations were possible. By comparing elemental concentrations against CFB-corrected values, no substantial differences were found. Most importantly, the paleoceanographic and paleoclimatic trends described in this paper also prevailed for the carbonate-corrected values. We have no data to corroborate the dilution effect with biogenic opal, as it was not measured for the cores studied here. The consequences of the dilution effects with biogenic detritus need to be further investigated for Alfonso Basin and similar marine settings.

New Insights on Uranium Biogeochemistry in OMZs

In our study, uranium shows a consistently good correlation with Corg and the micronutrient Ni in both the deeper (mid OMZ) and shallow cores (upper OMZ) (Figure 4 and Supplementary Figure 3). We attribute this observation to seasonal variation in dissolved O2 and to the particulate authigenic U contribution during settling (Rodríguez-Castañeda, 2008; Choumiline, 2011). As particles settle deeper, there is more reaction time for dissolved U (+6) to be reduced to its particulate phase U (+4) and/or for adsorption to occur. This relationship is a consistent feature of vertical sediment trap moorings—that is, higher authigenic U enrichment in the particles collected in deeper waters (Zheng et al., 2002; Rodríguez-Castañeda, 2008; Huang and Conte, 2009; Choumiline, 2011). The extent to which Uauth enrichments are microbially mediated remains unknown, but evidence suggests that these biological interactions could be among the principal controls (Lovley et al., 1991; Cumberland et al., 2016). There is growing evidence that anaerobic metabolism can occur within aggregates of settling matter if conditions are energetically favorable (Wright et al., 2012; Lehto et al., 2014; Bianchi et al., 2018). Authigenic U formation is favored after the ferruginous (Fe reduction) and sulfidic ([image: image] reduction) chemical zones (Zheng et al., 2002; Canfield and Thamdrup, 2009). This range of redox conditions is common in marine aggregates of modern OMZs (Bianchi et al., 2018), which could explain the strong authigenic U enrichments in settling matter of the Gulf of California and California Margin (Zheng et al., 2002; Choumiline, 2011). Other marine settings, such as Saanich Inlet, also reveal the possibility of water column authigenic U enrichments, where up to one third of the estimated authigenic fraction is captured in particles in the water column (Holmden et al., 2015). It is worth mentioning that while ideal microenvironments for particulate-Uauth formation exist in strongly reducing and restricted settings in the Black and Baltic seas, as well as the Cariaco Basin (Dellwig et al., 2010; Calvert et al., 2015; Bauer et al., 2017), significant Uauth enrichments have not been detected (Anderson et al., 1989; Calvert et al., 2015). Perhaps the necessary conditions for authigenic U enrichments are favored in coastal upwelling sites, where high productivity and thus abundant particulate organic matter formation are common.

We propose an updated model for Uauth enrichments (Figure 10). This model points to a significant contribution of Uauth, beyond that linked to diagenesis, via settling matter in regions of high productivity and upwelling—such as the coastal regions of the ETNP.
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FIGURE 10. Hypothetic scenarios of uranium biogeochemistry in modern OMZs.



In summary, the current understanding of U geochemistry in OMZs supports a significant contribution via settling particulates during times of high productivity. The actual enrichment mechanism could either be linked to localized reduction within organic-rich microenvironments or simply adsorption to organic matter. Both processes could explain the correlation with Corg and Ni and excessive U enrichments during well-ventilated times. Improved understanding of the details of U uptake will enhance its utility as a paleoproxy.



Suggestions for Future Work

This research highlights the importance of comparing high-resolution OMZ records of both modern and past oceanic conditions with global climatic trends. We have demonstrated it is possible to reconstruct high-resolution OMZ variability using a multiproxy approach. However, there are multiple caveats when interpreting deoxygenation and productivity trends because of the complex mechanisms by which trace elements are transferred to sedimentary records. We encourage particular caution for elements that demand an understanding of the relative contributions from diagenetic vs. water column processes and how specifically those inputs translate to regional patterns of redox and productivity. The importance of particulate supply of scavenged non-detrital trace elements in OMZ-type settings is clear, and further research, when possible, should include isotopic data as a source of additional mechanistic perspective.




CONCLUSIONS

In the modern Eastern Tropical North Pacific, marine sediments are mostly enriched in Cd, Mo, V at sites underlying severely hypoxic and anoxic waters—in contrast to shallower and oxygenated sites where these elements are present in low, mostly crustal, abundances. The exception is U, which is found to be enriched not only in sediments underlying anoxic waters but also in those of well-ventilated regions, suggesting a strong contribution of authigenic uranium through settling of marine snow aggregates.

Most of the sites located at present Oxygen Minimum Zone depths remained anoxic over the last millennium. The Eastern Tropical North Pacific Oxygen Minimum Zone expanded throughout the Little Ice Age, with the most anoxic events during the Spörer, Maunder, and Dalton insolation minima. Reoxygenation in the Eastern Tropical North Pacific occurred during warm periods around late 1300s, early 1700s, and late 1900s AD.

There is no clear effect of the temperature increase of twentieth century on the intensification of the Eastern Tropical North Pacific Oxygen Minimum Zone. The prevailing trend shows an increase in dissolved oxygen from the 1900s AD toward present time, with a subtle decrease in the beginning of the twenty-first century.

Redox and productivity changes reconstructed for the last millennium from marine basins of the Eastern Tropical North Pacific indicate a strong relationship with insolation fluctuations and the Pacific Walker Circulation that drive upwelling rates, productivity, and oceanic anoxia at Oxygen Minimum Zone depths.

The most reliable redox proxies for water column oxygenation in Oxygen Minimum Zones are vanadium and uranium. Uranium also shows strong potential to serve as a productivity proxy because it can be exported from the water column to sediments through settling particulate matter during periods of high primary productivity. Molybdenum is the least useful proxy for Oxygen Minimum Zone oxygenation because it is not sensitive to small redox variations and can be enriched diagenetically when pore water sulfide is present.
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The oxygen minimum zone (OMZ) of Peru is recognized as a source of CO2 to the atmosphere due to upwelling that brings water with high concentrations of dissolved inorganic carbon (DIC) to the surface. However, the influence of OMZ dynamics on the carbonate system remains poorly understood given a lack of direct observations. This study examines the influence of a coastal Eastern South Pacific OMZ on carbonate system dynamics based on a multidisciplinary cruise that took place in 2014. During the cruise, onboard DIC and pH measurements were used to estimate pCO2 and to calculate the calcium carbonate saturation state (Ω aragonite and calcite). South of Chimbote (9°S), water stratification decreased and both the oxycline and carbocline moved from 150 m depth to 20–50 m below the surface. The aragonite saturation depth was observed to be close to 50 m. However, values <1.2 were detected close to 20 m along with low pH (minimum of 7.5), high pCO2 (maximum 1,250 μatm), and high DIC concentrations (maximum 2,300 μmol kg−1). These chemical characteristics are shown to be associated with Equatorial Subsurface Water (ESSW). Large spatial variability in surface values was also found. Part of this variability can be attributed to the influence of mesoscale eddies, which can modify the distribution of biogeochemical variables, such as the aragonite saturation horizon, in response to shallower (cyclonic eddies) or deeper (anticyclonic eddies) thermoclines. The analysis of a 21-year (1993–2014) data set of mean sea surface level anomalies (SSHa) derived from altimetry data indicated that a large variance associated with interannual timescales was present near the coast. However, 2014 was characterized by weak Kelvin activity, and physical forcing was more associated with eddy activity. Mesoscale activity modulates the position of the upper boundary of ESSW, which is associated with high DIC and influences the carbocline and aragonite saturation depths. Weighing the relative importance of each individual signal results in a better understanding of the biogeochemical processes present in the area.

Keywords: OMZ, DIC, pH, omega aragonite, upwelling peruvian system


INTRODUCTION

The upwelling region of Peru is one of the most important upwelling systems in the world due to its high productivity that supports abundant fisheries, particularly the Peruvian anchovy fishery (Chavez et al., 2008; Espinoza-Morriberon et al., 2017). Upwelling events mainly occur in spring and summer (Sobarzo and Djurfeldt, 2004; Franco et al., 2018). However, large and productive areas with important fisheries like Peru are considered to be zones that currently experience or that are projected to experience ocean acidification (Shen et al., 2017). The intense biological activity present in these areas produces a large quantity of organic matter (OM), some of which sinks and is degraded by catabolic processes (Bretagnon et al., 2018). Therefore, subsurface OM degradation contributes to the consumption of oxygen (O2) and in conjunction with poor water mass ventilation, leads to the formation of an oxygen minimum zone (OMZ; Paulmier et al., 2008). The Peruvian OMZ presents a poorly oxygenated core (O2 down to <1 μmol kg−1: Revsbech et al., 2009), with significant anaerobic activity (e.g., Hamersley et al., 2007) that occurs in the thickest core (340 m in average; Paulmier et al., 2008).

Various studies have shown the existence of intense biogeochemical anomalies (e.g., in O2, CO2, pH, alkalinity, nitrate, nitrite, and N2O) associated with microorganism (e.g., bacteria) as well as mesoorganism and microorganism (e.g., zooplankton) processes that take place near the oxycline. The seasonal cycle of O2/oxycline depth is very weak when compared with that of interannual timescales. The OMZ off Peru is characterized by notable interannual variability that is particularly evident with regard to depth, an example of which is the 100 m deepening of the oxycline that is associated with trapped Kelvin waves and which is particularly apparent during El Niño events (Gutiérrez et al., 2011). Furthermore, primary production is 2- to 3-fold higher in summer than in winter (Graco et al., 2007). The Peruvian upwelling region is also considered to be a source of CO2 to the atmosphere, with an estimated annual flux of 5.7 mol m−2 y−1 (Friederich et al., 2008).

In the Peruvian region, the OMZ is associated with high dissolved inorganic carbon (DIC) concentrations (mean of 2,330 ± 60 μmol kg−1) and is defined as a carbon maximum zone (CMZ). High DIC concentrations (2,225–2,350 μmol kg−1) have been reported over the entire OMZ, indicating that all studied OMZs may be classified as CMZs (Paulmier et al., 2011). In addition, the existence of the CMZ suggests that it is being formed by the same dynamics (low ventilation and upwelling) and biogeochemical (remineralization that produces DIC and consumes O2) mechanisms (Paulmier et al., 2011) as an OMZ. Surface pCO2 values in coastal regions can reach 1,500 μatm in subsurface waters, as can be observed in the California Current (Feely et al., 2008; Takahashi et al., 2009). However, in the Peruvian upwelling system, pCO2 values that exceed those of other upwelling systems can be found in surface water (Friederich et al., 2008; Shen et al., 2017). When the ocean absorbs more CO2, extremely high pCO2 values (e.g., >1,000 μatm) imply a decrease in pH. “Hotspots” of acidification, like the Peruvian regions, are thus predicted to occur in major fishery zones by mid-century when atmospheric CO2 is projected to reach 650 μatm (McNeil and Sasse, 2016; Shen et al., 2017). In addition, ocean acidification modeling studies based on the oceanic uptake of anthropogenic CO2 indicate that the upper water of the Humboldt Current is likely to become more corrosive with regard to mineral CaCO3 (Franco et al., 2018).

Biomineral saturation, such as omega calcite (Ωcalc) and omega aragonite (Ωarag), is a function of the concentration of [image: image], Ca2+, and temperature and may be expressed with the pressure-dependent stoichiometric solubility product [image: image] (Ω = [Ca2+] [[image: image]]/[image: image]; Mucci, 1983). The aragonite and calcite saturation states respond directly to changes in the availability of the [image: image] ion. If the ocean absorbs more CO2, pH decreases and Ωarag and Ωcalc also decrease. For example, when Ω = 1, seawater is saturated with respect to [image: image]. Conditions favor precipitation or the preservation of carbonate minerals when Ω > 1, while conditions favor dissolution when Ω < 1. If the aragonite and calcite saturation states decrease, greater physiological challenges for calcifying organisms are expected to be present (Fabry et al., 2008; Guinotte and Fabry, 2008). Often, large fisheries are present in regions in which ocean acidification has already occurred or is expected to occur (Shen et al., 2017). For example, the Peruvian anchovy (Engraulis ringens) is found in a region where the pCO2 values can be higher than 1,000 ppm (Friederich et al., 2008). Furthermore, eggs from Peruvian anchovies that spawned in waters with high pCO2 were found to have survival rate (Shen et al., 2017).

Coastal zones are connected to ocean areas in which OMZs are expanding (Stramma et al., 2008). Therefore, it is important to generate a better understanding of the different components of the carbon system that are involved in the formation and maintenance of OMZs. Very little is known about ocean acidification in Peruvian regions. Moreover, the mechanisms behind the existence of such an intense CO2 maximum and its relationship with physical and biochemical processes must be elucidated. We evaluated the relevant physical processes that influence the spatial variability of carbonate chemistry and the aragonite saturation state of the Peruvian coastal region. We describe the patterns of relevant water masses with low pH and oxygen concentrations. In particular, we describe shoaling due to mesoscale activity that modulates the position of the upper boundary of the water masses. This shoaling is associated with high DIC and influences the carbocline and aragonite saturation depths. Our oceanographic and biogeochemical data show the effects of physical processes on the spatial and vertical distribution of the CO2 variables. Due to the shallow OMZ and CMZ in the Peruvian upwelling system, this region can be considered a natural laboratory for investigations that are focused on the CO2 system.



METHODS

Oceanographic sampling was carried out aboard the RV L'Atalante (Figure 1). The AMOP cruise was planned as a round trip from Callao that departed on January 26 and arrived on February 22, 2014. The first sampling stations were located near the coast. By following the 12°S transect, the cruise continued northward and sampled the water column in typical offshore stations (0–2,000 m depth). After which, the vessel returned to sample coastal stations following the main gradient of the bathymetry. The ship then headed southward to sample stations along the shelf (typical maximum depths of ~150 m) until the vessel reached the Pisco sector (15°S). The last offshore transect was then sampled up to station 28 (14°34′S−77°16′W), which represents the southernmost point of the cruise (Maes et al., 2014).


[image: Figure 1]
FIGURE 1. Hydrographic casts in the study region over a bathymetric map of Peru. Yellow and red triangles depict stations with water sampling for chemical analysis, while the yellow line indicates the main offshore transect.


Discrete samples for DIC and pH analysis were collected over depth gradients at coastal and offshore sites in the Peruvian OMZ area. A total of 31 station profiles of ~500 meters depth were generated. At each station, vertical profiles were produced using standard oceanographic equipment (CTD-rosette at most stations). Seawater samples for DIC and pH samples were collected by a rosette casts covering the low-oxygen water with an average of 12 depths targeting the key water column features of the oxic photic zone, oxycline (upper), OMZ interface, and anoxic OMZ core.

Water samples for DIC analysis were collected in 250-ml sodium borosilicate bottles and preserved with 50 μl of HgCl2 saturated solution. For pH analysis, the samples were collected directly from the Niskin bottles using 60-ml syringes. All samples were analyzed aboard the ship. For DIC analysis, a LI-7000 gas analyzer (CO2/H2O, LICOR, Lincoln, NE, USA) was used. The certificate reference material for DIC analysis was provided by the laboratory of Dr. Andrew Dickson of Scripps Institution of Oceanography (Dickson et al., 2003). The relative difference averaged ±2 μmol kg−1 (0.2% error).

The pH was measured using a glass electrode at 25°C on the seawater scale (pHsw) as described by Chapa-Balcorta et al. (2015). We use the program CO2SYS (Lewis and Wallace, 1998) and DIC-pHsw to calculate pCO2, in situ pHsw, and the aragonite saturation state (ΩArg). We use the constants proposed by Mehrbach et al. (1973) for these calculations. The uncertainty obtained for in situ pHsw, ΩArg, and pCO2 was ± 0.04 ± 0.2, and 56 μatm, respectively. The pCO2 variability range observed in Peruvian waters was 25-fold greater than the error.


Wind Data

Wind speed data were obtained from the SeaWinds database provided by NOAA (Zhang et al., 2006a,b). Wind stress was computed using the bulk equation (Schwing et al., 1996). Monthly means of the wind speed field were also derived from the Copernicus level 4 multi-sensor blended wind product.



Vertical Velocities Due to Wind Stress Curl and Ekman Transport

The curl-driven vertical velocities (wc) and coastal upwelling associated with Ekman offshore transport (we) at the limit of the mixed layer were estimated following Rykaczewski et al. (2015) using Equations (1) and (2):
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where ρw = 1,024 kg m3 is the seawater density, f is the coriolis parameter, τ is the wind stress vector field, τa is the wind stress parallel to the coastline, and Rd is the local Rossby radius of deformation. Note that using Rd to convert Ekman transport in upwelling rate yields an estimate that is in the low range values of the actual amplitude of vertical velocity since the upwelling scale is smaller than Rd [cf. Marchesiello and Estrade (2010)].



Variability of Sea Surface Height Anomalies

In order to calculate the relative importance of the different scales of variability for sea surface height anomalies (SSHa) in the study area, the seasonal, interannual, and mesoscale signals were derived following the methods of Godínez et al. (2010) and León-Chávez et al. (2015). A 21-year database (1993–2014) of mean SSHa distributed by AVISO was used (http://www.aviso.altimetry.fr).

The seasonal, mesoscale, and interannual signals were separated. The first was obtained using a harmonic fit, while the second and third were obtained by means of orthogonal empirical functions (Equations 3 and 4).
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Aa and As are the annual and semi-annual amplitudes of the harmonic fit, respectively, while [image: image] is the spatial vector, φa and φs are the annual and semi-annual phases, ω is the annual radian frequency, t is the time referred to the beginning of the year, and n is the number of EOF. The first two terms on the right of Equation (3) are the seasonal components (SSHaseason is the first term in Equation 4), which were calculated using a least squares fitting. Fitting errors and uncertainties were calculated as in previous studies (Prentice et al., 2001; Ripa, 2002). [image: image] and f1(t) are the spatial and temporal series of the first EOF mode, which in the South Equatorial Tropical Pacific (SETP) typically contain the interannual signal (SSHainter in Equation 4) that is characterized by ENSO-induced variability (Macharé and Ortlieb, 1993). In the last term of Equation (3), [image: image] and fn(t) are the spatial and temporal series of the nth EOF mode. The sum of these (2 to N) mainly contains mesoscale variability (SSHameso, third term of Equation 4), although it may include some interannual variability not captured by the first EOF. Analyzing this information enables us to identify the dominant processes in the region in general as well as during the time of our cruise, allowing us to weigh the significance of the measurements according to the predominant signal type. The local variance (LV) of each variability component (seasonal, interannual, and mesoscale) was calculated as follows:
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where LVseason indicates local variance, [image: image] is the variance of the seasonal component of SSHa, and [image: image] is the variance of the original SSHa. LV was calculated per pixel for each time series. The same procedure was used for the interannual and mesoscale components. The complete series was used for this calculation (1992–2015). The signal decomposition during the cruise was obtained by reconstructing SSHa data of the separated variability scales for the dates corresponding to the sampling periods. The seasonal data were reconstructed from the harmonic analysis. The interannual data were reconstructed from the first EOF. The mesoscale data were constructed from the sum of the EOF from 2 to N.



Inferred Sea Surface Height Anomalies

With a deep level of no motion in the offshore transect (1,000 db), we used T and S to calculate density and thus inferred sea surface height anomalies, which we compared to the AVISO satellite product. The dynamic height calculation was performed using the functions of the TEOS-10 library (McDougall and Barker, 2011). The measured salinity and temperature data were interpolated vertically with an interval of 1 m using the objective interpolation of Barnes (1964).




RESULTS

We provide a description of the circulation patterns that drive the physical and biogeochemical patterns observed in the study region during the cruise, and we use this as a frame of reference to define the importance of each water mass in the region. We also provide a description of the oceanographic conditions during the cruise, which is interpreted considering the analysis of altimeter data to estimate anomalous conditions in seasonal and interannual timescales.


Wind, Wind Stress Curl, and Ekman Transport Conditions

At the beginning of the sampling period in January 2014, the wind speed was <5 m s−1 throughout the coastal area spanning from Pisco to Malabrigo. The wind speed was stronger offshore and presented values of 6–7 m s−1 (Figures 2A,B). The most intense winds 10 m s−1 were observed offshore in February, although winds of 7 m s−1 were observed in the coastal region near Pisco. During the January sampling period, the winds oscillated from ~3 to 5 m s−1 and produced relatively weak upwelling compared to the remainder of the period (Figure 2C). Stronger yet opposite wind stress can be observed in February (Figure 2D). The combination of calm (Figure 2A) and subsequently strong winds (Figure 2B) produced different oceanographic conditions; namely, regions with high vertical mixing and areas with coastal upwelling (Figure 3). The mean vertical velocities associated with Ekman transport and the monthly vertical transport means due to winds stress curl for January and February are presented in Figure 3. Of note, February presented the highest Ekman offshore transport and vertical transport values. However, the vertical transport in front of Chimbote did not occur because of the presence of an anticyclone eddy (Figure 4).


[image: Figure 2]
FIGURE 2. Wind speed data were obtained from the NOAA SeaWinds database. The upper panels show the January (A) and February (B) 2014 monthly mean of the wind speed field derived from the Copernicus level 4 multi-sensor blended wind product. Lower panels show wind stress field monthly mean for January (C) and February (D) 2014.



[image: Figure 3]
FIGURE 3. The (A,B) show the mean vertical velocities associated with Ekman transport (we) for January and February, respectively (upper color scale). In the lower panels, monthly vertical transport (wc) means due winds stress curl are shown (lower color scale) for January (C) and February (D). For all the panels in this figure, the black arrows represent the mean wind stress vectors for the respective month.



[image: Figure 4]
FIGURE 4. (A) shows objectively interpolated SSHa values at the sampling date in a given position. (B) shows February 2014 mean SSHa in the color scale, and the black arrows represent the mean geostrophic velocity (cm s−1).




Variability in Sea Surface Height Anomalies

The SSHa in the study area for January and February 2014 are shown in Figure 4. The cruise track variability that was attributed to mesoscale eddies during February was present during the anticyclonic eddy from Malabrigo to the middle of Huacho for both odd shore and coastal stations. In front of Huacho and to the north of Callao, cyclonic eddy influence may be observed in both January and February (Figures 4A,B). While the effect of each of the conditions on the chemistry of the CO2 system will be described later, the spatial distribution of the CO2 variables was directly associated with the various oceanographic conditions.



Water Masses, Water Types, and Vertical Structure

The distribution of water masses was examined to analyze the potential effects on the carbonate chemistry in the study area. We also found it very useful to study the water-type distribution because of the broad T-S variability. The T-S plot in Figure 5 incorporates several characteristics for comparison on the Z axis, such as latitudinal distribution, oxygen concentration, pHSW, pCO2, and omega aragonite (ΩArg). The T–S diagrams for all sections in the study area indicate the presence of four water masses in the first 500 m based on the classifications of Silva and Neshyba (1976); Silva et al. (2009). In addition, three water types were observed as defined by the conditions of Swartzman et al. (2008). The water masses that were detected were Subtropical Surface Water (SSW), Equatorial Subsurface Water (ESSW), Antarctic Intermediate Water (AAIW), and Pacific Deep Water (PDW). The water types that were observed were Cold Coastal Water (CCW); Mixed Equatorial, Subtropical and Coastal Water (MESC); and Coastal Antarctic Water (CAW). The CAW reported by Swartzman et al. (2008) was detected as a small intrusion between 55 and 80 m.


[image: Figure 5]
FIGURE 5. Potential temperature and salinity diagram for the cruise. The color bar for each plot indicates (A) depth, (B) latitude, (C) oxygen, (D) pHSW, (E) in situ pCO2, and (F) omega aragonite. The water masses were detected based on the criteria of Silva and Neshyba (1976) and were Surface Subtropical Water (SSW), Equatorial Subsurface Water (ESSW), Antarctic Intermediate Water (AAIW), and Pacific Deep Water (PDW). The observed water types observed were Cold Coastal Water (CCW); Mixed Equatorial, Subtropical and Coastal Water (MESC); and Coastal Antarctic Water (CAW). CAW was reported by Swartzman et al. (2008).


In surface waters, MESC and SSW were detected in the first 25 m (Figure 5A). MESC is less salty and it was located north of 8°N, while SSW had salinities >35 and was observed south of 12°N (Figure 5B). The corresponding MESC values following 24 kg m−3 isopycnal (located in <10 m) for oxygen, pH, pCO2, and Ωarag were 250 μmol Kg−1, ~8.1, <500 μatm, and >3.5 units, respectively. The values for SSW between 10 and 60 m for the 25 kg m−3 isopycnal were >200 μmol Kg−1, >7.8, ~550 μatm, and >2.0 units (Figure 5). CCW located below MESC was also found at 8°N between 20 and 60 m depth (Figures 5A,B). When following the 25 kg m−3 isopycnal in <20 m depth, the average values of CCW characteristics indicated that this water type presented less oxygen, lower pH, higher pCO2, and lower Ωarag (close to zero to 50 μmol Kg−1, ~7.7, <1,000 μatm, and <2.0, respectively) when compared to that of MESC. The water type CAW was observed between 55 and 80 m. This water mass presented the lowest oxygen concentrations, low pH, higher pCO2, and low Ωarag (0 and 20 μmol kg−1, ~7.7, >1,300 μatm, and <2.0, respectively). In subsurface waters, the main water mass of the OMZ and CMZ in the study area considering the observed characteristics (low oxygen and pH and high pCO2 and DIC) was ESSW. The upper ESSW limit presented a potential density anomaly of 26 kg m−3 (Figure 5) in the offshore transect, and this isopycnal was found at ~70 m depth (Figure 6). However, the isopycnal was found at ~30 m near the coast at 14°S. The oxygen concentration declined to <20 μmol kg−1 at this depth but also presented pH values of 7.7 and <1.5 units for Ωarag (Figure 6).


[image: Figure 6]
FIGURE 6. Vertical distribution of the potential density anomaly (σθ, kg/m3), dissolved oxygen (DO, μmol kg−1), and omega aragonite (Ωarag) along the transect.


Figure 7 presents the spatial distribution at 30 m for temperature, density, oxygen, pCO2, pH, and omega aragonite. With the exception of a few stations located in the offshore region between 8 and 11°S, the area was influenced by subsurface waters and was therefore characterized by low concentrations of oxygen (<10 μmol kg−1), subsaturation values of omega aragonite (~1 near the coast Callao-Pisco), low pH (<7.5), and high pCO2 (values from ~ 500 to 1,200 μatm). The highest values of pCO2 were observed in the coastal region between Callao and Pisco at the southern end of the transect.


[image: Figure 7]
FIGURE 7. Surface distribution maps of physical and chemical variables at 30 m depth. Top panels show (A) temperature, (B) density, and (C) oxygen. Bottom panels show (D) derived in situ pCO2 (pH-DIC), (E) in situ pHSW, and (F) omega aragonite (Ωarag).




Vertical Mixing

Two different oceanographic scenarios were found during the cruise and consisted of the presence or absence of upwelling. The wind stress near the coast was low during January (<0.03 N m−2) prior to sampling (Figures 2, 3) and presented wind speed values <3 ms−1. However, in February, the monthly wind speed mean was 7 ms−1 while the wind stress was ~0.07 N m−2. In February we found the highest values for both Ekman offshore transport and vertical transport (Figure 3). During February, the upper ESSW limit was found near the surface between 20 and 50 m depth in the coastal area between 12 and 14°S. The lowest surface temperatures (~17°C), lower oxygen concentrations (<100 μmol kg−1), the highest surface DIC concentrations (~2,300 μmol kg−1), and low omega aragonite values (<1.5) were present at ~20 m depth (Figure 8).


[image: Figure 8]
FIGURE 8. Profiles of temperature (°C), dissolved inorganic carbon (DIC), and omega aragonite (Ωarag). The color bar represents the latitude for all of the plots and the black dashed line for omega aragonite indicates the saturation value (Ωarag = 1).


During the cruise, weakly stratified regions were identified based on temperature profiles with a N-S gradient (Figure 8). The stratification parameter was calculated according to Simpson (1981) for the upper 300 m of the water column. This value expressed in J m−3 and represents the amount of work per volume that is needed to mix the water column to a specified depth. The lowest stratification values were detected (<200 J m−3) between 11 and 15°S near the upwelling area found between Callao and Pisco (see vertical profiles in Figure 8). However, higher stratification values (>400 J m−3 were found between 8 and 11°S. For all sampled areas, the calculated stratification average was 350 J m−3. This combination of upwelling and stratification plays an important role in the spatial and vertical distribution of DIC, omega aragonite, oxygen, and temperature.



Circulation Based on SSHa Variability Scales

The decomposition of SSHa variability for the Peruvian area based on 21 years of AVISO data shows that the interannual signal is dominant (~30–80%), followed by the mesoscale signal (20–60%), and finally the seasonal signal (~7 and 30%; Figure 9). However, the cruise took place during a normal year. The seasonal cycle presented weak variance, which is consistent with previous studies in the eastern tropical Pacific (Takahashi et al., 2011).


[image: Figure 9]
FIGURE 9. Variance of the sea level anomaly for the three time scales: (A) seasonal, (B) interannual, and (C) mesoscale.


Seasonality between 6 and 16°S had a greater effect on SSHa between 80 and 84°W in offshore areas while a small influence was observed near the coast between 8 and 13°S, which coincides with the location of the sampling network (Figure 9A). The interannual variability was mainly the result of ENSO as shown in Figure 9B where the temporal component of the first mode (EOF1) can be seen to be correlated with the El Niño multivariate (MEI) and ONI indices. It should be noted that the region is partially located within the area referred to as El Niño region I (Trenberth and, 2019). Figure 9B also shows that the ENSO effect extended south of the study area near the coast with a local variance between 57–77%.

Mesoscale eddy activity is generated by variations in density that arise from coastal currents in their own vortices. The greatest effect of this activity was detected with SSHa in the southern region between 13 and 16°S, although mesoscale eddy activity presented latitudinal variation and minimum values were present in the northern region (Figure 9C). This is likely because most eddies are generated near the coastal region between 10–16°S and reach their greatest diameters between 13–16°S.

During neutral El Niño conditions, as in February 2014, the ENSO signal may be overshadowed by high mesoscale variability. The signal decomposition for the sampling dates during the cruise is shown in Figure 10. January and February were neutral ENSO periods (ONI = −0.4), and the interannual signal was weak (0.5–1.8 cm). The strongest driver of SSHa variability was the mesoscale signal (−5.9 to 5.1 cm), which was mainly due to the presence of eddies, with fluctuations of −1.3 to 3.0 cm generated by seasonality.


[image: Figure 10]
FIGURE 10. Signal decomposition for January and February: (a,d) seasonal, (b,e) interannual, and (c,f) mesoscale.




Inferred Sea Surface Height Anomalies, Satellite Product, and Cruise Track Variability Attributed to Mesoscale Eddies

To evaluate if mesoscale eddy activity played a large role in carbon system variability within the inner and outer transects, two approaches were considered. Inferred SSHa by calculate density and thus to compare with the satellite product (Figures 11A,C,D). We found that both estimations showed similar trends. However, a linear regression analysis was carried out to determine if the inferred SSHa were associated with the satellite dynamic height product. The R2 value of this analysis was 0.78. Likewise, a statistically significant Pearson linear correlation coefficient of rp = 0.88 was obtained, indicating that increases in sea surface height were associated with SSHa (confidence level of 95%).


[image: Figure 11]
FIGURE 11. (A) Association between DHa and SSHa for the deepest points of the main offshore transect (see Figure 1). The black straight line corresponds to the linear model obtained with x0 = 1.25, x1 = 0.02, R2 = 0.78, and rp = 0.88. (B) Association between ZDIC = 2250 (depth at which DIC = 2,250 μmol/kg) and SSHa for the deepest points of the main offshore transect. The black straight line corresponds to the linear model obtained with x0 = −29.11, [image: image], and rp = −0.68. From (C–E) we show the values of SSHa, DHa, and ZDIC = 2250 from the deepest points of transect 1. The horizontal axis corresponds to distance (km), beginning from the North (0 km).


After SSHa were estimated, they were used to geo-reference each carbonate system profile to determine the degree of variability in the carbonate system that may be attributed to mesoscale eddies (Figures 11B,E). For example, the large horizonal and vertical variability associated with DIC values of 2,250 μmol kg−1 was due to eddy presence. The linear regression was performed considering SSHa and DIC depth (Z). An association was found between ZDIC = 2250 (depth at which DIC = 2,250 μmol kg−1) and SSHa for the deepest portions of the main offshore transect. The model obtained has x0 = −29.11, x1 = 8.08, R2 = 0.46, and rp = −0.68. We found that mesoscale processes change the upper depth limit of ESSW and the depth of this water mass, while affecting DIC, the aragonite saturation depth, and the upper limit of the OMZ.




DISCUSSION

This study describes the Peruvian upwelling conditions observed during January and February 2014 and the associated spatial variation of the CO2 system. During upwelling events, the aragonite saturation depth was observed to be close to 50 m, but values of <1.2 were detected close to 20 m and were accompanied by low pH (<7.5), high pCO2 (>1,250 μatm), and high DIC (>2,250 μmol kg−1). These chemical characteristics were linked with the portion of the water-column that spanned from the upper limit of Equatorial Subsurface Water (ESSW) to the upper limit of the OMZ (<5 μmol kg−1) and the carbocline (~2,300 μmol kg−1). Our analysis of the decomposition of SSHa variability also shows that the coastal-oceanic signal was dominated by interannual variability. However, during our sampling period, mesoscale processes were key drivers of surface water dynamics. In particular, the upper depth limit of ESSW may be altered by physical phenomena, such as eddies or interannual events. This results in changes in the depth of this water mass and affects DIC, the aragonite saturation depth, and the upper limit of the OMZ.


Vertical Mixing, Water Masses, and Water Types

Large spatial variability in sea surface anomalies were found (Figure 4). Part of this variability may be attributed to the influence of mesoscale eddies, which modify biogeochemistry. For example, shallower saturation horizons and high DIC values may be due to cyclonic eddy activity, while low DIC concentrations will be deeper due to anticyclonic eddy activity. The sampling area showed eddy production in the oceanic region, which may account for a large percentage of the variability that was observed in the offshore stations located south of 13°S (>40%) as may be seen in Figure 9C. Additional information regarding the effect of eddies on the biogeochemistry inside an OMZ has been reported by Bettencourt et al. (2015) who indicate that mesoscale structures have relevant dual roles at depths between 380 and 600 m. Firstly, their mean positions and paths delimit and maintain the boundaries of oxygen minimum zones. Secondly, their high frequency fluctuations entrain oxygen across these boundaries. As a result, these eddy fluxes contribute to the ventilation of the oxygen minimum zone. Eddy structures can introduce water types with different pH and Ωarag values (Figure 5). For example, MESC and SSW at the surface were affected by anticyclonic and cyclonic eddies (Figure 6), respectively, and MESC had higher pH and oxygen values than SSW (Figure 5).

The offshore surface waters were saturated with regard to aragonite (Ωarag >1.5 to >4.5) in the first 50 m of the water column (Figures 6, 7). However, for depths below 150 m, the Ωarag values were <1. These values are similar to those reported for the open ocean (300 km from the coast) in the Eastern South Pacific (Feely et al., 2012; Jiang et al., 2015). The upper limit of ESSW can be identified by the 26 kg m−3 isopycnal (Figure 5). The depth of this isopycnal surface was closely related to the thermocline and with the aragonite saturation horizon (Figure 6). Therefore, most of the chemical features associated with this isopycnal were similar regardless of depth. In most cases, the sinking of this density surface directly resulted in changes in the depth of the aragonite saturation horizon. Near Pisco, the upper limit of ESSW was as shallow as ~20 m depth.

During the cruise, the low surface Ωarag values (<1.2) that were observed near the coastal stations were due to the influence of upwelled water. However, a cyclonic eddy was present during sampling along the coast between 11 and 12°S (Figure 4; February). This eddy resulted in an upward vertical transport of aragonite-undersaturated ESSW, which reduced the surface values of Ωarag (Figures 6, 7). Furthermore, an anticyclone was observed in most of the oceanic region (8–12°S and 80–81°W) that resulted in a depression of the aragonite saturation horizon. The highest Ωarag values (near 3) that were found in the Peruvian area were observed offshore in the northern transects. Nevertheless, the high offshore pH values (>8.1) and low pCO2 values (<600 μatm) that were found in this region suggest that the aragonite saturation state is driven by two processes: outgassing of CO2 and the biological consumption of dissolved inorganic carbon. However, submesoscale processes are another physical driver of CO2 outgassing. Köhn et al. (2018) carried out a CO2 variability study across an upwelling front near Peru using high-resolution underway measurements and provided evidence of the complex submesoscale distribution of surface CO2 in the Peruvian upwelling system. Thus, physical processes may also influence the distribution of pCO2 on different spatial and time scales.



Spatial Variability

In winter, the Peruvian Coastal Current (PCC) flows intensely toward the equator, while the Peruvian Coastal Under Current (PCUC) flows toward the pole (Bakun and Nelson, 1991; Penven et al., 2005; Croquette et al., 2007; Ayón et al., 2008; Dewitte et al., 2011). During normal conditions, upwelling transports water from the PCUC (Ayón et al., 2008; Montes et al., 2011). During La Niña conditions, the Cold Coastal Water (CCW) water type is heavily influenced by upwelling (Ayón et al., 2008; Montes et al., 2011).

Based on the analysis of 1993–2014 SSHa data, we found that interannual variability plays the most important role (up to 60% of local SSHa variance) in determining the circulation of the coastal areas and in the southern region of our study area, followed by mesoscale variability. This result is different from what was observed by Godínez et al. (2010) for the OMZ located in the Eastern Tropical Pacific (ETP) off the coast of Mexico (15–24°N). In their study, seasonality was found to be the dominant signal, which was followed by the mesoscale signal. The mesoscale contribution to SSHa variability was four times larger than what was observed for the ETP (10–20% of the local SSHa variance). In contrast with our study area, interannual variability was three times larger than mesoscale variability near the coast. The waters off Peru are intimately associated with the dynamics of the equatorial Pacific and are thus subject to large temporal variations. The ENSO cycle, with its warm El Niño phase and cold La Niña phase, is comprised of a natural interannual oscillation frequency of the ocean-atmosphere system in the tropical Pacific (Takahashi et al., 2011). Over several months, this cycle substantially alters the functioning of ecosystems associated with the coastal outcrop (Grados et al., 2018).

In our study, mesoscale variability was less important than interannual variability, but we also found that mesoscale eddy activity notably influenced carbon system variability within the inner and outer transects (Figure 11). We found that the large spatial variability observed in our study area was attributed to the influence of mesoscale eddies, which can modify the distribution of biochemical variables, such as the aragonite saturation horizon, in response to shallower (cyclonic eddies) or deeper (anticyclonic eddies) thermoclines. According to Willett et al. (2006), eddies are the main contributors of mesoscale variability in the ETP. Eddies affect the spatial distribution of dissolved chemicals by Ekman pumping and by exporting dissolved and particulate materials into the open ocean, fostering horizontal advection (Chen et al., 2007; Samuelsen and O'Brien, 2008; Gaube et al., 2014; Nagai et al., 2015). In the study area, mesoscale processes influenced the upper depth limit of ESSW, changing the depth of this water mass and affecting DIC, aragonite saturation, and the OMZ depth. Mesoscale eddies, whether they are driven by wind forcing or otherwise, can persist for weeks (cyclonic) or months (anticyclonic; Gonzalez-Silvera et al., 2004; Palacios and Bograd, 2005). Although mesoscale processes were not as important as interannual processes, they were still very important in the region during the cruise and affected the spatio-temporal variability of the biogeochemical patterns in the region and are thus key factors to consider when studying the carbonate system in the ocean offshore of Peru.



Variability of Dissolved Inorganic Carbon

The DIC concentrations detected in the study area were within the data ranges that have been reported for SSW in the ETP (Paulmier et al., 2011; Franco et al., 2014; Chapa-Balcorta et al., 2015). The DIC variability observed during sampling indicates that upwelling and mesoscale variability affect DIC values. The corresponding changes in pCO2 and Ωarag affected both regional biogeochemical conditions and habitat quality for calcifying or pH-sensitive species.

The impact of climate change on the dynamics of the Eastern Boundary upwelling system (EBUS) has been debated and a consensus has not been reached so far, mostly because of competing effects due to the increase in upwelling favorable winds induced by the expansion of the Hadley cell (Bakun et al., 2015; Rykaczewski et al., 2015) and the increase in surface warming that increases vertical stratification and tends to reduce upwelling (e.g., Echevin et al., 2012 for the coast of Peru). There is also uncertainty with regard to whether upwelling favorable winds will actually increase in the mid-latitudes (Goubanova et al., 2011) given that increasing trends in alongshore favorable winds are barely detected in existing data sets (e.g., Figure 1 of Belmadani et al., 2014). It has been postulated that along the Peruvian coast, global warming has increased the heat difference between the continent and the adjacent sea. This change has resulted in an intensification of the winds, which has resulted in the coastal outcrop. However, recent studies suggest a notable cooling of the marine-coastal strip between central Peru and northern Chile over the last 35 years, although records of coastal winds are scarce and the causes behind this trend remain unclear (Yáñez et al., 2018). The first simulations of climate change effects in the waters off Peru predicted a decrease of the coastal outcrop, an intensification of coastal retention processes, and a reduction in marine productivity, in which thermal stratification plays an important role (Gutiérrez et al., 2011). These changes in upwelling intensification will also be reflected in the carbon biogeochemistry of coastal areas.



Aragonite Saturation Horizon Maintenance

A lower oxygen concentration at the aragonite saturation depth was found in the southern stations near the coastline (Figures 6, 7). The remineralization of organic matter produced at the surface may intensify the consumption of oxygen in the subsurface layer due to low ventilation driven by strong stratification in the area (Fiedler and Talley, 2006; Fiedler et al., 2013; Franco et al., 2014). The latter is consistent with what was reported by Fiedler and Talley (2006), who concluded that 90% of organic matter was remineralized in the first 200 m of the water column. In turn, Paulmier et al. (2006) showed that organic matter remineralization in the oxycline of the Humboldt system was 3-fold more intense than in the core of the OMZ, which favors the maintenance of these zones. In highly productive coastal zones, eutrophication due to runoff from terrestrial nutrient addition may have a greater effect on the decrease of aragonite saturation than on ocean acidification driven by anthropogenic CO2 absorption (Borges and Gypens, 2010). Water with low oxygen and carbonate ion concentrations may have different biological responses, as this situation may lead to habitat increases or decreases for the species that reside in OMZs, particularly because these chemical environments affect their metabolic functions.

Like biological processes, physical drivers play a very important role in the vertical distribution of several CO2 variables in the ocean. The results reported in this study clearly demonstrate that DIC concentrations, pCO2, and Ωarag depend not only on the upwelling season but also on the presence, absence, and intensity of mesoscale eddies. Therefore, proper evaluations of physical drivers should always include an analysis of the indicators of these eddies, such as dynamic height, geostrophic currents, or altimetry in models that are able predict which areas are likely to experience ocean acidification.

The upwelling system in Peru is a natural laboratory for the study of regional interactive processes between the land, ocean, and atmosphere while providing a unique opportunity to understand carbon variability in different scales. For example, the Peruvian anchovy Engraulis ringens lives and spawns in a region where pCO2 values may be higher than 1,000 ppm (Friederich et al., 2008), and low survival rates have been attributed to these high values (Shen et al., 2017). These authors also highlight the need to understand the effect of pCO2 levels on spawning and mortality rates to predict the effects of ocean acidification on fisheries management. In response to future warming, changes in timing, intensity, and spatial heterogeneity are expected to occur in most EBUS (Wang et al., 2015).




CONCLUSIONS

During the upwelling events, the aragonite saturation depth was observed to be close 50 m, but values <1.2 were detected close to 20 m along with low pH (<7.5), high pCO2 (>1,250 μatm), and high DIC (>2,250 μmol kg−1) values. These chemical characteristics were associated with Equatorial Subsurface Water (ESSW). In addition, the aragonite saturation depth became gradually shallower from north to south, beginning at 140 m and decreasing to <40 m with pCO2 values close to 1,250 μatm.

Large spatial variability in surface values was also observed. Part of this variability can be attributed to the influence of mesoscale eddies, which can modify the distribution of biogeochemical variables. The results reported here clearly demonstrate that DIC concentrations, pCO2, and Ωarag depend not only on upwelling but also on the presence, absence, and intensity of mesoscale eddies. Mesoscale eddies changed the upper depth limit of ESSW, changing the depth of this water mass and affecting DIC, aragonite saturation, and OMZ depth.

Our analysis of the decomposition of SSHa variability that was based on a 21-year data set, indicated that the interannual signal was the dominant coastal-oceanic signal. However, during our sampling period, mesoscale processes were key drivers of surface water dynamics. The 2014 cruise was characterized by weak Kelvin activity, and physical forcing was more associated with eddy activity. Large spatial variability at the surface was also found. Part of this variability was attributed to the influence of mesoscale eddies which modify biochemistry. For example, the aragonite saturation horizon was affected by shallower or deeper thermoclines, which were the result of cyclonic or anticyclonic eddies, respectively. Near the coast and south of 12°S, pHT values from 8 to 7.6 were observed in upwelling zones but were also distributed in several shallow water types. Values <1.2 were detected close to 20 m along with low pH (minimum of 7.5), high pCO2 (maximum of 1,250 μatm), and high DIC concentrations (maximum of 2,300 μmol kg−1). Weighing the relative importance of each individual signal leads to a better understanding of the biogeochemical processes in the area.
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Water Month Mean depth Mixed layer Average Average DIC (wmol/kg) pHt n DO (wmol/kg)
mass range (m) depth (m) Absolute Conservative
Salinity (g/kg) Temperature (°C)

GCW Jun-15 0-176 10+4 35.18 + 0.05 18.09 + 4.17 2199 + 118 7.696 + 0.219 22 107 + 61
Mar-16 42-112 —~ 35.17 + 0.05 19.02 + 1.62 2108 + 30 7.967 £+ 0.041 4 135 + 56
CCwW Jun-15 34-53 = 34.46 + 0.07 19.77 £ 0.73 = = = 178 + 21
Mar-16 - - - - - - - -
T™wW Jun-15 0-115 10+6 34.78 £ 0.13 23.73 + 3.56 2116+ 78 7.786 £ 0.155 88 144 + 69
Mar-16 0-100 13+ 6 34.73 +£0.12 21.79 £1.75 2089 + 77 7.888 +£ 0.147 68 130 £ 69
TSW Jun-15 0-74 25+ 13 34.48 + 0.09 28.35 + 1.19 2016 + 60 7.887 £0.12 35 196 + 13
Mar-16 0-44 12+ 6 34.27 £ 0.15 26.44 + 0.66 1971 £ 48 8.01 + 0.087 35 198 +8
StSsW  Jun-15 45-520 - 34.09 + 0.07 11.92 +£1.94 2269 + 42 7.551 £0.099 108 5+10
Mar-16 51-448 - 34.9 £ 0.07 12.05 + 2.05 2232 + 24 7.674 £ 0.053 35 5+9

The salinity and average temperature of each water mass are presented. The acronyms utilized are Guif of California Water (GCW), California Current Water (CCW),
Transitional Water (TW), Tropical Surface Water (TSW), and Subtropical Subsuperficial Water (StSsW).
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Water
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28+7 15+4

Taken and modified from Portela et al. (2016).
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Zone n Depth (m)
Shelf 184 15536343
oz 408 32830233
omz % 50020 % 1333
LOMZ 24 101433+20.15

Temp (°C)

9.64£0.05
843£008
622011
433£003

Salinity

33.9840.01
34.2540.01
34204 0.01
34.46 £ 0.01

Oxygen (wmol kg~")

85.05 % 1.93
41.88 £ 0.60
15.83 4 0.56
13.32 £049

PHTotal

769001
759001
757001
763001

LD (mm)

60.46 £ 1.17
48.26 £ 0.40
45.49 £ 0.82
6108288

Gonad Index

657038
479 £0.19
1.8540.18
415£1.01

Shelf, <200m; OLZ, Oxygen Limited Zone (22-60 jumol oxygen kg="); OMZ, Oxygen Minimum Zone core (<22 umol oxygen kg™'); LOMZ, Lower Oxygen Minimum Zone (>750m

where dissolved oxygen begins to increase).
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Zone n Depth (m) Temp (°C) Salinity Oxygen (umol kg~") PHTotal

24 17424105 944£0.47 33.98+0.05 9039 +8.58 7.69+0.02
20 3625+ 801 805010 3420+008 3308:£0.77 7.67 001
26 681.8 +32.4 5.55+0.19 34.36 £ 0.01 14.61£0.71 7.57 £0.06
n Zn Ni cd u 3

Shelf 24 12,66+ 189 10,566 % 0.07 098009 0224002 946+ 1.41

oz 20 8.62+0.87 10506 + 0.04 0.74 +£0.04 0.13+0.01 1.33+0.19

OMZ/LOMZ 26 9.69+1.48 10.528 + 0.09 0.61+007 0.12+0.01 447064

Zone n Mg Sr Fe

Shelf 24 19.86 % 0.22 590004 693+0.12

oz 20 19.88+0.18 5934003 728+0.12

omzLoMZ 26 18494013 5794003 694016

Shelf = <200m; OLZ, Oxygen Limited Zone (22-60 umol oxygen kg™
where dissoived oxygen begins to increase).

OMZ, Cxygen Minimum Zone core (<22 jumol oxygen kg™!); LOMEZ, Lower Oxygen Minimum Zons (>750m
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Explained variance
Proportion of total variance

Factor 1

—0.1448
—0.5088
—0.0413
0.8700
0.8611
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0.9046
0.5406
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Core Depthrange Corg Al Fe Ba cd Mo Ni u v Bacxcess  Uauth
(cm) (%) (%) (%) (mg/kg) (mg/kg) (mg/ke) (mg/kg) (mg/kg) (mg/kg)  (mg/kg)  (mglkg)
C37A (Alfonso Basin) 02 601 49 25 4064 25 63 403 99 1247 406.4 8.1
24 618 51 26 4193 26 64 419 101 1158 419.2 83
4-6 6.13 5.1 26 440.0 34 93 413 9.7 133.4 4399 79
68 642 50 25 4543 34 102 442 10.4 137.1 4543 84
8-10 47 23 4399 35 99 440 13 1396 4399 96
10-12 639 48 23 4304 38 90 453 130 150.6 4304 13
12-14 665 50 25 4766 44 95 479 135 156.8 4766 1.7
14-16 6.66 53 26 479.3 38 9.2 483 124 141.8 479.3 106
16-18 676 43 21 4160 38 92 a2 92 170 4159 77
18-20 6.26 49 24 458.0 39 87 45.8 1.6 149.7 458.0 9.9
22-24 643 50 26 4805 48 12.7 495 109 167.1 4805 91
24-26 605 48 24 4583 48 112 463 129 157.0 458.3 1.2
26-28 656 49 24 4591 47 82 504 124 1549 459.1 107
28-30 625 50 25 4615 5.4 134 46.9 108 160.0 4614 20
30-32 593 50 25 4855 50 130 6.4 1.2 1642 4855 95
32-84 580 49 25 4681 48 112 ar7 18 160.6 468.1 10.1
34-36 8.53 5.1 26 488.8 53 129 516 1.9 172.4 488.7 10.1
36-38 6.18 5.1 25 470.3 43 10.7 48.9 1.1 167.5 4703 9.4
38-40 604 51 25 4418 37 93 46.4 13 146.4 4418 95
40-42 8.30 5.1 25 472.7 4.7 135 489 10.1 161.0 472.7 83
42-44 665 47 24 4815 70 142 514 14.2 1708 4815 125
44-46 560 46 24 8722 29 68 428 140 1240 3722 123
46-48 662 46 23 4401 50 133 463 99 1485 440.1 82
48-50 4.8 2.4 491.6 5.2 16.2 50.0 129 166.9 491.5 1.2
C52A (La Paz Basin) 02 641 43 18 6828 26 6.7 49.4 88 750 6828 72
24 658 43 19 68l 24 49 49.4 75 76.0 681.1 60
46 655 43 19 4198 25 o1 49.0 83 765 4108 68
68 668 43 19 5804 25 107 49.9 84 868 5804 68
8-10 742 46 19 7633 30 126 52.9 97 1028 7632 8.1
10-12 661 44 18 6896 28 118 507 104 93.4 6895 88
12-14 643 44 19 70483 28 106 49.9 9.2 88.4 7043 76
14-16 654 46 19 7230 28 99 517 96 839 7229 80
16-18 640 46 19 7032 29 96 514 88 80.9 7082 72
18-20 6.49 48 20 7281 29 103 532 1.1 94.7 7281 93
20-22 617 43 19 6613 27 95 473 86 822 661.3 70
22-24 610 45 20 7144 24 109 502 9.1 743 714.4 75
Ca2A 296 23 10 1757 53 08 268 143 26.0 175.7 132
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Marine  Water Redox condition and Core top proxy data

basin column  bottom
depth dissolved Oy Productivity/nutrients Redox and/or Produc Redox
(mL/L) N
Corg  Baexcess Ni u Uauth cd Mo v
(%) (mg/kg)  (mg/kg)  (mg/kg)  (mg/kg) (mg/kg)  (mg/kg)  (mg/kg)
Affonso  Uppermost ~ Severe hypoxia 296 175.70 26.84 1431 1317 534 075 26,05
Basin oMz (~0.3)
(ca28) (265m)
Affonso  Upper Anoxia 601 406.37 4025 9.85 8.14 2.48 634 124.67
Basin oMz (<0.1)
(c37A) (408m)
LaPaz Middie Anoxia 6.41 682.77 49.06 8.84 7.24 2.60 675 75.048
Basin oMz (<0.1)
(c52) (785m)

The dissolved oxygen values presented here were obtained during the PALEOMAR-1 oceanographic campaign.
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Depth range (cm) Depth midpoint (cm) Age in years AD Dated material and Corresponding sedimentation

method used rate for C37A
0-2 1 1999 210pp dating of the 0.61 mmv/year
24 3 1967 uppermost 10cm of bulk

46 5 1984 sediment from box core

68 7 1002 DIPAL-Il C44

8-10 9 1870

10-12 11 1837

12-14 13 1805

14-16 15 1772

16-18 17 1747 AMS 14 dating with 0.8 mm/year
18-20 19 1722 Bolivina subadvena in the

20-22 21 1697 following horizons of the

2024 2 1672 gravity core DIPAL-HIl T43:

24-26 25 1647 Code: BETAB20950

26 28 27 1622 Interval: 17-18 cm

28-30 29 1507 Age: 1672 year AD

30-32 31 1672

30-34 33 1547 Code: BETA322689

34-36 35 1522 Interval: 41-43 om

36-38 37 1497 Age: 1240 year AD

38-40 39 1472

40-42 41 1447

42-44 43 1422

44-46 45 1397

46-48 a7 1872

48-50 49 1347

The cores were collected at the same location in Alfonso Basin.
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Marine basin Water Redox condition Proxy data

column and bottom
depth dissolved Oy Productivity/nutrients Redox and/or Redox
(mL/L) Productivity

Corg  Baexcess Ni u Uauth cd Mo v

(%) (mg/kg)  (mg/kg)  (mg/kg) (mg/kg)  (mg/kg) (mglkg)  (mg/kg)
Affonso Basin, Upper Anoxia 780 33895  37.49 465 416 1.42 1.40 38.96
Gulf of California oMz (<0.1) [1637) (214745 [107.99] [42.79]  [42.70] [4.65) 792 (8464
(setling particles)® (360m)
Affonso Basin, Uppermost ~ Severe hypoxia 2.96 17670 2684 1431 1347 534 0.75 26.05
Gulf of California oMz (~03)
(core G42A2 (265m)
Alfonso Basin, Upper Anoxia 601 40637 4025 9.85 8.14 2.48 6.34 124.67
Gulf of California oMz (<0.1)
(core C37AY (408m)
La Paz Basin, Middle Anoxia 641 68277 4906 8.84 724 260 675 75.05
Gulf of Calfornia oMz (<0.1)
(core C52A) (785m)
Pescadero Slope, Upper Anoxia 642 65495  54.10 8.09 506 - 7.35 149.08
Gulf of California oMz (<0.1)
(core DIPAL-Ill T2)> (577 m)
Santa Barbara Basin, Upper Anoxia 3.00 5132° 5100 2.90 - 280 470 186.70
Eastern Pacific, 34°N oMz (<0.1)
(core ODP 893A)! (676.5m)
Mazatlan Margin, Upper Anoxia - - - 429 - - 6.26 -
Eastern Pacific, 22.7°N oMz (<0.1)
(core Mazatian)® (42m)
Soledad Basin, Upper Anoxia 7.09 - - 6.78 - - 4.16 -
Eastern Pacific, 25.2°N oMz (<0.1)
(core Soledad)® (642m)
Gulf of Tehuantepec, Upper Anoxia 474 - - - - 306 651 -
Eastern Pacific, 15.7°N oMz (<0.1)
(core MEOOOSA 11PC)f (574m)
Gulf of Tehuantepec, Middle Anoxia 434 - - - - 157 6.54 -
Eastern Pacific, 15.7°N oMz (<0.1)
(core MEOOOSA 3JC)f (740 m)
Peru Margin Uppermost  Anoxia 16.27 - - 17.34 - - 7008 -
Eastern Pacific, 13.7°S oMz (<0.1)
(core MC82)° (264m)
Upper Continental Crust - - - 668" 186 25 25 0.102 14 53

Average9

The core top values represent the uppermost 2cm of sedimentary record.
*Total concentration value (not enough supplementary data to calculate authigenic or excess values).

2This study.

bGravity core (Choumiline et al., 2017).

<Seclment trap material; average and [maximum] values between 20022008 in 173 samples (Rodriguez-Castarieda, 2008; Choumiline, 2011; Siverberg et al, 2014).
9Diill core (Ivanochko and Pedersen, 2004).

*Multicore (VicManus et al, 2006).

!Sediment core (Hendy and Pedersen, 2006).

9Wedepohl (1995).
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