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Editorial on the Research Topic
 Ecology and Behaviour of Free-Ranging Animals Studied by Advanced Data-Logging and Tracking Techniques




INTRODUCTION

Many details of the behavior, life history and eco-physiology of animals, even among intensively-studied species, remain unknown. Direct observation is a laborious process only amenable for accessible and non-cryptic species, whereas traditional radio telemetry does not directly provide information on the diversity and complexity of animal physiology and behavior. Further, both methods are laborious and/or expensive, and may lead to biased data when physiology and/or behaviors are altered by marking or tracking (Boyer-Ontl and Pruetz, 2014; Nowak et al., 2014; Welch et al., 2018; see also Le Grand et al.). Ultimately, these methods provide only a fragmentary overview of animal behavior patterns during periods when individuals can be readily detected and surveyed while leaving activities during other times obscured. However, the ongoing miniaturization, sensor development, and increased affordability of data logging and advanced telemetric devices offers the potential for continuous and intensive data collection, thereby potentially allowing researchers to more rigorously investigate both physiology and behavior of animals that are difficult to study using traditional observational methods. Owing to these new technologies, we are at the cusp of a truly revolutionary opportunity to address important and longstanding knowledge gaps in animal eco-physiology. To that end, the special section entitled Ecology and Behaviour of Free-Ranging Animals Studied by Advanced Data-Logging and Tracking Techniques includes 22 papers that report on and quantify otherwise hidden aspects of the biology of a variety of mammals, birds, and even invertebrates, across diverse environments including land, water, and air. The highlighted studies focus on fields ranging from basic animal behavior and ecology to eco-physiology; several papers adopt an integrative approach, providing a rather comprehensive understanding of individual time budgets and their implications. Ultimately and collectively, these contributions serve as testament to the drastic improvement in the level of ecological inference that can be derived from research studies involving the use of data-logging and tracking devices that are currently available.



ACTIVITY, MOVEMENT, AND ENERGETICS IN THE WATER

Estimating activity and field metabolic rates (FMR) in wild animals, with the accuracy and precision necessary for development of robust bioenergetic models, is an increasingly high priority in ecology. Because FMR can vary with environmental or life history features, measuring variability in behavior or energetics through space or time is often exceedingly challenging. Further, aquatic systems pose especially vexing problems for the deployment of bio-logging tools and measurement of energy expenditure because of water resistance against externally deployed units. A variety of bio-logging tools have become available for such investigations, for example, monitors can help understand heart rate and lung function (Cauture et al.), or establish a correlation between movement and energy use (Arranz et al.) in marine mammals; such investigations can elucidate the physiological limitations associated with living in an aquatic environment. Further, high-resolution multi-sensor tags (e.g. Johnson and Tyack, 2003) can be used to reveal variation in feeding strategies and dive depths (Isojunno and Miller; Irvine et al.), as well as serve to establish broader-scale assessments of regional variability in food availability (Heerah et al.). Multi-sensor data from different populations can be used to model physiological variation across a species' range (Fahlman et al.), and similar approaches may broadly hold promise for understanding how physiology can vary across changing environments. It is important to note that the increasing popularity of bio-logging tags for investigating physiology, behavior and energetics in marine systems should be accompanied by appropriate validation studies assessing potential energetic impacts of tag placement and design. To this end, van der Hoop et al. showed that swimming behavior of bottlenose dolphins was affected by increasing size of tags through increased metabolic cost due to drag, and we highlight the need for similar studies across a range of species, tag types, and environmental conditions before data derived from bio-logging tags be widely used in bioenergetics models. It follows that bio-logging tools can also be used to inform on animal welfare issues by addressing behavioral changes owing to injury or sickness (Arkwright et al.).



ACTIVITY, MOVEMENT, AND ENERGETICS ON THE GROUND

Bio-logging tools are useful for measuring a variety of behaviors in terrestrial systems and are becoming increasingly important as basis for understanding animal responses to stressors or environmental variability. For example, Le Grand et al. used several different logger types to infer the variability in brown bear physiology and behavior relative to several types of anthropogenic disturbance. Temperature sensors are becoming increasingly popular for studying seasonal activity and energetics in terrestrial mammals. For example, Wassmer and Refinetti used temperature data loggers to describe the variability in daily and seasonal activity patterns among individual fox squirrels. Likewise, temperature sensors in hamsters helped reveal whether dietary supplements could induce changes to the intensity of hibernation and associated metabolic rate (Siutz et al.). Along the same lines, temperature sensors attached to GPS transmitters allowed Thaker et al. to infer elephant movement speeds according to ambient temperature. In another study using telemetry in elephants, Wato et al. interpreted the observed directionality in movements to water sources as evidence of animal memory and spatial cognition. Finally, one aspect of bio-logging that is often overlooked concerns the objective classification of behavioral data derived from these devices, and Studd et al. provide a novel template for the robust classification of snowshoe hare behavior derived from accelerometers.



ACTIVITY, MOVEMENT, AND ENERGETICS IN THE AIR

Flying organisms present a unique set of challenges in terms of assessing behavior and energy expenditure, and several developments in this area have helped establish a better understanding of related costs and consequences. O'Mara et al. used GPS loggers and accelerometers to infer the importance of tailwinds on fruit bat energy expenditure, with the important caveat that it remains difficult to infer how simple measures such as overall dynamic body acceleration (ODBA) can be used to assess energetic costs of flight. This is an important point that highlights the need for additional studies relating measurements derived from bio-logging tools to animal behavior or physiology. However, some novel developments hold promise in the interpretation of behavior of aerial organisms, such as those reported by Dreelin et al. that illustrate how altitudinal dataloggers can help understand differences in flight behavior across bird species. Similarly, Eisaguirre et al. applied a sophisticated modeling approach to telemetry data to assess patterns of variation in golden eagle movement and migration. Likewise, telemetry-based tracking of guillemots and razorbills provided novel insight into their distribution and movement patterns compared to traditional boat-based surveys (Carroll et al., 2019). In an interesting methodological investigation, Bridge et al. showed how the deployment of a new open-source RFID data-logging system could be useful for measuring a variety of behavioral responses in several bird species. Finally, an important point regarding the use of bio-logging tools especially for monitoring small aerial organisms concerns the need for miniaturization to avoid deleterious effects of marking on performance. To this end, Minahan and Brunet show how miniaturized loggers can be used to track foraging activity and movements of a variety of bee species.



NAVIGATING A CHANGING ENVIRONMENT

Bio-logging tools can be used to answer basic ecological questions but perhaps their greatest promise relates to establishing important baseline values for behavior and physiology. These baseline values will be critical to understand how animals may respond to future environmental change and can help provide means for mitigation. Indeed, in their mini review, Chmura et al. highlight the potential use of such technology for detecting, understanding, and forecasting species responses to climate change. Finally, in a general overview Judge et al. reviewed how recent advances in temperature logging reveal thermal stress in a variety of organisms inhabiting the intertidal zone and likely facing dire threats from climate change.



CONCLUSION AND FUTURE CHALLENGES

The variety and novelty of contributions presented in this Research Topic provides an important overview of the many opportunities offered by new technologies in bio-logging. We anticipate that in the next decades existing devices will be refined and further miniaturized, new devices will be developed with added opportunities for understanding animal behavior and physiology, and new tools will become available for analysis of the large amount of data that are collected by these devices. Doubtless, these developments present tremendous opportunities for advancing our understanding of animal performance and responses to environmental change. However, we conclude by offering the important caution that successful application of these devices for addressing basic and applied questions in ecology relies on their proper validation. Indeed, the success of bio-logging tools in providing robust ecological inference depends on the implementation of systematic companion studies that validate their use, as well as additional studies focusing on the proper interpretation of the data that they yield. We consider it as crucial for researchers to resist applying new technologies and analytical tools without the requisite validation studies and system stress tests in controlled settings. How might bio-logging devices affect animal behavior or physiology? What are the best size, shape and attachment methods to minimize impacts? Do all individuals respond similarly to such devices? How well can data from bio-loggers serve as proxies for animal features of interest such as behavior, physiology or energetics? How can we best analyze data derived from a particular type of device? These are important questions that will serve as the foundation for successful application of bio-logging tools in the future, and they can best be answered through close interaction and collaboration between researchers, device manufacturers, and data analysts. Ultimately, we are optimistic that with this proper foundation bio-logging will continue to revolutionize our understanding of animal ecology and how individuals, populations, and species respond to a changing environment.
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In this mini-review, we discuss how biologging technology can be used to detect, understand, and forecast species' responses to climate change. We review studies of phenology, thermal biology, and microhabitat selection as examples to illustrate the utility of a biologging approach in terrestrial and aquatic species. These examples show that biologgers can be used to identify and predict behavioral and physiological responses to climatic variation and directional climate change, as well as to extreme weather events. While there is still considerable debate as to whether phenotypic plasticity is sufficient to facilitate species' responses to climate change or whether responses to short-term climate variability are predictive of climate change response, understanding the scope and nature of plasticity is an important step toward answering these questions. One advantage of the biologging approach is that it can facilitate the measurement of traits at the level of the individual, permitting research that investigates the degree to which physiology and behavior are plastic. As such, combining biologging with metrics of fitness can provide insight into how plasticity might confer population and species resilience to climate change. Increased use of biologgers in experimental manipulations will also yield important insight into how phenotypic flexibility allows some animals to mitigate the negative consequences of climate change. Although biologging studies to date have mostly functioned in measuring phenotypic responses to short-term climate variability, we argue that integrating biologging technology into long-term monitoring programs will be instrumental in documenting and understanding ecological responses to climate change.

Keywords: phenology, microhabitat selection, thermal biology, biologger, climate change


INTRODUCTION

Global climate change is rapidly affecting ecosystems worldwide by altering species' ranges, disrupting trophic interactions, and causing population declines. In addition to causing a rise in global mean temperatures and altering precipitation patterns (IPCC, 2014), anthropogenic climate change is affecting the frequency of climate events (e.g., El Niño and La Niña; Cai et al., 2014, 2015) and is predicted to increase the frequency and severity of extreme events (US Global Change Research Program, 2009; Holland and Bruyère, 2014). Understanding and predicting how these changes in the abiotic environment will alter ecosystems requires studying biological processes at multiple levels of organization, including within-individual physiological and behavioral adjustments (i.e., plasticity).

Detecting changes in species distribution and abundance with climate change requires long-term sampling. However, short-term observations of individual responses to climatic variation are often used as a proxy to predict consequences of long-term directional climate change. While there is still considerable debate regarding the relative contributions of phenotypic plasticity and evolution in climate change responses, and questions as to whether existing phenotypic plasticity is sufficient to respond to global climate change, understanding the scope of phenotypic plasticity in free-living animals is an important step toward resolving these debates (Merilä and Hendry, 2014). We argue that biologging individual responses to climate variability will likely be informative in developing predictions for climate change response, however it is important to acknowledge that climate change will affect biotic interactions across trophic levels and it is critical to take these possibilities into account when predicting species responses to climate change (Van der Putten et al., 2010). Unfortunately, direct observations of individual responses to climatic variation are often infeasible when individuals have large home ranges or use inaccessible environments. Even when individuals can be observed directly, some responses are cryptic and hard to observe using traditional methods. Although responses to manipulations of the physical or biological environment can be measured in laboratory or in semi-natural settings, these environments cannot reproduce the complexity of natural systems (Van der Putten et al., 2010). Biologging, the use of miniaturized animal-borne devices that log and/or relay data regarding an animal's movements, behavior, physiology and/or environment, offers a solution to these challenges (Rutz and Hays, 2009; Table 1). Biologgers can be deployed on free-living animals for extended periods and, when combined with monitoring of abiotic conditions, allow the detection of individual responses to biologically relevant environmental variation. With careful study design, they can also be used to quantify individual, population, and species-level variability in response to short-term climatic variation and long-term climate change. When deployed with experimental manipulations, they can reveal causal mechanisms. As such, they are an important tool in the climate change biologist's toolkit.



Table 1. Examples of biologgers frequently used in phenological studies, the research opportunities they provide, and trade-offs to be considered in their deployment.
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In this mini-review, we show what biologging can offer climate change research by featuring case studies of phenology, thermal biology, and microhabitat selection. We focus on how biologging technology has extended our ability to measure the responses of free-ranging subjects to climatic variability, while highlighting the few studies that have documented responses to long-term directional climate change. Finally, we suggest how biologging could be utilized to advance the discipline.



PHENOLOGY

Phenological shifts are widely documented responses to global climate change (Parmesan, 2007; Thackeray et al., 2010) and their potential to disrupt trophic interactions (Visser et al., 1998; Winder and Schindler, 2004; Post and Forchhammer, 2008) has led to concern that phenological mismatch may cause population declines (Both et al., 2010). Biologging can improve understanding of phenological responses to climate change by facilitating detection of cryptic seasonally-recurring life-cycle events (e.g., migration, hibernation, and reproduction) and study of the cues and proximate physiological mechanisms that regulate these transitions.

Novel applications of biologging are expanding as technological advances produce smaller devices with improved sensors, storage, and transmission capabilities. For example, temperature, activity, and/or GPS loggers are used to create precise timelines for implantation and/or parturition in a wide variety of mammals including brown bears (Ursus arctos) (Figure 1A; Table 1), woodland caribou (Rangifer tarandus caribou), sea otters (Enhydra lutris), and arctic ground squirrels (Urocitellus parryii) (Williams et al., 2011; Demars et al., 2013; Esslinger et al., 2014; Friebe et al., 2014; Bieber et al., 2017). GPS and light loggers can detect migration phenology in animals traveling on land, in water, or by air (Yasuda et al., 2010; Bailleul et al., 2012; Van Wijk et al., 2012; Lendrum et al., 2013; Cherry et al., 2016; Weller et al., 2016). In combination, temperature and light loggers can be used to identify dates of hibernation onset and termination in conjunction with immergence and emergence from dens or burrows (Figure 1B; Williams et al., 2011, 2017; Friebe et al., 2014). Since miniaturized biologging is a new tool, long-term phenological records collected from biologgers are sparse. However, shifts in timing have been identified in longitudinal studies in larger species (e.g., Bailleul et al., 2012; Hauser et al., 2017). For example, satellite telemetry data collected between 1993 and 2012 indicate that the Chukchi population of beluga whales (Delphinapterus leucas) are responding to later sea-ice formation by delaying autumn migration to the Bering Sea, while migration timing for the Beaufort population is not clearly related to freeze-up and remains unchanged (Hauser et al., 2017).
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FIGURE 1. Data collected using biologgers can potentially be used to describe climate-driven changes in the phenology and/or occurrence of reproduction. (A) Elevated body temperatures and activity indicate implantation and gestation in female brown bears with an additional a peak in activity characterizing parturition (Friebe et al., 2014). (B) Female arctic ground squirrels re-enter hibernation and show unusually late and short bouts of torpor in response to late spring snow storms resulting in delayed parturition (Williams et al., 2017). Biologgers also show the thermal response of animals to extreme events. (C) Asian elephants in a warm environment depressed body temperature during the cooler periods of the day to provide a thermal reserve for high temperatures later in the day (shading represents mean +/− s.e.m) (Weissenbock et al., 2012). (D) A sugar glider enters torpor while experiencing heavy rains and high winds during a Category 1 cyclone (Nowack et al., 2015). Figures redrawn with permission.



Biologging and environmental data can also be combined to study the environmental cues that regulate phenological timing, allowing the prediction of responses under different climate change scenarios. For example, alignment of GPS collar migration data from polar bears (Ursus maritimus) with sea-ice extent data indicates that movement from ice to land is sensitive to local changes in sea-ice cover (Cherry et al., 2016). Similarly, bird migration can be delayed by extreme cold (Briedis et al., 2017) or drought (Tøttrup et al., 2012). These studies highlight the importance of explicitly addressing the role of extreme events in predictive models that assess the impacts of gradual long-term global warming on phenology.

A robust understanding of how environmental cues shape phenology will improve predictions of the extent to which plasticity will facilitate continued phenological adjustment to climate change. For example, biologging of body temperature (Tb) in the arctic ground squirrel has revealed sex differences in phenological flexibility: females extend hibernation in response to late spring snow whereas reproductive males do not (Figure 1B; Williams et al., 2017). Biologging has also uncovered migratory plasticity in response to environmental variation on wintering grounds (e.g., Ouwehand and Both, 2017) and along migratory corridors (e.g., Van Wijk et al., 2012). A novel analysis by Schmaljohann and Both (2017) used avian migratory tracks to estimate changes in arrival timing attributable to plasticity in migratory speed. They found that plasticity in migratory speed alone is unlikely to explain observed changes in arrival and suggested that changes in departure timing from wintering grounds, possibly due to evolution, may be responsible.



THERMAL BIOLOGY

Biologging allows measurement of how thermal biology influences species performance and fitness (and thus range) in an era of climate change, as well as how organisms respond to thermal extremes and natural disasters.


Ectotherms: Connecting Performance and Species' Ranges

Ectotherms are particularly vulnerable to climate change due to the high thermal sensitivity of their metabolism, physiology, and life-history traits (Deutsch et al., 2008; Paaijmans et al., 2013). This sensitivity is reflected in thermal response curves which describe how trait performance is influenced by operative temperature (Top), a measure of the thermal environment that integrates convective and radiative heat transfer on a scale relevant to an animal's microhabitat (Sinclair et al., 2016). Biologging permits the assessment of how environmental changes influence thermal performance, and consequently alter species' distributions. For example, Gannon et al. (2014) used accelerometers to gauge performance in free-living dusky flathead (Platycephalus fuscus) and showed that the temperature-dependence of performance likely limits the biogeography of this predatory fish. Using the same approach, Payne et al. (2016) demonstrated that warming tolerance is lower in species with more tropical range limits, consistent with captive studies that indicate low-latitude fishes are more sensitive to ocean warming than species that occupy higher-latitudes (Rummer et al., 2014). The shape of performance curves, however, may differ among traits and thus accelerometry alone cannot provide a complete understanding of how warming will influence biogeography. Heart rate predicts the thermal dependence of metabolism better than activity (Clark et al., 2010), suggesting a role for additional sensors in understanding how thermal limits and performance influence range shifts. Additionally, biologgers may play a crucial role in quantifying changes in thermal performance through acclimatization (i.e., physiological flexibility) and/or developmental plasticity, as well as documenting genetic variation in thermal performance (Kingsolver, 2009; Gaitán-Espitia et al., 2014), which are key aspects of population and species resilience to environmental change (Somero, 2010; Seebacher et al., 2015).



Endotherms: Responding to Aridity and Thermal Extremes

Given the indirect relationship between operative temperature and metabolism in endotherms, they are thought to be somewhat buffered from the direct effects of increasing temperatures (Khaliq et al., 2014). Nevertheless, endotherms in hot arid environments may be vulnerable to climate change since increases in temperature or aridity can cause dehydration from evaporative cooling and overwhelm heat dissipation capacity. Indeed, temperature and aridity can have sublethal fitness costs and even cause direct mortality in birds and mammals (Speakman and Krol, 2010; Du Plessis et al., 2012). Biologging facilitates the measurement of the physiological and behavioral responses endotherms use to cope with high temperatures and aridity, as well as the identification of physiological limits that may shape responses to climate change.

Endotherms that maintain relatively constant Tb (i.e., “homeotherms”) can cope with hot arid conditions by deviating from homeothermy. Captive studies indicate that small birds reduce water loss under hot conditions by becoming hyperthermic, reducing the differential between Tb and Top (reviewed in Tieleman and Williams, 1999). Although it has long been hypothesized that desert birds should facilitate passive heat loss and conserve water loss by maintaining a higher Tb set-point (Withers and Williams, 1990), a compilation of laboratory data from 28 species failed to find a difference in the thermal responses of desert and non-desert species (Tieleman and Williams, 1999). However, a recent field-based biologging study by Smit et al. (2013) found that even within a species, desert-dwelling birds have higher Tb set-points than individuals from a population in a wetter, semi-desert region. This highlights the utility of the biologging approach, as the physiology of animals in laboratory conditions may not be representative of physiology in nature.

Biologging studies reveal that large mammals also exhibit hyperthermia in response to high temperatures and aridity. However, unlike small mammals, large mammals benefit from a lower daily minimum Tb as their larger size provides them with high thermal inertia, which creates a thermal reserve for heat storage (reviewed in Hetem et al., 2016). Later in the day, animals allow Tb to rise, reducing water loss by decreasing the differential between Tb and Top. This pattern is particularly extreme in oryx (Oryx leucoryx), which alter Tb by more than 4°C across the day in summer but only 1.5°C in winter (Ostrowski et al., 2003; Hetem et al., 2010), although it is also evident in Asian elephants (Elephas maximus; Figure 1C Weissenbock et al., 2012). In addition to changes in core Tb, some endotherms selectively cool regions of the brain (Midtgård, 1983; Mitchell et al., 2002; Fuller et al., 2016). Although initially demonstrated under laboratory conditions and interpreted as an adaptation to reduce the negative effects of heat stress, technological advancements that allowed blood and brain temperatures to be measured in free-living ungulates demonstrated that selective brain cooling reduces evaporative water loss, rather than preventing hyperthermia (Jessen et al., 1994; Mitchell et al., 1997; Fuller et al., 2007). In sum, biologging Tb in free-living endotherms has already provided insight into the physiological mechanisms that may allow some species to cope with increased temperatures associated with climate change. For most species, however, the physiological limits to warming are not well described and more work is needed to link utilization of heterothermy to fitness consequences in free-living populations.



Endotherms: Responding to Natural Disasters

Climate change is increasing mean temperature, as well climatic variation, leading to more frequent extreme temperature and precipitation events and natural disasters (Easterling et al., 2000; Alexander et al., 2006; Mitchell et al., 2006). Biologging has revealed that heterothermic endotherms (i.e., those that use daily torpor and/or hibernation; Ruf and Geiser, 2015) can depress their metabolism to buffer themselves from unpredictable energetic bottlenecks and/or natural disasters (Nowack et al., 2017). For example, small mammals can substantially reduce their energy consumption following late spring snowstorms, cyclones, or wildfire by entering torpor (Figure 1D; Willis et al., 2006; Nowack et al., 2015, 2016; Stawski et al., 2015). Thus, biologging indicates that facultative torpor and/or hibernation may buffer some endotherms from extreme events, analogous to how facultative migrations are used in other species (Streby et al., 2015).




MICROHABITAT SELECTION

Microclimates can provide animals with a wider range of environmental temperatures than are available on a macroclimatic scale (Scheffers et al., 2014) and utilization of microhabitats through behavioral thermoregulation may provide a means for some species to cope with climate change. Biologging allows direct measurement of an animal's experienced environment which can be compared with remotely sensed data of available habitat to investigate how microclimates influence species' ranges. For example, biologged Tb and ambient temperature (Ta) coupled with spatial telemetry data have revealed that habitat use at northern range limits is thermally constrained for a variety of ectotherms including wood turtles (Glyptemys insculpta; Dubois et al., 2009), loggerhead turtles (Caretta caretta; Schofield et al., 2009), and black rat snakes (Elaphe obsoleta obsolete; Blouin-Demers and Weatherhead, 2002). Such studies have the potential to reveal how microhabitat availability and selection influence species' ranges under climate change. To date however, long-term biologging studies that span wide latitudinal gradients are lacking, limiting our understanding of the factors influencing range shifts under climate change.

Ectotherms and endotherms may cope with climate change through the exploitation of spatiotemporal variation in temperature within existing home-ranges. Recent biologging studies reveal that ectotherms can partition daily and seasonal activities across thermally variable microhabitats to alter metabolic rate (e.g., Dubois et al., 2009; Harrison et al., 2016). For example, blacktip reef sharks (Carcharhinus melanopterus) are warmest, but least active, during the day as they move into warm water to increase rates of digestion; they peak in activity while cooling in evenings, since they forage when they have a sensory advantage under low light conditions and a thermal advantage over prey with lower thermal inertia (Papastamatiou et al., 2015). Similarly, biologging in terrestrial birds and small mammals indicates they utilize thermal refugia during periods of high heat and partition demanding activities, such as foraging, to cooler times of day when risk of dehydration is lower (e.g., Martin et al., 2015; Levy et al., 2016). Microhabitat partitioning across the day may be important as climate change is having different effects on daytime and nighttime temperatures (Easterling et al., 1997).

Microhabitat partitioning can also occur on seasonal time-scales. For example, biologgers revealed that female loggerhead turtles seek out warm water areas to accelerate egg development (Fossette et al., 2012). During winter, collar-mounted temperature loggers have been used to investigate the use of nests and burrows as refugia from cold temperatures and harsh winds in red squirrels (Tamiasciurus hudsonicus; Studd et al., 2016) and opossums (Didelphis virginiana; Kanda et al., 2005). In female polar bears, biologgers were used to both identify incidences of reproductive denning and characterize the microhabitats and substrates preferred by bears for denning, the availability of which may be altered by climate change and human development (Olson et al., 2017). The continued miniaturization of biologgers will open new avenues of research. For example, while nest cavity microclimate variation is known to be an important determinant of nestling growth and survival (Catry et al., 2011; Campobello et al., 2017), biologging may prove useful in understanding how micro-climate influences adult physiology and incubation/provisioning behaviors or nestling post-fledging behavior/survival (e.g., Nord and Nilsson, 2011).



A NOTE OF CAUTION

Despite the power and potential of biologging for monitoring responses to climatic variability/change, serious consideration must be given to its potential to alter the physiological and/or behavioral parameters being measured, or negatively affect the survival and reproductive output of the tagged individual (White et al., 2013; Bodey et al., 2018). Careful consideration must be given to the size, mass, shape, buoyancy, and attachment method of the device, balancing the ecological insight that is provided with the potential deleterious effects (Wilson et al., 2015). Further, researchers need to weigh the benefits of using minimally-invasive external attachment approaches with the potential reduction in negative effects that can be achieved through implantation (Bodey et al., 2018).



CONCLUSION AND FUTURE DIRECTIONS

Biologging is broadly useful for investigating individual, population, and species responses to global climate change, including changes in the frequency of extreme climatic events. Although by no means an exhaustive review, the studies of phenology, thermal biology, and microhabitat selection that we discuss illustrate how biologging approaches can be used to uncover both physiological and behavioral responses to climate change. In cases where longitudinal data are not yet available, biologging studies have already made important contributions to the field by linking environmental variation to alterations in physiology and behavior, which facilitates predictions of climate change response. We caution, however, that predictions may fail if they are based solely on the direct effects of climate variability on individual species, as fitness is strongly influenced by interactions between species (Gilman et al., 2010).

We propose that biologging can contribute further to the field by addressing knowledge gaps and providing new methodological approaches. Research opportunities include (1) connecting biologged behavioral and physiological responses to fitness outcomes, (2) quantifying variation in behavioral and physiological responses across individuals, populations, and species for use in predictive models of plastic and evolutionary responses to climate change, and (3) increasing the use of biologgers in field-based experiments to determine the physiological mechanisms that underlie observed responses to climate variation. With the increasing miniaturization of biologgers, deployment in an ever-growing breadth of taxa, and maturation of longitudinal biologging datasets, we predict that biologging will continue to influence the study of global climate change.
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Bottlenose dolphins (Tursiops truncatus) are highly versatile breath-holding predators that have adapted to a wide range of foraging niches from rivers and coastal ecosystems to deep-water oceanic habitats. Considerable research has been done to understand how bottlenose dolphins manage O2 during diving, but little information exists on other gases or how pressure affects gas exchange. Here we used a dynamic multi-compartment gas exchange model to estimate blood and tissue O2, CO2, and N2 from high-resolution dive records of two different common bottlenose dolphin ecotypes inhabiting shallow (Sarasota Bay) and deep (Bermuda) habitats. The objective was to compare potential physiological strategies used by the two populations to manage shallow and deep diving life styles. We informed the model using species-specific parameters for blood hematocrit, resting metabolic rate, and lung compliance. The model suggested that the known O2 stores were sufficient for Sarasota Bay dolphins to remain within the calculated aerobic dive limit (cADL), but insufficient for Bermuda dolphins that regularly exceeded their cADL. By adjusting the model to reflect the body composition of deep diving Bermuda dolphins, with elevated muscle mass, muscle myoglobin concentration and blood volume, the cADL increased beyond the longest dive duration, thus reflecting the necessary physiological and morphological changes to maintain their deep-diving life-style. The results indicate that cardiac output had to remain elevated during surface intervals for both ecotypes, and suggests that cardiac output has to remain elevated during shallow dives in-between deep dives to allow sufficient restoration of O2 stores for Bermuda dolphins. Our integrated modeling approach contradicts predictions from simple models, emphasizing the complex nature of physiological interactions between circulation, lung compression, and gas exchange.

Keywords: diving physiology, modeling and simulations, gas exchange, marine mammals, decompression sickness, blood gases, hypoxia


INTRODUCTION

The physiological adaptations that optimize foraging in marine mammals have long interested researchers. Optimal foraging theory implies that marine mammals should change dive behavior and metabolic pathways, and the fraction of aerobic and anaerobic metabolism based on dive depth and prey availability (Carbone and Houston, 1996; Cornick and Horning, 2003). Considerable work has been dedicated to understanding the aerobic limitations of diving air-breathing vertebrates, as these help with understanding foraging limits and efficiency. Kooyman et al. (1983) described the maximum dive duration until increasing blood lactate levels as the aerobic dive limit (ADL). The calculated ADL (cADL) was later defined as the total O2 stores divided by the rate of O2 consumption (Butler and Jones, 1997), and has been estimated in a number of species (Kooyman and Ponganis, 1998; Butler, 2006). However, metabolic rate may change over the course of a dive or foraging bout, and a few studies have subsequently estimated the cADL from measured (respirometry: Castellini et al., 1992; Reed et al., 1994, 2000; Hurley and Costa, 2001; Sparling and Fedak, 2004; Fahlman et al., 2008a, 2013) or estimated diving metabolic rate (doubly labeled water, or a proxy of metabolic rate: Boyd et al., 1995; Froget et al., 2001; Butler et al., 2004; Fahlman et al., 2008b).

Most studies agree that the majority of dive durations are well within the ADL/cADL, as this increases foraging efficiency and reduces lengthy surface intervals required to remove accumulated anaerobic by-products such as lactate (Kooyman et al., 1983). However, some species of otariids that feed on the benthos appear to exceed their cADL regularly, while those that feed in shallower water have shorter dive durations and seldom exceed the cADL (Costa et al., 2001). These differences may indicate true variation in foraging behavior, but may also be suggestive of morphological or physiological differences within or between closely related species that alter cADL (Hückstädt et al., 2016). For example, the muscle mass in previous studies was assumed to be similar to that of the Weddell seal (Costa et al., 2001), and such assumptions are often necessary as available data do not exist for all variables and species. However, variation in underwater swimming behavior (Williams, 2001; Fahlman et al., 2013), or morphological variation in muscle mass and fiber type (Pabst et al., 2016) may significantly alter the metabolic cost of foraging.

Large variations in dive behavior also exist within species. In the common bottlenose dolphin (Tursiops truncatus), different ecotypes have evolved to occupy different ecological niches (Mead and Potter, 1995; Hoelzel et al., 1998). Coastal bottlenose dolphins inhabit coastal areas and generally perform short (<60 s), shallow (<10 m) dives (Mate et al., 1995), while offshore bottlenose dolphins inhabit offshore, deep-water habitats and regularly dive below 200 m (Klatsky et al., 2007). Interestingly, neither resting metabolic rate nor lung compliance differed between the two ecotypes (Fahlman et al., 2018a,b), but blood hematocrit was significantly higher in the offshore ecotype (Klatsky et al., 2007; Schwacke et al., 2009; Fahlman et al., 2018a). In addition, the offshore ecotype is generally larger (Klatsky et al., 2007), possibly due to larger muscle mass to help increase the available O2 stores and diving capacity. In an attempt to better understand the physiological limitations of these two ecotypes, and to explore how variation in morphology and anatomy may alter gas dynamics during diving, we used a previously published gas exchange model (Fahlman et al., 2009; Hooker et al., 2009; Hodanbosi et al., 2016) to estimate blood and tissue gas tensions for O2 (PO2), CO2 (PCO2), and N2 (PN2) from high resolution (1 Hz) dive records from coastal bottlenose dolphins from Sarasota Bay, Florida, and offshore bottlenose dolphins sampled near the island of Bermuda.



MATERIALS AND METHODS


Model

The model described in this paper uses the breath-hold diving gas dynamics model developed by Fahlman et al. (2009) and Fahlman et al. (2006), which has been used to estimate lung, blood, and tissue gas tensions in a number of species (Hooker et al., 2009; Kvadsheim et al., 2012; Hodanbosi et al., 2016). A brief summary of the model is included below, with the specific changes made for the current modeling effort. The model was parameterized for bottlenose dolphins and was based on published values available for this species when possible, and otherwise on published values for beaked whales or phocids (as detailed below).

As in previous work, the body was partitioned into 4 compartments; brain (B), fat (F), muscle (M), and central circulation (CC), and one blood compartment (BL, arterial and mixed venous). In the current study, bone was included in the fat compartment as the bones of deep diving whales are high in fat content (Higgs et al., 2010). The central circulatory compartment included heart, kidney, and liver. The muscle compartment included muscle, skin, connective tissue, and all other tissues (Fahlman et al., 2009). In previous studies, the alimentary tract was placed in the central circulation. However, due to its lower metabolic rate, it was placed in the muscle compartment in the current study. The size of each compartment as well as the myoglobin and hemoglobin concentrations were initially taken from data on coastal dolphins (Mallette et al., 2016). As there is little or no information about the body composition of offshore dolphins, changes were made to the body composition of the offshore ecotype to be more like a beaked whale (Pabst et al., 2016).



Lung Gas Stores and Gas Exchange

Gas exchange occurred between the lungs and blood compartment and between the blood compartment and each other compartment (Fahlman et al., 2006). The O2, CO2, and N2 stores in the lung consisted only of a gas phase and were assumed to be homogenous. We assumed that there was no diffusion resistance at the lung-surface interface when an animal was breathing at the water surface (Farhi, 1967). Thus, arterial blood tension of N2 (PaN2), O2 (PaO2), and CO2 (PaCO2) were assumed to be equal to the alveolar partial pressures. For an animal breathing at the surface, we assumed that alveolar partial pressures of N2 (PAN2), O2 (PAO2), and CO2 (PACO2) were, respectively, 0.74 ATA, 0.133 ATA, and 0.065 ATA (Fahlman et al., 2015), with 0.062 ATA being water vapor.

During diving, hydrostatic pressure compresses the respiratory system, which causes a pressure-dependent pulmonary shunt to develop (Fahlman et al., 2009). The parameters that describe the structural properties for the alveolar space and conducting airways (Equations 4 and 5 in Bostrom et al., 2008) were updated based on previously published compliance values for the bottlenose dolphin (Table 1, Fahlman et al., 2011, 2015; Moore et al., 2014).



Table 1. Parameters used to describe the structural properties of the respiratory system.
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Total lung capacity (TLC) included the volume of the dead space (trachea and bronchi, VD), and the maximum alveolar volume (VA), i.e., TLC = VD + VA. It was assumed that gas exchange only occurred in the alveoli and when the diving alveolar volume (DVA) was equal to 0, gas exchange stopped. We used the equation initially developed by Kooyman (1973), to estimate TLC (TLCest = 0.135 [image: image], where Mb is body mass in kg), and later validated for the dolphin (Fahlman et al., 2011, 2015). Dead space volume was assumed to be 7% of TLC (Kooyman, 1973; Fahlman et al., 2011). The relationship between pulmonary shunt and DVA [image: image] was determined using a power function (Bostrom et al., 2008) for data from the harbor seals (Equation 6A in Fahlman et al., 2009).

All pressures were corrected for water vapor pressure, assuming that the respiratory system was fully saturated at 37°C.



Blood and Tissue Gas Stores

As in previous studies, the blood and tissue stores of N2, CO2, and O2 were determined by the solubility coefficients for each gas, as previously detailed (Fahlman et al., 2006). For O2 and CO2, the average concentration of hemoglobin for each population was used to estimate the blood O2 stores and CO2 storage capacity (Table 2). Tissue gas content was determined as previously detailed (Fahlman et al., 2006, 2009).



Table 2. Body compartment composition (% of body mass), estimated compartment metabolic rate (rest), and the value used in the model, cardiac output at rest/diving and at the surface, male adult dolphins.
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Compartment Size, Cardiac Output, and Blood Flow Distribution

For the coastal ecotype sampled in Sarasota Bay, the relative size of each compartment was taken from previous studies in coastal bottlenose dolphins (Table 2; Ridgway and Johnston, 1966; Mallette et al., 2016). For blood and muscle we used species-specific values for blood hematocrit (Ridgway and Johnston, 1966; Hall et al., 2007; Schwacke et al., 2009; Fahlman et al., 2018b), and myoglobin concentration (Noren et al., 2001; Ponganis, 2011). For the deep-diving offshore dolphins, we initially assumed that the animals were similar to the coastal ecotype from Sarasota Bay. However, these assumptions resulted in a cADL that was too short for all Bermuda dolphins. We therefore adjusted the body composition of the Bermuda dolphins, assuming that their body composition was similar to that of deep diving beaked whales (Pabst et al., 2016), and used the body composition for Mesoplodon from our previous studies (Table 2; Hooker et al., 2009).

For the current study, we assumed that the cardiac output ([image: image]) at the surface was 3 times higher than the [image: image] measured in resting bottlenose dolphins (31.5 ml min−1 kg−1, Miedler et al., 2015). To account for differences in Mb, mass specific [image: image] (s[image: image]) was adjusted using Equation (5) in Fahlman et al. (2009). During diving, the [image: image] was reduced to 1/3 of the value at the surface to account for the dive response, i.e., the diving [image: image] was the same as that measured in resting animals. Blood flow distributions to each tissue at the surface and during diving were iteratively tested to maximize utilization of O2 to increase the aerobic dive duration (Table 2).



Dive Data Used

We used dive data collected from high resolution digital audio and movement recording tags (DTAG, Johnson and Tyack, 2003) attached to the dorsal side of each dolphin by means of four small suction cups, and programmed to release after <24 h. DTAGs were deployed during 2013–2016 in Sarasota Bay and in August of 2016 off the coast of Bermuda, during capture-release operations (e.g., Wells et al., 2004; Klatsky et al., 2007). The dolphins were tagged and data collected under permits issued by NMFS (Scientific Research Permit Number 15543) and the Bermuda Government, Department of Environment and Natural Resources (Research permit number SP160401r).

Data processing was done using the DTAG toolbox (soundtags.st-andrews.ac.uk). Tag depth was sampled at 200 Hz and subsequently down-sampled to 25 Hz during post-processing using a linear phase 10 Hz low-pass FIR filter. Surfacings were used to estimate the zero-pressure offset and to characterize and remove the effect of temperature on estimated depth.

A dive was defined as a submergence deeper than 1.5 m (1.15 ATA) and longer than 10 s. The start and end of each dive was calculated as the first and last point of the dive that exceeded 0.1 m depth, and the surface interval was defined as the time from current dive to previous dive.




RESULTS


Respiratory Compliance

The updated parameters that defined the structural properties (compliance) of the respiratory system resulted in a stiffer upper airway and more compliant alveolar space as compared with the values used in previous studies (Figure 1A), which affected the pulmonary shunt (Figure 1B). The parameters for respiratory compliance were updated and the model output compared with the results from the previous model (Figures 1C,D). The end-dive gas tension increased with both dive duration and maximum dive depth for N2 and O2, while for CO2 there was a slight decrease (Figures 1C,D).
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FIGURE 1. (A) Normalized volume (VA, alveolar volume; VD, dead space/tracheal volume) vs. structural pressure for alveolar and dead space compliances based on the estimate from Bostrom et al. (2008), or updated estimates from bottlenose dolphins (Fahlman et al., 2011, 2015). (B) Differences in pulmonary shunt with old and updated compliance values for the respiratory system in dolphins during a representative dive to 150 m for an animal with a body composition like the Bermuda dolphin (Fahlman et al., 2009). The average compliant alveoli and medium compliant trachea were used for the base model, and this model was used as a basis of comparison with all other simulations. Changes in end-dive mixed venous N2, O2, and CO2 levels against (C) dive duration (sec) or (D) maximum dive depth (ATA) when comparing old and revised lung compliance values. The y-axis is the change in percent for [(old-new)/old * 100]. These changes reflect how the structural properties alter the shunt and ventilation-perfusion mismatch (Garcia Párraga et al., 2018).





Dive Data

There were no significant differences in body mass (Mb, P > 0.1, Welch t-value: 1.8, df = 2), body length (P > 0.9, t-value: 0.02, df = 5), average number of dives per hour (P < 0.1, Welch t-value: 0.3, df = 5), and average surface interval (P > 0.1, Welch t-value: 1.3, df = 2, Table 3) between ecotypes. There were significant differences in the dive behavior between the two populations, with dive duration (P < 0.01, Welch t-value: 4.37, df = 2), maximum dive depth (P < 0.05, Welch t-value: 3.95, df = 2), and mean depth per dive (P < 0.05, Welch t-value: 3.57, df = 2) being significantly higher in the Bermuda dolphins (Table 3, Figures 2, 3). For dives < 60 s, the Sarasota dolphins never exceeded a dive depth of 5 m (Figure 3A). As the dive duration increased >60 s, so did the maximum depth and also the variation (Figure 3A). For the Bermuda dolphins, there was a significant increase in the dive duration as the dive depth increased (Figure 3B). Dives < 60 s showed little variation and few exceeded 10 m (Figure 3B). As the dive duration increased beyond 100 s, the variation in maximum dive depth increased and dives exceeding 100 m became more common (Figure 3B). We found no indication that the surface interval increased with dive duration of the previous (X2 = 0.27, df = 1, P > 0.6) or next dive X2 = 0.05, df = 1, P > 0.8).



Table 3. Descriptive metrics for animals in study.

[image: image]





[image: image]

FIGURE 2. Representative dive data from two bottlenose dolphins in Sarasota Bay, Florida (red line), and Bermuda (black line). Data are plotted on the same axes range to show the differences in diving capacity/behavior. Pressure in ATA where 1 ATA is at the surface and 2 ATA is at 10 m depth.
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FIGURE 3. Dive depth vs. dive duration for (A) coastal Sarasota and (B) offshore Bermuda dolphins.





Cardiac Output and Blood Flow Distribution

For both populations, we assumed that the diving [image: image] was equal to resting values measured in the bottlenose dolphins (Table 4; Miedler et al., 2015). The blood flow distribution for the Sarasota dolphins was able to vary greatly, due to their shorter and shallower dive pattern. For the Bermuda dolphins, deviation from a certain blood flow distribution caused tissues to run out of O2. The specific variation varied slightly between individual animals, but one distribution pattern that focused perfusion to the central circulation, and minimized flow to the muscle, allowed all dolphins to complete their dives aerobically (Table 4).



Table 4. Blood flow distribution (% of total cardiac output), cardiac output ([image: image]), rate of O2 consumption, for central circulation (CC), muscle (M), brain (B), and fat (F) body compartments for a 200 kg dolphin for animals in Sarasota or Bermuda.

[image: image]




The blood flow required at the surface to assure that tissues received enough blood to restore O2 stores at the surface differed between the two ecotypes. For the Sarasota dolphins, the minimum [image: image] at the surface was 3 times higher than during diving. A surface [image: image] at least 7 times higher than during diving was required for the Bermuda population to ensure that tissues were saturated with O2; any lower surface [image: image] would result in tissue PO2 continuously decreasing with each dive. In addition, for the Bermuda dolphins, changes in perfusion associated with diving, i.e., the dive response, was set to occur only for dives deeper than 20 m. Consequently, the elevated [image: image] was required at the surface to help restore blood and tissue O2 stores.



Blood and Tissue Gas Tensions

In the Sarasota dolphins, there was considerable variation in end-dive blood and tissue PO2 with dive duration. In Figure 4, the muscle is used as a representative tissue to show these variations. In Figure 4A, the large variation in muscle PO2 is shown when the muscle tension is plotted against dive duration. There was a consistent exponential decrease with dive depth (Figure 4B). A decrease in the blood and tissue PO2 was obvious in the Bermuda dolphins for both dive duration (Figure 4C) and depth (Figure 4D). For the Bermuda dolphins, the decrease in tissue PO2 varied depending on the level of pulmonary shunt, and the shunt decreased the end dive PO2 for dives of the same duration or maximum depth (Figures 4C,D). The effect of the shunt on end-dive PO2 was most obvious for the muscle compartment, but was also seen in the other tissues (data not shown).


[image: image]

FIGURE 4. Estimated end-dive muscle PO2 (kPa) vs. (A,C) dive duration or (B,D) maximum dive depth (ATA, 1 ATA = 98.07 kPa) in (A,B) Sarasota or (B,D) Bermuda dolphins.



The estimated blood and tissue PO2 for a representative dive for dolphins from Sarasota (Figure 5A) or Bermuda (Figure 5B) showed similar patterns of a decrease in PO2 during a dive. However, the longer and deeper dive duration resulted in greater changes in blood and tissue PO2 values in the offshore ecotype. Figures 5C,D show the effect of depth on lung volume and pulmonary shunt.
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FIGURE 5. (A,B) Estimated central circulation, muscle, brain, fat, arterial, and venous PO2 (kPa) or (C,D) estimated shunt fraction, alveolar and tracheal volume for a long duration dive (depth in ATA, 1 ATA = 98.07 kPa) in (A,C) Sarasota and (B,D) Bermuda dolphin.






DISCUSSION

In the current study, we modeled tissue and blood PO2, PCO2, and PN2 from fine-scale empirical dive data from bottlenose dolphins of both the coastal and offshore ecotypes to assess potential morphological or physiological adaptations that could help explain the large variation in dive behavior in these divergent populations. The results shows that the structural properties of the respiratory system have a significant effect on pulmonary gas exchange, and these changes are different for gases with different gas solubilities, agreeing with past work suggesting that variation in ventilation and perfusion may be important for managing gases during diving (West, 1962; Farhi and Yokoyama, 1967; Hodanbosi et al., 2016; Garcia Párraga et al., 2018). Furthermore, the results suggest that the deeper and longer dives of the offshore dolphins most likely reflect a greater O2 storage capacity, potentially combined with foraging of lower energetic cost. Future tagging studies to assess the energetic requirements of the different foraging strategies will be crucial to assess how close to their physiological limits each of these populations are living.

Theoretical work has suggested that the level of gas exchange, [image: image] and blood flow distribution are important to alter blood and tissue gas levels (Fahlman et al., 2006, 2009). Previously, we suggested that the structural properties of the respiratory system could have a significant effect on the level of gas exchange during breath-hold diving (Bostrom et al., 2008; Fahlman et al., 2009), and how man-made disturbances may alter the risk of gas emboli through changes in the dive profile or physiology (Hooker et al., 2009; Kvadsheim et al., 2012). However, species-specific estimates for the structural properties of the respiratory system were not available and published values from a range of species were used (Bostrom et al., 2008; Fahlman et al., 2009, 2014; Hooker et al., 2009; Kvadsheim et al., 2012), but recent work has suggested that species-specific estimates may significantly alter the model estimates (Hodanbosi et al., 2016). We therefore used recently published data for respiratory compliance (Fahlman et al., 2011, 2015, 2018b), [image: image] (Miedler et al., 2015), and metabolic rate (Fahlman et al., 2015, 2018a) for coastal and offshore bottlenose dolphin to update the model parameters. These changes altered the compression of the alveolar space, which affects the pressure dependence of the pulmonary shunt (Figure 1).

The updated parameters (Table 1), with stiffer airways and more compliant alveolar space, increased the level of shunt and reduced gas exchange throughout dives (Figures 1A,B). This significantly reduced N2 exchange during deeper dives as the alveolar space began compressing (Figures 1C,D). The updated parameters also affected O2 exchange, but the effect was less apparent. For CO2 there was little effect, and for longer and deeper dives, CO2 exchange was improved. This implies that variation in gas exchange from changes in the alveolar ventilation ([image: image]) and [image: image] relationship ([image: image]/[image: image]) differs for gases with varying gas solubility (West, 1962; Farhi and Yokoyama, 1967). These results agree with theoretical modeling in California sea lions that showed that changes in the structural properties of the respiratory system have a significant effect on the exchange of O2, CO2, and N2 that differs between gas species (Hodanbosi et al., 2016). Together these studies provide additional support for a recent hypothesis suggesting that the lung architecture and varying [image: image]/[image: image] would enable marine mammals to manipulate which gases are exchanged during diving (Garcia Párraga et al., 2018). While the current model does not include the proposed mechanisms that would alter the [image: image]/[image: image] relationship, e.g., the effect of heterogeneous pulmonary blood flow and alveolar compression (collateral ventilation), it shows that varying the structural properties, which effectively reduces the [image: image]/[image: image], the less soluble (N2) is significantly more affected as compared with the more soluble gases (O2 and CO2) (West, 1962; Farhi and Yokoyama, 1967). Thus, increasing upper airway stiffness and making the alveolar space more compliant causes the compression to occur at shallower depth, as originally hypothesized by Scholander (1940). This increases the level of shunt and reduces diffusion/ventilation, which has the greatest effect on gas with low solubility (West, 1962; Farhi and Yokoyama, 1967). In summary, we propose that the data in the current study agree with the suggestion that varying the [image: image]/[image: image] ratio may be an efficient way for deep divers to minimize N2 while still accessing pulmonary O2 and CO2 (Garcia Párraga et al., 2018).

The dive behaviors for the two dolphin forms were strikingly different, and demonstrate the large physiological plasticity in cetacean ecotypes. While these differences in dive behavior are undoubtedly related to differences in morphology, physiology and environment, the data presented here provide an interesting comparison of a species' capacity to vary physiological traits. Initially we used the available information for coastal dolphins to model tissue and blood gas dynamics in both populations (Table 2). For a 200 kg dolphin, the estimated O2 stores were 8.7 l (43.6 ml O2 kg−1), resulting in a calculated aerobic dive limit (cADL) of 6.5 min when assuming a field metabolic rate that is twice that of resting. This cADL is considerably greater than the observed maximum dive durations in the Sarasota dolphins ranging from 2.2 min in the current study (Table 3), or up to 4.5 min in previous work (R. Wells, unpublished observation, Wells et al., 2013). The diet of bottlenose dolphins in Sarasota is composed exclusively of fish (>15 different species found in stomach content of 16 stranded animals; Barros and Wells, 1998). Thus, their activity may require a variety of high energy activities from rapid body turns (pinwheel feeding) to tail slaps (fish whacking, kerpluncking) associated with prey capture (Nowacek, 2002), which would increase the daily metabolic rate and reduce the cADL. For a cADL of 2.2–4.5 min, the Sarasota ecotype would have a metabolic scope around 3-6 times their resting metabolic rate (3 times the estimated field metabolic rate in Table 3). The metabolic scope is the maximal aerobic metabolic rate divided by the basal metabolic rate and is typically in the range of 3–10; a scope >7 cannot be sustained over long periods (Peterson et al., 1990). Thus, a field metabolic rate that is 6 times higher than the resting value implies that this ecotype would be working at or close to the maximal aerobic capacity for a cADL of 2.2 min. However, another likely explanation is that the coastal dolphins here operate in an environment where they are seldom limited by their dive physiology. The bottlenose dolphins from which dive data were obtained primarily occupy shallow waters in and around Sarasota and Palma Sola bays, with water depths generally <10 m, and often less than a few meters. Thus, our results suggest that they can significantly increase their dive duration if necessary but that they may not need this to exploit prey in their shallow-water habitat.

The Bermuda dolphins, on the other hand, had significantly longer dives than the Sarasota animals. A considerable number of dives exceeded the cADL, even when calculated from twice the resting metabolic rate, and the dolphin ran out of O2 during long dives. For this reason, we hypothesized that the offshore dolphins must have increased O2 stores to help increase their dive duration. We are not aware of any published body composition data for offshore delphinids, and to increase the O2 stores we therefore modeled the body compartments according to the proposed body composition for deep-diving beaked whales, with increased blood and muscle O2 storage (Peterson et al., 1990) that significantly increased the total O2 stores (98.6 ml O2 kg−1), and the cADL (18.2 min, Table 2). With a maximal dive duration of 9 min, this provided a considerable scope for the Bermuda dolphins. The O2 storage capacity of the sperm whale (81 ml O2 kg−1), hooded seal (90 ml O2 kg−1), elephant seal (94 ml O2 kg−1), and Weddell seal (89 ml O2 kg-1, Ponganis, 2015) are lower than our estimated value. The calculations made in the current study are based on assumptions about the blood volume, and muscle mass of these animals, and it is likely that the O2 storage capacity is lower and the cADL shorter. If we assume that the longest dive represent the upper limit of the cADL, we would need an O2 storage capacity of approximately 49 ml O2 kg−1). Thus, we can predict that the O2 storage capacity is somewhere between these two values for the offshore ecotype.

In addition to a greater O2 storage capacity, Bermuda dolphins may also have a greater capacity to alter diving metabolic rate. In a previous study, we estimated the field metabolic rate of coastal ecotype bottlenose dolphins to be around 11.7–23.4 ml O2 min−1 kg−1. As there were no differences in the resting metabolic rate of the coastal (Fahlman et al., 2018a) or offshore populations (Fahlman et al., 2018b), this field metabolic rate for offshore dolphins resulted in a cADL of 4.2–8.4 min, which is closer to the maximum dive duration seen for these animals. Studies have indicated that the metabolic cost during longer and deeper dives is similar to or lower than the resting metabolic rate at the surface (Hurley and Costa, 2001; Fahlman et al., 2013), and deeper dives may provide cost savings as the animals may be able to glide during long portions of the dive (Hurley and Costa, 2001; Williams, 2001; Fahlman et al., 2013). Thus, offshore dolphins may also have reduced cost of foraging that increases their cADL. Assessing field metabolic rate from these two populations using validated metabolic proxies, such as activity (acceleration, Fahlman et al., 2008b, 2013), or heart rate (McPhee et al., 2003), could be used to determine how energy is partitioned in this population and resolve some of these questions. In fact, the DTAG data provide such an opportunity and is an objective for future studies.

The dive data from the Bermuda dolphins are suggestive of 2 different types of dives; one shallow (10–70 m, Figure 3B) that changes little in depth with duration and another dive type starting at around 100 m depth with a steep increase in dive duration with depth (Figure 3B). It is not surprising that deeper dives are generally longer, as the transit to depth is a significant portion of the dive duration. During the deeper dives, the pulmonary shunt alters the blood and tissue gas content, as shown for the end-dive muscle PO2 in Figure 4C. Without access to pulmonary PO2, the blood O2 was reduced and more O2 used from the muscle, pushing down end-dive PO2. This was not seen in the shallow diving Sarasota dolphins (Figure 4A), which never dove to depths where the pulmonary shunt began to alter gas tensions.

The differences in dive behavior had a significant effect on the gas tension in the blood and tissues (Figure 5). For both populations there was a continuous decrease in blood gases during the dive but the decrease was more extreme for the Bermuda dolphins (Figure 5B), and matching the blood flow to various tissues was more restrictive. This agrees with the suggestion made in previous modeling work that an important aspect of the dive response is to distribute the available perfusion to central tissues like the heart and brain, while blood flow to the muscle should be minimal (Davis and Kanatous, 1999). This allows muscle metabolism to be fueled by endogenous O2 and assures that the matching of utilization of endogenous and vascular O2 increases the duration of the dive that is fueled by aerobic metabolism (Davis and Kanatous, 1999).

For both ecotypes, the [image: image] while diving was assumed equal to the resting value measured in bottlenose dolphins (Miedler et al., 2015). The surface [image: image] in the Sarasota ecotype was set to 3 times higher than resting, which sufficiently restored O2 and removed CO2 from the blood and tissues to avoid continuous changes with repeated dives. In the Bermuda animals, on the other hand, a surface [image: image] of 3 times resting was not sufficient to restore the O2 or remove the CO2 during the longer dives. Initially, [image: image] was increased to 7 times higher than during diving, but while this improved restoration of blood and tissue O2 and CO2 levels, there were still continuous changes with repeated dives. By keeping the [image: image] elevated for submersions <20 m, however, we were able to sufficiently restore O2 and remove enough CO2 to prevent accumulating changes across repeated dives. These results suggest that [image: image] needs to be maintained during intervening short and shallow dives to allow restoration of normal blood and tissue gas tensions. Staying submerged during this time may help increase the PO2 and thereby the uptake of O2. The suggestion that there is little or no cardiovascular modification during shallow dives may be controversial, as most studies have reported changes in heart rate during diving. For example, in the bottlenose dolphin resting at the surface or while submerged the average heart rate were 105 and 40 beats min−1, respectively (Noren et al., 2012). However, the past study provides an estimated surface resting heart rate that is influenced by the respiratory sinus arrhythmia (RSA), which will significantly elevate the resting values. In a more recent paper the surface resting heart rate when accounting for the RSA ranged from 27 to 54 beats min−1 (Miedler et al., 2015), thus not very different from the resting diving heart rate reported by Noren et al. (2012). In addition, in the past study it was also reported that the diving heart rate increased with underwater activity by between 40 and 79% (Noren et al., 2012). While our estimated [image: image] at depths shallower than 20 m may be overestimated, there is experimental evidence that the perfusion is modulated while submerged and future studies could look at how this changes during short and shallow dives.

In the Sarasota dolphins, the dive depth caused a reduction in alveolar volume, but the low pressure did not cause tracheal compression or induce a pulmonary shunt (Figure 5C). In the Bermuda dolphins, the arterial PO2 increased during the descent to a maximum value, and then rapidly declined until the alveoli were reinflated during the ascent at which a second peak was observed (Figure 5B). We previously suggested that this pattern of arterial gas tension would support Scholander's hypothesis of pressure-induced hyperoxia as the lungs are compressed, followed by an increasing shunt as the alveoli are compressed until atelectasis (alveolar collapse), in this case at 126 m (Figure 5D), when the arterial side reflects the mixed venous (Fahlman et al., 2009; McDonald and Ponganis, 2012). This is supported by empirically measured arterial and venous gas tensions in both seals (Falke et al., 1985) and sea lions (McDonald and Ponganis, 2012). As the dolphin ascends, the alveoli are recruited at a depth of 126 m and gas exchange commences again. At this point, there is a second peak as pulmonary O2 again saturates the blood (Figures 5C,D). The second peak for arterial PO2 is lower as compared with the peak right before atelectasis, despite equivalent pulmonary PO2. During the dive, the O2 in the blood is continuously consumed, causing both the arterial and venous PO2 to decrease. As the alveoli are recruited at depth, the pulmonary PO2 increases. The high pulmonary and low venous PO2 result in an elevated partial pressure gradient that favors diffusion and gas exchange. Thus, pulmonary O2 diffuses into the pulmonary capillary and helps saturate the arterial blood. In addition, CO2 is removed from the blood into the lung. Both these processes help prepare the dolphin to minimize the duration of the surface interval as CO2 is being removed and O2 being taken up before reaching the surface. Elevated gas exchange at depth also increases N2 exchange, increasing the tissue and blood tension and the risk for gas emboli. However, the elevated pulmonary pressure as the alveoli open results in an elevated [image: image]/[image: image] ratio, favoring O2 and CO2 exchange, while limiting N2 exchange (Garcia Párraga et al., 2018). In addition, it has been hypothesized that marine mammals are able to separate the lung into two regions; one region that is ventilated and another atelactic area, with the latter being perfused (Garcia Párraga et al., 2018). This matching of pulmonary blood flow to hypoxic/atelactic regions result in selective gas exchange (Olson et al., 2010; Garcia Párraga et al., 2018), which during normal dives would help reduce the risk for gas emboli, and help prepare the dolphin to restore the O2 used and removing the CO2 produced (West, 1962; Farhi and Yokoyama, 1967; Olson et al., 2010). There is also evidence for an arterio-venous shunt that alters the blood gas tensions and could help minimize inert gas uptake during the ascent and help arterialize venous blood (Garcia Párraga et al., 2018).

In a number of marine mammals, there is an anticipatory pre-surfacing tachycardia, which likely increases [image: image] (Fedak et al., 1988; Thompson and Fedak, 1993; Andrews et al., 1997; Noren et al., 2012; Williams et al., 2017). During natural undisturbed dives, it seems that the change in heart rate begins during the initial stages of the ascent, but a large increase occurs during the later stages of the ascent close to the surface. Close to the surface, the blood and tissue tension would be supersaturated with N2 and the gas would move from the tissues to the lungs (Fahlman et al., 2009). Elevated [image: image] at this stage of the dive would result in a decrease in the [image: image]/[image: image] ratio, which would enhance exchange and removal of N2. It has been hypothesized that disturbance of normal diving homeostasis, such as exposure to man-made sound, capture in nets, or any stressful situation may alter the physiology and result in conditions that enhance N2 uptake and the risk for gas emboli (Fernandez et al., 2005; Hooker et al., 2009; Fahlman et al., 2014; García-Párraga et al., 2014). In turtles, it has been suggested that the stress associated with incidental capture in fishing gear result in a sympathetic response, which opens the arterial pulmonary sphincter, increases pulmonary blood flow, decreases the[image: image]/[image: image] ratio and increase N2 uptake and risk of gas emboli (García-Párraga et al., 2014, 2017; Fahlman et al., 2017a). In cetaceans, active management of the pulmonary perfusion has been hypothesized as a mechanism that allow the cetaceans to vary the level of the [image: image]/[image: image] match in the lung, and develop a shunt even at shallow depths that does not depend on hydrostatic compression (Garcia Párraga et al., 2018). Similar to the turtles, stress in cetaceans may also alter perfusion and the[image: image]/[image: image] relationship causing increased pulmonary blood flow, increased uptake of N2 and risk of gas emboli (Fahlman et al., 2006; Hooker et al., 2009). Theoretical modeling has indicated that stress related changes in [image: image] may increase the risk for gas emboli, and empirical data in the narwhal indicate that the large changes in the diving heart rate occurs deeper under stressful situations (around 170 m) as compared with natural dives (Fahlman et al., 2009, 2014; Hooker et al., 2009; Williams et al., 2017). Thus, this reversal of the diving bradycardia may result in elevated pulmonary blood flow, changes in blood flow distribution within the lung and changes in [image: image]/[image: image], resulting in elevated N2 uptake and risk for gas emboli (Garcia Párraga et al., 2018).

In summary, in the current study we show that the dive behavior in deep diving bottlenose dolphins likely requires morphological differences resulting in a greater O2 storage capacity as compared with the coastal ecotype. It is also possible that the foraging behavior of the offshore population, with longer periods of gliding, results in lower foraging metabolic costs. Our results also indicate the importance of species-specific data when predicting physiological responses of animals. By updating the compliance estimates for the respiratory system, we show additional evidence of how variation in the ventilation/perfusion relationship is able to alter exchange of gases. This result provides additional support for our hypothesis of how marine mammals manage gases during diving and how stress may alter physiology and cause increased N2 uptake and risk of gas emboli from forming.
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Central place foragers depart from and return to a central location with enough resources for themselves, and in many cases, for the group. Honey bees and bumble bees are eusocial central place foragers. Honey bees have large perennial colonies while bumble bee colonies are annual and considerably smaller. Foraging range, body size, and division of labor also vary between these two bee species. Honey bees use their unique dance language to recruit foragers to the most profitable patches. Bumble bees exploit patches individually and develop trapline foraging patterns. We expect such differences among bee species to engender differences in foraging activity. Moreover, variation in resource availability and in colony needs over the flowering season, can affect bee foraging activity. Finally, spatial variation in resource availability may impact bumble bees to a greater extent than honey bees due to their smaller foraging range. Using miniaturized radio frequency identification (RFID), we tracked the foraging activity of individual bees to and from hives at three sites and over five time periods. Pollen pellets were also collected from bees returning to the hive. We compared the European honey bee, Apis mellifera, and the common eastern bumble bee, Bombus impatiens. Linear mixed effect models determined the impact of bee species, time of season (period) and site, and their interactions, on multiple foraging metrics calculated from the RFID data and on pollen dry weight. Relative to honey bees, individual bumble bees made more foraging trips each day, resulting in a greater time spent foraging. A greater proportion of RFID tagged bumble bees foraged each day and bumble bees brought heavier pollen sacs to the hive compared to honey bees. Foraging bout duration did not vary between bee species and none of the foraging metrics varied among time periods or among sites. Both bee species brought heavier pollen sacs back to the hive at the beginning and the end of the flowering season. These results are discussed in terms of species differences in foraging strategies, size of individuals and colonies, and temporal variation in colony needs and resource availability.

Keywords: radio-frequency identification, bumble bee, honey bee, foraging activity, pollen pellet, site, time period


INTRODUCTION

Approximately 87% of flowering plants around the globe (Ollerton et al., 2011) and 35% of all crops grown for human consumption (Klein et al., 2007) benefit from animal pollination. Bees are important visitors to both crops and wildflowers, yet many bee species are in decline because of the combined effects of habitat loss, pesticide exposure, and pathogens (Naug, 2009; Cameron et al., 2011; Goulson et al., 2015). Bees are limited by the area of habitat available which is essential for nesting and gathering of floral resources, and the negative impact of habitat loss on bees may be most pronounced in areas where natural habitat is already limited (Winfree et al., 2009). In addition, exposure to neonicotinoid pesticides negatively affects the ability of honey bees to navigate back to their hive following artificial displacement (Fischer et al., 2014) and increases the foraging effort of bumble bees (Stanley et al., 2016). Importantly, these sublethal effects of neonicotinoid pesticide exposure can further exacerbate the negative impacts of pathogens such as Nosema and black queen cell virus on bees (Doublet et al., 2015). Given the numerous challenges facing bees, a better understanding of bee foraging over time and space, and for distinct species would facilitate the development of sound conservation strategies.

Bees are central place foragers, implying that they must depart a nesting site, locate and gather resources, and return with these resources to the hive or nesting area (Charnov, 1976). Honey bees and bumble bees are both generalist eusocial foragers that collect resources from a broad spectrum of plant taxa (Waser et al., 1996). The identity and quality of flowering plant resources can vary through time and space, and, therefore, under optimal foraging theory (Pyke, 1984), the strategies used by central place foragers to gather resources must be amenable to these fluctuations in resource availability (Goulson, 1999). Honey bees will forage at distances generally less than 6 km (Visscher and Seeley, 1982), but only a small fraction may forage within a 0.5 km radius around the hive (Beekman and Ratnieks, 2000), as indicated by waggle dance decoding. In contrast, a foraging range of less than 800 m was identified for several bumble bee species (Bombus terrestris, B. pratorum, B. pascuorum, and B. lapidarius) using sister-sister pairing with microsatellites (Knight et al., 2005). Wolf and Moritz (2008) obtained comparable results using distance from nest sampling in B. terrestris. In addition, the foraging range of bumble bees tends to decrease with increasing resource availability and decreased land fragmentation (Redhead et al., 2016), and high local resource availability can increase queen production (Herrmann et al., 2017). These results suggest possible differences in foraging strategies of honey bees and bumble bees in response to available resources.

Honey bees are perennial with a queen actively laying eggs and the colony capable of surviving multiple years (Seeley, 1978). In contrast, a bumble bee colony is annual, and the founding queen only lives for a single foraging season. New bumble bee queens are produced in the fall, disperse and hibernate through the winter, ultimately building a new hive the following foraging season (Michener, 2000). In addition, while individual bumble bees are larger than honey bees, honey bee colonies are much larger than bumble bee colonies. While a honey bee colony can contain 60,000 workers, a bumble bee colony can have between 50 and 250 workers, depending on the bee species. Moreover, honey bees have a higher level of communication and eusociality with a more structured division of labor relative to bumble bees. A known mode of information transmission for honey bees is the dance language, which communicates the distance, direction, and quality of resources to prospective foragers (Von Frisch, 1967; Seeley et al., 1991). The dance language is thought to allocate foraging workers to the best available patches in the landscape to gather resources (Couvillon and Ratnieks, 2015). While individual honey bees do not all follow dances before foraging, they are more likely to do so if they are novice foragers, have not foraged for a while, or their latest foraging trips were not rewarding (Biesmeijer and Seeley, 2005). Bumble bees, in contrast, do not have a dance language to communicate resource location, but they do actively “run” around the inside of their hive following a return to the hive with resources, possibly to stimulate foraging activity (Dornhaus and Chittka, 2001). In addition, activation of bumble bee foragers occurs following the addition of floral scent into a hive, and this behavior is especially pronounced when the scent is added to honey pots (Molet et al., 2009). Honey bees may therefore locate rewarding resources more efficiently relative than bumble bees.

While bumble bees are known to rely on trapline foraging strategies when visiting flowers, this strategy is not typically used by honey bees (Pasquaretta et al., 2017). Trapline foraging allows individuals to follow learned routes known to be profitable (Thomson et al., 1997; Ohashi et al., 2008). Trapline foraging is considered an optimal strategy, whereby individual bees learn the location of rewarding patches, and repeatedly visit these patches in a predictable route that develops over multiple independent foraging bouts (Lihoreau et al., 2012; Keasar et al., 2013; Woodgate et al., 2017). Trapline foraging increases the overall rewards obtained per plant visit (Williams and Thomson, 1998) and decreases overall search times (Saleh and Chittka, 2007). Pasquaretta et al. (2017) used network analysis to investigate the development of trapline foraging patterns in bumble bees and honey bees and found that bumble bees tend to quickly develop optimal routes at smaller spatial scales, while optimal trapline routes do not develop in honey bees except, possibly, at larger spatial scales.

We expect these differences in life history, body and colony size, division of labor, communication, and foraging strategies to engender differences in foraging activity between these two groups of bees. Foraging activity metrics include foraging bout duration, number of foraging bouts per bee and proportion of foragers gathering resources on a given day. The quicker location of rewards generated with the waggle dance and the trapline foraging of bumble bees may both affect foraging bout duration. The smaller colony size of bumble bees could necessitate a greater proportion of the bumble bee workforce being allocated to foraging relative to honey bees, and at the individual bee level, greater foraging activity per bee. Temporal variation in resource availability over the flowering season could also affect bee foraging. If fewer resources are available early and late in the flowering season, bees may spend more time foraging during these periods relative to the middle of the flowering season to bring sufficient resources to the hive. But colony needs will also affect foraging and are likely to change over the flowering season. Pollen needs are expected to be greater during brood production while, at least for honey bees, nectar needs may increase later in the season in order to make sufficient honey to survive the winter months. Lastly, variation in resource availability among sites may impact bumble bees to a greater extent than honey bees due to their smaller foraging range (Visscher and Seeley, 1982; Pasquaretta et al., 2017). There are many reasons to expect foraging activity to vary over time, over space and among bee species.

The application of radio frequency identification (RFID) technology has increased enormously over the last 10 years and miniaturization of the tags have permitted its use to determine movement of honey bees and bumble bees to and from their hives (Pahl et al., 2011; Schneider et al., 2012). The use of radio frequency identification (RFID) provides a relatively novel and reliable tool to gather data on individual bees, as each microchip contains a unique identification number. Previous research using RFID demonstrated that honey bees can home in on their hive from 13 km away (Pahl et al., 2011). However, neonicotinoid pesticides can decrease the overall homing success (return rate) of foraging honey bees (Henry et al., 2012) and lower the foraging activity and increase foraging time of honey bee individuals (Schneider et al., 2012). Likewise, bees exposed to Fipronil pesticide via treated feeding sites decreased the number of foraging bouts and increased foraging bout duration (Decourtye et al., 2011). Moreover, RFID data indicated strong diurnal foraging patterns of two bumble bee species at northern latitudes with 24-h daylight sun (Stelzer and Chittka, 2010). RFID technology therefore represents a powerful tool for gathering data on foraging patterns of bees.

In the current study, we used miniaturized radio frequency identification (RFID) techniques to measure and compare the foraging activity of two bee species, the European honey bee, Apis mellifera, and the common eastern bumble bee, Bombus impatiens. RFID data were collected in 2016 at three separate sites and throughout the flowering season. These data were used to quantify different foraging metrics at the colony, individual bee, and foraging bout levels. In addition, we assessed the weight of pollen pellets bees brought back to the hive following a foraging trip in an attempt to link foraging time to resource acquisition. The impact of bee species, site, time of flowering season, and their interactions on the different foraging metrics and on pollen dry weight were examined using linear mixed effect models. Results are discussed in the context of differences in life history, colony size, and foraging strategies between these two bee species, and with respect to variation in colony needs over time and resource availability over time and space. Identifying spatial, temporal, and species differences in foraging metrics would help land managers improve conservation strategies for pollinator communities.



MATERIALS AND METHODS


Study Area and Bee Species

This study was conducted at the West Madison Agricultural Research Station (WMARS) in Madison, WI. This area is in a suburban-agricultural landscape, with a high proportion of arable experimental crop lands, roadside habitats, and suburban gardens (Figure 1). Radio Frequency identification (RFID) data and pollen pellets were collected from three sites in the summer of 2016 (Figure 1). Each site was selected based on a qualitative estimate of plant species richness within a 0.5 km radius around the hives and suggested increasing species richness from sites 1, 3, and 2, respectively. One hive of the European honey bee, A. mellifera, and one hive of the common eastern bumble bee, B. impatiens were placed at each site and separated by 60 m at site 2, and 100 m at sites 1 and 3. Each honey bee hive consisted of 2- deep frames vertically stacked in a wooden observation hive, with ~2,000 bees, each of which was housed in a 1.2 m3 wooden box with an exit tunnel allowing access outside. At the beginning of the experiment the bottom frame of each honey bee hive consisted of approximately half the frame covered in a combination of capped and open brood, while the top frame consisted of at least half a frame of honey. Each hive was queen right. These initial conditions allowed the colony some room to grow, albeit highly limited by the small hive size. Each bumble bee hive (Koppert Biological Systems, Howell, MI, USA) was placed in a small wooden shelter located 0.5 m off the ground and contained ~75 worker bees at the start of the experiment. Among sites, the hive locations ranged from 700 to 1,500 m apart (sites 1–2: 700 m; sites 1–3 1,500 m; sites 2–3 1,400 m).
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FIGURE 1. Aerial screenshot of the site locations. One honey bee and one bumble bee hives were located in the middle of each circle depicted as a 0.5 km radius at each location.





Data Collection

Radio Frequency Identification (RFID) data and pollen pellets were collected from the three sites and over five time periods between mid-June and mid-September. Within each period, we collected data for a total of 3 days from each site, moving among sites each day to randomize data collection among sites. Data were collected simultaneously from the honey bee and bumble bee hives at an individual site, using RFID reader pairs specific for honey bees and bumble bees, respectively. This pattern of data collection resulted in 9 data collection days within each period, with each site being visited every 4 to 5 days. Furthermore, the total duration of each period ranged from 10 to 17 days depending on weather (Table 1). The RFID data and pollen pellets were typically gathered on non-rainy days when the temperatures ranged between 21 and 35°C.



Table 1. Range of dates for collection of the Radio Frequency Identification (RFID) data and pollen pellets for each of the five periods over the three sites.
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Radio Frequency Identification

Prior to each of the five data collection periods, a uniquely coded passive RFID tag (mic3–TAG 64-bit RO, iID2000, 13.56 MHz system, 1.0 x 1.6 x 0.5 mm; Microsensys GmbH, Erfurt, Germany) was glued onto the thorax of 70 honey bees and 20 bumble bees at each site as they were observed returning to their hive. We aimed at tagging bees returning with pollen sacs to ensure they were foragers. However, some tagged bees did not have pollen sacs and we assumed they were collecting another resource such as nectar or water. Honey bee foragers rarely return to working inside the hive (reviewed in Johnson, 2010) but tend to remain foragers until their death, or until winter arrives. At each hive, bees traveled through a 1″ diameter tube and through 2 RFID readers spaced 7.5 cm apart. We used one reader pair that was explicitly designed to gather data from honey bees, and another reader pair that was designed for bumble bees (iID2000, 2k6 HEAD; Microsensys GmbH, Erfurt, Germany). Each reader of a pair had a unique identity, and the pair was used to ascertain the direction of travel by bees, i.e., whether a bee was moving in or out of the hive. A foraging bout was indicated when a bee passed through the inner reader, followed by the outer reader, and at least 5 min elapsed until the next encounter with the outer reader, following the method of Gill et al. (2012). The RFID data were collected for 24 h each day and the readers were moved among sites each morning between 8:30 and 10:30 a.m. depending on weather. In general, the readers were moved at 9 a.m. June-August, and then closer to 10 a.m. as the nights became cooler later in August and into September.

Pollen Collection

To gather pollen, up to twenty individual bumble bees and 40 individual honey bees were caught as they returned to the hive with pollen pellets. These bees did not have RFID tags. Individual bees were collected into 2 dram plastic vials which were placed in a cooler filled with ice packs until a bee was no longer able to move (~5–10 min for honey bees, 10–20 min for bumble bees). Both pollen pellets were removed from the bee, and each pellet was stored separately in a 1.5 mL microcentrifuge tube. Bees were subsequently released near the hive entrance. Following collection, pollen pellets were kept on ice and, upon return to the laboratory, were placed in a 20°C freezer until ready for drying and weighing. One pollen pellet per bee was dried at 45°C for 24 h and subsequently weighed to the nearest tenth of a milligram.



Statistical Analyses

Radio Frequency Identification

We examined foraging activity metrics, calculated from the RFID data, across multiple levels. At the colony level, the dependent variable was the percentage of tagged bees foraging each day. We did not determine the proportion of the hive that were foragers as we did not want to disturb the hive during the collection of foraging data. At the individual bee level, we computed three dependent variables from the RFID data. For each day, we examined (i) the average duration of a foraging bout per bee (ii) the number of foraging bouts per bee, and (iii) the total duration of foraging per bee (sum of all foraging bout durations per bee). Lastly, at the foraging bout level we used duration of a foraging bout as dependent variable.

We used linear mixed effect models (proc Mixed, SAS v. 9.4) to determine the impact of site, period, bee species and their interactions on the foraging activity metrics. While the fixed effects were similar in all models and included site, period, species and all two-way interactions, the level of replication and the random variables were different across each level of analysis, i.e., colony, individual bee, and foraging bout. For the proportion of tagged bees, the sole colony level foraging activity metric, day was the replicate in the model and the random effect was the three-way interaction, site*period*species (Table 2). For analyses examining foraging metrics at the individual bee level, an individual bee was the replicate and the random factors included the three-way interaction site*period*species together with an additional day (site*period*species) term (Table 2). Finally, at the foraging bout level, where a foraging bout itself was the replicate, the random factors included the two three-way interactions present for the individual bee level analyses, together with a bee (site*period*species*day) term (Table 2). At the foraging bout level, the duration of a foraging bout was log transformed prior to analysis, while at the individual bee level the foraging bout duration and the number of foraging bouts per bee were log transformed to improve the model residuals.



Table 2. The linear mixed effect models used to examine the impact of site, time period, bee species, and their interactions on the different metrics of bee foraging effort, at the colony, individual bee, or foraging bout levels.
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In all three models the fixed effect explanatory variables were tested against the site*period*species error. In the colony level model, the random effect variable site*period*species was tested against the residual error (Table 2). In the individual bee model, the site*period*species random effect was tested against the day (site*period*species) error, while the day (site*period*species) random effect was tested against the model residual error (Table 2). Finally, for the model at the foraging bout level, the site*period*species random effect was tested against the day (site*period*species) error, the day (site*period*species) random effect was tested against the bee (site*period*day*bee) error, and the bee (site*period*day*bee) was tested against the model residual error (Table 2).

Pollen Dry Weight

Pollen collection effort is represented by the dry weight of pollen pellets. We used a linear mixed effect model (proc Mixed, SAS v. 9.4) to determine the impact of site, period, bee species, and their interactions on the dry weight of pollen pellets being returned to the hive. The fixed effects in the model included site, period, species and all two-way interactions. A pollen pellet was the unit of replication, and the random factors included the three-way interaction site*period*species together with a day (site*period*species) term (Table 3). While the fixed effect explanatory variables were tested against the site*period*species error, the site*period*species random effect was tested against the day (site*period*species) error, and the day (site*period*species) random effect was tested against the model residual error (Table 3). Pollen dry weights were square root transformed prior to analyses to improve the residuals of the model.



Table 3. Linear mixed effect model used to examine the impact of site, time period, bee species, and their interactions on the weight of individual pollen pellets being returned to the hive by foragers.
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RESULTS


Radio Frequency Identification

At the colony level, a greater proportion of tagged bumble bees foraged each day (mean ± SE) (0.28 ± 0.03) relative to the proportion of tagged honey bees (0.19 ± 0.02) (N = 76 days) (Table 4). While we collected RFID data over 9 days at each site, no foraging activity was recorded on some days. This was true for 4 out of 9 days in period 1 for bumble bees and 3 days in period 5. For honey bees, no foraging data were recorded on one day in period 1, 3 days in period 2 and 1 day in periods 3 and 4. Although it varied between bee species, the proportion of tagged bees was not influenced by site or period or by any of the two-way interactions between bee species, site or period (species*site), (species*period), or (site*period) (Table 4). In other words, the proportion of bees foraging each day was similar among sites and time of year (period) and the pattern among sites or among periods was similar for the two bee species (Table 4). Moreover, the proportion of tagged bees foraging during the different periods was similar among sites (period*site) (Table 4).



Table 4. The impact of site, time period, bee species, and their two-way interactions on different metrics of bee foraging effort at the colony and foraging bout levels.
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At the level of the individual bee (N = 703 individual bees), none of the factors examined, bee species, site, period, or their two-way interactions affected the average duration of a foraging bout (Table 5). Foraging bout duration for a bee was similar among sites, among periods, and among bee species (Table 5). However, on any given day, the number of foraging trips per bee and the total time a bee spent foraging differed among bee species (Table 5). Bumble bees made significantly more foraging trips in a day (5.9 ± 0.4) relative to honey bees (4.6 ± 0.2) and they spent more total time foraging each day (bumble bees: 346.9 min ± 16.2; honey bee: 222.4 min ± 6.6). Site, period and the two-way interactions did not influence either the number of foraging trips per bee or the total time a bee spent foraging each day (Table 5). Finally, at the level of a foraging bout (N = 3,502 foraging bouts), none of the factors or their two-way interactions affected the average duration of a foraging bout (Table 4). An average foraging bout lasted 58.5 ± 2.0 min for bumble bees, in contrast to 48.71 ± 0.8 for honey bees. Although it was slightly longer for bumble bees the difference could not be explained by differences between bee species in our model.



Table 5. The impact of site, time period, bee species and their two-way interactions on different metrics of bee foraging effort at the individual bee level.
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Pollen Dry Weight

We obtained the pollen dry weights of 1,598 pollen pellets. There was a statistically significant effect of species and period on the weight of pollen pellets brought back to the hive and a weaker site*species interaction (Table 6). Using multiple means comparisons to examine the interaction between site and species, the average pollen pellet weight was always greater for bumble bees than for honey bees (Figure 2) and the difference between species was statistically significant at two sites and borderline at the third (Site 1: df = 1, 7; t = 4.00; P = 0.0052; Site 2: df = 1, 7; t = 6.56; P = 0.0003; and Site 3: df = 1, 7; t = 2.34, P = 0.052). We therefore considered the impact of the main factor of species on pollen pellet dry weights. For any foraging bout, bumble bees returned with significantly heavier pollen pellets relative to honey bees (bumble bee: 7.73 mg ± 0.25; honey bee: 3.68 mg ± 0.08) (Table 6). Moreover, the weight of pollen pellets brought back to the hive following a foraging bout varied among periods over the flowering season (Table 6). Bees returned to the hive with heavier pollen pellets during the first (mean ± SE) (6.81 mg ± 0.24) and last (6.38 mg ± 0.32) periods, relative to the second (4.09 mg ± 0.16), third (3.34 mg ± 0.19), and fourth (3.71 mg ± 0.25) periods (Figure 3). The weight of pollen pellets brought back to the hive by individual bees were similar between the first and last periods (Figure 3). Such differences among periods were similar for bumble bees and honey bees as indicated by the lack of a statistically significant interaction between period and bee species (Table 6).



Table 6. The impact of site, time period, bee species and their two-way interactions on the average weight of a pollen pellet returned to the hive by foragers.
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FIGURE 2. The mean ± dry weight (mg) of individual pollen pellets collected by honey bees (solid line) and bumble bees (dashed line) at sites 1, 2, and 3.
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FIGURE 3. The mean ± dry weight (mg) of individual pollen pellets collected by bees over the five time periods. Time periods with different letters are statistically different from one another as indicated by multiple means tests.






DISCUSSION

The foraging activity of bumble bees was greater than that of honey bees. Relative to honey bees, an individual bumble bee embarked on more foraging bouts each day. In addition, a greater proportion of bumble bee foragers actually foraged on a given day. However, the duration of a foraging bout did not differ between these two bee species. The average duration of a foraging bout by an individual bee each day lasted 58.5 ± 2.0 min for bumble bees, in contrast to 48.71 ± 0.8 for honey bees. But, because individual bumble bees did more foraging trips in a day, they spent more total time foraging each day.

Foraging bout duration can be affected by the time it takes for bees to reach rewarding resource patches and by the time a bee spends foraging at that resource, collecting either pollen or nectar. The waggle dance can facilitate the location of rewarding resources by honey bees, although not all individual bees observe the dance prior to foraging (Biesmeijer and Seeley, 2005). Moreover, honey bees tend to have a larger foraging range relative to bumble bees (Visscher and Seeley, 1982; Knight et al., 2005). Many foraging models for flower visiting insects assume that the time traveling between patches is negligible relative to the time spend foraging within patches (Goulson, 1999). In contrast to honey bees, bumble bees must learn, and remember profitable locations, and develop trapline foraging patterns among patches (Ohashi et al., 2008), while honey bees do not tend to develop optimal trapline routes (Pasquaretta et al., 2017). Results of the current study suggest that the foraging strategies of both bee species translate into similar foraging bout durations, from the time a bee leaves the hive to the time it returns to the hive. The more individualistic trapline foraging mode of bumble bees seems to permit them to gather resources in the same amount of time as the more direct method of information transmission for resource quality and location communicated by the waggle dance of honey bees (Thomson et al., 1997; Ohashi et al., 2007; Lihoreau et al., 2010; Couvillon et al., 2014; Ratnieks and Shackleton, 2015). Future studies should determine the differences in foraging bout durations between individual honey bees that follow the waggle dance and those that do not to increase our understanding of the impact of honey bee communication on foraging bout duration. Moreover, when comparing bumble bees and honey bees foraging within patches, Brunet (unpublished data) observed similar foraging bout duration within a patch for these two bee species. Future studies should examine in more details the reasons why, despite the various differences in their foraging strategies, foraging bout duration from the time a bee leaves the hive to the time it returns to a hive remains similar between these two bee species.

Individual bumble bees spent more time foraging each day and a greater proportion of the foragers were active each day relative to honey bees. Although we did not gather information on the proportion of the colony that were foragers, in order not to disturb the hive during collection of foraging data, the proportion of the foragers that were active each day is a strong descriptor of colony level foraging activity as new foragers were tagged at the start of each time period. The observed interspecific differences were consistent over the flowering season and among sites, as indicated by the lack of significant interactions between bee species and period or site in our mixed model. This pattern supports consistent and stable interspecific differences in the activity levels of honey bees and bumble bees to gather resources. Differences in life history and in colony sizes between these two bee species may help explain observed differences in foraging activity. Bumble bee colonies are annual and small in contrast to the perennial and large honey bee colonies. Given such differences, each bumble bee worker may need to put forth more effort to build up and sustain the colony relative to a honey bee worker. But, if activity level relates to colony size, with an increase in colony size over the season, we would also expect the foraging effort per bee and percent of colony foraging to decrease, which we did not observe. We therefore suspect other factors, besides colony size and life history, help explain observed differences in foraging activities between these two bee species. The more complex division of labor of honey bee colonies could represent such a factor and may facilitate a lower foraging activity per individual and at the colony level. Furthermore, considering the honey bees in this experiment were restricted to a 2-frame observation hive with limited space for the colony to grow, and therefore limiting growth associated changes in colony needs, these results may differ from experiments conducted under more typical circumstances, and further studies should be undertaken on larger hives. Finally, more research is needed to elucidate whether and how differences in life history, colony size, and social structure contribute to interspecific differences in bee foraging activity.

Bumble bees brought heavier pollen pellets back to the hive relative to honey bees, even though both bee species had similar foraging bout durations. Because most bees tend to forage either for pollen or for nectar during a foraging bout (Brunet, unpublished data), this result suggests that bumble bees are more efficient than honey bees at retrieving pollen from the plants they visit. The observed interspecific difference in pollen pellet size may result from honey bees being smaller than bumble bees. Within a bee species, larger pollen, and nectar loads are correlated with increased body size of foragers (Goulson et al., 2002). However, it is unclear how this pattern might translate among bee species. Individual bumble bees made more foraging trips in a day and brought back more pollen to the hive each time, relative to honey bees. Moreover, a greater proportion of the bumble bee foragers were active each day relative to honey bees. Such patterns should translate into a greater amount of pollen available per capita for bumble bees relative to honey bees. Bumble bees, due to their larger size, may have greater pollen requirements than honey bees, and indeed bee body size is correlated to the amount of protein received by developing larvae (Roulston and Cane, 2002). Differences in body size among bee species may therefore help explain differences in foraging patterns (Spaethe and Weidenmüller, 2002) that optimize the amount of pollen brought back to the hive to meet a colony's need.

Across all levels, the foraging activity of these two bee species did not vary over the flowering season (period) or among sites. The time a bee spent foraging per bout or per day and the proportion of foragers active each day did not change over the flowering season and did not differ among sites. Moreover, this pattern was true for both bee species. The lack of variation in foraging activity over the season or among sites was surprising. We expected greater foraging activity early and late in the flowering season because of the lower expected resource availability. Moreover, the known differences in foraging ranges between these two bee species suggested among site variation in foraging activity for bumble bees but not for honey bees (Visscher and Seeley, 1982; Pasquaretta et al., 2017). But colony needs may also change over the flowering season. We expect greater pollen needs earlier in the season for both bee species as more brood may be produced relative to later in the season. Later in the season, we expect greater nectar needs for honey bees as they are building honey reserves for the colony to survive the winter months. Bumble bee colonies, however, are producing new queens and may still have high pollen needs. Interestingly, we gathered some data for bumble bees on the proportion of bees returning to the hive with and without pollen pellets. Although the sample sizes were uneven among periods, the trend suggested that most foragers returned to the hive with pollen pellets during the first (95%) and last (96%) periods, while a greater proportion of the foragers returned with nectar in the three middle periods (47, 15, and 33%, respectively).

We did not gather such data for honey bees although it should be determined in future studies. However, because foraging bout duration did not change over the flowering season, these data suggest no apparent differences in the time a bee spends foraging for pollen vs. nectar. The larger pollen production for bumble bees early and late in the flowering season suggest a greater pollen need, possibly for growing larvae early in the season and queen development in late summer/early fall. Interestingly, colony needs can influence the proportion of foragers collecting pollen or nectar but it did not influence foraging activity in general (time spent foraging and proportion of foragers active each day). Moreover, any variation in resource availability over time and space did not significantly influence foraging activity for these two bee species in the current study.

Both bee species brought more pollen back to the hive per foraging bout at the beginning and end relative to the middle periods of the flowering season, even though the time spent foraging remained constant throughout the flowering season. The temporal differences in the amount of pollen gathered suggest that it took longer to collect resources from flowers in mid-summer relative to early or late summer. Couvillon et al. (2014) proposed that summer is the most challenging season for honey bees because bees foraged at greater distances in mid-summer relative to spring and fall. Danner et al. (2017) found honey bees returned the greatest amount of pollen to the hive early in the season, in April and May. Taken together, these results support the notion that summer may be the most challenging season for bees, at least for eusocial bees. One potential explanation for this pattern is that, although resources may increase in mid-summer, the density of bees also increases and, thus, the level of competition for shared resources.

The use of miniaturized RFID allows for continual tracking of individual bees and provides a real-time view of the activity of foraging bees in both field and laboratory contexts and furthers our ability to test hypotheses of optimal foraging in bees and other invertebrates. Future research using RFID could contrast the foraging activity of these two bee species over different landscapes to determine whether the similarities and differences observed in this study are consistent over variable landscapes. Future research could also further elucidate the role of bee size, colony size, communication strategies, and division of labor on their impact to bee foraging behavior. In addition, relating bee foraging activity more directly to available resources, and to energy intake and expenditure would provide crucial understanding as to the optimal foraging behavior of social bees. Future useful technological developments for the study of bees could include designing miniature RFID tags that can be read from a further distance and to permit their use in solitary bees. In addition, the development of affordable and small-scaled technology that could be used to track bees as they move over the landscape, both among flowers and among plants within patches and among patches would represent a breakthrough in the study of bee foraging and bee movement.



CONCLUSIONS

This study is the first to use RFID technology to contrast the foraging activity of two social bee species in a common landscape. The use of RFID was crucial to revealing differences and similarities in various foraging activity metrics in these two bee species. It permitted the detection of strong interspecific differences in foraging activity that were maintained among time periods and sites. At the level of individual bees and of the colony, bumble bees exhibited greater foraging activity relative to honey bees. Per capita, bumble bees also brought more pollen back to the hive relative to honey bees suggesting a stronger need for pollen for bumble bees. Interestingly, the foraging activity of these two bee species did not vary over time or among sites. Many of the observed trends highlighted interesting and unexpected patterns that could not have been discovered without the use of RFID technology.
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Water is a scarce resource in semi-arid savannas where over half of the African elephants (Loxodonta africana) populations occur and may therefore influence their movement pattern. A random search is expected for an animal with no information on the location of the target resource, else, a direction-oriented walk is expected. We hypothesized that elephants movement patterns show a stronger directional orientation toward water sources in the dry season compared to the wet season. We investigated the movement paths of four male and four female elephants with hourly GPS fixes in Tsavo National Park, Kenya in 2012–2013. Consistent with our predictions, the movement paths of elephants had longer step lengths, longer squared net displacements, and were directed toward water sources in the dry season as compared to the wet season. We argue that African elephants know the location of dispersed water resources, enabling them to survive with scarce resources in dry savannas. These results can be used in conservation and management of wildlife, through for instance, protection of preferred water sources.
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INTRODUCTION

The movement paths of animals represent behavioral and ecological processes, such as navigation, migration, dispersal, and food searching (Benhamou, 2004) and the distribution of the resources (de Jager et al., 2014). For instance, the movement strategies used by an animal when foraging in a landscape with dispersed resources would be different from those of animals foraging in an area with clustered resources (Bartumeus, 2009). It is generally hypothesized that animals increase tortuosity of their movement paths in areas with high resource density (Bartumeus et al., 2005; Hengeveld, 2007; Bartumeus, 2009). Consequently, the squared net displacement of the animal decreases and the time spent in utilizing these resources increases, leading to efficient resource use (Turchin, 1991). On the other hand, straight and less tortuous movement paths with high net displacement are more efficient in landscapes with dispersed resources (Turchin, 1998; De Knegt et al., 2007; Roshier et al., 2008). Therefore, analysis of the movement paths of animals could give an understanding of the relationship between the resource distribution and foraging efficiency.

Previous studies on movement path analyses were mostly carried out on insects, birds, and small mammals (Turchin, 1991; Viswanathan et al., 1996; Atkinson et al., 2002). However, recent advances in radio-telemetry have made it possible to collect vast quantities of movement data in space and time for both large terrestrial and marine mammals (Austin et al., 2004; Boyce et al., 2010; Sims et al., 2012). Although the movement parameters to be measured vary with the objectives of the study (Marsh and Jones, 1988), generally, parameters such as the distance covered between successive relocations, the turn angles, the directionality of the track and the relationship of the track with properties of the environment that the animal passes through, form the basis of movement path analysis (Root and Kareiva, 1984; Marsh and Jones, 1988; Hengeveld, 2007; Dray et al., 2010; de Knegt et al., 2011; Calenge, 2015; Kölzsch et al., 2015). These movement patterns may in turn determine the frequency with which the animal will encounter the object of interest, which may be food, water, mates, or escape from predation (Marsh and Jones, 1988). To increase resource use efficiency, a random search is expected for a forager with no information on the location of the target resource, whereas a more direction-oriented ballistic walk is expected for a forager with information on the target resource (Valeix et al., 2010). Knowledge on how animals move in their environment can give critical insight on animal's behavior that may be used in the effective management and conservation of species under study.

Water is a scarce resource in semi-arid savanna, where over half of the African elephant (Loxodonta africana) populations occur, and may therefore influence the movement strategies used by elephants. Elephants are water dependent and they usually have to drink water every two to three days (Stokke and Du Toit, 2002; Redfern et al., 2005; Smit et al., 2007). To survive in dry savannas, it is therefore critical for elephants to be able to efficiently find the sparsely distributed water sources, especially during the dry season. Based on the elephant's water requirements and the scarcity of water during the dry season, we expect that the movement pattern of the elephant will reflect these seasonal contrasts in water distribution. Although it is not in doubt that the distance to water is a primary environmental factor influencing habitat use by elephants (Verlinden and Gavor, 1998; Chamaillé-Jammes et al., 2007; Smit et al., 2007; Hilbers et al., 2015; Wato et al., 2016; Sianga et al., 2017), it remains unclear how the behavioral responses of elephants change as a result of water scarcity (Polansky et al., 2015). Here, we analyse the movement paths of four male and four female elephants to address the hypothesis that elephant movement patterns show a stronger directional orientation toward water sources in the dry season compared to the wet season. We predict that the movement path for male and female elephants are less tortuous, have longer step lengths, longer net displacements and smaller turning angles and will show stronger directionality toward water sources in the dry season than in the wet season. Past reports indicate that elephants remember and re-visit previously visited sites (De Beer and Van Aarde, 2008; Prins and Van Langevelde, 2008; de Knegt et al., 2011; Polansky et al., 2015) and pass on the information of their historical migration routes through generations (McComb et al., 2001; Moss et al., 2011). Thus, longer step lengths and higher directionality of elephant movement paths toward water sources in the dry season is an indication that elephants use information to travel to these water sources.



MATERIALS AND METHODS


Study Area

We conducted this study in the Tsavo Conservation Area in Kenya, a semi-arid ecosystem spanning an area of ~48,300 km2, located at 2°-4° S and 37.5°-39.5° E in the southern part of Kenya (Omondi et al., 2008; Ngene et al., 2012). The area is characterized by a bi-modal rainfall with long rains in mid-March to May, short rains in November to December (Tyrrell and Coe, 1974) and a mean annual rainfall of 250–500 mm (Tyrrell and Coe, 1974; Prins and Loth, 1988). The two rainfall seasons are separated by a 5 months long dry season typically ranging from June through October (Tyrrell and Coe, 1974; Leuthold and Leuthold, 1978; Omondi et al., 2008). There are two permanent rivers in Tsavo (Galana river and Tsavo river) and several seasonal rivers, with Voi and Tiva rivers flowing for a short time in the rainy season (Ayeni, 1975). Other sources of water are the numerous natural waterholes which fill up with water during the rainy season. Some of these waterholes can hold water throughout the short dry season (January-March) but all the natural waterholes dry up around July-August during the long dry season (June to October) (Ayeni, 1975; Mukeka, 2010). In addition, there are three wind-pumped boreholes and a few water reservoirs located around tourist facilities and community owned ranches with constant water supply for animals in the peak of the dry months.



Elephants GPS Data

We used radio-telemetry data from GPS-collared elephants in the Tsavo Conservation Area to investigate the differences in elephants movement patterns between the wet and dry season. During the wet season, there is abundant water for wildlife in the Tsavo ecosystem (Omondi et al., 2008; Mukeka, 2010). However, this area has sparsely distributed permanent water sources in the dry season when the only available water sources for wildlife are reduced to two perennial rivers, three boreholes, and a few water pools constantly refilled by the hoteliers and neighboring community ranchers (Ayeni, 1975). Water has been identified as key resource that affects elephants distribution and their spatial habitat use (Chamaillé-Jammes et al., 2007; Harris et al., 2008; Smit and Grant, 2009; Polansky et al., 2015). For instance, in drier environments, elephants take an average interval of 3 days to drink water and the duration of re-visiting water points differ between sexes (Stokke and Du Toit, 2002), with bull elephants drinking every 3–5 days while breeding herds every 2–4 days (Viljoen, 1989; Leggett, 2006). Furthermore, the breeding herds have been reported to forage close to water sources in the dry season compared to the male elephants (Harris et al., 2008; Sianga et al., 2017).

We monitored four female and four male elephants fitted with satellite-linked GPS collars between March 2012 and June 2013 in the Tsavo Conservation Area in Kenya (Figure 1). The individuals that were collared were randomly selected from five sectors in the Tsavo Conservation Area to represent elephant movement patterns across the entire park. The procedure for fitting GPS collars are described in Ngene et al. (2012). The GPS collars transmitted hourly fixes and the data were automatically transmitted to a web-linked database at the Tsavo East Research Station in Kenya. The GPS had an error of ~10 meters for relocation fixes and some hours had missing values caused by obstruction of signals by, for instance, heavy cloud cover or dense tree canopies (Hebblewhite et al., 2007). In our analysis we considered only the successive time steps with GPS fixes.
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FIGURE 1. Study areas and the hourly GPS fixes (black dots) for a male elephants in the dry (1) and the wet season (2); and for a female elephants in the dry (3) and the wet season (4). In both sexes the individuals' movement paths seem to be tightly anchored on a river in the dry season.



We analyzed elephant movement patterns for the males and the females in two seasons: the long dry season (June to October 2012) and the long wet season (March to May 2013). These two seasons are distinctly different in the amount of rainfall and would therefore show the relationship between the change in movement pattern related to water availability.



Data Analysis

We calculated the distance covered by each elephant per hour based on the hourly GPS-fixes. We recorded the distance between successive hours to represent a single movement path (i.e., step length) based on the methods described by Root and Kareiva (1984), Marsh and Jones (1988), Turchin (1998), and Hengeveld (2007). We calculated the turn angle as a measure of the change of direction between successive steps with a zero degrees turn corresponding to locomotion on a straight line without change of direction, a negative angle representing a turn to the left and a positive angle representing a turn to the right (Calenge, 2015). We then analyzed the distribution of step lengths, turning angles, and squared net displacement distances (NDD) for both sexes and seasons with AdehabitatLT animal movement analysis package in R (Calenge, 2015). We calculated the parameters of turn angle distributions such as the mean resultant length and the mean direction using CircStats package Version 0.2-4 in R (Lund and Agostinelli, 2015). The mean direction vector represents the mean orientation of the turn angles while the mean resultant length shows the strength of directionality and the concentration of the angles distribution around the mean (R = 0 represents a dispersed turn angles distribution and R = 1 shows that all angles are equal to the mean direction vector) (Lund and Agostinelli, 2015). We only analyzed the movement paths that were directed toward the nearest water source to focus on the effects of water on movement path. Thus, all the movement paths for the elephants that were further than 15 km from the nearest water sources and those for the individuals returning from drinking water were excluded from the analysis on the assumption that they were foraging and not seeking for water. Since the range of water re-visitation frequency for the Tsavo elephants were 1–4 days for the females and 2–5 days for the males in the dry season, we also excluded all the movement paths of the day following an elephant's visitation to the water sources in the dry season. The rest of the movement paths were included in the analysis. In order to establish whether the directionality changed with distance from the water source, or whether proximity had no effect, we also stratified our analysis to 5, 10 and 15 km from the water source. We analyzed the effect of the fixed variables; season, sex and distance from the nearest water source, on elephant's movement pattern using linear mixed effects models (LMMs). We used the ID of the elephant as a random effect variable to account for variation due to individual differences. We also checked for the interaction effects between sex and season in our analyses. We performed these analyses using R package lme4 (Bates et al., 2013).




RESULTS

The step lengths per hour for the elephants were significantly longer in the dry season compared to the wet season (Table 1A). The step lengths changed with distance from the nearest water point, with the step lengths further from the water (15 km) being significantly shorter than those closer to water points (5 and 10 km) (Table 1A). Also, step lengths were longer in the 10 km group than in the 5 km group. Even though both male and female elephants have longer step lengths in the dry season as compared to the wet season, the results showed a significant interaction effect of sex and season (Figure 2A). The male elephants have shorter step lengths than the females in the wet (Table 1A) and a longer step length in the dry season (Figure 2A). Similarly, the squared net displacement for the elephants were significantly longer in the dry season compared to the wet season (Table 1B). The squared net displacements were significantly longer further away from water (15 and 10 km) as compared to distance closer to the water (5 km) (Table 1B). Furthermore, the squared net displacement was also significantly affected by the interaction between sex and season with squared net displacement for the males being longer than the females in the wet season (Table 1B). Both sexes had similarly longer squared net displacements in the dry season (Figure 2B). However, the turn angles for both sexes were large in both the wet and the dry season and did not show any significant difference between the seasons.



Table 1. Results of the LMM models for step length (A) and net displacement distances (B).
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FIGURE 2. Step length (A) and squared net displacement distances (B) for the female and the male elephants movement paths in the wet (black bars) and the dry (gray bars) season.



The mean resultant length of the turning angles for both sexes showed strong directionality in the dry season compared to the wet season (Figure 3). The resultant mean length of the turning angles for females were in the same range with males in wet season but much lower than the males in the dry season, although not significantly different (Figure 3).
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FIGURE 3. Directionality of the movement patterns at different distances to water sources for (A) male elephants in the wet (Rho at 5 km = 0.41, 10 km = 0.47, 15 km = 0.49) and dry season (Rho at 5 km = 0.72, 10 km = 0.8, 15 km = 0.68) and (B) females in the wet (Rho at 5 km = 0.40, 10 km = 0.41, 15 km = 0.46) and dry season (Rho at 5 km = 0.56, 10 km = 0.53). Rho = 0 represents a dispersed turn angles distribution, hence indicates weak directionality, and R = 1 shows that all angles are equal to the mean direction vector, hence indicates strong directionality. Females were not recorded to be at 15 km from the nearest water point in the dry season.





DISCUSSION

The study of animal movement patterns in relation to resource distribution is one of the novel ways to link behavior of individuals to the spatial distribution of resources (Schick et al., 2008; Giuggioli and Bartumeus, 2010). Resource distribution varies in space and time, and can occur in a spectrum ranging from over-dispersed, random, in patches to highly aggregated clusters (Prins and Van Langevelde, 2008; de Knegt et al., 2011). We examined the role of water distribution on the movement pattern of elephants. In this study, we showed how elephant movement patterns change as a result of seasonal variation in water distribution. The results support our predictions that the movement paths of both male and female elephants are less tortuous, resulting in longer step lengths, and have longer squared net displacements in the dry season compared to the wet season. Furthermore, the mean length of the turning angle showed strong directionality toward water sources for both the sexes in the dry season. The movement paths that were removed were for individuals returning from the water source, those that were beyond 15 km from the nearest water source and the paths for all individuals for the day following their return from drinking water during the dry season, which would not contribute to our conclusion.

The Tsavo Conservation Area is an ecosystem undergoing pronounced scarcity of water and in the long dry season, two perennial rivers and three boreholes serve as the primary water source for wildlife. Most of the area is far away from water for much of the year. Most wildlife species, and particularly elephants, require regular water intake (Stokke and Du Toit, 2002; Redfern et al., 2005) and have to travel between the foraging sites and watering points to meet their energy and water requirements. For instance, in Kruger National Park, elephants drink water every 2 days during the dry season (Young, 1970), and other studies have shown that the duration of water re-visitation is sex-dependent (Viljoen, 1989; Leggett, 2006). The movement paths of elephants are thus expected to be influenced by the water distribution, and the Tsavo elephants appear to have information about the water locations which supports findings in previous studies (Polansky et al., 2015). Therefore, regular re-visitation of watering points may explain the long step lengths and squared net displacements and the strong directionality toward water sources in the dry season (Chamaillé-Jammes et al., 2013; Polansky et al., 2015). The use of information about the location of the water sources is especially apparent when they show this behavior at long distances from the water sources. A few studies have found a relationship between resource distribution and the movement patterns of other wildlife species (Prins, 1996; Loureiro et al., 2007; Valeix et al., 2010). For instance, in a study of lions in arid savannas, their step lengths and squared net displacements were longer as they headed toward waterholes with high aggregation of prey species (Valeix et al., 2010). Similarly, the study of Eurasian badgers showed that their movement paths were less tortuous as they headed toward their dens and latrine sites (Loureiro et al., 2007).

During the wet season, there is abundant food and water for wildlife in the Tsavo ecosystem (Omondi et al., 2008; Mukeka, 2010). In addition to the perennial rivers that flow throughout the year, most of the natural waterholes across Tsavo ecosystem fill up with water during rainy seasons (Tyrrell and Coe, 1974; Ayeni, 1975). This may explain the short step lengths and squared net displacement distances during the wet season. Some of the natural waterholes have water throughout the rainy season and a few of them extend to the short dry season (January-March) (Ayeni, 1975), hence elephants are not water limited then. Similar movement patterns have been reported for foragers in sites of abundant resources. For instance, the movement paths of lions hunting close to a waterhole where there were high prey species congregations, had shorter step lengths and squared net displacement distances and their movement paths were more tortuous than when they were further away from a waterhole (Valeix et al., 2010).

Although water is limiting for both sexes in the dry season, female elephants rarely moved further than 10 km from the nearest water source to forage in the dry season while male elephants accessed forage sites beyond 15 km (Sianga et al., 2017). Furthermore, in the dry season, the directionality of movement path for male elephants was much stronger than the female elephants. This is in line with past studies that reported that breeding herds rarely roam far away from drinking water in drier environments (Viljoen, 1989; Leggett, 2006; Young and Van Aarde, 2010). In these mixed herds, the increased costs associated with moving long distances to far foraging sites may be especially stressful for infants and juveniles (Lee and Moss, 1986; Loveridge et al., 2006) and could lead to increased calf mortality (Loveridge et al., 2006; Foley et al., 2008; Young and Van Aarde, 2010). Our results support the hypothesis that elephants initially seek habitats closer to water in the dry season, regardless of the distribution of food (De Beer et al., 2006; Illius, 2006; Chamaillé-Jammes et al., 2007; Evans and Harris, 2008; Wato et al., 2016). However, if there are many water sources, elephants choose those water sources with more vegetation and avoid those that are not associated with suitable vegetation (Harris et al., 2008).

The difference between male and female elephants movement patterns may be also be explained by their social organization (Archie et al., 2011; Moss et al., 2011) and the difference in foraging strategy between the sexes (Lee et al., 2011). The foraging range of male elephants is larger than that of females as they take more risks and disperse to unfamiliar habitats to seek for food and mates (Lee et al., 2011; Skarpe et al., 2014). This foraging behavior may have advantages such as accessing far foraging grounds and water points in dry seasons (Lee et al., 2011; Lindsay, 2011). Moreover, the mixed herd comprises of individuals of different ages and the group's movement is affected by, for instance, calves that may not be able to move fast and far from water sources like the adult elephants (Ngene et al., 2010). The large herds also spread widely while foraging and, probably, while heading to the water sources to drink. Conversely, the bulls move and forage alone or in a bachelor herd without calves to retard their speed (Ngene et al., 2010). Thus, bulls may travel far to forage but also walk in a less spread formation toward the watering point. The difference in foraging strategies among different sexes are common in other sex-dimorphic species like the red deer (Gordon et al., 1989), moose (Miquelle et al., 1992), and many others (Moss et al., 2011). Generally, the differences in foraging strategies in many species appears to be driven by factors such as energy need requirements, reproductive status of an individual, body sizes and the social context, all of which differ between sexes (Miquelle et al., 1992; Lindsay, 2011).

This study shows that water distribution determines the movement paths of elephants. It supports other studies and models that indicated that animals often adjust their movement pattern in relation to critical and scarce resources (Chamaillé-Jammes et al., 2007; Hengeveld, 2007). Our findings reveal that movement paths of African elephants show strong directionality in dry seasons driven by water distribution. We demonstrate that environmental variables can be used to predict general movement patterns of large herbivores and that the findings can be used in conservation and management of wildlife, through for instance, protection of preferred, or critically needed water sources. The method in this study can be replicated to examine directed movement of other species, of which their cognitive abilities are less well-known.
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Swallows and martins (Aves: Hirundinidae) are well-studied with respect to their breeding biology, but major aspects of their individual aerial movement behavior and ecology are poorly understood. Atmospheric conditions can strongly influence both the availability and distribution of flying insects that aerial insectivores rely upon. Because aerial insects are often found in distinct clusters within the aerosphere, we wanted to explore whether aerial insectivore flight altitudes were species-specific and if they were associated with atmospheric conditions. We examined these questions with novel tag technology, an altitude datalogger, on breeding populations of Purple Martin (Progne subis), Tree Swallow (Tachycineta bicolor), and Barn Swallow (Hirundo rustica) in upstate New York during the summer of 2016, providing individual-level flight data on a per minute basis. Using mixed models, we investigated differences in flight altitudes between individuals, species, and varying atmospheric conditions. The major findings were that individuals of each species spent significantly different proportions of their time throughout the day in different aerial strata. In addition, higher flying species such as Purple Martins and Tree Swallows responded positively to greater thermal uplift whereas this predictor had no effect on Barn Swallow flight altitudes. Finally, the differing relationships for all species between their flight altitudes and weather variables suggest that each species may use different atmospheric cues for tracking their environment and/or prey. More research spanning greater time scales and a wider range of atmospheric conditions is needed to determine these relationships in finer detail. We encourage broader use of this or similar methodologies to better understand the behavior and ecology of aerial insectivores globally.

Keywords: aerial insectivore, aeroecology, flight, behavior, ecology, swallow, Hirundinidae, datalogger


INTRODUCTION

The aerial ecosystem is a dynamic sub-layer of the troposphere closest to Earth's surface. Despite its global presence, the aerial ecosystem, or aerosphere, has received relatively little attention from ecologists until recent decades. In terms of biomass, the aerosphere is primarily comprised of aerial arthropods, often referred to as “aerial plankton,” since many of its inhabitants have a limited capacity for powered flight and many use prevailing atmospheric conditions as a mechanism for dispersal (Drake and Farrow, 1989; Russell and Wilson, 1996, 1997; Chapman et al., 2010). The major consumers of this abundant yet ephemeral and patchily distributed resource are flying vertebrates such as bats and birds, which spend much of their lives in the aerosphere capturing these prey. Although the breeding biology of some avian aerial insectivores is well-known to the point that they are considered model organisms [e.g., Tree Swallows (Tachycineta bicolor), (Jones, 2003)], documentation of how they interact with the aerial environment and the drivers of their movement behavior is much more scarce. More information on how these taxa interact with the aerosphere is necessary if we are to have a more comprehensive understanding of how environmental variation and ecological dynamics affect their survival and reproduction.

The emergent discipline of aeroecology seeks to understand the physical characteristics of the aerosphere, the organisms that exist and interact within the aerosphere, and the abiotic and biotic selective pressures exerted by the aerosphere on its inhabitants (Kunz et al., 2008; Chilson et al., 2012). While aeroecology is truly interdisciplinary and has drawn upon a wide range of subjects and technologies to grow and firmly establish itself as a discipline in recent decades, most studies that have been conducted thus far have focused primarily on using coarse-scale radar systems to characterize behavior, usually movements or migrations at the population scale (Kunz et al., 2008; Westbrook, 2008; Kelly et al., 2012; Farnsworth et al., 2016; Horton et al., 2016; Shipley et al., 2017a). Furthermore, technological limitations have constrained organismal-level studies of flight behavior in aerial insectivores to the perspective of human observers from the ground (e.g., Collins, 2000; Manchi and Sankaran, 2010; Shipley et al., 2017a). Thus, connecting an organismal-level framework to large scale phenomena is critical to improve the scientific understanding of the aerial ecosystem and the ecology of its inhabitants.

For instance, although weather conditions crucially impact aerial insectivore ecology, the existing framework of knowledge remains surprisingly simple. Theory dictates that temperature mediates daily abundance of insects in the aerosphere, since warmer temperatures drive their phenology and development (Ratte, 1984) and prompt larger emergences of insects (Taylor, 1963). Most flying insects are found within a few meters off the ground, and their abundance drops off exponentially with altitude (Johnson, 1957; Elkins, 2010). Above these first few meters, factors such as wind speed, direction, and convection can scatter or concentrate aerial plankton, creating ephemeral clumps of insects (Pedgley et al., 1990; Elkins, 2010). By contrast, days characterized by colder temperatures, heavy precipitation, and strong winds can greatly suppress the availability of flying insects and have negative consequences for both adult survival and reproductive success in swallows (Winkler et al., 2013), sometimes resulting in mass mortality events for young nestling swallows (Winkler et al., 2013) and even adults (Elkins, 2010). These conditions can also produce a “lake effect” where aerial insectivores must forage low over the surface of large bodies of water to find prey (Newton, 2007; Elkins, 2010). Beyond this paradigm, however, scientific knowledge of how weather affects the flight behavior of flying vertebrates has remained limited in precision and detail.

Our need for a better understanding of aerial insectivore ecology is even more pressing because aerial insectivores as a guild have experienced significant, broad-scale declines in North America and Europe over the past several decades (Sanderson et al., 2006; Nebel et al., 2010; Oresman et al., 2013; Sauer et al., 2014). Decreasing insect populations and changing insect phenology have been hypothesized to be one of several possible drivers of these declines in insectivorous birds (Hallmann et al., 2017). Thus, beginning to understand how insectivorous birds are moving and foraging in the aerosphere is not only imperative to understanding the ecology of this “hidden ecosystem” and the species within it, but it could also begin to provide insight into some of the possible drivers of these precipitous declines.

Given this need, we set out to gain a comparative, organismal level understanding of the daily flight patterns of several avian aerial insectivores. In upstate New York during the summer of 2016, we deployed data loggers on breeding Tree Swallows (Tachycineta bicolor, TRES), Barn Swallows (Hirundo rustica, BARS), and Purple Martins (Progne subis, PUMA), three species in the same family (Hirundinidae) with well-known breeding biologies, which are also declining in eastern North America. Here we use mixed effect models on flight altitude data to investigate two primary questions: (1) whether basic differences exist between individuals as they move and forage in the aerosphere and whether these differences persist at the level of species and (2) how atmospheric conditions such as temperature, turbulence, dew point, boundary layer, and precipitation rate affect the flight altitude of individual swallows. Because the availability of insects can be concentrated by atmospheric conditions, we predicted that variation in flight altitudes will be greater between species than within species, and that atmospheric conditions influence the flight altitudes of individual of all swallows species similarly.



MATERIALS AND METHODS

We conducted fieldwork from May 22nd to July 20th, 2016, in upstate New York at four locations that support breeding populations of the focal taxa. We sampled Tree Swallows at Unit 1 of the Cornell Experimental Research Ponds in Ithaca (42.505° N, −76.466°W, 335 m) and the Homer C. Thompson Vegetable Research Farm in Freeville (42.518815 N, −76.332651 W, 320 m). We collected data on Purple Martins and Barn Swallows at private residences near Watkins Glen (42.392°N,−76.881°W, 130 m) and Danby (42.288°N, −76.454°W, 395 m), respectively. We collected data on Purple Martins and Barn Swallows at private residences near Watkins Glen (42.392°N,−76.881°W, 130 m) and Danby (42.288°N, −76.454°W, 395 m), respectively. We used specific, known breeding sites for each species to increase the probability of datalogger recapture, but due to the specialized nesting biology of swallows, there was only one study species breeding at a given site. However, all study species were present at every site, with the exception of Purple Martins, which were only found at their breeding site. Moreover, behavioral observations at each site confirmed that all species, especially Purple Martins, frequently ventured outside of the immediate airspace of the sampling localities, so any site-specific effects were limited and likely non-significant. The maximum distance between sites was ~33 km. Our methods consisted of capturing individual birds and attaching to them data loggers (hereafter referred to as “barologgers”) which recorded air temperature and pressure at a frequency of one sample per minute using an onboard low power microprocessor, allowing for near-continuous measurements of flight altitude to the nearest several meters (Shipley et al., 2017b). The barologgers weighed ~450 mg with epoxy weather-proofing and were attached to the birds using Rappole leg loop harnesses (Rappole and Tipton, 1991) made of 0.5 mm Stretch Magic polymer twine. We recaptured birds between 8 and 13 days after tagging (mean = 8.47 ± 1.73 days). Upon recapture, we removed the barologgers and downloaded their data, deriving flight altitudes using the formula below. We corrected for pressure changes by interpolating to the nearest minute from hourly pressure level readings from the nearest airport weather station (KITH) in Ithaca, NY (42.4908°N, −76.4583°W, 335 m).
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Where A = barologger altitude (in meters), P0 = sea level pressure (in pascals), P = barologger pressure (in pascals), and T = barologger temperature (in Kelvin).

For meteorological variables, we acquired data on temperature and dewpoint from KITH, data on turbulence kinetic energy (TKE) from the North American Regional Reanalysis (NARR, Mesinger et al., 2006), and data on boundary layer height and precipitation rate from the Env-DATA Track Annotation Service on Movebank (Dodge et al., 2013). The weather data was interpolated to the minute level to conform with the altitudinal data using bilinear interpolation.


Analysis of Individual Altitude Data

Altitudinal Partitioning

To test for differences in the aerial behavior between the three study species, we partitioned the median altitude per flight bout into six different bins relative to time of day. Starting at 5 a.m. local time, data was divided into dawn, morning, midday, afternoon, evening, and night at 180 min increments. Night was not used for analysis. We analyzed the data using a linear model with log(altitude) as the response variable, and time bin and species as predictors. We also performed pairwise comparisons and independent contrasts using Tukey honest significant differences in a post-hoc test.

Atmospheric Effects on Flight Bout Altitude

We also wanted to determine the relationships between flight altitude throughout the day and atmospheric conditions. Because telemetry data tend to demonstrate high degrees of spatial and temporal autocorrelation, we initially checked for autocorrelation calculating the autocorrelation functions for each individual (acf, base R, R Core Team, 2016). Although the characteristics of the autocorrelation relationship can be informative in regard to behavior and movement traits Boyce et al. (2010), we accounted for it in our analyses using two different approaches.

First, we accounted for the temporal autocorrelation using two generalized additive mixed effects models (GAMM) modeled with and without the correlation structure (corAR) fit to the process errors. For each model, the ordinary least squares residuals were used to test for autocorrelation and partial correlation. We compared the naïve model with the corAR model using an information theoretic approach (AICc).

In the second approach, we accounted for temporal autocorrelation by subsetting the data, calculating the median altitude for each flight bout (Figure 1). We then analyzed the relationship between median flight bout altitude and the predictor variables using a generalized additive mixed effects model (GAMM) model. We calculated the autocorrelation function for the median flight bout dataset to estimate the remaining temporal autocorrelation.
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FIGURE 1. Determination of individual flight bouts and distribution of flight altitudes. In subfigure (A), we considered multiple consecutive data points above an altitude threshold of 2 m (gray dashed line) as an individual flight bout. In the second set of subfigures (B), altitude data from all recorded flight bouts is presented as a histogram and a combined boxplot with the median (thick black line) and the mean (thick gray line). The outer edges of the box represent the IQR.



All generalized additive mixed effects models (GAMMs) were used to compare differences in (log(flight altitudes)) in response to environmental predictor variables. The day of the year, individual identity, and species were included as random effects. Continuous predictor variables were tested for collinearity and those with a Pearson's correlation coefficient (PCC) > 0.5 were excluded from the same model. This resulted in a final predictor set of temperature, thermal uplift, and atmospheric pressure. We analyzed the data with the statistical program R, version 3.3.1 R Core Team (2016).

Animal Ethics and Institutional Approval

All work involving wild animals for this research was approved under protocol 2001-0051 to DW Winkler by the Institutional Animal Care and Use Committee at Cornell University.




RESULTS

Of the 20 barologgers deployed on Tree Swallows, 12 on Barn Swallows, and 7 on Purple Martins, we successfully retrieved 8 from Tree Swallows, 7 from Barn Swallows, and 4 from Purple Martins. On 3 Tree Swallows and 1 Barn Swallow, the barologgers malfunctioned, leaving 5 Tree Swallows and 6 Barn Swallows with usable data. Summary statistics related to logged time recorded, flight altitude, and flight bout durations are summarized in Table 1.



Table 1. Summary of individual flight bout data.
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Altitudinal Partitioning

In the linear model, both time bin and species were significant as predictors at a p < 0.05 level. The results of pairwise comparisons and independent contrasts post-hoc test suggested that the greatest differences between species were morning and midday. The complete results are presented in Figure 2, Table 2.
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FIGURE 2. Differences in altitude at different times of day for 3 study species—We compared the median log flight altitude of each flight bout between species using a linear model with pairwise comparison of contrasts using a Tukey HSD test. In 3 out of 5 time bins, there were significant differences between Purple Martins and Barn Swallows. The greatest differences between species occur in morning and midday in this study period. ***p < 0.001, **p < 0.01, *p < 0.05, n.s., non-significant.





Table 2. Results of the Generalized Additive Mixed Model (GAMM) analyzing flight altitude and atmospheric condition predictors.
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Atmospheric Effects on Flight Bout Altitude

In the first set of models on entire flight bout data, the naïve, and corAR process model explained 46.5 and 44.1% of the variation in the data. However, visual inspection of the naïve and corAR model coupled with the plot of acf suggested the persistence of temporal autocorrelation. Thus, we decided to only retain the subsampled dataset with the median altitude for each flight bout for analysis. Results of the mixed effects model suggested that all species flight altitudes were affected by time of day, and higher-flying species (PUMA and TRES) were affected by atmospheric conditions such as thermal uplift (Table 3, Figure 3). In addition, the random effects of both species and day of year were significant as was individual ID. The best model explained 42.6% of the variation in the data and the complete GAMM results are presented in Table 3.



Table 3. Post-hoc independent contrasts of time bins.
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FIGURE 3. Relationship between predictor variables and flight altitude for three study species. The shaded region represents the standard error for each smooth function estimate. In the first subfigure (A), the relationship between time of day (Minute) and altitude is significant for all three species, with highest altitudes occurring near mid-day. In subfigure (B), Altitude significantly increases with thermal uplift for Purple Martins (PUMA) and Tree Swallows (TRES), but not for Barn Swallows (BARS). In the final subfigure (C), there is no clear relationship between atmospheric pressure and flight bout altitudes, with PUMA and TRES having significant but opposite effects. ***p < 0.001, **p < 0.01, *p < 0.05, n.s., non-significant.






DISCUSSION

Our results demonstrate that individual Barn Swallows, Tree Swallows, and Purple Martins use significantly different altitude strata in their daily aerial movement and foraging, despite considerable variation and plasticity in their aerial behavior (Table 2, Figure 2). Independent contrasts suggested that this was most pronounced during late morning and midday, where Purple Martins were consistently the highest species in our study, followed by Tree Swallows and Barn Swallows, respectively. However, these differences were non-existent both at dawn and in the later afternoon. This suggests that there may be a degree of temporally-driven ecological structure in the aerosphere. Since swallows capitalize on ephemeral clusters of insects in the air Elkins (2010), it follows that differences between species should be minimal unless they are consuming different insects that are found at different altitudinal bands. Aerial insectivores feed opportunistically on a wide variety of insect taxa, but previous research has revealed broad differences in diet between Purple Martins, Tree Swallows, and Barn Swallows (Beal, 1918; Brown and Brown, 1999; Winkler et al., 2011; Brown and Tarof, 2013); moreover, Helms et al. (2016) used tag technology similar to this study on Purple Martins to demonstrate from their diets that insect taxa do in fact have different altitudinal distributions within the aerial environment. Given this, it is intuitive that since aerial insectivores have differentiated diets and since the aerial “plankton” they feed on have distinct altitudinal distributions, then aerial insectivores may partition their foraging into altitudinal bands where they presumably feed on their preferred prey. While more sampling is needed to confirm that these differences truly persist at the species level, this finding represents a novel insight into the ecology of aerial insectivores, and future research should examine dietary differences as a possible explanation for this pattern.

These results also provide novel insight on how prevailing weather conditions can affect the movement behavior of individual avian aerial insectivores. Thermal uplift had a significant, positive effect on median flight bout altitude for the two higher-flying species, Tree Swallows and Purple Martins, but not for Barn Swallows (Table 3, Figure 3). Foraging strategy may be a explanation for this pattern, since Barn Swallows are smaller and more slender, suited for “coursing” by foraging low over grassy fields and meadows to pick off prey just above the ground; they have even been noted to prefer single, large insects over swarms (Brown and Brown, 1999). Therefore, thermal uplift seems less likely to influence their movement and foraging behavior compared with Tree Swallows and Purple Martins. Surprisingly, temperature itself only had a significant, positive effect on the median flight bout altitude of Purple Martins and no other species (Table 3, Figure 3). This is interesting, since it is thought that temperature mediates daily insect emergence and abundance (Taylor, 1963; Ratte, 1984). However, the relationship between aerial insect abundance and temperature has been shown to be non-linear, where lower temperatures suppress aerial insect activity completely (Winkler et al., 2013). In this study, our samples are restricted to the breeding season, which experiences a considerably smaller range of temperatures than (Winkler et al., 2013). Thus, the relationship between temperature and aerial activity of swallows may be weaker than if we had data across a wider range of temperatures. Finally, the time of day did have a significant effect on median flight altitude for all three species, and the effect on median flight bout altitude was most positive at midday when daily temperatures are highest and insects are likely to be at their greatest height in the aerosphere.

Regardless of any specific predictors, the fact that the relationships between median flight bout altitude and weather variables changed significantly depending on time of day and the date demonstrates that individual swallows are likely to use changing environmental conditions to inform their decisions on when and where to fly and forage. Moreover, the differential response of individuals within each species to the same environmental variables suggests that the study taxa may possess different strategies for foraging in response to weather patterns, although more research is needed to confirm whether these are consistent, species-specific differences.

The varying relationships between flight altitudes and weather variables may be further explained by the ever-changing context of cues and strategies influencing the behavior of individual organisms (Winkler et al., 2014). Future research should address endogenous factors such as age, sex, and body condition that are likely to affect movement behavior. More precise weather data may also be necessary to elucidate the relationships between flight altitude and meteorological variables, as the scale of our weather data was both spatially and temporally coarse. Overall, more research is needed to examine these relationships across more individuals with longer sampling periods and a wider breadth of weather conditions. Additionally, a three-dimensional analysis could greatly help to better understand the relationships between meteorological variables and flight behavior in aerial insectivores.

In using newly developed tools to characterize the aerial behavior of three avian aerial insectivores, we have established a precise, broadly applicable method to better understand the ecology of aerial insectivores globally. This method can contribute further to aeroecology by providing high resolution data on the individual lives of large, flying vertebrates that inhabit the aerosphere. We therefore encourage others interested in the behavioral ecology of aerial insectivores to deploy this or similar technologies on a wider breadth of species across a greater geographic and temporal extent and to conduct careful experiments to better understand the effects of life history, geography, and weather on aerial insectivore behavioral ecology.



DATA AVAILABILITY STATEMENT

The data generated and analyzed to support the conclusions of this study is available upon reasonable request.



AUTHOR CONTRIBUTIONS

All authors conceived and designed the project jointly. JS and DW developed the methodology. RD and JS collected the data. RD and JS formatted and analyzed the data. RD drafted the manuscript. All authors revised the manuscript and approved the version submitted.



FUNDING

This research was in part funded by a NSF research grant to DW (NSF IBDR 1556138) and a research grant to JS from the Cornell Atkinson Center for a Sustainable Future.



ACKNOWLEDGMENTS

We thank the 2016 Ithaca field crew of the Golondrinas de las Americas project, in particular friend and field site manager Teresa Pegan, for their assistance deploying the barologgers. We thank homeowners Dave Crans and Janice Beale for allowing us access to their Purple Martins and Barn Swallows, respectively. Dave Crans is due extra thanks for his assistance in capturing Purple Martins and deploying the barologgers. RD thanks Reid Rumelt for his assistance writing R code and Lynn Johnson at Cornell Statistical Consulting Unit for her advice.



REFERENCES

 Beal, F. E. L. (1918). Food Habits of the Swallows: A Family of Valuable Native Birds (No. 619). Washington, DC: US Department of Agriculture.

 Boyce, M. S., Pitt, J., Northrup, J. M., Morehouse, A. T., Knopff, K. H., Cristescu, B., et al. (2010). Temporal autocorrelation functions for movement rates from global positioning system radiotelemetry data. Philos. Trans. R. Soc. Lond. B Biol. Sci. 365, 2213–2219. doi: 10.1098/rstb.2010.0080

 Brown, C. R., and Brown, M. B. (1999). “Barn Swallow (Hirundo rustica),” in The Birds of North America, ed P. G. Rodewald (Ithaca, NY: Cornell Lab of Ornithology). Available online at: https://birdsna.org/Species-Account/bna/species/barswa

 Brown, C. R., and Tarof, S. (2013). “Purple Martin (Progne subis),” in The Birds of North America, ed P. G. Rodewald (Ithaca, NY: Cornell Lab of Ornithology). Available online at: https://birdsna.org/Species-Account/bna/species/purmar

 Chapman, J. W., Nesbit, R. L., Burgin, L. E., Reynolds, D. R., Smith, A. D., Middleton, D. R., et al. (2010). Flight orientation behaviors promote optimal migration trajectories in high-flying insects. Science 327, 682–685. doi: 10.1126/science.1182990

 Chilson, P. B., Frick, W. F., Kelly, J. F., Howard, K. W., Larkin, R. P., Diehl, R. H., et al. (2012). Partly cloudy with a chance of migration: weather, radars, and aeroecology. Bull. Am. Meteorol. Soc. 93, 669–686. doi: 10.1175/BAMS-D-11-00099.1

 Collins, C. T. (2000). Foraging of glossy and pygmy swiftlets in Palawan, Philippine Islands. Forktail 16, 53–55.

 Dodge, S., Bohrer, G., Weinzierl, R., Davidson, S. C., Kays, R., Douglas, D., et al. (2013). The environmental-data automated track annotation (Env-DATA) system: linking animal tracks with environmental data. Mov. Ecol. 1:3. doi: 10.1186/2051-3933-1-3

 Drake, V. A., and Farrow, R. A. (1989). The ‘aerial plankton’ and atmospheric convergence. Trends Ecol. Evol. 4, 381–385.

 Farnsworth, A., Van Doren, B. M., Hochachka, W. M., Sheldon, D., Winner, K., Irvine, J., et al. (2016). A characterization of autumn nocturnal migration detected by weather surveillance radars in the northeastern USA. Ecol. Appl. 26, 752–770. doi: 10.1890/15-0023

 Elkins, N. (2010). Weather and Bird Behaviour. London, UK: Bloomsbury Publishing.

 Hallmann, C. A., Sorg, M., Jongejans, E., Siepel, H., Hofland, N., Schwan, H., et al. (2017). More than 75 percent decline over 27 years in total flying insect biomass in protected areas. PLoS ONE 12:e0185809. doi: 10.1371/journal.pone.0185809

 Helms, J. A., Godfrey, A. P., Ames, T., and Bridge, E. S. (2016). Predator foraging altitudes reveal the structure of aerial insect communities. Sci. Rep. 6:28670. doi: 10.1038/srep28670

 Horton, K. G., Van Doren, B. M., Stepanian, P. M., Farnsworth, A., and Kelly, J. F. (2016). Seasonal differences in landbird migration strategies. The Auk 133, 761–769. doi: 10.1642/AUK-16-105.1

 Johnson, C. G. (1957). The distribution of insects in the air and the empirical relation of density to height. J. Anim. Ecol. 26, 479–494. doi: 10.2307/1760

 Jones, J. (2003). Tree Swallows (Tachycineta bicolor): a new model organism? Auk 120, 591–599. doi: 10.1642/0004-8038(2003)120[0591:TSTBAN]2.0.CO;2

 Kelly, J. F., Shipley, J. R., Chilson, P. B., Howard, K. W., Frick, W. F., and Kunz, T. H. (2012). Quantifying animal phenology in the aerosphere at a continental scale using NEXRAD weather radars. Ecosphere 3, 1–9. doi: 10.1890/ES11-00257.1

 Kunz, T. H., Gauthreaux, S. A., Hristov, N. I., Horn, J. W., Jones, G., Kalko, E. K., et al. (2008). Aeroecology: probing and modeling the aerosphere. Integr. Comp. Biol. 48, 1–11. doi: 10.1093/icb/icn037

 Manchi, S. S., and Sankaran, R. (2010). Foraging habits and habitat use by Edible-nest and Glossy swiftlets in the Andaman Islands, India. Wilson J. Ornithol. 122, 259–272. doi: 10.1676/09-144.1

 Mesinger, F., Di Mego, G., Kalnay, E., and Mitchell, K. (2006). North American regional reanalysis. Bull. Am. Meteorol. Soc. 87:343. doi: 10.1175/BAMS-87-3-343

 Nebel, S., Mills, A., McCracken, J., and Taylor, P. (2010). Declines of aerial insectivores in North America follow a geographic gradient. Avian Conserv. Ecol. 5:1. doi: 10.5751/ACE-00391-050201

 Newton, I. (2007). Weather related mass mortality events in migrants. Ibis 149, 453–467. doi: 10.1111/j.1474-919X.2007.00704.x

 Oresman, S., McCracken, J., Bull, M., Winkler, D., Rubega, M., Kearney-McGee, S., et al. (2013). The Seventh Habitat and the Decline of Our Aerial Insectivores. Fairfield, CT: Connecticut State of the Birds.

 Pedgley, D. E., Scorer, R. S., Purdom, J. F. W., Simpson, J. E., Wickham, P. G., Dickison, R. B. B., et al. (1990). Concentration of flying insects by the wind [and discussion]. Philos. Trans. R. Soc. Lond. B Biol. Sci. 328, 631–653. doi: 10.1098/rstb.1990.0133

 R Core Team (2016). R: A Language and Environment for Statistical Computing. Vienna: R Foundation for Statistical Computing. Available online at: https://www.R-project.org/

 Rappole, J. H., and Tipton, A. R. (1991). New harness design for attachment of radio transmitters to small passerines (Nuevo Diseño de Arnés para Atar Transmisores a Passeriformes Pequeños). J. Field Ornithol. 62, 335–337.

 Ratte, H. T. (1984). “Temperature and insect development,” in Environmental Physiology and Biochemistry of Insects, ed K. H. Hoffman (Berlin; Heidelberg: Springer), 33–66.

 Russell, R. W., and Wilson, J. W. (1997). Radar-observed “fine Lines” in the optically clear boundary layer: reflectivity contributions from aerial plankton and its predators. Boundary Layer Meteorol. 82, 235–262.

 Russell, R. W., and Wilson, J. W. (1996). Aerial plankton detected by radar. Nature 381:200.

 Sanderson, F. J., Donald, P. F., Pain, D. J., Burfield, I. J., and Van Bommel, F. P. (2006). Long-term population declines in Afro-Palearctic migrant birds. Biol. Conserv. 131, 93–105. doi: 10.1016/j.biocon.2006.02.008

 Sauer, J. R., Hines, J. E., Fallon, J. E., Pardieck, K. L., Ziolkowski, D. J. Jr., and Link, W. A. (2014). The North American Breeding Bird Survey, Results and Analysis 1966 - 2013. Version 01.30.2015 (Laurel, MD: USGS Patuxent Wildlife Research Center).

 Shipley, J., Ryan, K., Dreelin, J., Andrew, R., and Winkler, D. W. (2017a). An open-source sensor-logger for recording vertical movement in free-living organisms. Meth. Ecol. Evol. 9, 465–471. doi: 10.1111/2041-210X.12893

 Shipley, J. R., Kelly, J. F., and Frick, W. F. (2017b). Toward integrating citizen science and radar data for migrant bird conservation. Remote Sens. Ecol. Conserv. 4, 127–136. doi: 10.1002/rse2.62

 Taylor, L. R. (1963). Analysis of the effect of temperature on insects in flight. J. Anim. Ecol. 32, 99–117.

 Westbrook, J. K. (2008). Noctuid migration in Texas within the nocturnal aeroecological boundary layer. Integr. Comp. Biol. 48, 99–106. doi: 10.1093/icb/icn040

 Winkler, D. W., Hallinger, K. K., Ardia, D. R., Robertson, R. J., Stutchbury, B. J., and Cohen, R. R. (2011). “Tree Swallow (Tachycineta bicolor),” in The Birds of North America, ed P. G. Rodewald (Ithaca, NY: Cornell Lab of Ornithology). Available online at: https://birdsna.org/Species-Account/bna/species/treswa

 Winkler, D. W., Jørgensen, C., Both, C., Houston, A. I., McNamara, J. M., Levey, D. J., et al. (2014). Cues, strategies, and outcomes: how migrating vertebrates track environmental change. Mov. Ecol. 2:10. doi: 10.1186/2051-3933-2-10

 Winkler, D. W., Luo, M. K., and Rakhimberdiev, E. (2013). Temperature effects on food supply and chick mortality in tree swallows (Tachycineta bicolor). Oecologia 173, 129–138. doi: 10.1007/s00442-013-2605-z

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2018 Dreelin, Shipley and Winkler. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 16 November 2018
doi: 10.3389/fevo.2018.00190






[image: image2]

Shallow Torpor Expression in Free-Ranging Common Hamsters With and Without Food Supplements


Carina Siutz*, Viktoria Ammann and Eva Millesi


Department of Behavioural Biology, University of Vienna, Vienna, Austria

Edited by:
Jordi Figuerola, Estación Biológica de Doñana (EBD), Spain

Reviewed by:
Gerhard Koertner, University of New England, Australia
 Thomas Wassmer, Siena Heights University, United States

* Correspondence: Carina Siutz, carina.siutz@univie.ac.at

Specialty section: This article was submitted to Behavioral and Evolutionary Ecology, a section of the journal Frontiers in Ecology and Evolution

Received: 30 July 2018
 Accepted: 29 October 2018
 Published: 16 November 2018

Citation: Siutz C, Ammann V and Millesi E (2018) Shallow Torpor Expression in Free-Ranging Common Hamsters With and Without Food Supplements. Front. Ecol. Evol. 6:190. doi: 10.3389/fevo.2018.00190



Energy expenditure during winter can be reduced by expressing torpor, which is characterized by decreased metabolic rate and body temperature. In addition to deep, multiday torpor bouts alternating with short arousal episodes during the hibernation period, common hamsters can also enter shallow torpor bouts (STBs), lasting for < 24 h at a minimum body temperature between 30 and 20°C. Food supplements provided shortly before winter have been shown to shorten hibernation in males, but did not affect hibernation duration in females. In the presented study, we analyzed the expression of STBs and compared supplemented to unsupplemented common hamsters. Body temperature during winter was recorded using subcutaneously implanted data loggers (iButtons). The results revealed that supplemented males showed more STBs and thus spent more time in shallow torpor than unsupplemented individuals. The duration of STBs, however, was shorter in supplemented males and both mean and minimum body temperature were significantly higher compared to unsupplemented males. In females, shallow torpor expression did not differ between individuals with and without food supplements. STBs were mainly expressed before the onset of the first deep, multiday torpor bout, but the number of STBs was not related to that of deep torpor bouts. These results indicate that in males, shallow torpor combined with feeding on food stores could be the more appropriate overwintering strategy when sufficient external energy reserves are available. Females generally cache more food than males and are therefore assumed to be less affected by the additional food stores. These results underline the flexibility of the species in the use of heterothermy and could enable adequate and rapid responses to changes in food availability.

Keywords: hibernation, shallow torpor, food supplementation, sex differences, common hamster


INTRODUCTION

Several bird and mammalian species have the capability to escape unfavorable environmental conditions by saving energy via reducing metabolic rate and body temperature during so-called torpor bouts. Two distinct types of such heterothermy can be distinguished: daily torpor and hibernation. Daily torpor is characterized by torpor bout durations of < 24 h, a mean minimum metabolic rate during torpor of about 35% of basal metabolic rate, and minimum body temperatures during torpor usually range between 30 and 20°C. In contrast, hibernators are able to express torpor bouts lasting for several days or weeks, minimum metabolic rate during torpor is reduced to 4–6% of basal metabolic rate, and body temperature usually drops close to ambient temperature, usually below 10°C (Geiser, 1988, 2004; Heldmaier and Ruf, 1992; Geiser and Ruf, 1995; Buck and Barnes, 2000; Heldmaier et al., 2004; Ruf and Geiser, 2015). In addition, animals expressing daily torpor usually continue foraging and the torpor-arousal cycle is entrained with the light-dark cycle, while hibernators rely on energy reserves (body fat or food stores) and the circadian clock appears to be strongly suppressed (Ruf and Geiser, 2015).

Common hamsters (Cricetus cricetus), classified as hibernators, terminate above-ground activity in autumn and remain inside their hibernacula until spring (Weinhold and Kayser, 2006; Siutz et al., 2016). During winter, they rely on food stores (Eibl-Eibesfeldt, 1953; Niethammer, 1982), although recent observations of foraging behavior above-ground during the active season indicate sex differences in energy accumulation strategies: females showed much more food caching activities than males, suggesting larger food stores and hence, a stronger reliance on external energy reserves, while males, which were mainly observed feeding above-ground, appeared to have higher body fat proportions than females, indicating that they rather use internal energy reserves for the winter period (Siutz et al., 2012). Moreover, previous studies demonstrated high individual variations in body temperature patterns during winter. In addition to typical deep torpor bouts, common hamsters are known to regularly express short and shallow torpor (Wollnik and Schmidt, 1995; Wassmer and Wollnik, 1997; Siutz and Millesi, 2017; Siutz et al., 2017), which is characterized by less pronounced drops in body temperature (with minimum values ranging between 30 and 20°C) and a duration shorter than 24 h. Several hibernating mammals express short and shallow torpor, primarily before or after the hibernation period, and although this type of torpor seems to be similar to daily torpor, the physiological mechanisms regulating temperature and metabolic rate resemble those of deep torpor bouts (Wilz and Heldmaier, 2000; Geiser, 2004; Sheriff et al., 2012; Ruf and Geiser, 2015). In common hamsters, however, shallow torpor occurred not only prior to or after, but also during the actual hibernation period, i.e., between deep torpor bouts (Wollnik and Schmidt, 1995; Wassmer and Wollnik, 1997). Finally, hamsters kept under laboratory conditions were found to enter shallow torpor primarily in the morning hours, which was significantly later compared to entry into deep torpor. This daily rhythm of torpor entrance, however, was not found under semi-natural conditions, i.e., without exposure to light-dark cycles (Wassmer and Wollnik, 1997; Wassmer, 1998), indicating that shallow torpor expressed by hamsters is functionally distinct from daily torpor.

In this study, we manipulated food store availability for the winter period in free-ranging common hamsters by providing individuals with additional food shortly before they immerged into their hibernacula. The analysis of hibernation patterns revealed that males with additional food hibernated for shorter periods and, correspondingly, spent less time in deep torpor compared to unsupplemented hamsters, while deep torpor expression was not affected in females (Siutz et al., 2018). The aim of the presented study was to compare patterns of shallow torpor expression between supplemented and unsupplemented hamsters to gain more insight in different overwintering strategies in this species and investigate potential relationships between deep and shallow torpor.



METHODS


Ethical Statement

All procedures were performed in accordance with EU guidelines for the protection of animals used for scientific purposes (Directive 2010/63/EU) and were approved by the ethics committee of the Faculty of Life Sciences, University of Vienna (2015-010), the Austrian Federal Ministry of Education, Science and Research (GZ: BMWFW-66.006/0013-WF/V/3b/2015), and the City of Vienna (MA22-2484/10, MA22-310/11).



Field Techniques

Free-ranging common hamsters, inhabiting urban areas in southern Vienna (Austria), were monitored during their active season (March/April–October/November 2015) by applying capture-mark-recapture techniques. Hamsters were trapped with Tomahawk live traps and released into cone-shaped cotton sacks for investigation allowing animal handling without anesthesia. At first capture, sex and age (adult/juvenile) was determined and, in addition to permanent identification via a subcutaneously implanted transponder (Data Mars), each individual was fur-marked in different, distinguishable patterns for distance recognition. A detailed description of our field methods can be found elsewhere (Franceschini et al., 2007; Franceschini-Zink and Millesi, 2008b; Siutz et al., 2016). All hamsters were monitored until autumn when they terminate above-ground activity and immerge into their hibernaculum (Siutz et al., 2016). This enabled us to define the individual immergence date, which corresponded to the date when an individual was trapped or observed for the last time in autumn and was confirmed by plugged burrows. To detect potential activity during winter, we additionally plugged the burrows with leaves and monitored them at weekly intervals until spring, but we discovered no signs of surface activity. Beginning in March, when hamsters are expected to emerge from their hibernacula (Siutz et al., 2016), we checked the burrows and observed the surrounding area at daily intervals and recaptured active individuals. The individual emergence date was defined as the date when an individual was observed above-ground or trapped for the first time, which coincided with the day when we discovered the removed burrow plug.



Food Supplementation

To provide hamsters with additional food, we placed 500 g sunflower seeds (Dehner Natura, Dehner GmbH, Germany) in front of an individual's hibernaculum and permanently observed the burrow until the hamster had carried all seeds inside, guaranteeing that only the focal individual collected the seeds. We chose sunflower seeds because of their storability and high energetic content (2.45 MJ/100 g, 51.5 g total fat/100 g) (USDA, 2016). Moreover, sunflower seeds are partly available and collected by hamsters, and their nutrient and fatty acid composition is comparable to the natural winter diet of common hamsters consisting of, e.g., beechnuts, black walnuts, hazelnuts, or acorn at our study site (Roswag et al., 2018). Additionally, sunflower seeds are relatively small and can be quickly cached by hamsters, facilitating the experimental procedure. To ensure that the food was used for the winter period, we supplemented hamsters in late autumn (September/October) shortly before immergence into the hibernaculum.

Common hamsters are strictly protected by the Fauna-Flora-Habitat directives (Appendix IV) and the Bern Convention (Appendix II) and implantation of temperature data loggers (see methods section “hibernation patterns”) was permitted for 20 individuals (GZ BMWFW-66.006/0013-WF/V/3b/2015). By monitoring hamsters throughout the active season, we could certainly identify the hibernacula of 18 individuals in autumn. Considering this relatively small sample size and a rather high overwinter mortality rate in this species (on average about 60 %; Franceschini-Zink and Millesi, 2008a), we supplemented all 18 individuals and used hibernation data collected in unsupplemented hamsters in previous years as control (13 females, 13 males). Although this might be a limiting factor of the study, analyses of patterns of deep torpor expression in unsupplemented hamsters, which were already published, revealed no significant effect of year, neither on hibernation performance nor seasonal timing (Siutz et al., 2016). Furthermore, ambient temperatures recorded at our study site during autumn, winter, and spring, as well as, food availability and snow cover showed no inter-year variations and were similar in the season of food supplementation compared to previous years (Siutz et al., 2018). In addition, body mass was similar in males (335.6 ± 13.4 g, n = 19) and females (319 ± 16.8 g, n = 19) at immergence (Student's t-test: t = 0.776, p = 0.443) and did not differ between unsupplemented (332.1 ± 13.8 g, n = 26) and supplemented individuals (317 ± 16.1 g, n = 12; Student's t-test: t = 0.712, p = 0.483). Finally, the data set included different age classes (adults and subadults), but these were similarly distributed between years, sexes, and groups.



Body Temperature Recording

We recorded individual body temperature during winter at 90-min intervals using temperature data loggers (iButtons, DS1922L-F5#, range: −40 to +85°C, accuracy: ±0.5°C, Maxim Integrated Products International, Dublin, Ireland). Using iButtons to detect changes in body temperature is an approved method and was previously successfully applied in common hamsters (Siutz et al., 2016, 2017; Siutz and Millesi, 2017). Moreover, by using iButtons we could demonstrate that the time a hibernator spent inside its hibernaculum does not necessarily reflect the actual hibernation period (Siutz et al., 2016). The iButtons were coated in a mixture of resin (Elvax ethylene vinyl acetate, DuPont) and paraffin (potted mass: ~4.5 g) and were gas-sterilized before implantation. Hamsters were trapped at our field site in the morning and immediately transported to a veterinary clinic (~20 min) where the iButtons were implanted subcutaneously in the neck region (dorsal, between the scapulae) under isoflurane anesthesia. When the animals had recovered from anesthesia, they were returned to the field site (1–2 h after trapping) and released at their burrows, which were blocked in the meantime to prevent other hamsters from entering the burrows. The implantation was done several weeks before autumnal immergence to avoid potential surgery effects on the timing of hibernation. The iButtons were removed in spring using the same technique and was applied to all individuals used in the analyses. We were able to recover iButtons of 12 supplemented individuals (6 females, 6 males).

While regular, deep torpor bouts last for several days and body temperature drops close to ambient temperature (Wollnik and Schmidt, 1995; Wassmer and Wollnik, 1997; Wassmer, 2004; Siutz and Millesi, 2017; Siutz et al., 2017), distinctive shallow torpor bouts (STB) were, according to Wassmer and Wollnik (1997), defined as periods of body temperature between 30 and 20°C and a duration of ≤ 24 h (Figure 1). By combining both minimum body temperature and torpor bout duration, these two types of torpor can be well distinguished as no overlaps were detected (Figure 2). Shallow torpor bout duration ranged between 3 and 24 h, although most bouts ranged between 3 and 15 h (only 2 unsupplemented males showed one bout of 16 and 24 h, respectively; Figure 2). Previous studies documented another, intermediate type of torpor, which is also characterized by a duration shorter than 24 h, but body temperature drops below 20°C (Wassmer and Wollnik, 1997; Siutz and Millesi, 2017). In the presented study, this torpor type was expressed only in 3 out of 12 supplemented individuals (1 male with 1 bout and 2 females with 1 and 3 bouts, respectively), and in 3 out of 26 unsupplemented individuals (1 male and 2 females with 1 bout each). Due to this low number we excluded this torpor type from analyses. Shallow torpor was expressed by 75% of supplemented (9 out of 12; 5 males, 4 females) and 77 % of unsupplemented individuals (20 out of 26; 11 males, 9 females). Individuals which did not show STBs were evenly distributed among age and sex classes, and their immergence body mass was well within the range of those expressing shallow torpor.


[image: image]

FIGURE 1. Representative section of a free-ranging common hamster's body temperature pattern demonstrating a shallow torpor bout (STB) between two regular, deep torpor bouts (DTB).
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FIGURE 2. Minimum body temperature and torpor bout duration of every shallow and deep torpor bout expressed by individuals sampled in this study. Shallow torpor bout regression line: y = −0.4728x + 30.048, R2 = 0.2978.



We analyzed the number of STBs, the time spent in shallow torpor (total duration of all torpor bouts; calculated in hours, expressed as days), STB duration (beginning from the sampling interval when body temperature decreased below 30°C until it had reached 30°C again; calculated in hours, expressed as days), minimum body temperature during STB (lowest value of body temperature during a torpor bout), and mean body temperature during STB (beginning from the sampling interval when body temperature decreased below 30°C until it had reached 30°C again). Additionally, we analyzed the temporal (seasonal) pattern of shallow torpor occurrence, i.e., whether STBs were expressed before, during or after the actual hibernation period (defined as the period between the first and last deep torpor bout), but during the period without surface activity (from autumnal immergence to vernal emergence). For that, we compared the number of STBs during the pre-hibernation period (from autumnal immergence until entering the first deep torpor bout), the actual hibernation period (from onset of the first until termination of the last deep torpor bout), and the post-hibernation period (from termination of the last deep torpor bout, until vernal emergence).



Statistics

Statistical analyses were conducted in R (R Core Team, 2015) by using the packages “car” (Fox and Weisberg, 2011) for linear models, “nlme” (Pinheiro et al., 2015) for linear mixed models (LMEs), and “phia” (De Rosario-Martinez, 2015) for post-hoc analyses of interaction effects. The parameters number of STBs and time spent in shallow torpor were analyzed by linear models, including the parameters sex, group (supplemented/unsupplemented), and their interaction as predictor variables. In addition, we calculated the same model for these two parameters including individuals without shallow torpor expression. We applied LMEs for the parameters STB duration, minimum body temperature, and mean body temperature and included the parameters sex, group (supplemented/unsupplemented), and their interaction as fixed effects and individual identity as a random effect to correct for repeated measurements. The initial models for all response variables mentioned above included the parameters age (adult/subadult) and immergence body mass as predictor variables, but were removed from the final models as this contributed to AIC (Akaike's information criterion) reduction (Table S1). The parameter seasonal occurrence of STBs was analyzed by an LME with the parameters period (pre-hibernation/hibernation/post-hibernation) and group (supplemented/unsupplemented), as well as, their interaction as fixed effects and individual identity as a random effect. We tested model residuals for normality by Shapiro–Wilk tests and for homoscedasticity using Levene-tests and visually controlled residual and fitted value plots. Statistics were obtained from ANOVA (Type III) tables and all post-hoc analyses were Bonferroni-corrected. To analyze relationships between the number of STBs and the duration of the pre-hibernation period, the number of deep torpor bouts, as well as, body mass change over winter, we applied Spearman rank correlations. Significance level was set at p ≤ 0.05 and results are presented as means ± SE.




RESULTS


Effects of Food Supplementation

We found sex-specific effects of food supplementation on shallow torpor expression (Table 1). Supplemented males showed more STBs [F(1, 25) = 11.640, p = 0.004], although of shorter duration (χ2 = 6.004, p = 0.029), and spent more time in shallow torpor than unsupplemented ones [F(1, 25) = 9.236, p = 0.011; Figure 3]. Even when including individuals without STBs in the analyses, the number of STBs [F(1, 34) = 7.729, p = 0.018] and time spent in shallow torpor [F(1, 34) = 5.574, p = 0.048] in supplemented males significantly exceeded that of unsupplemented ones. Additionally, minimum and mean body temperature during STBs were higher in supplemented than unsupplemented males (minimum: χ2 = 12.065, p = 0.001; mean: χ2 = 11.770, p = 0.001; Figure 4). In contrast to males, shallow torpor expression did not differ between females with and without additional food (p > 0.412 in all cases; Figures 3, 4).



Table 1. ANOVA (Type III) table representing effects of sex and group (supplemented/unsupplemented) on shallow torpor expression, as well as, effects of period (before, during, after the actual hibernation period) and group (supplemented/unsupplemented) on shallow torpor occurrence in common hamsters.
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FIGURE 3. (A) Number of shallow torpor bouts (STB), (B) mean duration of STBs, and (C) time spent in shallow torpor in supplemented and unsupplemented males and females. *p ≤ 0.05, **p ≤ 0.01.
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FIGURE 4. (A) Minimum body temperature and (B) mean body temperature during STBs in supplemented and unsupplemented males and females. ***p ≤ 0.001.



Irrespective of sex, supplemented individuals expressed more STBs during the pre-hibernation period (from autumnal immergence until entering the first deep torpor bout) than unsupplemented ones (χ2 = 11.074, p = 0.003), while no differences between the groups were found during the hibernation (from onset of the first until termination of the last deep torpor bout; χ2 = 0.550, p > 0.999) and post-hibernation period (from termination of the last deep torpor bout, until vernal emergence; χ2 = 0.033, p > 0.999; Figure 5). Supplemented hamsters showed more STBs during the pre- than during the post-hibernation period (χ2 = 9.176, p = 0.015; Figure 5), while the number of STBs did not differ between the other periods (pre-hibernation vs. hibernation: χ2 = 5.277, p = 0.130; hibernation vs. post-hibernation: χ2 = 0.536, p > 0.999; Figure 5). STB occurrence was similar in all three periods in unsupplemented individuals (p > 0.999 in all cases; Figure 5).
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FIGURE 5. Number of STBs during pre-hibernation (period from immergence into the hibernaculum until hibernation onset, i.e., date of the first deep torpor onset), hibernation (period between onset of the first and termination of the last deep torpor bout), and post-hibernation (period from hibernation end until emergence from the hibernaculum) in supplemented and unsupplemented males and females. *p ≤ 0.05, **p ≤ 0.01.





Sex Differences

We found no sex differences among supplemented individuals (p > 0.184 in all cases; Figures 3, 4). Among unsupplemented hamsters, the number of STBs [F(1, 25) = 4.825, p = 0.075], STB duration (χ2 = 2.412, p = 0.241), and the time spent in shallow torpor [F(1, 25) = 4.334, p = 0.096] were similar between males and females (Figure 3). Unsupplemented females, however, expressed shallow torpor at higher minimum and mean body temperatures than unsupplemented males (minimum: χ2 = 11.788, p = 0.001; mean: χ2 = 12.180, p = 0.001; Figure 4).



Relationships Between Shallow and Deep Torpor Expression

In both unsupplemented and supplemented individuals, we found no relationships between the number of STBs and the duration of the pre-hibernation period (unsupplemented: rs = 0.161, p = 0.498, n = 20; supplemented: rs = 0.469, p = 0.203, n = 9), the number of deep torpor bouts (unsupplemented: rs = −0.320, p = 0.170, n = 20; supplemented: rs = −0.601, p = 0.087, n = 9), or body mass change over winter (unsupplemented: rs = −0.074, p = 0.778, n = 17; supplemented: rs = 0.393, p = 0.295, n = 9). Similar results were found in unsupplemented hamsters when including individuals without STB expression (STB number/pre-hibernation duration: rs = −0.048, p = 0.816, n = 26; STB number/number of deep torpor bouts: rs = −0.057, p = 0.781, n = 26; STB number/body mass change: rs = −0.041, p = 0.816, n = 21). Among supplemented hamsters, however, the number of STBs significantly increased with the duration of the pre-hibernation period (rs = 0.678, p = 0.015, n = 12), while no relationships were found between the number of STBs and the number of deep torpor bouts (rs = −0.508, p = 0.092, n = 12) and body mass change over winter (rs = 0.356, p = 0.256, n = 12).




DISCUSSION

Supplemented males showed much more STBs when provided with additional food before winter compared to unsupplemented males while no differences were found among females. Previous analyses of deep torpor expression in the same individuals revealed that supplemented males showed a substantially delayed hibernation onset and entered the first deep torpor bout between December 28 and January 30, demonstrating that (depending on the date of immergence) they remained euthermic inside their burrows for 6–13 weeks (Siutz et al., 2018). The results of the presented study showed that this extended euthermic period was frequently interrupted by STBs as this type of torpor was primarily expressed before the individuals entered the first deep torpor bout. Shallow torpor bouts prior to hibernation onset have been documented in some hibernating species and were traditionally thought to be preparatory to deep torpor (Strumwasser, 1958), but more recent studies demonstrated that shallow torpor is not necessary to enter hibernation (e.g., Sheriff et al., 2012) and can be expressed even year-round (Wilz and Heldmaier, 2000). Common hamsters, however, seem to differ from other hibernators as particularly the number of STBs but also the associated minimum body temperatures are relatively high. In the presented study, the number of STBs appeared to be positively related to the duration of the pre-hibernation period in supplemented hamsters. One explanation could be that individuals with lower body mass at autumnal immergence required more time to improve body condition before entering hibernation; however, we found no effects of immergence body mass on shallow torpor expression. This indicates that the longer the hamsters delayed hibernation onset, the more STBs are needed to keep the balance between energy expenditure and food availability. We found, however, no relationship between shallow and deep torpor expression. Hence, not only hamsters with a short hibernation period increased the use of shallow torpor, indicating that these are not alternative strategies, which has also been demonstrated under laboratory conditions (Siutz and Millesi, 2017).

The pronounced expression of shallow torpor during the pre-hibernation period in supplemented males rather indicates that the energy expenditure caused by delayed hibernation onset can be, at least partly, compensated. Shallow torpor also represents reduced energy expenditure, albeit not to the same extent as deep torpor bouts with lower metabolic rates reflected by lower body temperatures. It seems, therefore, unlikely that energy savings by shallow torpor even come close to that of hibernation and individuals had to complement this deficit with feeding. In contrast to fat-storing hibernators, which usually show a marked atrophy of the gastrointestinal tract during the hibernation period (Carey, 1990; Hume et al., 2002), food-storing hibernators were found to maintain their intestinal morphology during hibernation and continue to digest when torpid (Humphries et al., 2001; Weitten et al., 2013) and a recent study in common hamsters demonstrated a full maintenance of nutrient assimilation capacities (Weitten et al., 2016). Although individuals were regularly observed feeding during longer euthermic periods between deep torpor bouts under laboratory conditions (Siutz C., personal observation), this could be rather disadvantageous for digestive processes during normal arousals which usually only last for a few hours. The better option, therefore, might be to consume hoarded food mainly during the pre-hibernation period and additionally make use of shallow torpor expression, which would also explain the shorter duration and higher body temperatures of STBs as this might be more beneficial for digestive processes. On the other hand, the higher body temperatures of shallow torpor in supplemented males might simply have resulted from shorter durations of these bouts. It seems, however, unlikely that these findings resulted from inaccurate measurements due to the relatively long sampling interval because only a few individuals showed some very short torpor bouts, but these were evenly distributed between the groups.

Supplemented males emerged from their hibernacula in spring with higher body mass than unsupplemented ones (Siutz et al., 2018). We found no direct relationship between the number of STBs and body mass change over winter, however, we were unable to measure body mass immediately before the onset of hibernation. The use of shallow torpor combined with food intake during the pre-hibernation period most likely resulted in improved body condition compared to autumnal immergence already prior to hibernation onset. Simultaneously, delaying hibernation probably reduced potential costs associated with torpor as negative effects (e.g., immune suppression, oxidative stress, impaired memory functions) might primarily be related to the low body temperature during deep torpor bouts (Ruf and Geiser, 2015).

With progressing winter and declining ambient temperatures, however, supplemented males hibernated (Siutz et al., 2018) and thus, reduced the number of STBs. During the coldest winter months (January/February; as reflected in minimum body temperatures during deep torpor), expression of deep torpor appeared to be more appropriate because energy savings by shallow torpor might not be sufficient during such periods. This is also supported by previous findings demonstrating that free-ranging hamsters always entered deep torpor during winter (Siutz et al., 2016, 2018), while individuals kept under laboratory or semi-natural conditions frequently showed a combination of shallow and deep torpor or even abandoned deep torpor and exclusively expressed shallow torpor (Wassmer and Wollnik, 1997; Wassmer, 2004). During the post-hibernation period, the extent of shallow torpor expression was similar to the hibernation period and significantly reduced compared to the pre-hibernation period. As hibernating mammals activate their reproductive system and males complete spermatogenesis before vernal emergence (Michener, 1983; Barnes et al., 1986; Barnes, 1996; Millesi et al., 1998), the expression of shallow torpor might constrain these processes.

Among female hamsters, shallow torpor expression did not differ between supplemented and unsupplemented individuals. This is not surprising as they also showed similar timing and duration of hibernation (Siutz et al., 2016). Both supplemented and unsupplemented females remained euthermic inside the hibernacula for several weeks before entering hibernation, although not to the same extent as supplemented males, and hence started to hibernate later than unsupplemented males (Siutz et al., 2016, 2018). One would, therefore, have expected a difference in the use of shallow torpor compared to unsupplemented males, which was only partly supported by our results. Although a marginal trend toward unsupplemented females expressing more STBs than unsupplemented males was observable, the time spent in shallow torpor was similar between the sexes. The reason for this remains unknown as we have no information on the actual quantity and quality of hoarded food in free-ranging hamsters. With our experimental design we aimed at enlarging food stores and ensuring that at least the provided external energy reserves are available (Siutz et al., 2018). The fact, however, that only males intensified shallow torpor in response to food supplements could indicate that mechanisms mediating food intake and/or shallow torpor expression might differ between males and females. Further studies, particularly including measurements of metabolic rate, are required to shed light on these sex-specific patterns of torpor expression.

Finally, the quality of energy reserves has been shown to affect torpor expression. In fat-storing hibernators, high concentrations of polyunsaturated fatty acids (PUFAs), in particular linoleic acid, in diets or white adipose tissue were found to enhance torpor expression (Geiser and Kenagy, 1987; Frank, 1992; Ruf and Arnold, 2008; Giroud et al., 2013; Arnold et al., 2015), while in the food-storing eastern chipmunk (Tamias striatus) high dietary PUFAs resulted in torpor reduction (Munro et al., 2005). It seems, however, unlikely that an increased PUFA content per se accounted for the results of the presented study. Although sunflower seeds are rich in PUFAs, particularly linoleic acid, the fatty acid composition is similar to the natural diet of common hamsters at our study site. Given that beechnuts and especially black walnuts have a high PUFA (and linoleic acid) content (USDA, 2016), it can be assumed that also unsupplemented hamsters had access to a high-PUFA diet during winter. And again, we provided both males and females with sunflower seeds, but only males increased shallow torpor expression.

In conclusion, our results underline the highly flexible use of heterothermy in common hamsters, especially in males. Such flexibility could be particularly adaptive under unpredictable environmental conditions (Canale and Henry, 2010). It is likely that the frequent use of shallow torpor, in combination with hibernation during the coldest periods, constitutes an optimal strategy for males when food stores, particularly of high energetic value, are available as it allows sufficient food intake facilitating body conditions in the burrow while simultaneously saving energy.
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Despite their apex predator role, relatively little is known about the foraging strategies that deep-diving marine mammals employ to target prey resources available at different depths with different costs of access. Using hidden Markov model (HMM) analysis of behavioral time series, we aimed to quantify the potential for multiple foraging strategies during 3,150 terminal echolocation (“buzz”) phases of 28 tagged male sperm whales in Northern Norway. Movement metrics included in the HMM reflected the predator's pursuit path (vertical velocity, pitch, and heading variance) and locomotion effort (overall dynamic body acceleration ODBA). We found a highly depth-dependent distribution of four buzz types: “Shallow-sparse” (median 161 m) had the highest inter-buzz intervals, “Mid-active” (372 m) were the longest duration buzzes (median 21 s) and the most active in terms of pitch variance, heading variance and ODBA, while “Deep” and “Deep descent” buzzes (1,130–1,180 m) were the shortest in duration (~7 s) and least energetic in maneuvers. Regression models for acoustic metrics with both buzz type and depth as explanatory variables revealed that maximum click rate in a buzz had a strong negative linear relationship with ambient pressure (1.2 Hz every 10 atm or 100 m). After accounting for the effects of pressure, buzz click rates were significantly higher during “Mid-active” than other types of buzzes. Within buzzes, apparent click output level (AOL, off-axis level received by the tag, dB re 1 μPa) correlated linearly with log10(inter-click-interval), as expected by acoustic gain control and increasing sensory volume with increasing click rate. These results indicate that while higher acoustic sampling rates were used to track more mobile prey, buzz clicks were produced more sparingly at high ambient pressures where the number of pneumatically produced clicks may be limited before air must be recycled, and where prey seem easier to subdue. The diverse prey base indicated by this study support the feeding requirements of large male sperm whales, and that high feeding rates of more densely distributed and perhaps more predictable resources (e.g., immobile life stages of female Gonatus fabricii) likely maintain preference for the deepest foraging habitats (> 1 km) of this generalist predator.

Keywords: buzz, Dtag, hidden Markov model, sound production, pressure effects, prey switching


INTRODUCTION

Deep-diving marine mammals such as sperm whales (Physeter macrocephalus) are central-place foragers that need to balance energetic benefits of foraging at depth with the time, energetic, and physiological costs of diving to depth (Houston and Carbone, 1992). Toothed whales use echolocation clicks to search for and capture prey, which can be recorded using animal-attached acoustic recording data loggers (DTAG, Johnson and Tyack, 2003). Similar to bats, the rate and acoustic features of echolocation pulses, or “clicks” in toothed whales, indicate whether the forager is searching for or attempting to capture prey during the terminal “buzz” phase (Johnson et al., 2004; Miller et al., 2004a; Madsen et al., 2013). Thus, acoustic recording of echolocation provides measures of sensory focus and volumes (Wisniewska et al., 2012) in the context of dive behavior and ecology. Characteristics of their ecological niche can be relevant across deep-diving marine mammals that may play key role as top predators in marine food webs (Heithaus et al., 2008) and sentinel species in marine conservation (Sergio et al., 2008). By integrating both movement and acoustic data (Miller et al., 2004a), it is possible to make increasingly detailed inferences about the distribution and maneuverability, and subsequently the energetic value, of targeted prey (Madsen et al., 2005; Johnson et al., 2008; Arranz et al., 2011).

Cephalopods are an important source of biomass in marine food webs, and their availability at depth has been proposed to be one of the major drivers for the evolution of a larger body size and more extreme diving capabilities in a range of squid-eating marine mammals, such as elephant seals, beaked whales, and sperm whales (Clarke, 1996; Klages, 1996; Whitehead et al., 2003; Slater et al., 2010). Cephalopods provide a diverse food source ranging from muscular and protein rich cephalopods to neutrally buoyant ammoniac squids that are lower in energy content (Kawakami, 1980; Clarke, 1996; Santos et al., 1999, 2002). Some species of cephalopod may be relatively easy to catch as they quickly become exhausted after fast swimming (Clarke, 1996) and they may be targeted at more vulnerable stages of vertical migration (e.g., jumbo squid in Gulf of California, Davis et al., 2007) or ontogenetic stage (Simon et al., 2003). As with any generalist predator, marine mammals exploiting such a diverse resource must therefore balance the energetic value with the cost of finding and handling different prey types.

Sperm whales target mesopelagic and bathypelagic prey and can spend >70% of their time foraging (Watwood et al., 2006; Guerra et al., 2017). While cephalopods form the main component of the sperm whale diet, fish can be important regionally, such as in the high-latitude foraging grounds in in New Zealand (Gaskin and Cawthorn, 1967) and North Atlantic (Martin and Clarke, 1986). These high-latitude foraging grounds are frequented by male sperm whales, while female sperm whales remain at lower latitudes (Whitehead, 2003; Teloni et al., 2008). Despite a substantial biomass in the epipelagic zone, male sperm whales also target deeper prey in the high-latitude foraging grounds (Teloni et al., 2008; Fais et al., 2015). Teloni et al. (2008) showed that sperm whales produced more frequent and shorter buzzes during deep (>800 m) dives compared to shallow dives, indicating more sedentary and densely distributed prey at greater depths. Thus, high-latitude sperm whales provide a case study in central-place foraging where the benefit of more accessible prey at shallower depths might weigh against an elevated cost of prey handling compared to food resources available at greater depths—with larger transport costs and recovery times after prolonged diving.

Different prey types imply different challenges to the sensory-motor system during prey capture. Echolocation requires a tight coupling of both sensory and motor systems, and echolocation tactics can vary depending on a behavioral mode (e.g., between searching and pursuit of prey) and with environmental parameters (e.g., clutter and ambient noise conditions) (Schnitzler et al., 2003; Wisniewska et al., 2012; Madsen and Surlykke, 2013). Relatively fast click rates, or inversely, short inter-click-intervals (ICI), coupled with lower source levels during terminal echolocation, or “buzz,” appear to be a common feature in all studied odontocetes, and indeed most echolocating bat species, highlighting a key function in acoustic gaze control (Madsen and Surlykke, 2013). Reduced source level and increased sampling rates effectively increase the temporal resolution (data rate) to track likely evasive prey while reducing the complexity of the auditory scene and echo ambiguity (Madsen and Surlykke, 2013). Wisniewska et al. (2012) suggest that during buzzing, porpoises reduce their depth of gaze to a single target while engaging in a more reactive mode of sensory-motor operation, i.e., sensory volume is reduced relative to the motor (or stopping) volume (Wisniewska et al., 2012).

As well as the sensory-motor challenge of different prey types, sperm whale biosonar performance may be challenged by the increased hydrostatic pressure at depth (Madsen P. T. et al., 2002). Sperm whale sound production is thought to be pneumatically driven (Ridgway and Carder, 2001; Huggenberger et al., 2014), and the limited volume of gas available to a breath holding deep diver indicates that gas must be recycled (Madsen P. T. et al., 2002). Several observations of pauses in between bouts of usual clicks (also called “regular clicks” in sperm whales) and following buzzes (e.g., Wahlberg, 2002) suggest that pauses function as air-recycling events. Thus, changes in gas volume or density may influence aspects of echolocation output. The number of usual clicks produced in between recycling events (i.e., usual click train duration) has been shown to decrease with depth, consistent with gas volumes being reduced by hydrostatic pressure (Wahlberg, 2002). However, sperm whale usual click levels and frequency content appear to be relatively unaffected by pressure (Madsen P. T. et al., 2002). Nevertheless, if a certain gas volume is required to produce each click, reduced gas volume under pressure could potentially limit click and buzz production.

We investigated these ecophysiological and biomechanical trade-offs using movement and acoustic data from terminal echolocation buzzes of 28 sperm whales outfitted with data loggers near Lofoten Islands, Norway. We set out to (1) test whether the tagged whales engaged in a generalist strategy, with individuals switching between different movement tactics to capture prey, and if so, (2) test whether the movement tactics varied by depth, indicating diversity in targeted prey between depth layers, and (3) quantify the extent to which acoustic behavior during prey capture attempts is influenced by depth (hydrostatic pressure) vs. the movement tactics (indicating prey mobility and maneuverability).

To address these objectives, we first used hidden Markov models (HMMs) to classify buzzes according to their inter-buzz-intervals and movement behavior that were a-priori expected to be related to characteristics of the targeted prey resources rather than hydrostatic pressure (e.g., buzz duration was therefore excluded from the HMM). We then then tested whether the buzz classification (~targeted prey) was random with respect to depth in a second analysis step. For the third objective, we modeled echolocation performance during buzzing (maximum click rate and AOL in a buzz) with both hydrostatic pressure and the buzz movement types (~targeted prey) as explanatory variables. We expected less air to be available for sound production at depth, and thus a reduced number of clicks within a click sequence (i.e., buzz without an air-recycling pause). To test if click rates within buzzes indicate sensory volume, we also tested whether sperm whales simultaneously adjusted click rate and click output levels as expected based upon gain control to target prey at a specific range.



METHODS


Data Collection

DTAG acoustic and movement data were collected aboard 28 tagged sperm whales near Lofoten, Norway in 2005, 2008–2010, and 2016–2017 during the summer months (May–July). The field protocol included (1) tagging the whale from a small rigid-hulled inflatable boat (RHIB) using a cantilevered pole (12–15 m) attached to the bow of the RHIB, (2) re-approaching the tagged whale for photo-identification, (3) visual and VHF tracking of the tagged whale, and (4) recovery of the released tag (after 6–23 h of recording). The 2008–2010 and 2016–2017 deployments were subject to controlled exposure experiments within the 3S (Sea mammals, Sonar, Safety) research project (Miller et al., 2011). Data during all of the experimental exposures, including sound exposures as well as no-sonar control approaches were excluded from this analysis which aimed to focus on baseline behavior. Data were also excluded from the beginning of the tag record until the tag boat no longer re-approached the whale for fluke photographs used in individual identification.

Animal experiments were carried out under permits issued by the Norwegian Animal Research Authority (Permit No. 2004/20607 and S-2007/61201), in compliance with ethical use of animals in experimentation. The research protocol was approved by the University of St Andrews Animal Welfare and Ethics Committee and the Woods Hole Oceanographic Institutional Animal Care and Use Committee. The sound exposure experiments were designed and conducted within the 3S (Sea mammals, Sonar, Safety) research project (Miller et al., 2011).

Depth, pitch and roll data were derived following Johnson and Tyack (2003) and decimated at 5 Hz. Both DTAG version 2 (2005–2010) and version 3 (2016–2017) was used. The hydrophones had a sensitivity between −188 and −190 dB re V/μPa, depending on the tag.



Acoustic Data Processing

DTAG audio recordings were monitored both aurally and visually using spectrograms in Adobe Audition (hereafter termed “auditing”), and the start and end time of regular and buzz click trains were marked. Buzz start time was defined as a change in amplitude and/or spectral content of clicks before a fast run (click rate >5 Hz). Buzz end time was defined as the start of a pause before the next usual click train, exceeding the ICI of the subsequent usual (i.e., regular) clicks, or start of a pause before the next surfacing. In the absence of such a clear pause, the end time of a buzz was identified as the last irregularly spaced buzz clicks (this pattern was also typical of buzzes with a clear pause). For analysis, buzzes were filtered by maximum repetition rate (section Data Filtering below).

Individual clicks within buzzes were detected automatically using a custom-written program in Matlab. To improve signal-to-noise ratio (SNR) for click detection, wave files were first band-pass filtered between 700 Hz and 40 kHz using a 256 point finite-impulse filter. Filtered energy was smoothed (Hanning window 1 ms), and click start and end times were detected based upon thresholds of the median and spread of the smoothed energy.

The received level of buzz clicks arriving on the animal attached recorder (DTAG) was used as a proxy for the relative acoustic output level or “apparent output level” (AOL, Madsen et al., 2005). DTAG attachment location will vary between individual attachments and potentially also within a tag attachment (Johnson et al., 2009) if the tag slides over the animal's body. We did not attempt to compare absolute AOLs across different tag deployments. Instead, we aimed to assess relative changes in AOL within each buzz. This approach assumes that directionality patterns of click transmissions are not correlated with AOL.

In order to measure AOL, a lower order filtering (3rd order Butterworth bandpass between 1 and 40 kHz) of the raw signal was used to reduce effects of flow noise and click rate. Peak-to-peak sound pressure levels (AOLpp) and sound exposure levels (AOLE) were measured for each click following Madsen (2005). SEL values were accumulated over each 0.5 s time bin (AOLE, 0.5s) to contrast maximum peak-to-peak levels (AOLmax, 0.5s) with time-integrated sound levels over time.



Data Filtering

Three data structures were defined for analysis: (1) click level data (“click data”), (2) binned time series for 0.5 s bins (“binned data”), and (3) summary statistics for each audited buzz (“buzz data”) (Table 1). Click data were binned in order to obtain a time-balanced sample for a fine-scale analysis of click rate while buzz data were used to compare and classify buzzes as proxies for prey capture attempts. Maximum click rate for each buzz was obtained from the binned data. Buzzes that did not reach 5 Hz in click rate (Teloni et al., 2008) were not considered to be fast runs, and were excluded from analysis (N = 7).



Table 1. Measurements and summary statistics.
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For acoustic analysis, buzzes were filtered to include only the highest quality detections in order to account for variable SNR conditions. This more stringent filtering was also necessary to remove occasional false positives of clicks from other non-tagged whales that were included in the automated click detection. Data were first removed within each buzz on a click-by-click basis. Each 0.5 s bin was then deemed to be high quality if no more than 5% of the clicks within it were removed. Similarly, each buzz was accepted if no more than 5% of its clicks and 5% of its time bins were removed.

Clicks were removed as likely false positives when they had clearly different AOL compared to their neighboring clicks. Click AOLpp was first smoothed within each buzz using median filter with a window size of 5. The clicks were then excluded by removing those with raw AOLpp values that were more than 6 dB below or 12 dB above the smoothed median AOLpp. A lower threshold value was used for AOLpp values below the median because they were more likely to originate from other sources than the tagged whale. The thresholds were determined by inspecting the distribution of AOLpp for outliers for each tag. 98% of the AOLpp values that were below the running median AOLpp differed from it by <7 dB, on average across tags (median = 4 dB, range = 1.6–26.6). Clicks with clipped sound levels were also removed. Due to the relatively low AOL of the buzz clicks, clipping was rare (0.1% of all time bins contained any clipping). Clicks and bins with any acoustic clipping were removed from the AOL analysis.

Measurements and summary statistics are listed in Table 1. Audit start time and end time defined buzz duration.



Statistical Hypothesis Testing

Three analysis steps were designed to decompose movement classification and echolocation tactics from direct effects of depth (pressure, light) across different prey encounters. First, buzz events were classified using an unsupervised classification algorithm on summary movement variables that were a priori expected to be related to prey mobility and maneuverability rather than to the physical effects of depth (e.g., pressure or light conditions). Second, if the existence of multiple buzz movement types was supported, their vertical distribution was tested by modeling depth with the movement classification as a candidate explanatory variable. Third, we tested the importance of the movement classification vs. hydrostatic pressure as explanatory variables for echolocation performance (maximum click rate and AOL in a buzz). Pressure was included either as a linear or inverse-transformed covariate to reflect possible effects of changing air density and volume on pneumatic click production.

Finally, to quantify within-buzz variation in AOL, we modeled both maximum peak-to-peak levels (Max AOLpp, 0.5s) and time-integrated sound exposure levels (AOLE, 0.5s) in the time binned data. In order to test whether the AOL metrics were adjusted to sensory volumes and/or potential target range, we compared models with the time-binned click rate and expected transmission loss (TL = log10range) as candidate explanatory variables.



Classification of Movement During Buzzes

Buzzes were classified by fitting multivariate HMMs (Zucchini et al., 2016) to the movement data summarized for each buzz. The buzz summary metrics were modeled as a state-dependent process, and the probability of transition from one latent buzz type to the next was described by a transition probability matrix. The negative log-likelihood of the HMM was minimized using the nlm function in R (package stats). Mixture distributions are multi-modal, and therefore, the minimization is sensitive to the choice of starting values. To check for multiple minima and to ensure the algorithm did not terminate at a local minimum, each model was fitted 50 times with different initial values and the stability of the resulting likelihoods was monitored visually. Initial values for the distributional parameters were calculated from random 10% subsets of the input data, based upon a mean for one-parameter distributions, and both mean and variance for two-parameter distributions (Isojunno et al., 2017).

Movement metrics were selected to be proxies for prey density (inter-buzz-interval IBI), overall prey mobility and subsequent energy expenditure (root mean square of 2-norm overall dynamic acceleration [ODBA], standardized by its median value for each deployment), and prey mobility in three dimensions (vertical velocity, pitch variance, and heading variance) (Table 1)—variables that were a priori expected to related to prey and not be directly affected by the physical effects of depth (pressure or light conditions). Conversely, duration of the buzz was not included in the classification because duration may be directly limited by the air volume available to the whale at depth (Wahlberg, 2002). Similarly, rolling behavior was not included to avoid any confounding effects of light on body posture. A parametric family of distributions was specified for each metric. IBI was chosen a single-parameter family to allow for long tails in the positive-valued distribution. Vertical speed was specified a Gaussian distribution, and the metrics that were confined between 0 and 1 were specified beta distributions (pitch and heading variance). ODBA, which only takes positive values, was specified a gamma distribution.



Modeling Buzz Depth and Acoustic Metrics

Three models were fitted to the buzz-level data. To test for vertical stratification of the buzz classification (proxy for density and mobility of targeted prey), buzz mean depth was first modeled with the estimated buzz movement type as a factor explanatory variable. The factor covariate therefore captured the mean differences in depth across buzz types. Two acoustic metrics (maximum click rate and maximum AOLpp) were then modeled to test whether they were better explained by hydrostatic pressure (~depth) and/or the buzz type (~targeted prey). Maximum values were chosen to reflect the maximum acoustical performance within each buzz. However, to check how the maximum click rate related to the hand-off distance (the distance at which buzz was initiated), the model selection for maximum click rate was repeated with click rate at the first 0.5 s time bin (initial click rate) and the first ICI (inverse-transformed to a rate s−1) as response variables. All acoustic metrics were modeled with ambient pressure (standard atmospheres [atm]) and the buzz classification as explanatory variables.

All three models were fitted within a generalized estimating equation (GEE) where tag identifier was specified as a panel variable to estimate average effects across individuals (function geeglm in r package geepack). Information criteria (QIC) were used to select between models with first-order autoregressive correlation structure or no correlation structure (“independence” working correlation, but still accounting for residual autocorrelation). Empirical (“sandwich”) standard error estimates are reported which are robust to the working correlation assumption. Depth as a continuous positive variable was specified a gamma distribution, click rates as a counts over unit time was specified a Poisson (count) distribution, and max AOLpp was modeled as a normal variable.

Log-link was used to allow a log-linear response of the acoustic metrics to hydrostatic pressure. In addition, models with inverse-transformed hydrostatic pressure allowed the estimation of exponential relationships (as expected by Boyle's law). QIC was used to compare models without any covariates (null models) and models with all covariate combinations (one model for depth with buzz as the sole covariate, and five models for each of the two acoustic response variables, with buzz type, hydrostatic pressure and inverse hydrostatic pressure as the candidate covariates). Type III Wald tests were carried out for the full models to test the importance of movement classification in explaining variation in the acoustic metrics, after individual variability and pressure had been accounted for.



Within-Buzz Variation in AOL

Within-buzz binned data were used to investigate variation in AOL as a function of ICI, or inversely, click rate at 0.5 s temporal resolution. A positive correlation was expected under two but not necessarily mutually exclusive scenarios where output click levels are reduced (1) due to gain control at shorter ranges [automated gain control [AGC], Au 1993], indicated by shorter ICI:s, and (2) to optimize sensory volume as acoustic sampling rates are increased. AGC can be achieved by adjustments to source level, hearing sensitivity or both (transmitter vs. receiver-based AGC; Finneran et al., 2013; Supin and Nachtigall, 2013). The transient sonar equation describes the relationship between the transmitted and received levels of sonar (Urick, 1989; Au, 1993). Assuming spherical TL and frequency-dependent absorption α, the equation can be written as:
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Where RL and SL are the received and source energy flux density, respectively, R is range and TS is target strength in decibels. Beaked whales (Mesoplodon) appear to maintain a relatively constant output on approach to prey (Madsen et al., 2005), while little evidence exists for the presence or lack of AGC in sperm whales. Furthermore, the extent to which sperm whales adjust their click output and rates to their targeted prey during terminal echolocation is not known.

If the ICI of buzz clicks was being adjusted to target range and click output adjusted to concomitant TL, then the sonar equation loss (Equation 1) would predict a logarithmic decrease in buzz click output level. To formalize this expectation, the expected target range was calculated assuming that ICI equals the two-way travel time (TWTT) of sound between emission and reception of echo (speed of sound assumed a constant 1,490 m/s), plus a processing delay. Processing delay was assumed to be less than the shortest ICI in the fine-filtered data (12 ms). Thus, the expected range was calculated as
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On the other hand, if the whale was adjusting per-click AOL to maintain a stable sensory volume over time, a different relationship of AOL with click rate would be expected. Sound exposure level (SEL, or energy flux density) of transients can be approximated by 10 log to the time integral of the squared pressure over the pulse duration (Madsen, 2005). Because increasing number of clicks increases the total signal duration in a given time interval (higher duty cycle), the per-click AOL should therefore decrease proportionally to 10*log10(click rate) in order to maintain a constant SEL.

To statistically test the expected relationships between click rate and AOL, we modeled both Max AOLpp, 0.5s and AOLE, 0.5s with either click rate (s−1), log10(click rate), or log10(range) as linear covariates. While the time-integrated value of AOLE, 0.5s was largely expected to follow the number and AOLpp of individual clicks in a given time bin, by modeling it we could test the expectation of a constant SEL over time under the sensory volume hypothesis. To allow deployment-specific effects on AOL, tag deployment was specified as a factor covariate in every model. Within-buzz autocorrelation in AOL was modeled using 1st order autoregressive correlation structure in a linear mixed model (LMM) with buzz id as a random effect (function lme, package nlme). A LMM was chosen over the GEE approach because the focus of the analysis was within-buzz variation, i.e., variation within the panel variable. AIC was used to compare models. The model was fitted to the fine-filtered binned data, and excluded the last 3 s of each buzz in order to reduce the effect of any clicks produced at the end of the buzz that may no longer reflect prey pursuit.




RESULTS


Data

A total of 3,715 buzzes were audited, of which 3,150 baseline buzzes (from 28 individuals, or 846 min recording time) were included in the analyses (“coarse” data-filtering, Supplementary Table 1). Further “fine” data-filtered buzzes (n = 1,891, 490 min) excluded 11 short (<2 s) buzzes, 3 shallow buzzes (average, start or end depth <20 m), almost all (n = 23/27) of the buzzes from whale sw08_152a, an unusually noisy tag where flow noise dominated energy from clicks at high repetition rates, and 8/10 buzzes from sw09_141a that was associated with other whales for most of the baseline data period. All the data are provided in the Supplementary Material (Data Sheets 1–3, and the Supplementary Table 2 file).



Classification of Buzz Events Based Upon Movement

AIC decreased for every additional state in the HMM (as is typical for HMMs), but the decrease appeared to level off after 4 states (i.e., “buzz movement types”). The 4-state HMM also produced distinct and biologically interpretable states (Supplementary Figures 1–5). We therefore selected the HMM with 4 states for further inference.

The two buzz movement types with the deepest median depths (1,178 and 1,130 m) had the lowest median total ODBA (overall dynamic body acceleration) values (1.5 and 1.6, respectively). Within these two types, the former included more descending vertical speeds (median 1.7 [0.9, 2.3]). The longest median IBI was obtained for the shallowest buzz type (161 m), and the shortest IBI for the second shallowest (372 m) which also had the highest median ODBA (4.1). Based on these results, the four buzz types are hereafter termed as “Shallow-sparse,” “Mid-active,” “Deep-descent,” and “Deep,” respectively (Table 2).



Table 2. Sample size and summary statistics (median, 95% percentiles) for each buzz type (coarse-filtered data).
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Depth Distribution of Movement Types

Each buzz movement type had a distinct but a broad depth distribution (Figures 1, 2; see Supplementary Figures 11–24 for full time series). The buzz type was a significant predictor of depth across individuals in a GEE (χ2 = 62.1, p = < 0.001), and the model with buzz type outperformed the null model in terms of the QIC (quasi-information criterion; ΔQIC = 1,276). This result was robust to the exclusion of IBI from the HMM model fit (Supplementary Figure 6). Compared to depth, time of day had relatively little effect on the occurrence of buzz types with lower solar elevation slightly increasing the probability of deep-descent buzzes (Supplementary Figures 7, 8). QIC supported “independence” working correlation over an autoregressive structure.
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FIGURE 1. Top panel shows example section of dive profile (sw17_186a) with buzzes color-coded by HMM-classified predator-prey movement type (Figure 2). The solid line indicates buzz duration, and greater circle size shows greater ODBA values (overall dynamic body acceleration, Table 1). In the middle and bottom panels, connected black circles show time-binned click rate (Hz), and solid blue lines show maximum apparent output level (AOLpp, 0.5) in each 0.5 s time bin for each example buzz (A–D, labeled in the dive profile).
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FIGURE 2. HMM classification of buzz summary variables, chosen to reflect predator-prey movement rather than physical effects of depth (light, or hydrostatic pressure) (Tables 2, 3). Density lines show the estimated state-dependent distributions. ODBA = overall dynamic body acceleration (Table 1). Please see Supplementary Figures 1–5 for the equivalent figure with a different number (2–5) of underlying states.





Effects of Pressure and Buzz Movement Type on Acoustic Metrics

The lowest QIC models included both ambient pressure (atm) and buzz type (HMM movement classification) as covariates in both GEEs for maximum click rate and maximum peak-to-peak click level (max AOLpp) across buzzes, and “independence” as working correlation. The same model was selected for maximum click rate and initial click rates representing hand-off distance (first binned click rate and initial inverse-transformed ICI). For the max AOLpp, inverse-transformed pressure was selected over the non-transformed covariate. While Type III Wald tests supported both covariates in the full model for click rate (p < 0.001), there was no support for buzz movement type in the full model for max AOLpp (p = 0.11) (Supplementary Table 2). These results indicate high variability in max AOLpp, which is not clearly explained by the type of movement behavior during buzz-related prey encounters. Wald tests showed somewhat weaker effects for the initial binned click rate (Supplementary Table 2) and initial inverse-transformed ICI (pressure: χ2 = 5.6, p = 0.018; buzz type: χ2 = 13.6, p = 0.004).



Table 3. Sample size and acoustic characteristics (median, 95% percentiles) of each buzz type (fine-filtered data).
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Maximum buzz click rate was estimated to decrease by 23% for every 100 atm increase in pressure (90 m), or an average ~1.15 Hz for every 100 m increase in depth (Figure 3). A similar but more variable decrease was estimated for initial click rates (17.5 and 22.4% for initial binned rate and first 1/ICI), indicating that click rates were reduced across the entire buzz. For the “Deep” buzz type, which could also be produced at relatively shallow depths (min 81 m), the model estimated the average maximum click rate to decrease from 54.2 Hz [51.2, 57.0] at 100 m depth to 42.8 Hz [41.4, 44.2] at 1,000 m depth. While the maximum click rate was reduced during the two deep buzz types compared to the Shallow-sparse type, there wasn't strong evidence for such an effect on initial click rate. Instead, click rates were elevated by 40% at the start of the Mid-active buzz types compared to the Shallow-sparse buzzes (Supplementary Table 2).
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FIGURE 3. Maximum click rate (top row) and maximum apparent peak-to-peak sound pressure level (AOLpp, bottom row) as a function of average ambient pressure for each buzz, paneled by the HMM classification of predator-prey movement (Figure 2). Gray symbols show observed data, with different symbols indicating different tagged animals. Solid and dashed lines show model predictions and 95% parametric bootstrap confidence intervals, based on the full GEE (generalized estimating equation) models for the two acoustic metrics (Supplementary Table 2). Please see Supplementary Figure 9 for the equivalent figure with depth on the x-axis.



Max AOLpp was predicted to decrease exponentially with depth, with the most drastic decrease in level (>1 dB for every 1 atm increase in pressure) estimated when ambient pressure was ≤7 atm (60 m) (Figure 3). However, some effect of pressure on max AOLpp may have remained for deeper buzzes as well: fitting the model without the shallow (< 100 m) buzzes the effect of inverse pressure was still supported by the Type III Wald tests at 5% significance level (χ2 = 3.95, p = < 0.047).



Within-Buzz Variation in AOL

The average ± SD difference between the maximum and minimum value for max AOLpp, 0.5s within a buzz was 17.5 dB ± 8.0 (n = 58,079 fine-filtered time bins in 1,891 buzzes) (Figure 4). The model selection supported log(click rate) as a linear predictor for the maximum click level (AOLpp, 0.5s) and log(range) for the cumulative sound exposure level (AOLE, 0.5s) (Supplementary Table 3). The relationship with click rate was negative for AOLpp, 0.5s and positive for AOLE, 0.5s (Figures 4E,F). Thus, the decrease in per-click AOL did not result in a flat response for time-integrated AOL. The multiplier (slope) for log10(Range) was estimated to be 2.8 (SE = 0.06) for AOLpp, 0.5s and −3.7 (SE = 0.043) for AOLE, 0.5s, much lower than expected based on two-way spherical TL (2 × 20 dB, Equation 1). The slope parameter was estimated to be −4.0 (SE = 0.06) for log10(Click rate) in the best model for AOLpp, 0.5s. The relationship was consistent across the four buzz types (Supplementary Figure 10).
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FIGURE 4. Within-buzz variation in click rate and two apparent output level (AOL) metrics (peak-to-peak and sound exposure level, Table 1) measured for each 0.5 s time bin. (A–D) show time series data for each fine-filtered buzz (N = 1891), color-coded by the HMM classification of predator-prey movement (cyan, Shallow-sparse; orange, Deep-descent; red, Mid-active; dark blue, Deep; Figure 2). The bottom two panels show best model fits for the two AOL metrics (E: AOLpp ~ log-transformed click rate, F: AOLE ~ log-transformed expected range), with predictions given for each tag deployment as a separate black line. Gray lines show the data time series for each buzz.






DISCUSSION

We aimed to determine whether male sperm whales had different movement patterns during prey encounters, and whether terminal echolocation (buzzing) behavior was related to those movement patterns or pneumatic sound production under hydrostatic pressure at depth. Decomposing the effects of predator movement and depth (pressure) was essential to evaluate whether sperm whales might target different prey at different depths. There was clear evidence for a linear decrease in buzz click rates (both initial and maximum in the buzz) with depth that could not be explained by buzz movement type alone (Figure 3), suggesting a pressure effect on sound production.

Unsupervised classification that included inter-buzz-interval (IBI) and movement summary statistics, but not acoustic metrics or depth itself, resulted in a depth-dependent classification of four buzz types (Figures 1, 2). “Shallow-sparse” and “Mid-active” buzz types had the highest activity levels in terms overall movement (ODBA), while shorter IBI, lower ODBA, and fewer changes in orientation implicated a denser distribution of less mobile prey at depth (median depth >1,100 m) (“Descent-deep” and “Deep” buzz types, Table 2). After accounting for effects of pressure, click rates (at the beginning of the buzz especially) were higher during Mid-Active than other types of buzzes (Table 3), indicating that higher acoustic sampling rates were used to track prey that required more active capture movements. Our results, spanning across 12 years and 28 individual tag deployments, corroborate previous results from Teloni et al. (2008) that sperm whales engage in at least two different foraging strategies, but also illustrate potential echolocation limitations at depth and multiple movement tactics within a dive (multiple buzz types). Our results also corroborate that sperm whales engage in an active pursuit of prey (Aoki et al., 2012; Fais et al., 2016).


Evidence for Pressure-Driven Effects

Hydrostatic pressure explained a significant amount of variation in buzz click rates (both initial and maximum rates), as well as maximum AOL (peak-to-peak SPL) across buzzes, after accounting for the effect of buzz movement classification (Supplementary Table 2). The relationship between maximum click rate and hydrostatic pressure was estimated to be linear, while model selection supported the effect of inverse transformed pressure on maximum AOL (Figure 3). Such an exponential relationship would be expected if the maximum AOL was influenced by available volume of air, which is inversely proportional to ambient pressure (Boyle's law). Conversely, the linear relationship between maximum click rate and pressure indicates that air density of compressed gases, rather than their volume may be important for the adjustment of maximum echolocation rate. On the other hand, if a fixed air volume was required to produce each buzz click, an exponential decrease in the total number of clicks produced in each buzz may be expected as a function of depth. The more variable but significant decrease in the initial click rates as well as data for the total number of clicks support this second prediction (Figure 5), although the total number of clicks was not included in the formal analysis due to confounding effects with buzz duration. Furthermore, while the analysis of usual clicks was outside the scope of this work, it is likely that some of the air volume available for a buzz would have been used in the preceding series of usual clicks. Indeed, Wahlberg (2002) showed that the time interval between subsequent pauses as well as the number of usual clicks decreased exponentially at depth (up to 1,500 m).
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FIGURE 5. Total duration (A) and total number of click detections (B) per buzz as a function of depth, color-coded by the HMM classification of predator-prey movement (Figure 2, Tables 2, 3).



While we found an exponential decrease in maximum AOL with hydrostatic pressure for buzzes, Madsen P. T. et al. (2002) showed that on-axis output and frequency of sperm whale usual clicks were independent of depth up to 700 m. Multiple factors could explain the discrepancy to the off-axis results reported here for buzz clicks, such as narrowing of acoustic beam to retain optimal sonar capacity of on-axis clicks at depth. Sperm whale echolocation clicks are highly directional, and the backward directed beam can be dominated by the initial “p0” pulse produced in the distal air sac (Møhl et al., 2003; Zimmer et al., 2005). Indeed, the sound pressure levels received by the tag may not only represent off-axis levels, but may also be filtered and beamformed by the body of the whale (Johnson et al., 2009). Similarly, Thode and Mellinger (2002) reported a change in the frequency content of usual clicks with depth but the source-receiver aspect was unknown and possibly variable. Therefore, the negative trend in the apparent click levels does not necessarily indicate that on-axis levels were compromised at depth, but could also relate to changes in sound propagation, such as changing of the sound beam as a function of depth. This question could be evaluated by simultaneous acoustic recording at different points of the acoustic beam, e.g., by attaching multiple tags on the same individual or combining animal-borne and remote acoustic recording.



Echolocation Tactics

After accounting for the effects of hydrostatic pressure, we found variation in click rates between the four buzz types. Mid-active buzzes that were the longest in duration and most active buzz type in terms of movement were also associated with increased initial and maximum click rates. Conversely, maximum click rates were the slowest for the two deep, less active, buzz types (Table 3). These results are consistent with the need to increase click rate to increase rate of sensory feedback in order to inform predator motor reactions to more mobile prey (Madsen and Surlykke, 2013; Wisniewska et al., 2014). On the other hand, we found no evidence for slower initial ICI associated with longer buzzes that have been suggested to help processing more complex auditory scenes in beaked whales (Johnson et al., 2008).

As expected, within-buzz click rates were correlated with maximum AOL. Maximum peak-to-peak levels (AOLpp, 0.5s) ranged by 17.5 dB in an average buzz, of which < 10 dB was estimated to be due to co-variation with click rate. The per-click reduction in AOL with increasing click rate was not sufficient to completely remove a positive relationship between click rate and sound exposure level (AOLE, 0.5s) over time. Consistent with the hypothesis that per-click AOL was adjusted to reduce sensory volume, peak levels were best explained by log-transformed click rate. Auditory evoked potential experiments indicate that echolocating odontocetes have the ability to discriminate and track clicks and echoes at high temporal resolution (e.g., 5–20 ms in Risso's dolphins Mooney et al., 2006). Concordantly, in our data, 1% of the buzz clicks had ICI < 15 ms (minimum 12–13 ms). Therefore, if sperm whales tracked individual echoes, their sensory volume per second would increase by a factor of 60 by decreasing ICI from 1 s to 15 ms alone.

While log-transformed target range (calculated based on ICI) outperformed linear click rate as a predictor of AOLpp, 0.5s, the slope was estimated to be much lower than what would have been expected for two-way spherical transmission loss (Equation 1). This result indicates that ICI and/or per-click AOL did not fully and/or instantaneously track target range. If ICI corresponded to TWTT, the ranges to targets would have been 40–120 m at the beginning of the buzz (80–92 m for Shallow-sparse, 41–52 m for Mid-active, and 104–123 m for Deep-descent and Deep buzz types) (assuming 0–15 ms processing delay on the median first ICI). These ranges would be relatively long compared to other studied beaked whales, delphinids, and many bats that switch to terminal echolocation ~1 body length away from their target (Madsen and Surlykke, 2013). Alternatively, sperm whales emit buzz clicks more slowly at the beginning of the buzz, and do not reach their capacity of click-by-click (echo-by-echo) discrimination until the temporal resolution is required. This hypothesis would be consistent with the apparent pneumatic limitations. Low ICIs relative to target range (determined by animal-borne recording of prey echoes) have also been reported at the beginning of the buzz in beaked whales (Madsen et al., 2005) and other toothed whales (DeRuiter et al., 2009; Wisniewska et al., 2014).



Evidence for Different Prey Types

Buzz classification that included IBI and movement, but not depth or acoustic variables, produced a highly depth-dependent distribution (Figures 1, 2). Two buzz types occurred predominantly during deep dives (median >1,100 m): both “Deep” and “Deep-descent” types consisted of short duration (median 7.0 and 6.8 s, respectively) and relatively low movement activity (ODBA) buzzes. The two types differed by vertical velocity, and Deep-descent buzzes were also observed during shallower dives (< 500 m, Figure 2). “Shallow sparse” and “Mid-active” buzzes were on average more than twice as long in duration and were more active than the deep buzz types. Of all buzz types, Mid-active buzzes were the longest in duration, produced at the shortest intervals and were the most active in terms of movement. These buzzes also included up to 29 peaks in binned click rate, indicating multiple re-approaches (Table 3).

These results corroborate previous research showing that that sperm whales engage in an active search-and-pursue strategy (Amano and Yoshioka, 2003; Miller et al., 2004a; Aoki et al., 2012; Fais et al., 2016), but also that the level of activity during prey encounters varied with depth. Increased movement effort indicated that more mobile prey were targeted at shallower depths (<700 m), such as muscular cephalopods or fish. Conversely at deeper depths (~1,000–1,800 m) sperm whales appeared to either be selecting more prey items or foraging more densely distributed prey that did not require as much movement effort to catch. Furthermore, lower click rates suggest that high acoustic sampling rates were not necessary to detect prey at these depths.

The switch in movement and biosonar tactics during prey capture attempts indicates that sperm whales target prey with different mobility or manoverability, and is consistent with a generalist strategy of male sperm whales that are known to take different species and life stages of cephalopods (Santos et al., 1999; Bjørke, 2001; Simon et al., 2003) as well as fish in their high-latitude foraging grounds (Gaskin and Cawthorn, 1967; Martin and Clarke, 1986). In the Norwegian Sea, sperm whale feeding grounds overlap with the spawning grounds of Gonatus fabricii (Bjørke, 2001), which is also the most prevalent prey type in the stomachs of stranded specimens recovered in these waters (Santos et al., 2002; Simon et al., 2003). It has been suggested that sperm whales and pilot whales (Globicephalas melas) exploit aggregations of cephalopods that are either dead or are spent after spawning (Clarke, 1996), and that sperm whales may also target egg carrying female Gonatus fabricii (Simon et al., 2003). Mature female Gonatus fabricii lose their ability to swim and float in the water column as part of ontogenic changes during breeding as their muscle tissue disintegrates and mantle and fins become gelatinous (Bjørke, 2001). Given the high regional and individual variability in sperm whale diet (e.g., Evans and Hindell, 2004), it is possible that a range of more sedentary cephalopods was taken at depth. These could include smaller cephalopods that are generally more bioluminescent, neutrally buoyant, slower swimming and less muscular than larger squids, and therefore likely easier to catch, as well as dead cephalopods that eventually sink to the sea floor (Clarke et al., 1993; Clarke, 1996; Whitehead, 2003).

Based upon the expectation that a predator should optimize energy expenditure for expected returns, the shallow prey types can be expected to contain more energy or other nutritional reward, such as protein contained in more muscular (and hence faster) prey species. Given sperm whales must balance both their energy budget and oxygen stores during diving, foraging on likely lower quality prey at deeper depths is likely to carry other advantages, such as predictable and abundant prey patches (Teloni et al., 2008). Sperm whales can use usual clicks to scan for prey layers hundreds of meters ahead (Madsen P. et al., 2002), and in the beginning of a dive tend to target those layers that were located during previous dives (Fais et al., 2015). Sperm whales could also take advantage of aggregations of terminally spawning cephalopods, and prefer slower, more gelatinous, neutrally buoyant cephalopod species that are easier to capture, despite lower caloric value (Clarke et al., 1993; Clarke, 1996). Interestingly, for sperm whales tagged in a highly productive submarine canyon in New Zealand, the opposite might be the case: benthic buzzes were on average longer (10–30 s) and produced at longer inter-buzz intervals compared to pelagic buzzes, suggesting availability of more calorific and/or agile prey at greater depths (900–1,200 m) (Guerra et al., 2017).

It is possible that sperm whales approached and pursued similar types of prey in different body postures, and hence vertical velocity, depending on whether the individual was transiting or searching within a prey layer. These effects may have over-emphasized the Descent-deep buzz type as a separate movement strategy. Whales could also switch hunting or echolocation strategy for the same prey if their detectability changed with depth. Sea floor might provide both physical shelter and refuge from acoustic detection. It could be informative to assess the role of behavioral state and distance to sea floor in future analyses of prey encounter strategies.

Light conditions influencing the ability of prey to visually detect their predator (or vice-versa) can also be expected to play a role in aquatic foraging. Availability of daylight during the day could allow prey to visually detect their predator earlier, and thus increase handling time at shallower depths. With the near continuous availability of daylight during the summer months in Norway, our dataset collected was not optimal to address this question. Nevertheless, the probability of a buzz to be of the Descent-deep type decreased with greater solar elevation (Supplementary Figures 7, 8). During the day, the silhouette of aquatic predators may be more visually detectible to their prey, in particular when viewed from below. However, the effect was present in the bathypelagic zone (>1,000 m) where daylight is virtually absent (Warrant and Locket, 2004). Thus, the diurnal effect may be better explained by changes in prey availability due to vertical migration. For negatively buoyant divers, such as sperm whales at deep depths (>300 m, Miller et al., 2004b), these vertical descents may provide a way to increase pursuit speed while minimizing energetic and physiological costs.

Comparative studies have begun to link the maintenance costs and muscular performance of marine mammal predators to the energetic value of their prey (Spitz et al., 2012, 2014). Our results highlight how within-species dietary plasticity might arise from switching foraging strategies between heterogeneously distributed prey, and against ecophysiological and sensory constraints (distance from surface, pressure). In the future, including more sensory traits in the comparative approach (e.g., maximum echolocation rate, output level, hearing group) could further elucidate how toothed whale sensory niches map on to their dietary niche.
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Instrumenting animals with tags contributes additional resistive forces (weight, buoyancy, lift, and drag) that may result in increased energetic costs; however, additional metabolic expense can be moderated by adjusting behavior to maintain power output. We sought to increase hydrodynamic drag for near-surface swimming bottlenose dolphins, to investigate the metabolic effect of instrumentation. In this experiment, we investigate whether (1) metabolic rate increases systematically with hydrodynamic drag loading from tags of different sizes or (2) whether tagged individuals modulate speed, swimming distance, and/or fluking motions under increased drag loading. We detected no significant difference in oxygen consumption rates when four male dolphins performed a repeated swimming task, but measured swimming speeds that were 34% (>1 m s-1) slower in the highest drag condition. To further investigate this observed response, we incrementally decreased and then increased drag in six loading conditions. When drag was reduced, dolphins increased swimming speed (+1.4 m s-1; +45%) and fluking frequency (+0.28 Hz; +16%). As drag was increased, swimming speed (-0.96 m s-1; -23%) and fluking frequency (-14 Hz; 7%) decreased again. Results from computational fluid dynamics simulations indicate that the experimentally observed changes in swimming speed would have maintained the level of external drag forces experienced by the animals. Together, these results indicate that dolphins may adjust swimming speed to modulate the drag force opposing their motion during swimming, adapting their behavior to maintain a level of energy economy during locomotion.

Summary Statement: Biologging and tracking tags add drag to study subjects. When wearing tags of different sizes, dolphins changed their swimming paths, speed, and movements to modulate power output and energy consumption.

Keywords: drag, swimming efficiency, adaptive behavior, tag effect, biomechanics, metabolism


INTRODUCTION

Tagging studies strive to collect novel data in an environment where observations are difficult; tags can measure animal movement as well as environmental and physiological variables to help interpret animal behavior or performance (Johnson et al., 2009; Crossin et al., 2014; Hussey et al., 2015). Tags do, however, contribute additional weight and bulk, and more relevant in the marine realm, perturb the hydrodynamics of highly streamlined animals. It is important to understand the impact of these devices not only on the tagged animal’s vital rates (e.g., Barron et al., 2010; van der Hoop et al., 2014; Best et al., 2015), but also on their behavior which is often assumed to be representative of the untagged population (Ropert-Coudert and Wilson, 2004; Vandenabeele et al., 2011; Broell et al., 2016).

The physiological and behavioral changes associated with handling, attachment, healing, or sedation that may be involved in the tagging procedure can be difficult to separate, especially for short-term studies (Elliott et al., 2012; Jepsen et al., 2015). During swimming, at a given speed, resistive forces (e.g., drag, weight or buoyancy) created by a tag will require additional work from the animal. Additional thrust must be produced to counter drag or more lift to counter the weight of the tag. Drag forces increase with speed-squared and therefore present a steep trade-off (Bannasch et al., 1994; Jones et al., 2013): animals can maintain speed under higher drag conditions but will need to expend more energy to overcome added drag. Diving vertebrates may have several compensatory mechanisms for this added drag; for example, changes in dive behavior (Webb et al., 1998) that do not result in detectable changes in energy requirements (Fahlman et al., 2008). Additionally, animals may compensate for added drag by reducing their speed to modulate power output (van der Hoop et al., 2014). Experimental protocols manipulating drag on swimmers have been effective in quantifying these trade-offs, effects, and compensation strategies (e.g., Webb, 1971a,b).

In a previous study (van der Hoop et al., 2014), bottlenose dolphins (Tursiops truncatus) changed their swimming behavior in response to drag loading from a bio-logging tag (DTAG2; Johnson and Tyack, 2003). Dolphins performing a repeated swimming task slowed down to the point where the tag yielded no increases in drag or power; in doing so, individuals’ energy consumption rates were no different. These results suggested that dolphins modify their behavior to adjust metabolic output and energy expenditure when faced with tag-induced drag. Other strategies exist to reduce the metabolic cost of these conditioned swimming tasks, e.g., changing movement paths between markers would enable individuals to reduce their total distance over time (Alexander, 2003; Ohashi et al., 2007). Building on our previous work, this research extends the experimental protocol monitoring swimming speeds and movement patterns to investigate the impact of multiple levels of drag loading to determine whether (1) metabolic rate increases systematically with greater levels of drag loading or (2) whether individuals employ strategies to adjust power output, such as changing speed, swimming distance or kinematics (fine-scale movements recorded on the tags).



MATERIALS AND METHODS

Overview

We trained four male bottlenose dolphins (Table 1) with operant conditioning to complete two types of swimming tasks to investigate the effect of drag loading on individuals’ metabolic rates, swimming speeds, behaviors and kinematics. All experiments were by voluntary participation without restraint and the dolphin could refuse to participate or withdraw at any point during an experimental trial. Prior to initiating the study, we desensitized animals to the equipment and trained them for novel research-associated behaviors. All trials were conducted in a man-made lagoon (Figure 1C) approximately 38 m × 42 m, up to 3.5 m deep, at Dolphin Quest Oahu, Honolulu, HI, United States from 23 September–15 October 2013. Experiments were approved by the Woods Hole Oceanographic Institution Animal Care and Use Committee. A portion of the respirometry and energetics data were previously published elsewhere in a different context (Fahlman et al., 2016).

TABLE 1. Measurements and number and order of experimental metabolic trials.
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FIGURE 1. The experimental setup. Top (A) and frontal (B) views of the DTAG (blue) and additional elements that were attached to increase drag loading. Each element has approximately the same cross-sectional area as the tag alone. (C) Dolphins swam between waypoints in the lagoon (stars), and oxygen consumption was measured at the main dock station (yellow star). (D) A bottlenose dolphin equipped with the tag+8 configuration: four elements attached on each side of a DTAG (black). (E) Example of oxygen concentration (O2 %) measured with the respirometer over the duration of a metabolic trial, with 2-min “pre-exercise” and 1-min “post-exercise” and 10-min swim periods highlighted. Sudden drops in O2% reflect inhalations by the dolphin.



We defined drag loading as modifying an animal’s total hydrodynamic drag by perturbing the fluid flow around the animal. Drag loading was increased on the animals by attaching a suction cup biologging tag and additional urethane elements of equivalent frontal area (Drag Conditions, below). The first swimming task (Metabolic Trials, below) involved measuring individuals’ oxygen consumption before and after a continuous 10 min lap swim under three drag conditions (no tag, tag, tag+8; Drag Conditions, below). We did not measure oxygen consumption during the swimming task, but measured recovery rates following exercise as these kinetics can be used as an index for effort and energy stores (Respirometry, below; Royce, 1969; Di Prampero et al., 1970; Cohen-Solal et al., 1995). In the second swimming task (Incremental Loading Trials, below), two of the animals from the first study swam one lap at a time, as drag was adjusted incrementally through six drag conditions (no tag, tag, tag+2, tag+4, tag+6, tag+8) as swimming path and speed were measured by an aerial camera.

Drag Conditions

The animals performed the swimming tasks with and without the tag loading conditions. Swimming without a drag perturbation was used as the control condition for the experiment. During the tag loading conditions we used a DTAG (version 3; Johnson and Tyack, 2003; Shorter et al., 2013), a suction-cup attached biologging tag approximately 15 cm in length (Figure 1), to record fine-scale movement data from the animal. In addition to the ‘tag’ condition, we also systematically increased the drag loading on the animal by attaching additional urethane elements to either side of the DTAG with zip ties (Figures 1A,B,D). Each drag element had approximately the same cross-sectional area as the tag itself. We refer to the resulting increased drag-loading conditions by the number of elements added, e.g., the tag+4 condition includes the tag and an additional four elements and the tag+8 condition includes the tag and an additional eight elements (Figures 1A,B,D). For all tag loading conditions, we attached the tag to the back of the animal, between the blowhole and dorsal fin to replicate the location of tags placed on wild animals. Metabolic trials were conducted without the tag (control), and with the tag and tag+8 configurations; Incremental Loading trials included all symmetrical drag loading conditions.

Computational Fluid Dynamics Simulations

In order to estimate the relative drag force between the tag conditions a set of computational fluid dynamics (CFD) simulations using commercial CFD code STAR-CCM+ (Siemens, Munich, Germany) were performed. In these simulations, the tag geometry was modeled on a semi-cylindrical body in a non-confined channel with fully developed flow. Velocity and turbulence quantities at the flow inlet were obtained by performing simulations for flow in an empty channel assuming periodicity at different velocities 1, 2, 3, and 4 m s-1. The Reynolds number, Re, ranged 1.6 × 106–6.6 × 106. Base cell sizes were selected in accordance with previously performed simulations on similar geometries (van der Hoop et al., 2014). The resulting mesh size varied between 20 and 25 million cells depending on the tag geometry. Simulations were performed using the standard k-𝜀 model (Jones and Launder, 1972) in two-layer formulation (Rodi, 1991). While there are limitations associated with the k-𝜀 turbulence model (Lloyd and Espanoles, 2002), this model results in a significant reduction of computational time, and examples in the literature have demonstrated that the k-𝜀 model turbulence mode provides accurate results for geometries and flow conditions comparable to those presented in this work (Sridhar et al., 2010; Kinaci et al., 2015). Further, we were interested in relative differences between the forces created by a range of tag geometries and not absolute estimates of force, a question that lends itself well to an efficient computational approach.

Respirometry

To measure dolphins’ respiratory flow and expired oxygen (O2) and carbon dioxide (CO2), we used a custom-made Fleisch type pneumotachometer and associated protocols as described in Fahlman et al. (2015). We estimated the O2 consumption rate ([image: image], mL O2 min-1) as previously described in Fahlman et al. (2015, 2016). We summed the total O2 volume for each breath during the before- and after-exercise periods, and then divided by the duration of those periods to calculate the average [image: image] before and after exercise. We report [image: image] as measured (ml O2 min-1) and as mass-specific (s[image: image], ml O2 kg-1 min-1) by dividing by the measured body mass of the individuals during the month of the study period (Table 1).

We calibrated the gas analyzers (ML206, Harvard Apparatus, sampling at 200 Hz) before and after the experiment using a commercial mixture of 5% O2, 5% CO2, and 90% N2 (blend accuracy 0.10%; Praxair, Inc., Danbury, CT, United States). We used ambient air to check the calibration before and after each experimental trial. We obtained hourly mean air temperature, relative humidity and atmospheric pressure measurements from the National Weather Service database for the times of the trials (National Weather Service, 2015). All gas volumes were converted to standard temperature and pressure for dry air (STPD, Quanjer et al., 1993). Exhaled air was assumed to be saturated at 37°C, and inhaled air volume was corrected for ambient temperature and relative humidity. CO2 was not removed from the air sample.

We used a specific experimental design to assess the metabolic changes associated with variation in drag, as follows. The dolphin was asked to remain neutrally buoyant at the water surface next to the trainer for at least 5 min immediately prior to exercise while the pneumotachometer was placed over the blow hole allowing the respiratory flow, gas content and metabolic rate to be determined (Figures 1C,E). The ‘pre-exercise’ metabolic rate was determined to be the average [image: image] over the last 2 min of this period. By this time, the variability in the instantaneous [image: image] had decreased. After the 10-min swimming task, the dolphin returned immediately to the measurement station, where we continuously measured the respiratory flow and gas composition for a minimum of 5 min. We defined the first 1 min of this period as the ‘post-exercise’ period over which we calculated the [image: image]. We fitted an exponential function to 30 s averages of measured [image: image] in the post-exercise period and characterized these kinetics by the recovery half-time (t1/2), defined as the time needed for [image: image] to decrease from its peak value by half (Di Prampero et al., 1970).

Swimming Task 1: Metabolic Trials

To examine the metabolic impacts of increased drag, four dolphins were trained to swim around the lagoon clockwise with one of three drag conditions: control, Tag, or Tag+8. Four trainers, stationed at the same points for each trial (Figure 1C), directed the animal as it swam continuously between points for a minimum of 10 min (maximum = 10:33 min:sec). We did not control swimming speed or the total number of laps, but recorded swimming paths to estimate speed (see Aerial Video, below). We measured dolphins’ metabolic rate before and after this 10-min swimming task (see Respirometry, above), but animals breathed freely while swimming. None of the breaths during the swim were measured with the respirometer, but were counted from aerial video to calculate the breathing frequency (breaths min-1). We chose the drag condition for each trial at random for each individual; however, Dolphin 99L7 did not perform any trials with tag+8 due to earlier unsuccessful attempts to complete the task with high drag loading. A trial was terminated if the dolphin was not completing the task as directed, or if the animal chose to stop. Each dolphin performed only one swimming trial per day. All metabolic trials were completed 23 September–15 October 2013 between 8:37 and 11:18, when animals were pre-prandial.

Swimming Task 2: Incremental Drag Loading Trials

To determine the effects of incremental changes in drag loading and unloading on swimming path, speed and kinematics, two bottlenose dolphins swam laps between the same waypoints as above (Figure 1C), but in the counter-clockwise direction. After each lap, the animal stopped and drag loading elements were either added or removed. For both animals, the first lap began with the tag+8 loading condition. After each lap, drag elements were removed: tag+8, tag+6, tag+4, tag+2, tag, control. Drag on the animal was then increased in the reverse order, adding two elements after each lap: control, tag, tag+2, tag+4, tag+6, tag+8. A total of 12 laps were completed by each animal. We measured the time it took the animals to complete each lap, and recorded the swimming paths of the dolphins with a camera mounted above the lagoon (see Aerial Video, below). The time between laps (for the resistance to be adjusted) was on average 2:19 (SD: 2:01, IDs 6JK5) and 2:45 min (SD: 2:26, ID 9FL3) with a range of 0:30–8:38 min overall. We did not measure metabolic rate during this second swimming task. We undertook trials between 12:00 and 15:05 on 14 October (ID 6JK5) and 15 October (ID 9FL3) 2013. Individuals had been fed before the trial, and were reinforced between laps. Approximately, 2 h elapsed between unloading and loading portions of the trial for both individuals.

Aerial Video Data Analysis

We installed a wall-mounted GoPro camera (Hero3 5.0 MegaPixel) to record aerial video footage of the lagoon (Figure 1C) during the Metabolic and Incremental Loading trials. Calibration and undistortion of the GoPro video was performed using the OCamCalib Matlab toolbox1 (Scaramuzza et al., 2006; Rufli et al., 2008). Two separate calibration profiles were generated: one for the 16:9 aspect ratio for videos with frames of 1920 pixels by 1080 pixels, and another for the 4:3 aspect ratio for videos with frames of 1280 pixels by 960 pixels. The video data for all trials were undistorted using its applicable calibration profile and the undistortion tool in the toolbox.

Animal locations in the lagoon during the trials were digitized using Tracker (version 4.87; Brown, 2014) video tracking software. Collected track points were converted from the camera frame to the world frame using projective transforms. These transforms were generated by manually matching image pixel locations with known world coordinates of the lagoon, and computing the transformation matrix using the standard direct linear transformation (DLT) method. As the GoPro was not permanently mounted, each video required a separate transformation from image frame to world frame. Manually tracked points of the dolphins were converted to the world frame using these transformation matrices in homogeneous coordinate transformations. Average lap speed was calculated from the tracked camera data for 12 Metabolic trials (one for each animal × condition).

Tag Data Analysis

Data recorded by the inertial sensors on the DTAG (three-axis accelerometers and magnetometers) were processed with custom fluke-stroke detection algorithms (Johnson, 2015; Shorter et al., 2017). We resolved the amplitude of the body pitch acceleration (radians) and the fluke stroke rate (f, Hz) for all tag and drag loading conditions in Metabolic trials and Incremental Loading trials as in Shorter et al. (2017).

Modeled Drag and Predicted Swimming Speeds

The results from the CFD simulations were used to estimate the relative increase in drag force created by the different tag conditions (Supplementary Figure S1). We fitted power functions to the relationship between speed (U; m s-1) and simulated drag (D; N):

[image: image]

where a and b are coefficients for the power function derived by least squares (cftool; MATLAB, 2014). The differences in drag forces between the tag and the other loading conditions were then calculated (Supplementary Figure S1).

The net drag force (Fd) created by the body of the animal was modeled as:

[image: image]

Where, Cd is the drag coefficient (0.01), ρ is the density of the water (1029 kg m-3), U is the relative speed of the animal in the water (1–4 m s-1), and Aw is the wetted surface area of the animal (2.3 m2) from (Fish, 1993).

Combining Eqs 2 and 3, we calculated the estimated drag forces for dolphins at their observed mean swimming speeds during the experimental conditions. Additionally, we calculated the swimming speed that would result in drag forces comparable to those in the control condition (Ured; m s-1 has drag forces equal to Dcontrol,Uobs; Supplementary Figure S1, closed circles), and estimated the forces that would be created if the animals maintained the swimming speed selected during the control condition using Eq. 3.

[image: image]

Statistical Analysis

To determine whether metabolic rate differed between individuals or drag conditions, we used two-way ANOVA on three metabolic measures or proxies: post-exercise [image: image], τ1/2 (min), and breathing frequency during swimming. Our expectation was that all metabolic indices would be higher with increased drag loading. We used two-way ANOVA with post hoc Tukey’s test to determine whether swimming speed differed significantly between drag loading conditions, while controlling for individual behavior. We used two-way ANOVA to compare the fluke stroke frequency and amplitude between tag and tag+8 conditions during Metabolic trials. Statistical analyses were completed in MATLAB (2014) and R Core Team (2015). Reported values are mean ± SD.



RESULTS

Qualitatively, the CFD simulations illustrate how the tag and the added drag elements increased drag by perturbing the fluid flow around the instrument (Figure 2). The tag alone was relatively hydrodynamic with the flow remaining attached to the tag body, but the cup geometry created drag-inducing areas of stagnate recirculating flow. Adding bluff-bodied drag elements greatly affected flow around the tag, resulting in flow separation and large areas of recirculating flow behind the drag elements. As more drag elements were added this effect was magnified, resulting in increased drag and a growing disturbance to the fluid flow.


[image: image]

FIGURE 2. Computational fluid dynamics (CFD) simulation results for the different tag configurations in 2 m s-1 flow: (A) Tag, (B) Tag+2, (C) Tag+4, (D) Tag+6, and (E) Tag+8. These results illustrate how the tag and added drag elements affect the velocity of the flow in the simulation. (F) A representative example of how the tag and drag elements modified the flow around the animal during the experiment.



Metabolic Trials

Four dolphins performed 26 metabolic trials under different drag loading conditions (control, tag, tag+8), the number and order of which we list in Table 1. Mean ( ± SD) air temperature and humidity were 27.3 ± 1.0°C (range 25.0–29.4°C) and 62 ± 5% (48–69%) during the times of the trials. The mean atmospheric pressure was 1016.7 ± 1.1 hPa (1014.8–1018.9 hPa) and mean water temperature in the lagoon was 24.6 ± 0.5°C. Different individuals had significantly different [image: image] (F3,20 = 5.09, p < 0.0088) and s[image: image] (F3,20 = 4.31; p = 0.0169) in the first minute after exercise; however, we did not detect a significant effect of drag on either [image: image] or s[image: image] (Figure 3 and Table 2).


[image: image]

FIGURE 3. Oxygen consumption rates (VO2; L min-1) of four bottlenose dolphins (represented by different colors) measured in the first minute after a 10-min swimming trial under control (no tag), tag and tag+8 conditions. Data points represent separate trials.



TABLE 2. Mean ( ± SD) values of mass-specific metabolic rate (sVO2; ml O2 kg-1 min-1), recovery half time (τ1/2; min), breathing frequency, swimming speed (m s-1), fluke stroke rate (FSR; Hz), and pitch amplitude (radians).

[image: image]

There was no significant difference in the τ1/2 with drag condition (Table 2); [image: image] returned to half its maximum value after 1.97 ± 1.25 min (e.g., Figure 4). τ1/2 was highly variable between individuals (F3,20 = 5.41; p = 0.0073). There was no significant effect of drag loading on breathing frequency during the 10-min swimming task (Table 2 and Supplementary Figure S2). Drag condition significantly affected swimming speed (Figure 5 and Table 2); mean swimming speed was no different between control and tag-only conditions (Tukey HSD; p = 0.9182) but, when instrumented with the tag+8, swimming speed was significantly slower compared to in control and tag conditions (by 34 and 33% respectively; Tukey HSD; p = 0.0007 and 0.0009; Figure 5). Dolphins swam with significantly lower fluke stroke frequencies at higher drag loading, but no difference in pitch amplitude was detected (Table 2).


[image: image]

FIGURE 4. Measurements of instantaneous [image: image] (oxygen consumption, L min-1) for one dolphin before and after exercise when wearing a biologging tag. Lighter symbols connected with dotted lines reflect individual measurements. Darker symbols with a solid line represent 30-s averages. The solid line post-exercise is the exponential decay curve from which the recovery half-time is calculated.
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FIGURE 5. Mean swimming speed decreases with drag loading and estimated total body drag was maintained. Drag forces with velocity (lines) estimated from CFD simulations, and at mean swimming velocities (symbols) observed during 12 Metabolic trials (one for each animal × condition).



Incremental Loading Trials

The swimming path of the dolphins during the different loading conditions is presented in Figure 6. As drag loading was decreased, the animal’s swimming speed and total distance traveled increased. Conversely, as drag loading was increased swimming speed and total distance traveled decreased (Supplementary Figure S3). The decreases in swim speed observed compared to the control were similar to predicted values from CFD simulations, if individuals were changing speed to maintain drag forces (Figure 7). Compared to the control (no tag), the two dolphins slowed on average 14 ± 4% when wearing just the tag, and slowed 24 ± 7, 27 ± 6, 35 ± 10, and 38 ± 6% with the tag+2, +4, +6, and +8 configurations, respectively (Figure 7). CFD simulations predicted a similar pattern but much smaller speed reductions compared to those observed. For example, CFD predicted a 1% speed reduction from the tag only, to 16% speed reduction for the tag+8 (Figure 7 and Table 3). Fluke stroke frequencies increased with swimming speed during Incremental Loading trials (Figure 8A). The overall trend was an increase in f as drag was removed from tag+8 to tag; however, individuals differed in the magnitude of responses between conditions (Figure 8C). As drag was added again, one individual decreased f while the other remained fairly consistent (Figure 8C). Mean fluke stroke amplitude decreased with speed (Figure 8B) and as drag was reduced (Figure 8D). Amplitudes increased as drag was added again, though the shape of this response varied between individuals (Figure 8D).


[image: image]

FIGURE 6. Dolphins progressively changed swimming paths with drag unloading and loading. Paths of swimming dolphins 9FL3 (A,B) and 6JK5 (C,D) tracked from aerial video footage as they swam counter-clockwise between waypoints. Drag was progressively decreased (A,C) and then increased (B,D) through drag loading conditions without the tag and up to the tag+8 (right). Gaps in paths reflect time periods when the dolphins were not visible for > 2 time steps, ∼1 s. Note the zoomed inset in (D).




[image: image]

FIGURE 7. Dolphins changed speed with incremental changes in drag loading, in line with what is expected from simulation models. Observed swimming speed (circles) and expected drag force at that speed (from CFD modeling; lines) in each experimental condition as drag is manipulated on two bottlenose dolphins (A: 9FL3 and B: 6JK5) by removing (connected by dotted lines) and adding (connected by solid lines) eurethane elements and a biologging tag (schematic right).



TABLE 3. Equations for drag with speed from computational fluid dynamics (CFD) simulations of tags of increasing size and a dolphin without a tag and with tags of increasing size, the absolute (N) and percent increase in drag force at 4 m s-1, and the expected absolute (m s-1) and percent reduction in speed required to maintain drag forces when not wearing a tag at 4 m s-1, and the observed speed (m s-1) and change in speed (%) during Incremental Loading trials.
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FIGURE 8. Dolphins changed fine-scale movements with incremental changes in drag loading. (A,B) Mean ± SD fluke stroke frequency (Hz) and amplitude (rad) with speed (m s-1) in all drag loading conditions for two individuals. (C,D) Mean ± SD fluke stroke frequency (Hz) and amplitude (rad) in two animals (Animal 9FL3 connected by dotted lines; 6JK5 connected by dashed lines) as drag elements and a biologging tag (right) are removed (connected by dotted lines) and then added (connected by solid lines) to manipulate drag loading.





DISCUSSION

Energy economy plays an important part in behavioral strategies animals employ to locomote (Fish, 1998; Williams et al., 2000); as such, tagged animals may compensate for drag from biologging tags by modifying swimming biomechanics or behavior. In this work, we investigated if and how animals modify their behavior in response to hydrodynamic loading created by tags of increasing size, or if and how they accommodate the increased drag created by the tag.

Despite the significant increase in drag created by the largest tag loading condition, the 10-min exercise period did not lead to a detectable difference in the recovery [image: image] during the post-exercise period for any of the loading conditions (Figures 3, 4). We did not expect a significant effect of the tag-only configuration, given lower drag loading [1.02× total increase, 4 N at 4 m s-1 compared to the larger DTAG2 used in van der Hoop et al. (2014); 1.17× total increase; 20 N at 4 m s-1], which also yielded no detectable metabolic effect. But we did expect an increased cost associated with the tag+8 attachment. The simulations predicted that the tag+8 configuration would increase the drag on the dolphins by 77 N at 4 m s-1, a 1.4× total increase, but we detected no consistent or significant metabolic effect during recovery. This could be because the dolphins decreased their swimming speed by 34% and reduced their fluke stroke rates compared to the control condition. This change in speed reduced the estimated drag on the animal by 40% (125 to 74 N; Figure 5). The effect of the tag without added drag elements was less dramatic, with no detectable difference in swimming speed between the control and tag conditions (Figure 5).

By incrementally changing the tag configuration (Incremental Loading trials), we were able to demonstrate two additional examples where the dolphins modified their behavior in response to small (<20 N) changes in drag. Using a more thorough combination of data types and analysis methods (camera-tracked speed and position data, along with animal-borne tag data) with a subset of the animals (n = 2) we were able to measure other changes in behavior that occurred in response to the drag loading. When drag was reduced by removing elements (Incremental Loading trials), dolphins changed their fluke stroke rate, swimming speed, and modified their swimming path. As drag was increased again, dolphins reduced fluke stroke rate, slowed down, and decreased total distance traveled (Figures 6–8 and Table 3). We did observe differences in the response to the loading between individuals; for example, one individual showed a large increase in fluke stroke rate between Tag+8 and Tag+4 during unloading (Figure 8C) whereas fluke stroke rate was relatively unchanged during re-loading. These differences in response may be related to small changes in amplitude and speed (Fish and Rohr, 1999). We did not detect a difference in fluke stroke amplitude during Metabolic trials, while we did see a decrease in amplitude with speed in the Incremental Loading trials (Figure 8B). This may be due to the higher swimming speeds or sample size across a range of drag scenarios; future work to further quantify the timing and interaction between these parameters, and how they change through time and with drag, would address more fundamental questions in swimming biomechanics. Interestingly, when swimming with the added drag during the Incremental Loading trials the animals slowed to speeds that reduced the overall estimated body drag to levels below what the simulations would predict if the animals were just slowing to maintain a constant body drag (Figure 7). This reduction in speed is likely not due to animals tiring from the exercise protocol as (1) the recovery time (τ1/2) from Metabolic trials was less than the average time between Incremental Loading trials (i.e., animals likely recovered between laps) and (2) the same changes in swimming speed and kinematics were observed in the shorter Incremental Loading and longer Metabolic trials.

In the Metabolic and Incremental loading trials, individuals reduced their speed more than we expected based on drag forces from CFD models (Table 3). CFD modeling predicted a 1–16% reduction in speed across the tag conditions, whereas we observed reductions of 14–38%, significant beyond the tag condition (Table 2 and Supplementary Figure S3). Wearing the tag and additional elements may elicit effects separate from drag (associated with lift forces, handling, the sensation from the suction cups). Improved CFD modeling with full dolphin geometry may also reduce the discrepancy between expected and observed results.

Reduced activity levels have been observed in tagged bottlenose dolphins (Blomqvist and Amundin, 2004) and porpoises (Geertsen et al., 2004), along with significantly lower speeds in instrumented (Lang and Daybell, 1963; Skrovan et al., 1999) or pregnant dolphins (Noren et al., 2011). Other swimmers show similar behavioral changes in response to drag from external tags (Wilson et al., 1986; also reviewed in van der Hoop et al., 2014; Jepsen et al., 2015; Rosen et al., 2017) or other external features (e.g., van der Hoop et al., 2017). The dolphins in this study were able to reduce their speeds as there was no constraint to maintain it. Free-ranging animals face different motivators and constraints; for example, high-speed maneuvers are required to evade predators, pursue prey (Goldbogen et al., 2007; Aguilar Soto et al., 2008) and maintain social cohesiveness (Wursig, 1982). Additional energetic expenses can occur when maintaining speed with higher drag. Fish and eels with external tags show significantly increased metabolic rates when maintaining swimming speeds (reviewed in Jepsen et al., 2015).

It is important to consider how these results in a controlled setting contribute a greater understanding of movement and energy in cetaceans. From an evolutionary standpoint, animals may seek to minimize energetic costs, especially those involved in everyday actions (e.g., routine swimming; Sparrow and Newell, 1998). Movements can be adapted to minimize metabolic energy expenditure with respect to constraints imposed by a task (swim from A to B), the environment (low drag, high drag), and the organism itself (body shape, size). By perceiving a difference in conditions between tasks and adapting behavior to reduce expenditure, the dolphins in this study are economical (Sparrow and Newell, 1998; Halsey, 2016). Beyond economy, these results indicate the sensitivity of these dolphins to small changes in their hydrodynamics, which changed their swimming speed (Figure 7), fluking (Figure 8), and more subtly their swimming paths (Figure 6) in response to small changes in drag loading. These results reflect specific responses of dolphins in this controlled setting, which offers the opportunity to combine measurements of individual energetics and biomechanics to refine our understanding of energetically optimal swimming gaits and help interpret tag data recorded on free-swimming, wild marine mammals.

Implications for Tags on Free-Swimming Animals

Our experimental results indicate that even a relatively small increase from a hydrodynamic tag can result in measurable changes in behavior. The DTAG alone did not strongly or significantly affect the drag load on the bottlenose dolphins tested; as such, we expect it elicits little-to-no effect on animals of similar size and shape. The animal responses to the drag elements illustrate that larger tags, or those that are larger relative to the subject’s body size (Portugal et al., 2018), as well as tags that are less hydrodynamically shaped, have the potential to affect measured biomechanics and swimming speed. The DTAG added 4 N at 4 m s-1 (increase of 2%) whereas the tag+2 added 27 N (increase of 14%; Table 3); these blunt drag elements therefore induce more drag than the original tag, and indicate the importance of shape. These experiments were also conducted with the tag in an optimal location for small cetaceans: between the blowhole and dorsal fin, in the forward-facing orientation. Tags deployed in capture-release programs are typically placed in this preferred position; however, pole-based deployments on cetaceans can result in variable attachment orientation and location. Tags placed on different regions of the body may have considerably different hydrodynamic regimes and will therefore contribute different drag and lift forces and pitching moments: when placed ahead of the point of maximal girth tags can lead to early flow separation and large increases in frontal area (Culik and Wilson, 1991; Healy et al., 2004; Vandenabeele et al., 2014), but those placed too far caudally can result in body destabilization. When oriented sideways or in any direction off-axis, hydrodynamic tags will have a greater frontal area; experimental and simulated drag forces on the similar tag bodies vary by ±10 N depending on orientation (Shorter et al., 2013). Based on these results we recommend that hydrodynamic tag housings continue to be designed and/or refined (Pavlov and Rashad, 2012; Balmer et al., 2013; Shorter et al., 2013; Fiore et al., 2017) as well as adopted (even when this affects the relative size of the tag), and that researchers directly acknowledge the potential tag impacts on their measured data, especially on smaller animals.



CONCLUSION

We sought to quantify the metabolic cost of biologging tags on bottlenose dolphins during a controlled swimming task. A combination of data types (e.g., position, fine-scale movement, speed, and physiological measurements) allowed us to detect and measure alternative or adaptive strategies that tag subjects can use when faced with drag loading. When performing the tasks at their freely-chosen pace, dolphins adjusted their swimming speed and movement patterns, and no change in metabolic cost was detected. Further studies to constrain the task to determine metabolic impact when high-speed behaviors are maintained are required.
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FIGURE S1 | Drag forces on a bottlenose dolphin (black) and a dolphin instrumented with a tag (blue) and tags with additional drag-adding elements as simulated and predicted from computational fluid dynamics (solid lines). Coefficients for the equations for each condition (e.g., Dtag+8 = aUb) are listed in Table 3. With added drag, dolphins can maintain speed (e.g., 4 m s-1) but experience higher drag forces (open symbols) or can reduce speed (e.g., Ured,tag+8) to maintain the drag force they experience when not wearing a tag (e.g., Dcontrol, U = 4; solid symbols).

FIGURE S2 | Mean breathing frequency of four bottlenose dolphins (each represented by different colors) during a 10-min swimming task when wearing no tag (control; circles), a biologging tag (triangles) and a tag with eight extra drag elements (tag+8; squares).

FIGURE S3 | Total distance traveled (m) versus swimming speed (m s-1) of the two dolphins (Animal 9FL3 open symbols; 6JK5 closed symbols) in the Incremental Loading Trials.



FOOTNOTES

1https://sites.google.com/site/scarabotix/ocamcalib-toolbox
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Temperature is among the most ubiquitous determinants of organism growth, survival, and reproduction. Accurate recordings and predictions of how the temperatures of plants and animals vary in time and space are therefore critical to forecasting the likely impacts of global climate change. Intertidal zones have long served as a model ecosystem for examining the role of environmental stress on patterns of species distributions, and are emerging as models for understanding the ecological impacts of climate change. Intertidal environments are among the most physically demanding habitats on the planet, and excursions in body temperature of ectotherms can exceed 25°C over the course of a few hours. It is now well-known that the body temperatures of intertidal organisms can deviate significantly from the temperature of the surrounding air and substrate due to the influence of solar radiation, and that their size, color, morphology, and material properties markedly influence their temperatures. While many intertidal organisms are slow moving or almost entirely sessile, for others, behavior can play a significant role in driving vulnerability to temperature extremes. We explore datalogging methods used in intertidal zones and discuss the advantages and drawbacks of each. We show how measurements made in situ reveal patterns of thermal stress that otherwise would be undetectable using more remotely-sensed data. Additionally, we explore the idea that the relevant “grain size” of the physical environment, and thus the spatial scale that must be measured, is a function of (1) the size of the organism relative to local refugia; (2) an organism's ability to sense and to some degree predict near-term environmental conditions; and (3) an animal's movement speed and directionality toward refugia. Similarly, relevant temporal scales depend on the size, behavior, and physiological response of the organism. While miniaturization of dataloggers has significantly improved, several significant limitations still exist, many of which relate to difficulties in recording behavioral responses to changing environmental conditions. We discuss recent innovations in monitoring and modeling intertidal temperatures, and the important role that they have played in bridging ecological and physiological studies of ongoing impacts of climate change.

Keywords: behavior, climate change, biomimetic sensor, intertidal, logging, thermal physiology


INTRODUCTION

Temperature is among the most universal determinants of a plant or animal's physiological performance and survival (Somero, 2010; Sinclair et al., 2016). Metabolism, heart rate (in animals with hearts), and enzyme functioning are all strongly temperature-dependent. At whole organism levels, temperature determines rates of growth and reproductive output. For mobile animals, body temperature can drive movement behavior, and thus ability to eat or avoid being eaten by other organisms (e.g., Adolph and Porter, 1993; Kordas et al., 2011). At extreme high or low temperatures, reproductive failure, and/or mortality occur as physiological systems shut down, enzymes cease functioning, or oxygen supply is no longer able to meet metabolic demands (Williams, 1970; Pörtner et al., 2006). Subsequently, temperature has long been recognized as a key driver of the distribution and abundance and hence biodiversity of plants and animals in nature (Hutchins, 1947; Ehrlén and Morris, 2015; Peters et al., 2016). The influence of temperature is especially evident in ectothermic organisms (which comprise the vast majority of species on Earth) that are unable to generate appreciable metabolic heat and thus have body temperatures that change with environmental conditions. While endotherms (birds and mammals) can generate heat through metabolism, they too will die or suffer stress when the maintenance of optimal body temperature becomes too challenging (Porter et al., 2000). Importantly, species display a wide range of responses to body temperature, and a temperature that may be lethal to one species may be optimal for another; while some species can tolerate only very narrow ranges of temperature, others appear to function well over wide ranges (e.g., >20°C; Dell et al., 2014).

Understanding how temperature affects organisms has taken on critical significance in the face of ongoing climate change (Porter et al., 2000; Hobday et al., 2016), as scientists attempt to understand underlying drivers of current observations of mortality events and shifts in distribution, and potentially forecast responses to an even warmer planet (Petchey et al., 2015; Sunday et al., 2015). A key component of this work has been the development of empirical and theoretical approaches that connect what we know about the physiological effects of factors such as temperature, ocean pH, and water availability—often measured under controlled experimental conditions (Somero, 2010; Williams et al., 2011; Gunderson et al., 2016)—with patterns of environmental conditions observed in the field (Denny and Helmuth, 2009). Specifically, numerous physiological studies have measured both the lethal tolerance limits of plants and animals, as well as the non-lethal cumulative effects of exposure to chronic stress (Woodin et al., 2013; Dell et al., 2014; Sinclair et al., 2016). At least in theory, these lab experiments can then be compared against measured environmental conditions (nowcasts and hindcasts) as well as model projections (forecasts) to quantify how patterns of survival, abundance, distribution, reproduction, and growth of key organisms have responded, or likely will respond, to rapid environmental change (Porter et al., 1973).

A major obstacle to such approaches has been a quantitative understanding of the environmental conditions that organisms actually experience in the field (Smale and Wernberg, 2009), and of what spatial and temporal scales we must measure these parameters in order to effectively forecast responses to environmental change (Montalto et al., 2014). The challenge is far more difficult than is often appreciated, especially given the wide availability of environmental data from ground-based weather stations and buoys (e.g., Helmuth, 1998; Kearney et al., 2012), remote sensing platforms (e.g., Geller et al., 2017), and re-analysis databases that present weather data integrated from multiple platforms (e.g., Mesinger et al., 2006; Mislan and Wethey, 2011). Below we briefly explain why such data, while necessary, may at times be insufficient for understanding the effects of climate change on organisms, and then explore various options for recording relevant environmental data at the scale of organisms using logging devices.

We focus on intertidal zones, the regions between the high and low tide lines of the world's coastlines. These habitats have long served as test beds for understanding the causal linkages between organism physiology and local and geographic patterns of distribution (e.g., Doty, 1946; Southward, 1958). Alternately exposed to the aquatic (at high tide) and terrestrial (at low tide) environments, the patterns by which species more or less predictably replace one another moving from the low to high intertidal, i.e., zonation (Figure 1), are generally assumed to be determined to a large extent by physiological stress from temperature, desiccation, and time spent feeding (Connell, 1961; Wethey, 1983, 1984; Gilman and Rognstad, 2018). Many of these organisms have been shown experimentally to live close to their stress tolerance limits during low tide (Somero, 2002; Davenport and Davenport, 2005; Harley, 2008). As a result, and because of their enormous ecological importance to coastal environments and easy accessibility to researchers, intertidal zones have contributed significantly to ecological theory (Paine, 1994). Yet, despite their importance, they are also among the environments where we have the least amount of environmental data. Here we use intertidal habitats as a case study, but the concepts that we explore have broad applicability to other environments and organisms including plant communities (e.g., Scherrer and Körner, 2011), terrestrial arthropods (Caillon et al., 2014; Woods et al., 2015), and lichens (Kershaw, 1985).
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FIGURE 1. Zonation pattern of mussels and barnacles. The upper intertidal limit to intertidal organisms is generally assumed to be driven by physiological stress and feeding time (Connell, 1961; Wethey, 1983, 1984; Gilman and Rognstad, 2018).





THE CHALLENGE OF RECORDING INTERTIDAL DATA AT RELEVANT SCALES


Environmental Temperature Data

The role of “temperature” in ecological and physiology studies is ubiquitous. A quick search of the Web of Science with the terms “Temperature” and “Ecolog* or Physiol*” returns almost 700,000 papers published since 1975. Yet the term “temperature” continues to be misused with subsequent carry-on effects for experimental design and interpretation of results. Critically, “temperature” is not a stand-alone variable, but rather a descriptor, and so studies that refer to “the temperature” (e.g., as a descriptor of a site) are about as meaningful as referring to “the color.” Most commonly, researchers are referring to air temperature recorded at some fixed elevation above the substratum, usually by a weather station (Tair); Sea Surface Temperature (SST); or, primarily in remote sensing literature, Land Surface Temperature (LST). Such inaccuracies are understandable given how we humans live our daily lives, using reports of near-ground air temperature as an appropriate indicator for how comfortable we are likely to be outside on any given day. Under more extreme conditions, we may also consider indices such as “wind chill” to reflect the influence of wind on heat loss through convection, or a “heat index” to reflect the role that high humidity has in limiting our ability to cool through sweating (Parsons, 2014). But, the assumption that these measurements and indices are physiologically and ecologically relevant to non-human species is often wildly violated. For example, SST can be very different from water temperature just a few meters below the surface (Smale and Wernberg, 2009; Castillo and Lima, 2010; Brewin et al., 2018). In terrestrial alpine environments, temperatures recorded at 2 m above-ground weather stations can be very different than temperatures in and around underlying plant canopies (Scherrer and Körner, 2010). In coastal systems, measurements recorded by offshore buoys (the most common data source) or satellites can differ markedly from those nearshore due to the influence of upwelling and solar heating (Pfister et al., 2007). Kearney (2006) refers to these large-scale measurements (also including those made by weather stations) as “environmental” temperature and explains that they can deviate significantly from those experienced by animals and plants—which drive their physiology and survival.

Many potential problems with the use of environmental data center on the large spatial and temporal scales over which they are, by necessity given the enormous size of the ocean, recorded, and archived. Satellite measurements of SST and LST record averages that integrate temperatures over pixel sizes ranging from 100's to 1,000's of square kilometers. In coastal systems, these pixels can overlap both terrestrial and aquatic measurements and thus can artificially reflect a hybrid of LST and SST. Because of rapid heating due to solar radiation, and cooling effects of internal waves and upwelling, temperatures at even moderate depths can vary by several degrees from SST (Smale and Wernberg, 2009; Castillo and Lima, 2010). Similarly, on land, while surface (substrate) temperature may be an accurate proxy for small organisms that live in close contact with the ground (e.g., Thomas, 1987; Bertness, 1989; Wethey, 2002; Chapperon and Seuront, 2011), LST pixels are typically many orders of magnitude larger than the size of these organisms, and thus are based on spatial averages that when parsed, can reveal extremely high within-pixel heterogeneity (Geller et al., 2017). Air temperature and wind speed change as a function of distance from the ground because of boundary layer effects (Gates, 1980), which is why weather stations typically adhere to standards where the thermometer and anemometer are placed at ~2 m and 10 m above the ground, respectively (World Meteorological Organization, 2008). Air temperature is thus always, at best, an indirect indicator of substratum temperature. Some animals are nocturnal, making measurements of environmental parameters recorded during the hottest part of the day largely irrelevant (Kearney, 2006). Similarly, in intertidal systems, the timing of low tide determines what part of the day organisms are exposed to the terrestrial, and by contrast, aquatic, environments. Environmental conditions recorded during the hottest part of the day have little relevance to an intertidal organism that is underwater during that period (Helmuth et al., 2002).

For intertidal (and terrestrial) environments, the most important reason why broad-scale weather data are often ineffective as direct proxies for plant and animal temperature is the role of the organism itself in driving heat exchange across its surface through the absorption of heat energy from solar radiation, and the transfer of heat with the surrounding air through wind-driven convection (Porter and Gates, 1969). For example, the color of an animal's skin, shell, or fur significantly affects the amount of solar heat that is either absorbed or reflected (e.g., Mitton, 1977; Erasmus and De Villiers, 1982; Etter, 1988). Likewise, the shape and surface area of an organism drives the rate of convective exchange (Mitchell, 1976). Subsequently, two ectothermic organisms exposed to precisely the same environmental conditions can have body temperatures that radically differ from one another (>10°C; Broitman et al., 2009; Gilman et al., 2015), and can be either substantially hotter (>15°C) or cooler than the temperature of the surrounding air (Helmuth, 1998). Predators and their prey, for example, can experience significant differences in their temperature, and thus in physiological stress, even if they have similar physiological tolerances (Monaco and Helmuth, 2011).

The deviation of animal and plant body temperatures from Tair, SST, or LST has enormous implications for how we extrapolate from the lab to the field, and for how we compare physiological stress at different field sites. Recently, physiological ecologists have adopted the use of Thermal Safety Margins (TSM) to quantify the difference between an organism's lethal temperature (usually measured in the lab) and the maximum conditions that it will experience in the field (Sunday et al., 2011). A wide TSM suggests that these organisms may be less susceptible to warming than is an organism already living in a habitat where it is very close to its lethal limits (Woodin et al., 2013; Dong et al., 2017). In a scenario where body temperature is substantially hotter than air temperature, overall risk will be massively underestimated if physiological limits are compared against air temperature (Marshall et al., 2010). Even the assumption of air temperature as a relative indicator of stressful conditions can be problematic. While some models do predict that the most extreme body temperatures tend to occur on days with high air temperature and maximum solar radiation (Mislan et al., 2014), other comparisons of animal temperature against local air temperature have shown poor relationships, with root mean square errors on the order of 5–9°C (Kish et al., 2016). But, even in instances where air temperature is correlated with body temperature, a mechanism for determining “how hot is too hot” may still be difficult without some means of estimating how much hotter organism temperature is than air temperature under full sun, i.e., the offset (y-intercept) of the correlation (Kish et al., 2016).

An additional distinction, but one that is still frequently misunderstood or at least ignored by many ecologists and physiologists, is the difference between weather and climate (30+ year trends in weather conditions). Specifically, while climate change undeniably affects plants and animals, it does so indirectly through changes in local weather parameters such as air temperature, wind speed, rain, and solar radiation (Stenseth et al., 2002). The role of high frequency (hourly, daily) variability in driving physiological performance and survival remains an active area of research, but recent work shows the important role of time history (Drake et al., 2017; Koussoroplis et al., 2017), as well as that of rare, short-term extreme events (e.g., heat waves; Tsuchiya, 1983; Hobday et al., 2016) that can be masked through temporal averaging (Wethey et al., 2011; Robinet et al., 2013). Spatial variability can also be very high (Herring et al., 2016). Thus, for example, while the recent Paris Agreement made as its goal to limit the increase of the Earth's average global temperature to well below 2°C above pre-industrial levels (UNFCCC, 2015), sites in the Gulf of Maine are already displaying temperature deviations of nearly twice that magnitude over periods lasting several months (Pershing et al., 2015; see also references in chapter 3 on regional temperature trends in the recent IPCC report on 1.5°C Global Warming1 Hoegh-Guldberg et al., 2018). Subsequently, model projections based on high frequency (hourly) environmental data have been shown to yield very different projections than those based on coarser resolution (6 h: Montalto et al., 2014; monthly mean: Kearney et al., 2012) data inputs.

The end result is that if one wishes to replicate meaningful environmental conditions in a laboratory setting in order to gain insights into the impacts of global climate change, it is not sufficient to simply expose organisms to constant temperatures based on annual means or climatic norms (e.g., based on global or regional increases), as meaningful shorter-term deviations will far exceed these trends. While climatic data such as annual or decadal means made available through datasets such as the World Ocean Atlas are useful when conducting research on the climate system, they are effectively useless in physiological or ecological contexts, as they ignore not only important inter-annual variability but also variation over much shorter time periods which may have highly significant consequences for organisms such as heat waves (for an in-depth discussion of these issues, see Montalto et al., 2014; Denny, 2017).

Several mathematical (heat budget) models are now available to convert weather data (air temperature, wind speed, and solar radiation) into estimates of intertidal organism temperature (Elvin and Gonor, 1979; Bell, 1995; Helmuth, 1998, 1999; Denny and Harley, 2006; Finke et al., 2009; Szathmary et al., 2009; Helmuth et al., 2011; Iacarella and Helmuth, 2011; Sarà et al., 2011; Wethey et al., 2011; Marshall et al., 2015; Mislan and Wethey, 2015; Kish et al., 2016; Dong et al., 2017). These models range in complexity from simple regression-based approaches (Elvin and Gonor, 1979; Kish et al., 2016) to much more sophisticated land-based models (Wethey et al., 2011; Mislan and Wethey, 2015). However, and especially in intertidal ecosystems, their application has still tended to be limited to a few research groups. And, as with all models, their verification requires extensive in situ measurements of organism temperature.



Temperature Measurements in the Field

Collectively, these applications underline a critical need for field measurements of temperature at the scale of organisms, and over high temporal frequencies and small spatial scales. Several authors have recently highlighted the use of infrared thermography for recording temperature patterns in the field (Figure 2) (Meola and Carlomagno, 2004; Scherrer and Körner, 2010; Chapperon and Seuront, 2011; Lathlean and Seuront, 2014; Van Alstyne and Olson, 2014; Faye et al., 2016a; Lathlean et al., 2017). Thermography produces visible “thermal” images that are converted from infrared energy emitted and reflected on a given surface (Chapperon and Seuront, 2011). This method allows for spatial analysis of a habitat at a small organism's scale including measurements of shell and substratum which can then be used to calculate corresponding tissue temperatures of animals such as gastropods and discern habitat-specific thermoregulatory behavior (Chapperon and Seuront, 2011). There are numerous studies that use this method to examine microhabitats, behavior and physiology in response to thermal stress (e.g., Helmuth, 2002; Bulanon et al., 2009; Montanholi et al., 2010; Woods et al., 2015). Thermal infrared cameras have decreased markedly in price and now are available as part of packages that can be used on drones (Faye et al., 2016b) making their use attractive, especially for obtaining measurements of multiple organisms simultaneously (Scherrer and Körner, 2011). Their primary limitation in intertidal systems is that they typically cannot be left unattended and can only be deployed during low tide. Data measured using thermography are only discrete measurements, limiting temporal analysis to broad frequencies. Moreover, analysis of temperature patterns must be conducted by post-processing of the images obtained. A further complication involves calibration to the surface properties of the organism of interest, specifically the animal or plant's emissivity. This parameter describes the ability of an object to radiate energy in the infrared spectrum and is required in order for the camera to back-calculate temperature. Typically, biological surfaces fall in the range of 0.85–0.95, and so small errors in emissivity will make a difference of only a degree or two. However, some shelled organisms and rock can have much lower values, introducing error unless this is accounted for in image analysis.
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FIGURE 2. Infrared thermograph of a rocky intertidal site in Nahant, MA USA. Rocky intertidal temperatures range significantly based on complex topography that creates microclimates. These include both areas of high thermal risk and areas of thermal refugia.



An alternative approach that has seen more wide-scale adoption by intertidal researchers is the deployment of small sensors to directly document organism body temperatures in the field. Initially, researchers attempted to follow the lead of terrestrial studies through the use of thermocouples and thermistors connected to a central data logger (Southward, 1958; Lewis, 1963; Hardin, 1968; Vermeij, 1971; Elvin and Gonor, 1979). Early dataloggers include the Portable Chart Recorder (Omega Engineering) used in recording N. lapillus body temperatures (Etter, 1988), Stowaway XTR (Onset Computer Corporation) initially used for logging silicone-filled M. californianus shells (Helmuth and Hofmann, 2001) and live P. ochraceus (Szathmary et al., 2009), Telatemp Datalogger for logging M. californianus body temperatures (Fitzhenry et al., 2004), and Campbell CR1000 Datalogger used with M. californianus (Fitzhenry et al., 2004), G. demissa (Jost and Helmuth, 2007), and L. irroratus (Iacarella and Helmuth, 2011). While these devices were valuable for logging multiple body temperatures simultaneously during lab experiments, they often could only be deployed in the field for short periods during low tide. During long-term deployments, flooding, broken cables, and movement of the temperature probe tip made data collection extremely difficult (Helmuth and Hofmann, 2001; but see successful recent application by Gilman et al., 2015).

In the mid to late 1990's, self-contained units with on-board thermistors were introduced commercially by companies such as Dallas/Maxim (iButton), and Onset Computer Corporation (Hobo TidbiT) (Table 1). The ready availability of these rugged and relatively inexpensive loggers initiated a new wave of environmental measurements in intertidal systems, and their application continues to this day. But, as often happens with new technology, these instruments were frequently used inappropriately. Specifically, what went largely unrecognized was that just as the shape, color and mass of an organism affect its body temperature, so do those characteristics affect the temperature that a logger will record. When buried in sand or mud (Jost and Helmuth, 2007), or placed in close contact with the surface of a rock (Wethey, 2002; Harley and Helmuth, 2003), these instruments will record temperatures close to that of the substratum because of high rates of thermal conduction. They therefore can serve as effective indicators of body temperature in sessile animals such as barnacles (Wethey, 2002), small snails (Hayford et al., 2015; Marshall et al., 2015) or, on the underside of rocks, crabs (Stillman and Somero, 1996). Such measurements cannot, however be applied to all organisms at a site since all are likely to have very different body temperatures, both due to habitat heterogeneity (microhabitats) as well as a result of their thermal properties, as above. In fact, Denny et al. (2011) showed that variation in mussel temperatures within a single intertidal bench can exceed that observed over several thousand kilometers. Fitzhenry et al. (2004) compared temperature measurements by unmodified TidbiT loggers against body tissue temperature measurements of adjacent mussels in the lab and field and showed that the loggers recorded errors of up to 14°C. Claims of “site level temperature” measurements were therefore shown to be naïve.



Table 1. Library of intertidal organism biomimics and datalogging technologies.
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A viable alternative which takes advantage of the rugged nature of instruments such as iButtons and TidbiTs is the use of biomimetic instruments (biomimics) designed to mimic the thermal characteristics of the target species of interest (mussels, limpets, barnacles, snails, seastars, etc.; Table 1; Helmuth et al., 2002, 2006, 2011; Seabra et al., 2011; Fly et al., 2012; Pincebourde et al., 2012; Monaco et al., 2015; Kish et al., 2016; Kroeker et al., 2016; Drake et al., 2017). These instruments record temperatures that are significantly more accurate (~1–2°C error) to the body temperatures of animals than are either air temperature or the temperature recorded by unmodified “off the shelf” instruments (Fitzhenry et al., 2004; Lima et al., 2011). Methods for building sensors have usually involved either placing the logger inside of an animal (e.g. mussel, limpet, barnacle, snail) shell and filling the shell with silicone or Scotchcast flame retardant compound both of which adequately approximate the thermal characteristics of tissue (Lima and Wethey, 2009; Denny et al., 2011) (Figure 3A) or by embedding them in materials such as epoxy resin (Figure 3B; Helmuth and Hofmann, 2001; Lima et al., 2011). A disadvantage of the latter approach is that not all sizes or species of animal can be replicated. For example, an organism's “thermal inertia,” which defines the amount of energy required to raise its temperature by one degree, can only be matched with non-biological materials such as epoxy over a narrow size range. For mussels, this was shown to occur in the size range of ~6–8 cm length (Fitzhenry et al., 2004). Biomimics of mussels at sizes smaller or larger than this range requires the use of real shells, which can break in the field after only a few weeks. Nevertheless, “robomussels” and “robolimpets” have now successfully been deployed at sites worldwide, and have provided long-term records of temperatures approximating those of the species of interest (Seabra et al., 2011; Helmuth et al., 2016). Obtaining temperature records of animals too small to contain current data logger designs remains a challenge, and most solutions still require the use of a thermocouple or thermistor (e.g., Gilman et al., 2015). However, emerging technology with smaller batteries (e.g., EnvLogger, WeePit) is poised to open new avenues of exploration for a wider range of animal sizes (Table 2).
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FIGURE 3. (A) An iButton temperature logger (Maxim Integrated) next to a real Mytilus edulis mussel shell. This biomimic is made by filling the shell with silicone and embedding the logger within. (B) An unmodified HOBO TidbiT v2 temperature logger (Onset Computer Corporation) next to a biomimic. The biomimic is a custom cast made of Evercoat Premium Marine Resin modeled after a larger (74 mm) mussel (Fitzhenry et al., 2004), more suitable for use approximating body temperatures of the larger M. californianus species from the Pacific Ocean.





Table 2. New datalogging technologies.
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Long-term records of non-shelled organisms have proven much more elusive, especially for those with a wet surface that cannot be mimicked with epoxy. Loggers constructed of foam have been used to approximate temperatures of intertidal seastars for periods of several months (Figure 4; Table 1; Fly et al., 2012; Pincebourde et al., 2012; Monaco et al., 2015). But, the lack of a design which effectively mimics water loss (and thus cooling through evaporation) and yet is sufficiently rugged to withstand wave stresses, continues to be a major impediment to understanding the thermal ecology of soft-bodied intertidal organisms.

Despite these challenges, the use of biomimetics in intertidal ecology has yielded major insights that otherwise would likely have gone undetected. First and foremost, these field measurements have shown that in many cases intertidal organisms are living far closer to the limits of their thermal tolerance than would be predicted based on air temperature (e.g., Stillman and Somero, 1996; Helmuth and Hofmann, 2001; Mislan et al., 2014). Second, they have shown that patterns of temperature on local and geographic scales are far more complex in space and time than previously appreciated. For example, Helmuth et al. (2002, 2006) showed that intertidal mussels along the west coast of North America do not display a geographic gradient in temperatures, but rather conform to a mosaic pattern where sites can be much hotter or colder than predicted based on latitude. These complex patterns have been shown to occur in Europe (Pearson et al., 2009; Seabra et al., 2011) and SE Asia (Dong et al., 2017), although not on the west coast of South America (Finke et al., 2007). Importantly, these observations suggest that climate change may be having significant impacts even well within species' geographic ranges and not just at range boundaries (Place et al., 2008; Pearson et al., 2009; Torossian et al., 2016). Kroeker et al. (2016) expanded on this idea to explore the impacts of multiple stressors acting on mussel populations, and showed mosaic patterns of not just temperature but food availability and ocean pH explained observed geographic patterns in mussel growth. Results from biomimic deployments also have pointed to the likely importance of stepping stones and climate refugia (“rescue sites”) in coastal ecosystems, which may enhance the recovery of species following extreme events (Potter et al., 2013; Hannah et al., 2014).
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FIGURE 4. A “roboseastar” biomimic deployed in the intertidal next to live seastars (Pisaster ochraceus) and their mussel prey. An iButton temperature logger is embedded within the foam and the unit is affixed to the rock using marine epoxy.



Biomimetic sensors have also opened new avenues for exploring the differential responses of interacting species to environmental stress. Broitman et al. (2009) used biomimics to track the temperatures of predatory seastars and their mussel prey at multiple sites and showed that relative stress levels were significantly affected by differences in the thermal dynamics of the two species. Zardi et al. (2010) found that competition among different lineages of the mussel Perna perna were maintained in part by physiological stress that occurred during aerial exposure at low tide.




CURRENT LIMITATIONS AND RECENT ADVANCES IN LOGGER DESIGN

Despite their demonstrated importance in informing ecological theory, intertidal dataloggers still have several limitations. We next examine some of these in detail, along with recent progress being made in overcoming these barriers.


Durability in Wave-Swept Environments

The intertidal environment is unique due to the binary nature of environmental stressors resulting from the tidal cycle. Crashing intertidal waves can produce water velocities exceeding 8 m/s and accelerations of up to 400 m/s2 (Denny, 1985). Thus, loggers need to resist dislodgement, physical impact and seawater ingress. Current loggers still face some of these durability limitations, both in their construction and deployment. Two-part marine epoxies are still commonly used to attach intertidal biomimetics to the underlying rock surface. The amount of epoxy must be sufficient to resist removal during storms, yet an excess will affect the thermal characteristics of the logger. While superficially this issue appears trivial, and is not typically considered in terrestrial environments, it represents a major limitation in exposed rocky intertidal systems.

The materials used to construct biomimetic loggers also represent a design limitation, as the thermal conductivity as well as the specific heat capacity will affect their relevance to organisms. The growing availability of plastic and rubber mold-making materials, traditionally used by hobbyists and performing arts professionals, will expand the range of options for future biomimics, particularly for soft-bodied organisms like seastars and macroalgae. One such company called Smooth-On2 manufactures several user-friendly silicone and urethane-based rubbers, foams and polyester hard epoxies that are traditionally used for sculpting and performing arts. The company has products available in stores on 6 continents and has a global shipping distribution network. These products vary in tear strength resistance, hardness, and conductivity. Those with the highest tear strengths are less likely to break apart due to wave stress, but their other thermal properties must meet the requirements of the organism being considered. In preliminary observations, some of these non-epoxy materials, particularly the ones meant to be vacuum degassed (i.e., the removal of entrapped air bubbles upon pouring), may harden into objects with a textured, semi-permeable surface when poured without vacuum degassing. This technique may facilitate the development of more accurate biomimics that can partially simulate a live organism's ability to retain seawater upon emersion, then release it via evaporation. The materials may be colored to mimic albedo and casted with a UV resistant agent which reduces breakdown in the field due to solar radiation. In addition, some of these materials are food-safe and non-toxic, making them more attractive options for use over traditional materials like polyester epoxy.



Lack of Real-Time Data Capabilities

Scientists have increasingly turned to the acquisition of real-time data from their instruments (Zhou et al., 2018). Utilizing real time data capabilities for sensing in the intertidal environment, however, is extremely challenging due to the tides. While real-time equipped data loggers have been used extensively in terrestrial research (Porter et al., 2005), they are not used commonly in marine research. This is due to the difficulty inherent in transmitting data wirelessly through water. Continuous, real time intertidal sensors are challenging to implement because wireless signals are transmitted very differently in water and air. Real time data transmission also requires considerable battery power, in direct conflict with the need to miniaturize sensors. Zhou et al. (2018) developed an intertidal sensor prototype for real-time data that tackles both the challenges of transmitting in water and battery life (Zhou et al., 2018). Specifically, they created a mesh intertidal wireless sensors network (IT-WSN) whereby sensors communicate and transfer data to each other. Transferring data between sister sensors is a method to strengthen connection. With each logger acting as a stepping stone, data are eventually pushed via a series of nodes to the land-based “base” or “sink” node that is connected to the cloud (Figure 5). To enhance battery longevity, a primary limitation to miniaturization, the sensors are designed to log data continuously but transmit data only when sensors are exposed to air at low tide and a strong network link can be made. This is done by incorporating a new complex metric in the sensor (PIDO: Predictive Delay Optimization) which controls for dormancy based on (1) node conditions (dryness of the sensor), (2) link quality (connectivity to sister nodes), and (3) predictability classifier (uploaded tide cycles) to control for dormancy for each sensor. With multiple factors confirming optimal data transmission, real-time PIDO sensors can be deployed for longer periods of time (Zhou et al., 2018).


[image: image]

FIGURE 5. Diagram of a mesh Intertidal Wireless Sensor Network (IT-WSN) that uses PIDO (Predictive Delay Optimization) for more frequent and effective intertidal data transmission as described in Zhou et al. (2018). Environmental data are collected by the sensor nodes (red) where they is then transmitted via links (dashed lines) to other nodes (Freq. = 915 MHz) using the most efficient routing path during low tide. Data are then transmitted to a land-based sink node (purple) before they are offloaded to a computer.



In other cases, even when data cannot be recorded in real time, methods for facilitating the rapid transfer of data manually can speed data collection. Data from iButton loggers and older, LED-based versions of Onset TidbiT data loggers can only be uploaded to a computer or data shuttle directly using a cabled reader. Data collected by the newest wireless Onset TidbiT Bluetooth loggers (MX2204) are a significant improvement as data can be downloaded via Bluetooth on to a cell phone or other mobile device during low tide. A new Portuguese company, Electric Blue, has developed a small, ruggedized temperature logger (EnvLogger)3 that can offload data and be programmed using a mobile Android device and has near real-time data capabilities (Table 2). This new technology avoids the need to remove the logger from its shell casing or make time-costly modifications to offload data through protruding wires (e.g., Robert and Thompson, 2003; Lima and Wethey, 2009; Lima et al., 2011; Chan et al., 2016). WeePit temperature loggers have not been widely used in intertidal studies, however their large memory and high resolution are useful for long-term deployments. Additionally, it remains unclear whether the logger's data can be transmitted to the PitStop Radio-Frequency Identification (RFID) reader through shell, epoxy, or other biomimic components.



Miniaturization

Rapid advancements in printed circuit board and battery miniaturization have increased the availability of new datalogging technology. Existing sensors and loggers (Table 1) are small enough to be used to study many, although not all, intertidal organisms. The size of a self-contained logger is mostly determined by battery size. Some of the first uses of self-contained temperature loggers for intertidal biomimetic applications occurred in 2000-2001 where the first commercially available temperature loggers from Onset were slightly larger in circular diameter than 24 mm, and several cm thick. Some newer models of loggers are significantly smaller.



Mimicking Aggregation Effects

Most intertidal bivalves such as mussels and oysters commonly grow in aggregations that range in size from small (< 25 cm2) (Hunt and Scheibling, 2001) to large populations of hundreds of thousands of individuals (Okamura, 1986). Biomimics of shelled molluscs have been shown to record markedly different temperatures when deployed in growth position, in intact beds, as compared to when they are deployed as solitary individuals (Fitzhenry et al., 2004). Generally, loggers such as “robomussels” need to be deployed in intact beds, surrounded by living animals that provide shading (Figure 6). This limitation is increasingly important to address due to the extensive die-off of mussels in locations such as the Gulf of Maine (Sorte et al., 2016). The causes of these declines remain uncertain (Sorte et al., 2016), and studies attempting to explore whether the underlying causal factor is related to temperature face the problem that in many locations there are no intact mussel beds in which to deploy sensors. This severely limits our ability to record relevant temperatures in sites where animals have disappeared. An individual that is shaded by conspecifics within a bed can have 40% less surface area exposed to direct sunlight than mussels living as solitary individuals, and the bed as a whole creates a higher thermal inertia (Helmuth, 1998). Therefore, not only does the aggregation buffer any one individual from thermal stress, it also produces a matrix of individuals that can experience significantly different body temperatures based on their spatial position (Denny et al., 2011; Nicastro et al., 2012; Lathlean et al., 2016b). Similarly, oysters that orient their shells vertically to decrease surface area exposed to solar radiation can reduce thermal stress for themselves and smaller invertebrates that live amongst them within an oyster reef (McAfee et al., 2018). As we explore in more detail in a case study below, the development of low-cost open source hardware and software has allowed researchers to begin testing new biomimetic mussel bed devices to provide greater insight into how mussels and other invertebrates that live within beds experience differing environmental conditions, and how these may be mimicked using new sensor designs.
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FIGURE 6. A single robomussel deployed in growth position within a live mussel bed. The presence of surrounding organisms helps improve biomimetic logger accuracy.





Accounting for Behavioral Thermoregulation

One of the biggest challenges facing logging of intertidal temperatures is understanding the role of animal behavior in determining body temperatures (Williams and Morritt, 1995; Williams et al., 2005). Under thermal stress, many organisms are adept at seeking or creating shaded microhabitats such as crevices or the shade of larger organisms (Potter et al., 2013; Scheffers et al., 2013; Sunday et al., 2014) or creating microclimates through aggregation behavior (Nicastro et al., 2012; Olabarria et al., 2016). Others burrow, living in conditions much cooler than those on the surface (Kearney et al., 2010). Leaf-mining insects create microenvironments by burrowing into plant tissue (Pincebourde and Casas, 2006), and crop pests benefit significantly from shade provided by the plants on which they feed (Faye et al., 2017).

Intertidal animals display a wide repertoire of behavioral strategies for thermoregulation. The most common form of behavioral thermoregulation involves pre-emptive movement in to crevices or other shaded microhabitats where heating from direct solar radiation is minimized, i.e., taking advantage of the immediate thermal landscape (Sears et al., 2016). Like terrestrial organisms, porcelain crabs may compete for cool, shaded areas under large rocks to reduce their body temperatures (Stillman and Somero, 1996). Many snail species are also adept at moving to crevices and other shaded areas to avoid extreme temperatures (Marshall et al., 2010; Cartwright and Williams, 2012; Ng et al., 2017). Monaco et al. (2016) measured potential and realized microhabitats in the more slowly-moving seastar Pisaster and found that these animals exhibited a “bet-hedging” strategy that allowed them to avoid extreme conditions, but at the expense of maximized physiological performance.

Slowly-moving or sessile species that are unable to avoid full sun can modify their body temperatures via several mechanisms. Hunt (1997) and Hunt and Scheibling (2002) suggested that individuals of the mussel Mytilus trossulus usually moved 1–2 cm in a month-long period, however some may move up to 50 cm over that same stretch. In contrast, Schneider et al. (2005) showed much more rapid movement, but only by small animals. Miller and Dowd (2017) noted that mussels living within a colder tidepool did not reposition themselves as much as those living on hotter bare rock in the high or low intertidal. Gastropods can reorient their shell and remove their foot from the geologic substrate to lower their body temperature (Miller and Denny, 2016).

Intertidal animals also display methods for thermoregulation that do not involve movement to shaded microhabitats. The seastar Pisaster has been shown to increase its thermal inertia by taking up cold water into its body during high tides preceding stressful low tide conditions (Pincebourde et al., 2009). The temperatures of intertidal algae likewise remain low as long as sufficient water is present to cool the surface through evaporation, but once significant desiccation occurs, thallus temperatures can skyrocket (Bell, 1995). This combination of desiccation and high temperature has significant effects on photosynthetic rates (Dring and Brown, 1982; Brown, 1987) and is thought to be the main determinant of algal species upper zonation limits in the intertidal zone (Lubchenco, 1980; Brown, 1987). Some species of gastropods can “mushroom” (Williams et al., 2005), cooling their bodies by exposing moist tissue, facilitating the evaporation of water. Yet other species climb atop one another to form chains, minimizing contact with the hot rock surface by all but the bottom-most animal (Ng et al., 2017).

Several studies have suggested the potential importance of shell gaping in bivalves as a means of thermoregulation, although to date results suggest high variability among species. During exposure at low tide, several intertidal bivalve species will remain tightly closed, but during extreme events will open their valves (gape), either to obtain oxygen or, potentially, to cool through evaporation of tissue water. Whether or not this behavior cools animals remains a matter of debate. Excessive levels of cooling through evaporation can lead to desiccation, suggesting significant trade-offs between temperature control and desiccation. Helmuth (1998) presented biophysical models for mussels suggesting that even slight evaporation can lead to notable decreases in body temperature. In contrast, Fitzhenry et al. (2004) forced mussel shells open inside a wind tunnel and compared temperatures to mussels that were forced shut. Their results suggested no significant difference in animal temperature. Miller and Dowd (2017) also found that live M. californianus mussels in the intertidal that experienced high body temperatures during low tide (>25°C) generally kept their shells closed more often than cooler mussels meaning this species likely does not utilize cooling through evaporation to control body temperature during hot conditions. Nicastro et al. (2012) showed that individual mussels did not apparently cool as a result of gaping, but suggested that entire beds of mussels, acting in concert, could lead to overall cooling.

Biomimetic sensors, unless attached to or imbedded in a living animal, can thus only provide information on potential body temperatures in the absence of behavioral thermoregulation (Adolph, 1990; Buckley et al., 2013; Díaz et al., 2015). Thus, there is a pressing need to better understand the cues and behavioral “rules” that allow intertidal organisms to proactively move to appropriate microhabitats. Typically this has been accomplished by placing biomimetic sensors in a number of potential microhabitats, and then determining the factors that cause organisms to move among these options, usually in response to trade-offs such as food availability, thermal stress and avoidance of predators (e.g., Monaco et al., 2015). Understanding the relationships between body temperature, shell gaping/orientation behaviors, and desiccation, and to link these trade-offs to physiological and molecular responses (e.g., Williams et al., 2011; Gleason et al., 2017) remains a significant information gap. Examining these factors simultaneously, in both the field and under controlled laboratory settings would provide an understanding of thermal physiological thresholds and how the organisms balance trade-offs. Progress is being made in this arena (Table 3). Researchers in the U.K. and the Netherlands have developed a biomonitoring device called the Musselmonitor that measures the amount and timing of mussel shell gaping using hall effect sensors (Allen et al., 2010). This device has been used on the freshwater zebra mussel (Driessena polymorpha) and the blue mussel (Mytilus edulis). A repeated pattern of shell gaping and closing is a signal of poor water quality. Mussels that spend the vast majority (70–80%) of their time with their shell open indicate good water quality. This device may be used to record early warning indicators of water quality in local areas of saltwater or freshwater, and can even be used to test drinking water quality. Hall effect sensors have also been used with oysters to investigate seasonal shell gaping patterns (Comeau et al., 2012) and gaping in response to the presence of toxic dinoflagellates (Nagai et al., 2006).



Table 3. Behavioral datalogging methods and technologies for intertidal organisms.
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A device recently developed by Miller and Dowd (2017) used low cost custom-built printed circuit boards (PCBs) with type K thermocouples, waterproofed hall effect sensors, and an accelerometer/magnetometer to track mussel body temperature, shell gape, and orientation continuously in the field for a period of 21 days. The hall effect sensor, also used in the Musselmonitor, produces a magnetic field across the mussel's two half-shells where the output voltage gradient is proportional to the amount of shell gape. This type of system in the future should be used in controlled laboratory experiments along with other sensors to examine how mussel body temperature, respiration, heart rate, orientation, and shell gape all influence each other and determine the physiological performance of an individual under different conditions. Although these new datalogging capabilities provide researchers with valuable data, they are wired sensors which presents problems for trying to obtain long-term (>1 month) data sets from the field.

We also know surprisingly little about the role of predictability in the environment (temporal autocorrelation) in driving any of these behavioral responses (Helmuth et al., 2006; Dong et al., 2017). Some organisms may be able to behaviorally respond to immediate environmental conditions, for example by quickly moving during low tide to reach shaded microhabitat before critical levels occur. However, many species can only move during high tide, and “hunker in place” at low tide (Ng and Williams, 2006). In order for these organisms to successfully use appropriate microhabitats or to otherwise modify their behavior they must predict, at some level, the likelihood of near-term extreme events based on current conditions. Specifically, environmental conditions need to be temporally autocorrelated, i.e., when extreme conditions on Day 1 presage extreme conditions during the next low tide (Szathmary et al., 2009). However, at the few sites where this idea has been tested (Helmuth et al., 2006; Dong et al., 2017) the most extreme sites are often the least temporally autocorrelated.




FUTURE DEVELOPMENTS IN INTERTIDAL DATALOGGING

The development of newer, more complex biomimetic devices has been enhanced by open-source hardware (microcontroller circuit boards) and software programs such as Arduino and Raspberry Pi. These programs are revolutionizing the way marine scientists can collect oceanic data and have already been used in novel devices such as a microplastics sensor (Edson and Patterson, 2015), a CTD data logger (Lockridge et al., 2016), and a chlorophyll sensor (Leeuw et al., 2013). Novice engineers and programmers can learn to use microcontrollers to build electronic devices (e.g., dataloggers, robots, lights) for customized projects. These microcontrollers can be plugged into a computer via a USB cord and programmed using their corresponding computer applications (e.g., Arduino: Integrated Development Environment). Once programmed, a microcontroller will carry out the user-defined functions within the electrical circuit. First prototypes are typically designed by manually connecting the microcontroller to a solderless breadboard with integrated circuits (usually sensors and actuators) that are connected by jumper wires to form the full circuit. For projects that require smaller, more compact devices, these prototype designs can be documented (i.e., mapped) and submitted for development into custom printed circuit boards (e.g., Miller and Dowd, 2017).


Case Study: Biomimetic Mussel Bed

A project currently underway seeks to develop a biomimetic mussel bed that circumvents some of the issues associated with traditional robomussels. The biomimetic mussel bed consists of 23 mussel-shaped biomimics of sizes ranging from 25 to 60 mm in length—about the size of adolescent-adult M. edulis mussels found in muddy embayments and rocky shores on the East Coast of North America. These robomussels are synthesized using a colored UV resistant polyurethane rubber (Econ-80 from Smooth-On) a hard rubber material that closely matches the specific heat of live mussel tissue. The 2-part liquid polyurethane mixture can be poured into a silicone mold of several mussel shaped cavities all of which are fitted with nylon bolts, and two of which are fitted with type K thermocouple sensors. These thermocouples are then connected to an Arduino circuit board encased in a waterproof housing. Each mussel [including the experimental unit(s)] is then secured to an acrylic platform using nylon-insert locknuts, eliminating the need for marine epoxy. It can also be bolted to rock (Figure 7) or affixed to muddy bottom using thin rebar.
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FIGURE 7. A robomussel bed prototype deployed in the rocky intertidal zone in Nahant, MA USA. The robomussels in this prototype are colored white in order to collect preliminary data on how albedo may affect the accuracy of biomimetic devices.



The Arduino is a microcontroller that can be programmed in the Arduino Integrated Development Environment (IDE) using the C/C++ programming languages. The board can be programmed to collect temperature measurements at any customized interval and stores them on a micro SD card. In addition, it uses software interrupts to go into a power-off mode between readings to further conserve power and can extend battery life for over a year (battery life depends on sampling interval). The logger is configured with two thermocouples, allowing for the simultaneous data collection of two different mussels within the bed. However, it uses the One-Wire library so more sensors may be added to the same data line with ease4.

The project also offers a customized solution for simultaneously logging body temperatures of Nucella lapillus gastropod predators foraging on mussels using biomimics. Casts of Nucella shells have been constructed to log body temperature of individuals at different positions on the mussel bed. The bed contains screw-in attachment points both on the top and bottom of the bed. Therefore, it is useful for gaining insight into the temperatures experienced by an intertidal predator and its prey based on spatial position. Nucella biomimics can be colored which helps account for the effects of albedo of the different color variants found in the wild. Therefore, the logger allows researchers to better understand the role of albedo and spatial position in shaping an organism's thermal experience.



In situ Movement Tracking

Radio-Frequency Identification (RFID) technology has been used in prior intertidal research for tracking organismal behavior. Nucella ostrina gastropods have been shown to advantageously venture into risky areas (i.e., areas closer to thermal maxima) for increased access to food by using the timing of the tide to their advantage (Hayford et al., 2015, 2018). These same investigations found that RFID can be used to replace traditional tagging or marking methods in the intertidal. Their results showed that RFID tagging methods are 10-fold more efficient as a mechanism for relocating specific individuals than were traditional means.




CONCLUSIONS

Significant advances in temperature logging in intertidal systems have provided significant insights in to how this model system will continue to respond to the ongoing threat of climate change. Advances in logger design, both in terms of materials used to construct loggers as well as the size, battery life, and live transmission of data make biomimetics ever more powerful for a wider range of species. A major limitation still lies in understanding the role of thermoregulatory behavior by intertidal animals, both through movement to microhabitats but also through non-movement thermoregulatory behavior. New tools for tracking movement through RFID and for monitoring behaviors such as gaping are opening avenues of research, but they must be coupled with a better understanding of the “grain size” of the environment that the organism perceives. A small crab that is able to scuttle to safety in a crevice when its body temperature exceeds a critical threshold will experience very different temporal and spatial patterns of small-scale refugia than will a large seastar that is limited both by availability of sufficiently large hiding places as well as by movement speed. In contrast, by virtue of a significantly greater thermal inertia, a larger animal may have less need of a hiding place except during extreme events (Monaco et al., 2015). All of these organism-environment interactions are occurring simultaneously at a single site, yet without insights in to the way that they experience their environments and one another our expectations of the impacts of environmental change will likely fail (Broitman et al., 2009; Gilman et al., 2015; Hayford et al., 2015).

The development of data sensing and logging tools that are accurate and most importantly relevant to the species of experimental interest is now more important than ever. This instrumentation must be combined with laboratory and field experiments that holistically evaluate the state of the species from an assemblage-based perspective. Once these approaches are taken, they may potentially be scaled up to regional assessments of species performance and distribution (e.g., Woodin et al., 2013). Advanced biologging techniques will allow for more accurate ecological forecasting that enhances our understanding of what to expect in the future. There are many unique challenges to monitoring intertidal organisms, however the rapid pace of technological improvement is making these challenges easier to overcome, and thus promises new insights from this model system.
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Fine-Scale Tracking of Ambient Temperature and Movement Reveals Shuttling Behavior of Elephants to Water
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Movement strategies of animals have been well studied as a function of ecological drivers (e.g., forage selection and avoiding predation) rather than physiological requirements (e.g., thermoregulation). Thermal stress is a major concern for large mammals, especially for savanna elephants (Loxodonta africana), which have amongst the greatest challenge for heat dissipation in hot and arid environments. Therefore, elephants must make decisions about where and how fast to move to reduce thermal stress. We tracked 14 herds of elephant in Kruger National Park (KNP), South Africa, for 2 years, using GPS collars with inbuilt temperature sensors to examine the influence of temperature on movement strategies, particularly when accessing water. We first confirmed that collar-mounted temperature loggers captured hourly variation in relative ambient temperatures across the landscape, and, thus, could be used to predict elephant movement strategies at fine spatio-temporal scales. We found that elephants moved slower in more densely wooded areas, but, unexpectedly, moved faster at higher temperatures, especially in the wet season compared to the dry season. Notably, this speed of movement was highest when elephants were approaching and leaving water sources. Visits to water showed a periodic shuttling pattern, with a peak return rate of 10–30 h, wherein elephants were closest to water during the hotter times of the day, and spent longer at water sources in the dry season compared to the wet season. When elephants left water, they showed low fidelity to the same water source, and traveled farther in the dry season than in the wet season. In KNP, where water is easily accessible, and the risk of poaching is low, we found that elephants use short, high-speed bursts of movement to get to water at hotter times of day. This strategy not only provides the benefit of predation risk avoidance, but also allows them to use water to thermoregulate. We demonstrate that ambient temperature is an important predictor of movement and water use across the landscape, with elephants responding facultatively to a “landscape of thermal stress.”

Keywords: Loxodonta africana, thermoregulation, GPS telemetry, temperature, water, habitat, shuttle


INTRODUCTION

Ranging behavior of mammals is influenced by an optimization of multiple ecological drivers, from maximizing resource acquisition and habitat selection (Fortin et al., 2003; Bastille-Rousseau et al., 2018), to minimizing predation risk and competition (Valeix et al., 2009; Thaker et al., 2011; Vanak et al., 2013). We have a strong understanding of movement strategies based on the ecology of animals, but the importance of animal physiology in driving movements is becoming increasingly apparent. For example, the energetics of movement strongly influence how terrestrial carnivores use terrain and other habitat features during hunting (Scantlebury et al., 2014; Williams et al., 2014; Bryce et al., 2017). Similarly, the intensity of locomotion (number of strokes) of Weddell seals (Leptonychotes weddellii) directly affects post-dive oxygen consumption (Williams et al., 2004). In ungulates, adaptation to temperature fluctuations influence activity patterns (Hetem et al., 2011; Shrestha et al., 2012) and in savanna elephants (Loxodonta africana), chronic stress can restrict the home-ranges of herds and increase use of refugia (Jachowski et al., 2012, 2013; Wato et al., 2016). With advances in animal telemetry allowing for the incorporation of a range of sensors (Kays et al., 2015), and the rapidly developing field of movement ecology (Nathan et al., 2008), we now have an opportunity to understand movement strategies not only as an outcome of balancing ecological drivers, but as a function of physiological requirements and constraints.

One of the strongest drivers of how animals use their environment is ambient temperature (Shrestha et al., 2014; Mitchell et al., 2018). Animals respond to environmental temperature by thermoregulating with physiological adaptations and behavioral strategies (Angilletta, 2009). Most desert dwelling mammals have multiple physiological adaptations to reduce water loss (Cain et al., 2006; Fuller et al., 2014), but they also shift their activity peaks to cooler times of the day or are nocturnal (Walsberg, 2000; Aublet et al., 2009). Occupying habitats or using environmental features that either promote heat loss, such as water sources, or reduce heat gain, such as shade under dense vegetation, constitutes an important class of behavioral responses to heat stress. For example, moose (Alces alces) seek refuge from high temperatures in shady coniferous forest in summer (van Beest et al., 2012), and Arabian oryx (Oryx leucoryx) select for covered sites during the hottest part of the day (Hetem et al., 2012). Some landscape features, such as water sources, may promote both behavioral and physiological thermoregulation. Replenishment of body water reserves staves off dehydration, and also makes evaporative cooling a viable thermoregulatory strategy (Dunkin et al., 2013). Hence, large herbivores such as Cape buffalo (Syncerus caffer) and savanna elephant both wallow as well as drink at water sources to cool down (Prins, 1996; Bennitt et al., 2014; Purdon, 2015).

When water sources are limited, mammals must balance the thermoregulatory benefits against the costs of increased predation and competition (Valeix et al., 2009; Cain et al., 2012; Chamaillé-Jammes et al., 2013; Owen-Smith and Goodall, 2014). Individuals may attempt to avoid such costs by shuttling, i.e., moving frequently between water and safer sites, but this movement increases travel costs and decreases time that could have been spent foraging or resting (Johnson et al., 2002; Cain et al., 2012; Chamaillé-Jammes et al., 2013; Giotto et al., 2015). Water-dependence can introduce periodicity to movement strategies in the short term, and may further result in strong fidelity to known water sources (Giotto et al., 2015). Long term seasonal differences in the distribution and accessibility of water can also influence movement strategies; for example, buffalo in the Okavango delta are closer to permanent water sources in the dry season, when ephemeral sources dry up and water availability across the landscape is reduced (Bennitt et al., 2014). Thus, for mammals living in hot arid and semi-arid areas, temperature is the underlying environmental driver that dictates when and how frequently they access water.

Here we investigate how ambient temperature drives the ranging behavior of the largest land mammal, the savanna elephant. The large size of the elephant makes heat dissipation a greater challenge than heat retention (Wright and Luck, 1984; Williams, 1990). In response, elephants use a range of thermoregulatory strategies, involving both physiological and behavioral mechanisms of losing heat (Buss and Estes, 1971; Wright and Luck, 1984; Myhrvold et al., 2012; Dunkin et al., 2013; Mole et al., 2016). For example, elephants seek shade (Kinahan et al., 2007b), lose heat via the trunk (Williams, 1990), and flap their ears (Hiley, 1975; Wright, 1984; Wright and Luck, 1984), as non-evaporative cooling strategies. At larger spatio-temporal scales, elephants avoid thermal stress by shifting their activity peaks to cooler times of the day, and selecting for thermally stable landscapes with lower variation in daily temperatures (Kinahan et al., 2007a). Elephants are also heavily water dependent, and make periodic visits to water to hydrate, as well as to use evaporative cooling to thermoregulate (Dunkin et al., 2013; Valls-Fox, 2015). Thus, at the landscape scale, environmental temperature and the distribution of accessible water are expected to be important drivers of elephant movement strategies (Purdon and van Aarde, 2017; Wato et al., 2018). Yet, there has been little work to understand the role of thermoregulation on the dynamic landscape-scale movement decisions of elephants (Dunkin et al., 2013). Although other studies have examined the effect of temperature on animal movement, this key environmental predictor is typically derived from global environmental datasets, such as BIOCLIM (Guralnick, 2006), remotely sensed satellite data (Purdon and van Aarde, 2017), or weather station data (Purdon and van Aarde, 2017). Such data, however, are either temporally or spatially mismatched to the scale of animal movement. Here, we use high-resolution position data from GPS telemetry, coupled with instantaneous data from temperature loggers on GPS collars, to track both elephant movement and variation in ambient temperature across the heterogeneous savanna landscape. We first establish that collar temperature is well predicted by ambient temperature, and thus can be used as a fine-scaled measure of variation in the thermal landscape. This approach allows us to test the hypothesis that relative differences in ambient temperature are an important driver of movement strategies of elephants in Kruger National Park, South Africa. We then closely examine movement behavior in relation to water visits, focusing in particular on the distance traveled and movement rates as elephants approach and leave water sources. With dynamic tracking of the variable thermal landscape and movements at fine spatio-temporal scales, we show how water dependency in wild savanna elephants is dictated by variation in environment temperature.



METHODS


Elephant Tracking Data

The study was conducted in the central and southern part of Kruger National Park (extent: 31.1 °E−32.0 °E, 23.9 °S−25.4 °S) in South Africa, where 14 female African elephants, each from a different herd, were fitted with GPS logger collars (African Wildlife Tracking, Figure 1) set to record a location every half hour. Details of the capture and collaring of these elephants can be found in Birkett et al. (2012). Collars on elephants had inbuilt temperature loggers that were mounted on the GPS chipset, and the entire electronic unit was embedded in dental acrylic. The temperature recorded by the collar-mounted sensor is a combination of ambient, circuit-generated and elephant body temperature (African Wildlife Tracking, pers. comm.). For this study, we used location and temperature data from 14 collared elephants over 731 days between August 2007 and August 2009. We classified the data from the study period into the dry and wet seasons based on actual rainfall data during those years (as per Birkett et al., 2012). Each elephant was tracked for an average of 562 days (SD = 175; range = 260–723) over the study period. We obtained 283,737 GPS positions in total from 14 elephants, with roughly equal points in the dry (n = 138,764) and wet seasons (n = 144,973).
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FIGURE 1. Study area (red circle, inset) in Kruger National Park (KNP), South Africa, showing: Park boundary (gray line), seasonal, and perennial rivers (solid blue lines), open waterholes (blue circles), location of the Skukuza flux tower (star) and positions of 14 elephants over 2 years between August 2007 and 2009 (red points). Only a subset of elephant positions (noon and midnight) are shown for better visibility (red points).





Landscape Data

We obtained the following landscape-level data for the study area: (1) percent woody cover, extracted from Bucini et al. (2010), (2) map (line shapefiles) of all waterways logged on OpenStreetMap (n = 939), and (3) locations of active park waterholes (n = 124, South African National Parks). Waterways in the study area included perennial and seasonal rivers (nperennial = 72, nseasonal = 11), streams (nseasonal = 460, nperennial = 363), and one canal. Seasonal rivers and streams were only included in the calculations for the wet season, when we expected them to have water. Waterholes in the study area were of different types and included boreholes (n = 74), concrete dams (n = 8), concrete weir dams (n = 5), earthen dams (n = 30), and pipeline troughs (n = 7). All open waterholes were included in the distance to water calculations in each season. Waterholes were on average 4 km (SD = 3.2 km; range = 0.1–14 km) from each other.

We obtained two measures of ambient temperature at different spatio-temporal scales. At a fine temporal scale, we obtained half-hourly ambient temperature data from the flux tower at Skukuza (24.9°S, 31.5°E from a Rotronic HygroClip2 Temp/RH probe mounted at 16 m height; South African National Parks) over the study period. Ambient temperature data from the Skukuza flux tower (n = 52,608) ranged from 5.6 to 39.3°C in the dry season and 4.2 to 36.9°C in the wet season (seasons defined as per Birkett et al., 2012); daily means ± SD were 21.9 ± 5.4°C and 21.5 ± 5.2°C in the dry and wet seasons, respectively.

At the coarse landscape-scale, we obtained surface reflectance satellite images of the study area taken in the low-gain thermal infrared range (Band 6; wavelength 10.4–12.5 μm; units: Kelvin, converted to degree Celsius) by the Thematic Mapper sensor onboard LANDSAT-5 over the study period (US Geological Service; Schmidt et al., 2013). These remote sensing data were obtained and handled at a resolution of 30 m using Google Earth Engine (Gorelick et al., 2017). As our study area is covered by three separate LANDSAT-5 scenes, we obtained a variable number (minimum = 8) of surface reflectance thermal snapshots at each point from LANDSAT-5 over the study period with < 10% cloud cover. We created a spatial composite in Google Earth Engine, and then averaged those at each position; the resulting two-year-mean raster comprised 15,249,291 data points covering the study area. Because LANDSAT-5 crossed the study area between ~08:30 h and 09:00 h, the data represent only the diurnal thermal landscape (temperature range: 19.4–33.8°C).



Collar Temperature as a Measure of the Thermal Landscape

We tested whether collar temperatures capture variation in the thermal landscape as experienced by elephants at two spatio-temporal scales. At a fine temporal scale, we tested the relationship between collar temperature data with ambient temperature data from the Skukuza flux tower. For this, we collated all elephant positions that were within a 10 km radius of the Skukuza flux tower between 2006 and 2011 (1,706 days; three elephants, n = 7,672 in dry season, 21,181 in see addition wet season). For each hour of day, we constructed a linear mixed model (LMM) with collar temperature as the response variable, ambient temperature from the flux tower and season as fixed effects, with elephant identity and hour of day as random effects.

We then created Bland-Altman limits of agreement plots (Bland and Altman, 1986), with modifications suitable to repeated measures (Myles and Cui, 2007) to examine deviations of collar temperature from the ambient temperature recorded by the flux tower. The modification consisted of deriving the limits of agreement as the mean ± standard normal deviate [(1.96) * standard deviation attributable to elephant identity] from the LMM above. We took the average of the standard deviation due to elephant identity over each hour to obtain general limits of agreement for a Bland-Altman plot for this data.

At the large spatial scale, we used a linear mixed model to test whether elephant collar temperature was influenced by the following environmental variables: LANDSAT-5 temperature at that location, percent woody cover, and season, with elephant identity as a random effect. We then tested the significance of each fixed effect using a Type II Wald chi-squared test. Since LANDSAT-5 provides data only during the morning, we restricted this analysis to only using collar temperature data between 08:00 h and 10:00 h each day (n = 35,135).



Elephant Movement in Relation to Temperature, Water, and Habitat Features

To test whether collar temperature was a significant predictor of elephant movement, we used a generalized additive mixed effects model (GAMM) on the speed of movement (km/h). The GAMM also included season as a categorical fixed effect, density of woody vegetation as a continuous fixed effect, and elephant identity as a random effect. We did not include distance to water as a predictor variable in this analysis because that parameter would not distinguish between the movement toward or away from water. We also did not include time of day in the analysis because it is strongly correlated with collar temperature (see Figure 3A).

To understand how elephants are distributed relative to water sources we compared actual locations of elephants to 200,000 random points in the landscape in each season using a Kolmogorov-Smirnov test. We then identified GPS positions at which elephants entered and exited a 200 m buffer zone around water sources. We used a 200 m buffer (approximately mean step length for elephant is 195 m in 30 min) to capture visits to water that may have occurred between successive GPS position fixes. We grouped each individual's positions into a set of track segments as follows: Each segment began with the first location when the elephant exited the 200 m buffer around the water source (pt0, Figure 2), and ended when the elephant re-entered a 200 m buffer (at the same or different water source; ptn, Figure 2). We further identified consecutive GPS positions within the 200 m buffer and classified those as residence at water (ptw, Figure 2). The last position of each segment could either be followed by residence at water, or by the first position of the next segment. Positions were not duplicated between segments and residence at water, i.e., a segment end point ptn was never classified as a residence at water point ptw.
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FIGURE 2. Schematic of elephant track segments between water points. The positions of elephants (black squares, denoted by ptx) from GPS transmitters on collars within 200 m (green area) of a water source (river: blue rectangle, waterhole: blue circle) were identified as visits to water. For each individual elephant i, we identified track segments j (solid lines, denoted segij) as the path joining all positions chronologically between successive departures from and arrivals at water points. Each segment began as the elephant departed the 200 m zone around water (green rhombi, pt0), and ended at the position where the elephant arrived within a 200 m zone around water (orange circle). Positions at which elephants were continuously within 200 m of a water source (black square, ptw) are joined by a dashed line, and were not included in the characterization of segments away from water. We calculated the time-difference between each segment's start and end points as the segment time (tseg), and identified the segment's midpoint (purple triangle, pt50) as the elephant position when half the segment time had elapsed (tseg/2). We computed the distance traveled between successive positions (ptx → ptx+1) in a segment as the steplength (v), and the sum of all v in a segment as the distance traveled along the segment (segment distance, dij). We calculated the linear distance (segment displacement, D) between each segment's start and end points. Finally, we obtained the linear distance from each elephant position to the nearest water source (dw), the relative change in distance to water at each position (Δdw = dw2-dw1), and the collar temperature at each position (Tx).



We calculated the linear distance (hereafter segment displacement) between the start and end positions of a segment (D, Figure 2). Next, we computed the actual distance moved along each segment dij (hereafter, segment distance d) as the sum of the steplengths [image: image], Figure 2), i.e., the cumulative distances between successive points along a segment (ptxij to ptx+1ij). We also calculated the time difference between the start and end positions of a segment as the segment duration. To standardize segments of different durations, we calculated the proportion of the segment completed at each position along the segment, such that the segment start (pt0 in Figure 2) had a value of 0, and the segment end (ptn) had a value of 1. We characterized the distance to water, collar temperature, and elephant speed at each position in relation to the proportion of the segment traversed.

We then used a segmentation and clustering method that identifies stationary phases in a time series (Picard et al., 2007) to classify positions in each segment based on the change in distance to water at that position in the segment (see dw1 and dw2, Figure 2). The algorithm clustered segments into three classes of behavioral states: (1) Movement away from water, represented by successive positive values of change in distance to water dw; (2) no change in position relative to a water source, which was expected to be represented by low variance in values of dw; and, (3) movement toward water, which would be represented by successively decreasing distances to water, and, thus, consistent negative values of dw. The minimum length criteria required for determining each behavioral state was 5 GPS positions (2.5 h for data collected at 30 min intervals). We removed segments of over 120 h duration from further consideration as these may represent trips to water sources that are unmapped or ephemeral (n = 26,347, 9.3% of data away from water). Each of the three behavioral states described above could recur in a segment so long as the minimum length criterion was met, and the total number of state changes was 4 or fewer (five possible phases overall; minimum segment duration required = 25 positions or 12.5 h; maximum allowed duration = 120 h). We identified a total of 2,835 segments, comprising of 137,106 positions (~ 48% of the raw data) that met the duration criteria required by the stationary-phase based clustering algorithm. From these, we identified points where the behavioral state changed from state 2 (no change relative to water) to state 3 (movement toward water). We used a LMM to determine whether collar temperature and season influenced when elephants begin to move toward water (i.e., “start seeking water,” as defined by a state change from 2 to 3), with elephant identity as a random effect.

We used the R statistical environment (R Core Team, 2017) for all analyses, and, specifically, the lme4, mgcv, segclust2d, move, and sf packages to implement LMM, GAMM, stationary phase classification, and general movement and spatial data analyses, respectively (Wood, 2013; Bates et al., 2014; Kranstauber and Smolla, 2016; Patin et al., 2018; Pebesma, 2018). Figure 1 was generated in QGIS 3.2 (QGIS Development Team, 2018), Figure 2 was generated in Inkscape 0.92.3, and the remaining figures were generated in R.



Ethical Statement

Ethics approval for the capture, handling and collaring of elephants was obtained from the University of KwaZulu-Natal Animal Ethics Committee (Ref: 009/10/Animal). This project was also approved by the South African National Parks (Ref: SLOR660).




RESULTS


General Elephant Movement

Over the two-year study period, collared elephants traveled on average 7.4 (SD = 1.8) and 7.9 (SD = 1.8) km each day in the dry and wet seasons, respectively (LMM estimate = 603.8, t-value = 7.4, Wald II chi-square test X2 = 55.3, p < 0.01, with individual elephant variation explaining only 4% of the variance).



Collar Temperatures as a Measure of the Thermal Landscape

Collar temperatures were well predicted by ambient temperatures at both the fine temporal scale and large spatial scale. At the fine temporal scale, collar temperatures from elephant positions ≤ 10 km away from the Skukuza flux tower were well predicted by hour-matched ambient temperatures from the flux tower (LMM estimate = 0.69; t-value = 121.8; Wald II chi-square test X2 = 14,837, p < 0.01) and by season (estimate = 0.78; t-value = 15.6; Wald II chi-square test X2 = 243.2, p < 0.01; Figures 3A,B). Of the random effects, elephant identity explained 6.9% of the variance, while hour of day explained 14.2%; the residual variance was 21.4%.
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FIGURE 3. (A) Mean collar temperature (solid lines) and measured ambient temperature from Skukuza flux tower (dashed lines) at each hour of day in each season (dry: red lines, wet: blue lines) over the study period. Ninety-Five percent confidence intervals (CI) about each line are shaded. (B) Correlation between mean collar temperature from elephants within 10 km of the Skukuza flux tower (from n = 3 elephants) and time-matched ambient temperatures measured by the flux tower in each season (dry: red circles, wet: blue triangles). The dashed line denotes the line of identity where collar temperature equals ambient temperature. Bars represent 95% CI at each point. (C) Bland-Altman limits of agreement plot comparing collar temperatures and ambient temperatures from the Skukuza flux tower, accounting for repeated measures of individual elephants and hour of day (n = 28,853 total comparisons). The bias between the two measures at each mean temperature is marked by symbols colored by season (dry: red circles, wet: blue triangles). The black dashed line marks zero difference between the two measures. The upper and lower limits of agreement are shown as the standard normal deviate (1.96) times the standard deviation due to elephant identity, and are marked by solid blue lines, while the mean difference in measures is marked by the solid red line.



Elephant identity and hour of day as random effects contributed a standard deviation of 5.3°C which, after multiplication by the standard normal deviate (1.96), was used as the range of agreement between the two temperature measures (Figure 3C for Bland-Altman plot). We further found that the mean of the two temperature measures modeled as a thin-plate spline smoothed term was a significant predictor of the difference between the ambient and collar temperatures in each season (GAM, p < 0.01, adjusted R2 = 0.75). The GAM fits are increasing curves over the range 15°C−35°C, indicating that the correspondence between collar temperature and flux tower temperature is best at lower temperatures, and decreases at higher temperatures (Figure 3C; cf. Figure 3A).

At the large spatial scale, daytime collar temperatures were also well predicted by the two-year mean LANDSAT-5 temperature (LMM estimate = 0.9, t-value = 4.2; Wald II chi-square test X2 = 17.9, p < 0.01) and season (LMM estimate = 0.3, t-value = 6.0; Wald II chi-square test X2 = 36.3, p < 0.01). Percent woody cover was also a predictor of collar temperature at this scale (LMM estimate = 0.01, t-value = 2.2; Wald II chi-square test X2 = 5.0, p = 0.03).

Overall, we conclude that collar temperature captures variation in environmental temperature at the spatio-temporal scale of interest, and may be used as a reliable indicator of the variation in thermal landscape as experienced by elephants in the study area.



Elephant Movement in Relation to Temperature, Water, and Other Habitat Features

Based on data from all collared elephants over the 2 year study period, we found that collar temperature was a significant predictor of speed (GAMM F = 4,544, p < 0.01, Figure 4A). Elephants moved faster in the wet season (0.42 ± 0.49 km/h SD) than the dry season (0.39 ± 0.46 km/h SD, GAMM estimate = 15.6, t-value = 17.8, p < 0.01). The speed of elephant movement was also lower in denser woodlands (GAMM estimate = −1.6, t-value = −47, p < 0.01, Figure 4B).
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FIGURE 4. Speed of elephant movement in relation to (A) collar temperature (at 2°C intervals) and (B) % woody cover (at 5 unit intervals) in the dry (red circles) and wet season (blue triangles). GAMM fit (lines) and 95% confidence intervals (vertical line ranges and shaded areas) are shown for each season separately.



Elephants were distributed closer to water than would be expected by chance (Kolmogorov-Smirnov test; dry season D = 0.09, p < 0.01, wet season D = 0.08, p < 0.01). Collared elephants were on average 1.5 km (range: 0–8.6 km) and 0.9 km (range: 0–5.9 km) from the nearest water source in the dry and wet seasons, respectively (LMM estimate = −653.8, t-value = –147.9, Wald II chi-square test X2 = 21,886, p < 0.01). Elephant locations were ≤ 200 m from a water source 21.6% of the time (n = 61,252 positions; 19.6% of dry season points; 23.5% of wet season points). From these positions, elephants spent on average 2.6 h (± 2.7 SD) in continuous residence at water in the wet season and 3.5 h (± 4.1 SD) at water in the dry season (LMM estimate = −0.86, t-value = −11.0, Wald II chi-square test X2 = 121.4; p < 0.01). Collar temperatures were on average 29.5°C (± 6.4 SD) while elephants were at a water source, with an effect of season (dry season mean = 29.8°C, wet season mean = 29.2°C; LMM estimate = −0.4, t-value = −7.5, Wald II chi-square test X2 = 56.8; p < 0.01) and hour of day (LMM estimate = 0.1, t-value = 13.9, Wald II chi-square test X2 = 192.4; p < 0.01).

Shuttling behavior to water sources in the dry season typically began at 14:00 (± 5 h SD), when elephants left water, and ended at 11:00 (± 5 h SD) when they returned to water. In the wet season, this segment of movement typically began at 13:00 (± 5 h SD) and ended at 10:00 (± 5 h SD). While moving along these segments, elephants traveled 12 ± 8.5 km over 31 ± 20 h in the dry season, and 10 ± 7 km over 27 ± 7 h in the wet season (all values are mean ± SD; see dij in Figure 2). In 92 % of segments (n = 2,570 segments), the segment displacement (D, Figure 2) was ≥500 m, with a small seasonal difference (mean = 3.8 ± 3.7 km SD in the dry season, 3.6 ± 3.5 km in the wet season; LMM estimate = −273.9, t-value = −2, Wald II chi-square test X2 = 4.2; p = 0.04). Segment displacement positively correlated with segment distance traveled in both the dry and wet seasons (t-value = 29.6; Wald II chi-square test X2 = 875.2; p < 0.001; Figure 5).
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FIGURE 5. Segment displacement (km) between successive visits to water was positively correlated with the distance traveled along the segment (km). Vertical line ranges show 95% confidence intervals around mean values for the dry season (red circles) and wet season (blue triangles), respectively. The solid black line denotes values where displacement = distance.



Elephants moving along segments traveled at most a distance of 2.6 km (±1.2 SD; range = 0.4–6.9 km) and 1.9 km (± 0.9 SD; range = 0.4–6 km) from the nearest water source in the dry and wet seasons, respectively (dw in Figures 2, 6A; LMM estimate = −0.5, t-value = −88, Wald II chi-square test X2 = 7886.2; p ≤ 0.01). Elephants moved at an average speed of 0.4 km/h (± 0.2 SD; range = 0.1–1.5 km/h) along segments, with only minor seasonal differences (Figure 6B; LMM estimate = 0.01, t-value = 3.8, Wald II chi-square test X2 = 14.4; p < 0.01). Notably, however, elephant speed was highest in the initial (mean ± SD = 0.6 ± 0.6 km/h) and final (mean ± SD = 0.8 ± 0.8 km/h) tenth of each segment, and lowest at the segment midpoint (mean ± SD = 0.3 ± 0.4 km/h); this represents a slowing down to 46% of initial speed (approximately half as fast) between the segment start and midpoint, and then a speeding up to 137% (around 1.5 times faster) of initial speed at the segment end (Figure 6B; LMM estimate = 0.1, t-value = 52.3, Wald II chi-square test X2 = 2738.6; p < 0.01). Collar temperature at the beginning of the segment, as elephants were leaving water, was 29.6°C (± 6.1 SD), dropping to a mean of 26.0°C (SD = 6.22) at segment midpoints, and rising to 30.2°C (± 6.3 SD) at segment endpoints when elephant returned to water (Figure 6C; LMM estimate = 1.1, t-value = 21.1, Wald II chi-square test X2 = 442.9; p < 0.01). Seasonal differences in collar temperature were detected (LMM estimate = −0.2, t-value = −5.7, Wald II chi-square test X2 = 32.1; p < 0.01) but were within the sensitivity of the loggers (1°C).
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FIGURE 6. Elephant movement variables along segments between water points at 10% intervals of the segment stage (measured in time): (A) distance to the nearest water source (km), (B) speed (km/h), and (C) collar temperature (°C). Points are separated by season (dry = red circles, wet = blue triangles), and connected by lines. Ninety-five percent confidence intervals around each point are shown (note: CI may be too small to be visible for some points).



From the stationary-phase based clustering algorithm analysis, we identified 2,111 state-change points where elephants began to move toward water (n = 1,003 in dry season; 1,108 in wet season). Although elephants began moving toward water at a higher temperature in the dry season than the wet season, this difference was small, with the dry season state change mean only 1°C higher than the wet season mean (dry season mean ± SD = 26 ± 6.4°C, wet season mean = 25 ± 6.1°C; LMM: t-value = −4.1, Wald II X2 = 16.7, p < 0.01).




DISCUSSION

Heat dissipation is a major concern for large mammals, especially for mega-herbivores such as the savanna elephant (Wright and Luck, 1984; Williams, 1990; Weissenböck et al., 2012). Here, we show that temperature and water-dependency are strong drivers of the movement of wild free-ranging savanna elephants across large spatio-temporal scales. In KNP, we find that elephants moved faster at higher temperatures. This is a counter-intuitive result, since elephants, like other savanna dwelling herbivores, are expected to reduce metabolic heat generation by resting during the hotter parts of the day (Kinahan et al., 2007a; Leggett, 2010; Mole et al., 2016). If they have to move, they are expected to move slowly, which would generate metabolic heat at a lower rate (Rowe et al., 2013). Importantly, the high rates of movement of elephants in KNP were directed toward a water source, such that they moved fastest when approaching and leaving water, similar to that seen in elephants in Hwange National Park, Zimbabwe (Chamaillé-Jammes et al., 2013). Elephants in KNP were also closest to water at hotter times of the day (similar to Purdon and van Aarde, 2017), contrary to what is seen in other regions of southern Africa (Valeix et al., 2007; Loarie et al., 2009).

In general, elephants in KNP traveled 7–8 km per day, with very low seasonal differences. This is also unexpected, since savanna elephants in the broader southern African region are constrained around water holes during the dry season (“dry season bottleneck”: Owen-Smith, 1988; Loarie et al., 2009; Young et al., 2009), and only forage farther afield at the onset of the wet season (Birkett et al., 2012). However, in the southern region of KNP, the density of water holes and surface water is high, and, thus, accessible to elephants throughout the year. We find that speed of movement was marginally faster in the wet season compared to the dry season and matches expectations from earlier studies (Birkett et al., 2012; Chamaillé-Jammes et al., 2013). Although they are moving slightly faster in the wet season, likely because they are grazing more than browsing (Codron et al., 2006), the total distance moved by elephants is similar across seasons. Elephants also moved slower in more densely wooded habitats, irrespective of temperature, likely while foraging or seeking shade (Kinahan et al., 2007a).


The Importance of Accessing Water

The use of various thermoregulatory strategies, such as heat sinks, thermal windows, ear flapping, shade seeking, and dust bathing behavior, are well recognized for elephants (Wright, 1984; Williams, 1990; Kinahan et al., 2007b; Weissenböck et al., 2010; Myhrvold et al., 2012; Dunkin et al., 2013). Perhaps the most important strategy, however, is through evaporative cooling, especially since cutaneous water loss increases with ambient temperature (Dunkin et al., 2013). Thus, heat dissipation through evaporative cooling is more important than water conservation (Dunkin et al., 2013). In hot, water-scarce habitats within the range of savanna elephant, this thermoregulatory mechanism is expected to result in high daily water debt. Therefore, elephants should anchor their movement strategies to water sources (Dunkin et al., 2013). We find that elephants in KNP are rarely more than 1.5 km away from water, and spend ~22% of the time close to a water source, with longer residence at water during the dry season compared to the wet season. Their movement away from water shows a distinct cyclical pattern in all seasons, with a return to water peaking in frequency at a 10–30 h periodicity (see also Chamaillé-Jammes et al., 2013). During this shuttling, they rarely returned to within 0.5 km of the same water source. Furthermore, the distance that elephants moved between water sources was positively correlated to the total distance moved, indicating that elephants show low fidelity to water sources in KNP, unlike in other southern African countries (Loarie et al., 2009; Valls-Fox, 2015). While shuttling between water visits, elephants moved farther away from water sources and traveled for longer durations in the dry season compared to the wet, although there were marginal differences in the total distance they traveled along the route, or where they returned to. This is again in contrast to that seen in other regions, where elephants tend to move less and have greater site fidelity in the dry season than in the wet season (Loarie et al., 2009).

Water is required for thermoregulatory reasons and for maintaining osmoregulation. However, access to water has costs in terms of higher competition, and predation or poaching risk (Valeix et al., 2008, 2009; Rashidi et al., 2016). In areas with high poaching risk or human activity, elephants use water sources at night to reduce the risk of encountering humans (Von Gerhardt et al., 2014). On the other hand, predation risk at waterholes, especially from lions, typically peaks toward the cooler, night-time hours (Valeix et al., 2010). Therefore, animals looking to reduce predation risk should access water during the day (Valeix et al., 2009). However, animals generally avoid waterholes at the hottest time of the day due to the lack of cover [“sacrifice area”: (Brits et al., 2002)] which can induce thermal overloading. Indeed, herbivores across a range of body sizes move less and find shade during the hottest time of day (Walsberg, 2000; Hetem et al., 2007, 2012; Aublet et al., 2009; van Beest et al., 2012). In KNP, where water is easily accessible and the risk of poaching is low, elephants use short, high-speed bursts of movement to get to water at hotter times of the day. This strategy not only provides the benefit of predation risk avoidance, but also allows them to hydrate and immediately cool down. The advantage of never being too far from water is that elephants can benefit from both direct (evaporation) and indirect (reducing water debt from cutaneous evaporative water loss) cooling, since water is the fastest way for large herbivores to lose heat (Dunkin et al., 2013). By shuttling to water in this way, elephants can trade-off a number of ecological and physiological drivers, with physiology in the form of thermoregulation as an important determinant of movement at this spatio-temporal scale.



Using Collar-Mounted Temperature Sensors to Generate a Dynamic Thermal Landscape

The use of collar-mounted temperature sensors allowed us to capture the relative differences in the thermal landscape at the scale of animal movement decisions. Although the temperature recorded from these instruments is always higher than the ambient temperature (especially at higher ambient temperatures) because of the heat generated by the GPS circuitry as well as the animal, we show that the collar-mounted temperature data are still well correlated with ambient temperatures across space and time (as validated from both precise as well as extensive environmental data, even with the variation across seasons, time of day and percent woody cover). We recognize that a more accurate measure of both ambient temperature and heat incidence can be derived from either distributing a large number of temperature sensors in the landscape (Kinahan et al., 2007b) or from animal-mounted black-globe sensors (Hetem et al., 2007), or both (Shrestha et al., 2012, 2014). However, the former is logistically challenging to deploy at the large spatial scales required to capture temperature differences across habitat features. The latter is suitable only for animals that are unlikely to damage the delicate instruments. Our approach here, therefore, uses an instrument that is now easily included in most commercial GPS tracking collars, thereby enabling the examination of movement strategies as a function of relative ambient temperature conditions. We do caution against using such collar mounted sensor data to make inferences about the actual ambient, or the animal's body temperature.



The Need for Water to Thermoregulate has Management Implications

The incorporation of physiological factors into understanding animal ranging and distribution is now being highlighted as essential (Dunkin et al., 2013; Jachowski et al., 2013; Hetem et al., 2014). As large mammals are increasingly restricted to areas smaller than their natural home range (Packer et al., 2013; Di Minin et al., 2016), both the resources they require and the impact that they have on habitats becomes more intensive (Kerley et al., 2008). Thus, more comprehensive management planning, or more intensive management intervention, such as placement of artificial waterholes (cf. Mwakiwa et al., 2013; Hilbers et al., 2015) or food provisioning, can be necessary. Conventionally, managers only consider the ecological basis of such interventions, such as edge effects from boundaries (Laurance, 2000; Vanak et al., 2010) or the piosphere effect (Chamaillé-Jammes et al., 2009). Managers also consider the importance of a “landscape of fear” (Laundré et al., 2001; Cromsigt et al., 2013), and the potential use of this for achieving spatial heterogeneity in elephant distribution and their impacts on vegetation (SANParks, 2006). Here, we have demonstrated that the importance of facultative responses by elephants, which includes dependence on water, underpins their spatial decisions at the daily scale. Perhaps a physiologically based “landscape of thermal stress” may be a more important determinant of space use for a megaherbivore with low predation risk than the “landscape of fear.”

Considering animal movement from a physiological point of view could change the perspective of managers, and, therefore, the basis of their planning and interventions. For example, elephants are known to over-exploit vegetation around water sources (Chamaillé-Jammes et al., 2009), and, thus, managers close artificial water holes to reduce impact. However, water and water-points could be important limiting factors from a physiological rather than ecological perspective. We show that elephants are not site-faithful to water sources in KNP, where currently poaching for elephants is (still) minimal, and, thus, the removal of waterpoints in this reserve could have a greater impact on elephant biology, rather than the intended reduction of elephant-induced impact on vegetation. Reduced access to water may put more thermal stress on elephants, requiring them to walk farther and faster to water, and therefore increase their risk of mortality, especially in times of drought (e.g., Woolley et al., 2008). Such incorporation of both the ecological and physiological bases of animal movement strategies is fundamental to sustainable planning in the longer term, and can guide management interventions.
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Dive data collected from archival and satellite tags can provide valuable information on foraging activity via the characterization of movement patterns (e.g., wiggles, hunting time). However, a lack of validation limits interpretation of what these metrics truly represent in terms of behavior and how predators interact with prey. Head-mounted accelerometers have proven to be effective for detecting prey catch attempt (PrCA) behaviors, and thus can provide a more direct measure of foraging activity. However, device retrieval is typically required to access the high-resolution data they record, restricting use to animals returning to predictable locations. In this study, we present and validate data obtained from newly developed satellite-relay data tags, capable of remotely transmitting summaries of tri-axial accelerometer measurements. We then use these summaries to assess foraging metrics generated from dive data only. Tags were deployed on four female Weddell seals in November 2014 at Dumont d'Urville, and successfully acquired data over ~2 months. Retrieved archival data for one individual, and transmitted data for four individuals were used to (1) compare and validate abstracted accelerometer transmissions against outputs from established processing procedures, and (2) assess the validity of previously developed dive foraging indices, calculated solely from time-depth measurements. We found transmitted estimates of PrCA behaviors were generally comparable to those obtained from archival processing, although a small but consistent over-estimation was noted. Following this, dive foraging segments were identified either from (1) sinuosity in the trajectories of high-resolution depth archives, or (2) vertical speeds between low resolution transmissions of key depth inflection points along a dive profile. In both cases, more than 93% of the estimated PrCA behaviors (from either abstracted transmissions or archival processing) fell into inferred dive foraging segments (i.e., “hunting” segments), suggesting the two methods provide a reliable indicator of foraging effort. The validation of transmitted acceleration data and foraging indices derived from time-depth recordings for Weddell seals offers new avenues for the study of foraging activity and dive energetics. This is especially pertinent for species from which tag retrieval is challenging, but also for the post-processing of the numerous low-resolution dive datasets already available.
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INTRODUCTION

Foraging is a crucial behavior for animals, because obtaining adequate food supply is a basic requirement for all other life-history traits, such as survival, growth and reproduction (Stephens and Krebs, 1986). In marine environments, air-breathing diving predators must find, within the physiological constraints of breath-hold, resources that are heterogeneously distributed in patches across a 3-dimensional dynamic environment (Kooyman and Ponganis, 1998; Benoit-Bird et al., 2013; Goldbogen et al., 2015). In such instances, this selective force is likely very strong. Species may thus adopt foraging strategies and select environmental features associated with the resources needed to maximize reproductive success and survival (i.e., fitness) (MacArthur and Pianka, 1966; Charnov, 1976; Stearns, 1992; Krausman, 1999).

Studying predator-prey interactions is crucial to better understanding the sensory and energetic avenues air-breathing marine predators adopt to maximize resource acquisition in relation to their environment. Despite the importance of measuring foraging activity to this, its quantification in these animals is challenging because they spend most of their time at sea, and often feed on prey aggregated at depth. Consequently, we are only beginning to understand the fine-scale feeding behavior and energy acquisition of many marine predators (Carter et al., 2016). With satellite and archival time-depth recorders, foraging is typically inferred from movement patterns, diving metrics and distinctive dive shapes (Le Boeuf et al., 1988; Wilson et al., 1996; Schreer et al., 2001; Heerah et al., 2017). The fine-scale foraging behaviors of marine predators have also been investigated using esophageal and stomach temperature sensors (Wilson et al., 1995; Charrassin et al., 2001; Horsburgh et al., 2008), Hall sensors (i.e., jaw magnets) and accelerometers (to detect mouth opening events; Wilson et al., 2002; Viviant et al., 2009; Naito et al., 2010) as well as with video cameras (Hooker et al., 2002; Machovsky-Capuska et al., 2011; Naito et al., 2013). Recently, miniaturized head-mounted accelerometers have proven to be effective for detecting prey capture attempts in pinnipeds and penguins, as well as quantifying the energetic expenses associated with diving and foraging (Gleiss et al., 2011; Watanabe and Takahashi, 2013; Ydesen et al., 2014; Volpov et al., 2015; Jeanniard-du-Dot et al., 2016a,b; Jouma'a et al., 2016).

The technological and analytical advances provided by this newer generation of devices (accelerometers and cameras) can yield invaluable information on the strategies marine predators adopt to maximize energy gains in relation to their surrounding environment (Austin et al., 2006; Goldbogen et al., 2011; Guinet et al., 2014; Richard et al., 2016). However, obtaining measured information typically requires device retrieval (Carter et al., 2016). This restricts use to species that return to predictable locations (e.g., central place foragers, such as breeding pinnipeds and seabirds) and limits the validation of more commonly used dive foraging indices. Consequently, studies investigating the fine scale foraging strategies of air breathing marine predators, predator-prey interactions and/or energetic budgets are scarce for individuals/species that spend extended periods at sea and return to inaccessible locations that prevent device retrieval (e.g., sea-ice obligate seal species; e.g., harp [Pagophilus groenlandicus], hooded [Cystophora cristata], leopard [Hydrurga leptonyx], and Weddell [Leptonychotes weddellii] seals; (Tynan et al., 2009; Heerah et al., 2017; Vacquie-Garcia et al., 2017).

Satellite Relay Data Loggers (SRDL), can transmit, via satellite (e.g., Argos CLS™ system, http://www.argos-system.org), data collected by archival loggers in near real time (Fedak et al., 2002; Boehme et al., 2009). However, the limited time and bandwidth available for data transmission at the surface, imposed by the animal's diving habits and the Argos CLS™ system, restrict the amount of data that can be sent (messages must be typically <248/256 bits; Fedak et al., 2002; Boehme et al., 2009; CLS, 2016). In the last decade, SRDLs have been widely used for transmitting degraded data on the behavior of marine predators, such as pinnipeds (e.g., dive depth and duration, swimming speed) and ocean data (e.g., temperature and salinity; Block et al., 2011; Fedak, 2013). Recently, a new generation of SRDLs capable of transmitting summarized tri-axial acceleration measurements alongside degraded dive profiles have been developed, and successfully tested on juvenile Southern elephant seals (Mirounga leonina) (Cox et al., 2018). These loggers represent an invaluable technological development as they provide novel access to inferences on predator-prey interactions, diving behavior and energetics in near real-time without having to retrieve the devices. This widens the range of species (e.g., non-central foragers) which can be studied along with the foraging, movement ecology questions that can be issued.

Capitalizing on these latest developments, we use this new generation of SRDLs to collect data on foraging activity in a sea-ice obligate species, the Weddell seal, for which device retrieval can be extremely difficult. We validate received transmissions from these devices using archival data uniquely retrieved from one individual, which we process using established high resolution accelerometer processing procedures (Viviant et al., 2009; Gallon et al., 2013; Richard et al., 2014; Vacquié-Garcia et al., 2015b; Cox et al., 2018). Following this, we assess the validity of previously developed dive foraging indices, calculated solely from time-depth measurements, against the received and validated accelerometer transmissions (Heerah et al., 2014, 2015). Weddell seals spend their entire life cycle around Antarctic sea-ice, spending most of their time resting on or foraging under the sea-ice in areas that are logistically challenging to access. In addition, previous studies have shown they adopt complex diving behaviors, which may complicate the use of commonly used dive metrics to accurately infer foraging activity (Heerah et al., 2014, 2015). Validation of such methods offers new avenues to investigate the diving and foraging behaviors of this and other remote free-ranging marine species and analyse the numerous low-resolution dive datasets already available.



MATERIALS AND METHODS


Tag Deployment and Specifications

Animal Handling

Four adult female Weddell seals (mass: 343 ± 41 kg, length: 242 ± 7 cm, mean ± SE, Table 1) were captured at Dumont D'Urville (DDU) in East Antarctica (66°40S 140°E) in late November 2014, which is after pup rearing and before molting. Capture and tagging procedures were similar to those described in Heerah et al. (2013) and were approved by the TAAF (French sub-Antarctic and Antarctic territories) ethic committee (authorization # 2014-134, 15/10/2014). Seals were equipped with a new generation of satellite relayed data loggers (SRDLs) known as DSA tags (SCOUT-DSA-296 tag, Wildlife Computer; Cox et al., 2018). These were head mounted on the Weddell seals.



Table 1. General information on tag deployment and transmission outputs.

[image: image]




DSA Tags

The DSA tag measures 86*85*29 mm and weighs 192 g (see also Cox et al., 2018). It comprises an Argos transmitter, alongside pressure sensor (recording rate of 1 Hz, resolution of 0.5 m and accuracy of ±1 m + 1% of a reading), tri-axial accelerometer (recording rate of 16 Hz) and wet-dry sensor. Dives were defined as events that lasted at least 60 s with a maximum depth that exceeded 15 m.

Data Outputs From a DSA Tag

Dives were (1) archived, and (2) then processed on-board to create a dive summary, which was later transmitted via the Argos satellite system [Figures 1, 2A (archived dive) and d (transmitted DSA dive)]. These dive summaries were composed of five dive segments. These were defined by identifying the four most characteristic inflection points along a dive profile via a broken stick algorithm (Fedak et al., 2002). For each dive segment, the total time spent performing prey catch attempt (PrCA) behaviors, and the total swimming effort were calculated using an algorithm directly implemented within the DSA tag. DSA algorithms were based on simplified procedures of established techniques (Viviant et al., 2009; e.g., Richard et al., 2014; Vacquié-Garcia et al., 2015a).


[image: image]

FIGURE 1. Overview of the high-resolution archives (prior to summarizing) and associated DSA tag data transmissions from one example dive. Red dotted partitions from left to right correspond to each segment [1–5, respectively; identified via an on-board broken-stick algorithm (BSDSA)]. From top to bottom: (A) depth measurements from high-resolution archives in black and reconstructions from transmitted BSDSA inflection points in red, (B) standard deviations in acceleration from high-resolution archives along the three axes (green = x, blue = y and red = z) with identified PrCAarchival behaviors marked by black dots, and (C) filtered lateral (y) accelerations from high resolution archival data showing stroke amplitudes and rates (used to estimate swimming effort). Red text (B,C) corresponds to transmitted estimates (TE) for each segment.




[image: image]

FIGURE 2. From high-resolution to low-resolution dive profiles. High-resolution archived dives (A) were summarized by an optimal number of inflection points (BSarchival archives) (B, see methods and Heerah et al., 2014) and degraded in SRDL low-resolution dives (BSDSA summarized archives) (C, see methods and Heerah et al., 2015). The corresponding dives were also transmitted, along with the associated swimming efforts (Swim effort, expressed in m·s−3) and time spent in PrCADSA behaviors per segment (D) (see also Figure 1). For the later, acceleration records were automatically processed on board the DSA tag before transmission. Red lines represent broken stick segments associated with huntingarchival (B, sinuous phases of high-resolution dives, 0 < vertical sinuosity < 0.9) or huntingDSA (C,D, segments associated with reduced vertical velocity of low-resolution dives, vertical velocity ≤ 0.5 m·s−1) behaviors. Conversely, blue lines represent segments associated with transitarchival (B, straighter phases of high-resolution dives, 0.9 ≤ vertical sinuosity ≤ 1) or transitDSA (C,D, segments associated with increased vertical velocity of low-resolution dives, vertical velocity > 0.5 m·s−1) behaviors. The green and blue dots indicate seconds spent in PrCAarchival (estimates from high-resolution archives using well established algorithms) and PrCADSA (estimates from DSA algorithm before transmission) behaviors, respectively.



For the total time spent in PrCA behaviors, accelerations along the x, y and z axes were used to calculate magnitude in acceleration as magAi = [image: image]. Changes in magAi over 1 s periods were then calculated by summing the absolute values of the previous 16 successive magAiestimates to give a per second measure of variance, varS, as [image: image]. A running average across 11 s was then applied to the time series of varS to produce varA, which represents a per second average variance in acceleration. PrCA behaviors occurred when varSi ≥ varAi + thresV, where thresV is a user selectable threshold, here of 5[image: image]

For total swimming effort, accelerations from the lateral y-axis were high pass filtered using a second-order IIR Butterworth filter with a 3 dB cut-off set at 0.2 Hz. The absolute total of these accelerations was then taken as the swimming effort.

DSA simplified algorithms and their associated transmitted acceleration outputs (per dive segment summaries of PrCA and swimming effort; hereafter “DSA transmissions”) have been assessed and validated for adult and juvenile southern elephant seals (see full details in Cox et al., 2018). We did not have prior information on Weddell seal movements from accelerometers. Thus, where it was necessary to set specific thresholds for the DSA simplified algorithms, the same values as those determined via the analysis of female adult Southern elephant seal accelerometer data were used (see Cox et al., 2018). Female adult Southern elephant seals are comparable in size and weight to Weddell seals (Arnbom et al., 1993; Guinet, 1994; Guinet et al., 2014; Heerah, 2014) and so the transferal of thresholds is appropriate. The tag transmitted each dive summary a maximum of 10 times, with a minimum interval of 15 min between each uplink attempt. Tags were also set to allow for up to 200 total transmission attempts per 24 h to estimate seal locations. PrCA behavior was set to not exceed 100 s per dive segment, although post-hoc analyses showed that times spent in PrCA above 60 s per segment were not recorded (i.e., in practice a ceiling of 60 s per segment was applied).

Datasets and Pre-processing Analyses

The two analyses performed in this study were based on two main datasets. First, to assess and validate the DSA simplified algorithms for use on Weddell seals, we used DSA transmissions from one individual (#143468) and coupled these to high-resolution archives that were uniquely retrieved from this seal. It was not possible to retrieve archives from other seals due to the ice obligate behavior of this species. Second, to assess the validity of previously developed dive foraging indices calculated solely from time-depth measurements, these two datasets were used in combination with low-resolution DSA transmissions from a further three seals.

For the first analysis, the high-resolution archives included both detections of PrCA behaviors identified by the DSA simplified algorithms (hereafter “PrCADSA”), and tri-axial acceleration values. From these, high-resolution swimming effort and time spent in PrCA behaviors (hereafter “PrCAarchival”) were calculated using established processing procedures (see Cox et al., 2018 for full details). Briefly, to identify PrCA behaviors, high frequency dynamic accelerations, likely associated with rapid head movements, were isolated from gravitational forces along the three accelerometer axes using a third order high pass digital Butterworth filter of 2.64 Hz (Viviant et al., 2009; Guinet et al., 2014). Along each axis, standard deviations in acceleration were then calculated over a moving window of 1.5 s. K means clustering was used to group these standard deviations into “low” and “high” states. A PrCA behavior was considered to have occurred within a 1 s period when each of the three axes were in a “high” state at least once along the corresponding section of the 16 Hz resolution time series (Figure 1 Viviant et al., 2009; Guinet et al., 2014; Vacquié-Garcia et al., 2015a). Swimming efforts were taken by isolating flipper stroke rates and movement intensities. Accelerations along the lateral y-axis were high-pass filtered using a third-order band pass Butterworth filter, centered on the second peak in power intensity as identified from the power spectral density of the signal (between 0.48 and 1 Hz). Swimming effort at a 1 s resolution was then calculated as the absolute sum of peaks (and troughs) of flipper stroke accelerations with absolute amplitudes/intensities of at least 0.3 m/s2 (Richard et al., 2014).

For comparison to DSA transmissions, the high-resolution estimates of swimming effort and PrCAarchival were summarized in two ways, using a broken-stick (BS) algorithm. First, we used the high-resolution archives to generate a SRDL equivalent low-resolution dataset, by constraining the BS algorithm to retain only the four most informative inflection points, similarly to the algorithm implemented on-board the DSA tags [hereafter “BSDSA summarized archives” (Fedak et al., 2002; Heerah et al., 2015; Cox et al., 2018)]. For each segment, the total time spent in PrCA behaviors (in seconds) was taken as the sum of all PrCA behaviors detected in that segment. A per dive segment swimming effort was taken as the sum of all identified swimming effort associated accelerations during that segment divided by the duration of the segment. These BSDSA summarized archives were used for comparisons between the high-resolution archives and DSA transmissions as well as for calculating and validating a low-resolution foraging index from dive only data (“huntingDSA,” see below and Heerah et al., 2015). Second, we applied the BS method described in Heerah et al. (2014), to resume each dive into an optimal number of segments (hereafter “BSarchival archives”), from which we calculated a high-resolution index of foraging activity using established procedures (“huntingarchival,” see below and Heerah et al., 2014).



Validation of DSA On-Board Processing

To assess and validate the suitability of the DSA algorithms for Weddell seals, we compared DSA transmissions of PrCA behaviors (s) and swimming effort (ms−3), to time matched estimates from the BSDSA summarized archives (Cox et al., 2018). Comparisons were limited to one individual (# 143468, only tag retrieved) and to 70% of archived dives (used transmitted dives = 189,945 segments; archived dives = 270), because of transmission losses (not all archived dives were successfully transmitted; 48 dives) and/or because of errors in transmissions [i.e., repeated times in start/end of dive segments which possibly occur when transmission uplinks are interrupted (Boehme et al., 2009); 1 dive] and time mis-matches (32 transmitted dives did not have archived dives within 10 min of their time-stamp). Similar “errors” have been observed in previous studies using SRDL and DSA transmitted datasets (Labrousse et al., 2015; Heerah et al., 2017; Cox et al., 2018).

Due to potential differences in seal behavior within a dive (e.g., between segments), we assessed how DSA algorithms performed at both the dive and segment scales. For each behavioral variable (time in PrCA behavior and swimming effort), linear regression models were fitted to (1) pooled data encompassing all five segments of a dive (Supplementary Figure 1) and (2) data from each segment (i.e., separate regressions for each segment 1–5, Figure 3). In all statistical analyses, DSA transmissions were fitted as the response variable and BSDSA summarized archives as the explanatory variable. All models were fitted using standardized data (subtract mean and divide by standard deviation of combined DSA transmissions and summarized high resolution archives to retain 1:1 expectation) and validated using commonly used post-processing techniques of model residuals (Zuur et al., 2009). Intercept, slope and R-squared (R2) values were used to assess correlations between DSA transmissions and the BSDSA summarized archives. In addition, root mean square errors (RMSE) were calculated between the fitted values of the linear model vs. the BSDSA summarized archives, as well as between the DSA transmissions and BSDSA summarized archives (for both standardized and raw datasets).
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FIGURE 3. Segment by segment comparisons between DSA transmissions of time spent in PrCA behaviors (column one; A–E) and swimming effort (column 2; F–J) to estimates from the corresponding BSDSA summarized archives (for one individual #143468). The red line represents the intercept-slope output, with 95% prediction intervals in dashed red. Intercept and slope values close to 0 and 1, respectively reflect stronger correlations/likeness between the two data types than those far from 0 to 1. R2 values show the amount of variation accounted for by the model. Rows, from top to bottom, correspond to segments one through to five.



Confusion matrices [via the SDMTools package in R (Van der Wal et al., 2014), were used to compare PrCADSA from PrCAarchivalnnand assess when/when not these were in agreement with each other (Table 2)]. This analysis was performed at both dive (“ALL” in Table 2) and segment scales.



Table 2. Performance metrics from confusion matrices of PrCADSA (used in DSA transmissions) and PrCAarchival (from high-resolution archives) detections.
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Validation of Foraging Activity Inferred From Dive Indices

In previous studies, Heerah et al. (2014, 2015) developed foraging indices that can be calculated for high-resolution (archived) and low-resolution (transmitted) dives from time-depth records solely. Instead of inferring foraging activity by only considering pre-determined parts of a dive (Watanabe et al., 2003; Austin et al., 2006; Kuhn et al., 2009; Le Bras et al., 2016; e.g., bottom phase, Houston and Carbone, 1992), the authors assumed that diving predators would increase the time spent in parts of the water column likely associated with more prey. This would be marked by an increase in vertical sinuosity and a decrease in vertical velocity, characteristic of vertical Area Restricted Search (ARS) behavior as initially hypothesized by Bailleul et al. (2010) and Dragon (2011).

Following the approach fully described in Heerah et al. (2014), high resolution archives were processed with the BSarchival method in order to be summarized into an optimal number of segments (Figures 2A,B). For the resulting 266 dives (the Gompertz model of the algorithm did not fit for four dives), each dive segment was then associated with a behavioral mode according to its sinuosity. Highly sinuous segments indicated “huntingarchival” behavior, while more directed segments indicated “transitarchival” behavior (Figure 2B). Vertical sinuosity cannot be calculated for BSDSA summarized archives (5 segments simulated transmitted dives for # 143468) and DSA transmissions. Instead, behavioral mode was defined for each of the five segments according to their vertical velocity (see details in Heerah et al., 2015). “HuntingDSA” corresponded to “low-speed” segments and “transitDSA” corresponded to “high-speed” segments (Figures 2C,D). Successive segments associated with the same behavior were grouped into behavioral bouts/phases. Following this, for each dive we summed the total time spent in huntingarchival or huntingDSA mode, resulting in an overall dive foraging effort index.

In order to assess the validity of these foraging indices for Weddell seals and different data resolutions, we calculated the time spent in PrCA behaviors associated with hunting/transit behavioral phases for each of the datasets (BSarchival archives, BSDSA summarized archives, DSA transmissions). We fitted linear regression models and calculated R-squared values (as described above) to study (1) the accuracy of hunting time estimation between BSarchival archives and equivalent BSDSA summarized archives (Supplementary Figure 2); (2) the correlation between the time spent in hunting mode and PrCA behaviors at the bout and dive scale for BSarchival and BSDSA summarized archives and DSA transmissions (Figure 4; Table 3).


[image: image]

FIGURE 4. Comparison between foraging bout durations and time spent in PrCA behaviors estimated from high-resolution acceleration archives from established procedures (#143468; A and C) and simplified DSA algorithms (#143468, B and D; n = 4, E). The red line represents the intercept-slope output, with 95% confidence intervals in dashed red. Blue dots indicate hunting bouts during which there was no time spent in PrCA behaviors.





Table 3. Foraging effort outputs from the calculation of high and low-resolution effort indices.

[image: image]







RESULTS


DSA Transmissions and Diving Behavior

For the four seals, the DSA tags transmitted data on per segment diving depth, duration, swimming effort and time spent in PrCA behaviors, for time periods of 10–49 days, between November 2014 and January 2015 (Table 1; Figure 2D). The number of dives transmitted per individual ranged from 55 to 667, resulting in 1,412 total dives, with an average of 9 ± 9 (mean ±SE, nSeal = 4, Table 1) dives per day.

A DSA tag was retrieved from one individual (# 143468), providing high-resolution archives for 270 dives across 27 days (Figure 1). Of these high-resolution dives, 82% were transmitted. 84% of dives across the entire dataset (encompassing 4 seals) and 59% of sampling days came from the three seals for which tags were not retrieved (Table 1).

Seals dived on average to 122 ± 1 m (max: 344 m) for 13 ± 0.1 min (max: 38 min) and spent 55 ± 1 s in PrCADSA behaviors (max: 173 s), representing 6 ± 0.4% (max: 21%) of total dive durations (Table 1; Figure 2D). Relative swimming effort was on average 12.5 ± 0.1 m·s−3 (Table 1).



Assessment and Validation of DSA Transmissions

Time Spent in PrCA Behaviors

Overall, DSA transmissions of time spent in PrCA behaviors (PrCADSA) were consistently overestimated to those from the BSDSA summarized archives (PrCAarchival) (n = 189, intercept of 0.40 and slope 1.15 Supplementary Figure 1; Supplementary Table 1). Nonetheless, R2 values of 0.61 were satisfactory (Supplementary Figure 1; Supplementary Table 1). At the segment scale, the DSA algorithms performed best for segments two through to five (Figure 3; Supplementary Table 1).

Confusion matrix performance metrics generally reflect results from the linear regressions (Supplementary Figures 1, 3; Table 2). Overall accuracy and specificity of the algorithm were high (0.93 and 0.94, Table 2). Similarly, true positive rates were deemed satisfactory (0.57, Table 2). False positive rates and misclassifications were low (0.058 and 0.07, respectively, Table 2). At the segment scale, the DSA algorithms performed best for segments two through to four (Figure 3; Supplementary Table 1).

A ceiling of 60 s in the total time spent in PrCADSA behaviors during a segment was too low and estimates from the BSDSA summarized archives exceeded this several times (Figure 3).

Swimming Effort

Average swimming efforts from the DSA transmissions were also consistently overestimated compared to those from the BSDSA summarized archives (n = 189, intercept of 5.93 and slope of 5.82, Supplementary Figure 1; Supplementary Table 1). Overall, R2 values were low (0.27, Supplementary Figure 1; Supplementary Table 1). However, segment by segment comparisons suggest these observations are predominantly driven by the algorithms low performance for segments three and four (R2 values of 0.13 and 0.10, respectively, Figure 3; Supplementary Table 1). For segments one, two and five, R2 values of 0.49, 0.43 and 0.65 were deemed satisfactory (although lesser so for segment two; Figure 3; Supplementary Table 1).



Validation of Foraging Effort Indices Calculated From Time-Depth Records

Comparison With PrCA Behaviors From Archived Data: From High to Low Resolution

Seal #143468 (retrieved tag, n = 266) spent 73 ± 1% (13 ± 0.4 min) and 79 ± 1% (14 ± 0.4 min) of its time spent diving (on average 14 ± 0.4 min) in huntingarchival and huntingDSA mode, respectively (Table 3). Overall dive huntingarchival and huntingDSA times were positively and highly correlated (intercept of 21.7, slope of 1.02 and R2 of 0.97; Supplementary Figure 2).

Overall, hunting phases (either huntingarchival and huntingDSA) were associated with numerous PrCADSA (~ 60 ± 3 s, max: 183 s) and PrCAarchival (~ 30 ± 2 s, max: 140 s) (Table 3; Figure 2). In addition, 97 and 95% of time spent in PrCAarchival and PrCADSA behaviors, occurred within huntingarchival phases of the dives (e.g., Figure 2B). Similarly, 98 and 93% of time spent in PrCAarchival and PrCADSA behaviors, respectively, occurred within HuntingDSA phases of the dives (Figure 2C). Conversely, transit phases (either transitarchival and transitDSA) were associated with few PrCA (Table 3; Figure 2).

At the bout scale, time spent in hunting mode (either huntingarchival and huntingDSA) correlated well with both the time spent in PrCAarchival (R2Huntingarchival of 0.73, Figure 4A; R2HuntingDSA of 0.8, Figure 4C) and PrCADSA behaviors (R2Huntingarchival of 0.75, Figure 4B; R2HuntingDSA of 0.68, Figure 4D). At the dive scale, the relationship between the time spent in huntingarchival mode and PrCA behaviors was slightly weaker (PrCAarchival: slope of 0.05, intercept of −0.15, R2 of 0.68, Supplementary Figure 3A; PrCADSA: slope of 0.09, intercept of 4.71, R2 of 0.73, Supplementary Figure 3B). The time spent in huntingDSA mode underestimated the time spent in PrCA behaviors, particularly for PrCADSA (PrCAarchival: slope of 0.04, intercept of −0.51, R2 of 0.68, Supplementary Figure 3C; PrCADSA: slope of 0.06, intercept of 3.23, R2 of 0.43, Supplementary Figure 3D).

Comparison With PrCA Behaviors From Transmitted Dives

For transmitted DSA dives (n = 1,412), the time spent in huntingDSA modes represented on average 75 ± 0.4% of corresponding dive durations (10 ± 0.1 min). HuntingDSA phases were associated with 49 ± 1 s (max: 169 s) spent in PrCADSA behaviors (Table 3). Overall, 94% of time spent in PrCADSA behaviors, occurred within huntingDSA phases of the dives. In contrast, transitDSA phases were associated with 3 ± 0.1 s (37 s) spent in PrCADSA behaviors.

At the bout scale, time spent in huntingDSA mode correlated well with the time spent in PrCADSA behaviors (slope of 0.08, intercept of −0.86, R2 of 0.8, Figure 4) while it was weaker at the overall dive scale (slope of 0.05, intercept of 8.82, R2 of 0.43, Supplementary Figure 3).




DISCUSSION

In this study, we present data acquired from a new generation of SRDLs (the DSA tag) that record, process on-board and transmit data from time-depth and tri-axial acceleration records along with Argos locations (see also, Cox et al., 2018). These were successfully deployed on four Weddell seals, allowing novel data to be obtained across a period of 10–49 days. Retrieval of one of these tags, providing high-resolution acceleration records, offered a unique opportunity to assess simultaneously the validity of DSA transmitted outputs and previously developed foraging effort indices for this species. The Weddell seal is a relevant study case on which to apply the procedure because (1) they inhabit unpredictable, dynamic environments where tag retrieval is far from guaranteed (i.e., 25% of tag retrieval in our study), and (2) like other species of pinnipeds, such as the Antarctic fur seal, they have complex diving behaviors that challenge well-established methods to infer foraging activity (Heerah et al., 2014; Viviant et al., 2016). Although some improvements could be made in the DSA algorithm, and analyses comparing high-resolution archives and summarized transmissions were performed on only one individual (but numerous dives, behavioral bouts and segments), we show that both transmitted acceleration and “hunting” foraging indices were reliable in inferring foraging activity and potential prey encounters for Weddell seals. These results offer promising opportunities to post-process the numerous existing SRDL datasets and/or use DSA tags to further understand the energetic budgets involved in the strategies marine predators adopt to maximize resource acquisition in relation to their environment (e.g., Block et al., 2011; Arthur et al., 2016; Richard et al., 2016; Heerah et al., 2017).


Assessment and Validation of DSA Transmissions

PrCA Behaviors

Overall, comparisons of estimates of time spent in PrCA behaviors from DSA transmissions (PrCADSA) to detailed archives (PrCAarchival) obtained from one Weddell seal were satisfactory, and displayed performance metrics similar to those observed in juvenile southern elephant seals (Cox et al., 2018). However, as in Cox et al. (2018), segment by segment analyses suggested that the DSA algorithm performed better for some segments than others (for an in depth discussion of the possible factors driving this, see Cox et al., 2018). Correlations of time spent in PrCA behaviors were much stronger during segments two through to five than in segment one, as were true positive rates (particularly for segments two through to four). Segments two through to four most likely correspond to the bottom and/or hunting phases of a dive, where individuals concentrate foraging effort and thus perform the majority of PrCA behaviors (Ropert-Coudert et al., 2001; Schreer et al., 2001; Watanabe et al., 2003; Mitani et al., 2004; Heerah et al., 2014; Volpov et al., 2016). Subsequently, it is most important that the algorithm performs adequately during these phases. Whilst positive bias (i.e., over-estimation), false positive rates and RMSE's were slightly increased during these phases relative to segments one and particularly five, this may be attributable to other prey capture behaviors, such as prey chase and handling behaviors, that are picked up by the DSA simplified algorithm and correlate well with true PrCA detections (Cox et al., 2018). Poorer correlations and true detection rates during phases one and, to a lesser extent five (only evident in detection rates) may partially result from a low prevalence of PrCA behaviors while transiting between the surface to/from the water column where they forage, alongside the presence of other behaviors unrelated to PrCA and possibly related to directed swimming motions (Heerah et al., 2014; Viviant et al., 2016).

Despite an overall over-estimation of time spent in PrCADSA behaviors and some misclassifications compared to time spent in PrCAarchival behaviors, the strength of correlations and consistency between segments two to four (the expected foraging parts of the dives), as well as algorithm accuracy, suggest PrCADSA are reliable enough to quantify foraging effort. However, instead of using time spent in PrCADSA behaviors as absolute values to quantify dive foraging activity/success, we would recommend using these as a relative index of foraging activity across all dives (e.g., building classes of foraging dives; intense vs. low foraging dives), or to identify parts of the water column where most foraging occurs.

Swimming Effort

Overall, comparisons of DSA transmissions and the detailed archives of swimming effort obtained from one Weddell seal were poor and highly variable. However, segment by segment analyses suggested that this pattern was predominantly driven by particularly low performances for segments three and four. In contrast, comparisons for segments one and five (and a lesser extent two) were good and suggested that the algorithm performed well in these instances. Such a pattern was also observed in juvenile southern elephant seals (Cox et al., 2018). Segments one and five (and sometimes two) correspond to times when individuals tend to perform the directed swimming behaviors associated with the descent and ascent phases of a dive. They also correspond to the dive phases from which swimming effort can be used to infer seal body condition (Biuw, 2003; Richard et al., 2014). Thus, it is most important that algorithms perform well during these segments, as our analyses suggest. Poor algorithm performance during segments three and four, may be due to the presence of more complex movement patterns associated with an increase in foraging related behaviors. For example, active searching alongside prey chasing and handling may increase rolling and horizontal sinuosity movements, which will translate to increased accelerations on the lateral y-axis (used in swimming effort calculations) that are not related to swimming motions (Mitani et al., 2004; Gallon et al., 2013; Viviant et al., 2016; Le Bras et al., 2017).

The results obtained for DSA transmitted swimming efforts make us less confident in using these values for segments two to four (e.g., Jeanniard-du-Dot et al., 2016a,b). Swimming effort during transit phases from/to the surface (segments one and five, and possibly two dependent on dive shape) seem sufficiently reliable and could be used, for instance, in combination with ascent and descent rates, to investigate changes in body condition along a foraging trip (Beck et al., 2000; Biuw, 2003; Sato et al., 2003; Adachi et al., 2014; Richard et al., 2014). However, swimming efforts from segments three and four (and likely two when it is associated with the ‘hunting’ phase of a dive) appear much less reliable, making further inference for these parts of the dive difficult.



Inference on Foraging Effort Using Vertical ARS Indices

Overall, for the one individual from which a DSA tag was retrieved, huntingDSA time was highly correlated with huntingarchival time, indicating that low-resolution dive segments of decreased vertical velocity (i.e., “huntingDSA mode”) are also associated with increased vertical sinuosity (i.e., “huntingarchival mode”). Moreover, for archived and DSA dives, most time spent in PrCA behaviors (>90%) occurred within hunting phases, during which times spent in PrCA behaviors were around 20 to 30 times higher than those estimated for transit phases. Similarly, at the behavioral bout scale, both indices correlated well with times spent in PrCA behaviors (R2 between 0.73 and 0.82). At the dive scale, both indices performed similarly in estimating times spent in PrCAarchival behaviors (R2 = 0.68). However, while huntingarchival times were well-correlated with times spent in PrCADSA behaviors (R2 = 0.68), huntingDSA times were underestimated and less well-correlated (R2 = 0.43).

An underestimation of times spent in PrCADSA with huntingDSA time may be due to several reasons. First, there is an overall over-estimation of time spent in PrCADSA compared to PrCAarchival. Second, the relationship between the two variables could be weakened by dives associated with low vertical speed phases which are classified as foraging but not associated with any time spent in PrCADSA behaviors (3% of dives and 5% of behavioral bouts). This would typically be observed if a seal meanders at depth exploring the water column horizontally to find a prey patch, gliding periods (e.g., drift dives for elephant, gray and fur seals; Beck et al., 2000; Page et al., 2005; Gordine et al., 2015) or a change in orientation (e.g., upside down exploratory dives under the sea-ice to find a breathing hole for Weddell seals and other sea-ice obligate species; Bengtson and Stewart, 1992; Wartzok et al., 1992; Davis et al., 2003). Combined information on prey encounters and 3D diving movements would provide a better understanding of these different scenarios (e.g., Davis et al., 2003; Le Bras et al., 2017). Finally, at the dive scale, as previously shown for other species, considering additional dive metrics, such as depth, duration and ascent/descent rates may increase correlations to estimations of time spent in PrCA behaviors (Viviant et al., 2014; Vacquié-Garcia et al., 2015b; Volpov et al., 2016).

Altogether, these results strengthen the assumption on which “hunting” indices rely, that marine predators would adopt a vertical ARS behavior to increase time spent at favorable parts of the water column (Heerah et al., 2014, 2015; Le Bras et al., 2016; see also MacArthur and Pianka, 1966). The fundamental advantage of this approach over other methods is that it detects foraging activity along the dive profile rather than assuming foraging occurs at putative parts of a dive (Watanabe et al., 2003; Austin et al., 2006; Kuhn et al., 2009; Le Bras et al., 2016, such as bottom time, Houston and Carbone, 1992). Moreover, it relies on sinuosity and velocity thresholds that can be adapted to any species (see Heerah et al., 2014, 2015 for more methodological discussion, scripts and training datasets are also provided). Vertical sinuosity, a feature only captured by high-resolution data and quantified using “wiggles” has been used and associated with successful prey capture in seals, penguins and whales (Simeone and Wilson, 2003; Goldbogen et al., 2006; Bost et al., 2007; Calambokidis et al., 2007; Hanuise et al., 2010; Watanabe and Takahashi, 2013). Associations between hunting times and decreased vertical velocities (which also correspond to increased time spent in a water column layer), were observed and validated for Southern elephant seals (Heerah et al., 2015; Labrousse et al., 2015; Le Bras et al., 2016). Decreased vertical velocity has also been used as a proxy of foraging activity in several other species of diving predators (belugas, Hauser et al., 2015; Antarctic fur seals, Arthur et al., 2016; sea turtles, Chambault et al., 2016; Weddell seals, Heerah et al., 2017), for which only degraded dive transmissions were available. This study provides further validation that the same method can be applied to different species, as well as to both high and low-resolution dive datasets (see Heerah et al., 2014, 2015 for more methodological discussion, scripts and training datasets are also provided). Another advantage is that the hunting indices rely on the sinuosity and velocity of the animal's trajectory which should not be influenced by the logger position on the animal (e.g., back-mounted instead of head-mounted). Typically, Le Bras et al. (2016) showed that PrCA estimated from a head or back mounted accelerometer correlated at 93% (see also Ladds et al., 2016). It also appears that hunting indices can provide a value that correlates well with time spent in PrCA behaviors, despite data being highly degraded for satellite transmission. Nonetheless, to ensure rigorous analyses and ecological conclusions, we would recommend using the hunting indices as proxies of foraging effort, alongside overall prey distribution and availability in the water column, rather than prediction of the exact time spent in PrCAs behaviors (Labrousse et al., 2015; Arthur et al., 2016; Carter et al., 2016; Pascoe et al., 2016; Heerah et al., 2017).



Methodological Sights

In this study, we used outputs from processed high-resolution acceleration data as a baseline reference to validate both DSA transmitted outputs and vertical ARS foraging indices. While acceleration outputs cannot provide direct observation of feeding success, an increasing number of studies have now established links between acceleration peaks and time spent in PrCA behavior or feeding events for pinnipeds as well as numerous diving seabirds (Watanabe and Takahashi, 2013; Ydesen et al., 2014; Volpov et al., 2015). Moreover, acceleration measurements can provide a reliable proxy for energy expenditure (i.e., swimming effort, overall dynamic body acceleration; Gleiss et al., 2011; Skinner et al., 2014; Jeanniard-du-Dot et al., 2016b) and relative measure of body condition (Sato et al., 2003; Richard et al., 2014; Jouma'a et al., 2016). As such, accelerometers have revolutionized our ability to study the behaviors of free-ranging, cryptic species, such as free and far ranging diving animals (Brown et al., 2013). However, the need to retrieve devices often limits ecological studies to a range of species that return to predictable locations.

Novel SDRLs/DSA tags represent a promising tool to overcome these logistical challenges and extend our knowledge of the foraging activity and energetic budgets of less accessible species (e.g., sea-ice obligate species, juveniles). The algorithm and PrCA detection threshold implemented in the DSA tags here were initially developed for Southern elephant seals, and would probably benefit from further validation at the species level (i.e., simultaneous deployment of video cameras, jaw movement sensors, stomach temperature tags; Viviant et al., 2009; Ydesen et al., 2014; Jorgensen et al., 2015; Volpov et al., 2015). Nonetheless, despite being simplified to meet tag requirements (power limitation and dive by dive functionality), the on-board DSA algorithm relies on well-established acceleration processing techniques, already applied on a wide range of diving species (Viviant et al., 2009; Ydesen et al., 2014; Jorgensen et al., 2015; Volpov et al., 2015). In addition, PrCA detections and swimming effort measurements mostly rely on dynamic combinations of signal processing techniques, clustering analyses and thresholds that evolve with dive records, and thus should be adaptable to a range of species (see Cox et al., 2018 for more details). Cox et al. (2018), suggested several algorithm modifications that could improve the accuracy of PrCADSA detections and swimming effort measurements, which regarding the similarities observed in outputs for the two species would likely benefit datasets acquired from Weddell seals.

DSA transmissions and hunting indices were validated using high-resolution records from only one individual from which a tag could be retrieved. While ideally further validation should be made on a larger dataset, this provides a realistic insight into the difficulties and logistical challenges faced in studies investigating free-ranging animal behaviors. It also stresses the importance of technological advances, such as the DSA tags presented here, to overcome tag retrieval issues and methodological development. Reliable hunting/foraging indices, to infer functional behaviors even from highly degraded time-depth records, are also important in such developments (Carter et al., 2016). There was an overall consistency, accuracy and correlation strength between acceleration outputs (archived and transmitted) and foraging/hunting indices across Southern elephant seals and Weddell seals, which are two species that display a broad range of different dive types in contrasting environments (Schreer and Testa, 1996; Davis et al., 2003; Dragon et al., 2012; Heerah et al., 2014). The consistency of foraging strategies across species suggests that these developments could be applied to a broad range of diving species (Schreer et al., 2001; Carter et al., 2016). This offers exciting perspectives to expand studies on foraging strategies, and address the under sampling of remote species as well as analyzing pre-existing time-depth records that are prevalent for many species, and have been collected in abundance since the early 1980s (Block et al., 2011; Hussey et al., 2015; Wilmers et al., 2015; Carter et al., 2016).
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Man-made environmental change may have significant impact on apex predators, like marine mammals. Thus, it is important to assess the physiological boundaries for survival in these species, and assess how climate change may affect foraging efficiency and the limits for survival. In the current study, we investigated whether the respiratory sinus arrhythmia (RSA) could estimate tidal volume (VT) in resting bottlenose dolphins (Tursiops truncatus). For this purpose, we measured respiratory flow and electrocardiogram (ECG) in five adult bottlenose dolphins at rest while breathing voluntarily. Initially, an exponential decay function, using three parameters (baseline heart rate, the change in heart rate following a breath, and an exponential decay constant) was used to describe the temporal change in instantaneous heart rate following a breath. The three descriptors, in addition to body mass, were used to develop a Generalized Additive Model (GAM) to predict the inspired tidal volume (VTinsp). The GAM allowed us to predict VTinsp with an average ( ± SD) overestimate of 3 ± 2%. A jackknife sensitivity analysis, where 4 of the five dolphins were used to fit the GAM and the 5th dolphin used to make predictions resulted in an average overestimate of 2 ± 10%. Future studies should be used to assess whether similar relationships exist in active animals, allowing VT to be studied in free-ranging animals provided that heart rate can be measured.

Keywords: electrocardiogram, spirometry, marine mammals, diving physiology, cardiorespiratory


INTRODUCTION

Marine mammals forage underwater to obtain food and therefore divide their time at the surface to exchange gasses (O2 and CO2) with submersions to different depth and of varying durations. Therefore, a better understanding of the metabolic costs associated with underwater foraging, and proxies to assess energy use would help determine how environmental change may alter survival. By increasing the duration underwater, the opportunity to encounter and obtain food, and thereby the foraging efficiency, should be increased. Man-made environmental change such as over-fishing and global warming could cause changes in prey diversity, availability and location (Perry et al., 2005), which may have detrimental effects on apex marine predators like dolphins. Changes in prey type, abundance, and distribution could result in increases in both foraging duration and distance in order to obtain enough prey for survival. Overfishing will reduce the probability to encounter food, and movement of prey to deeper depths due to ocean warming will increase the transit time and reduce the available time at the prey patch. Longer foraging bouts, and/or deeper dives may reduce the foraging efficiency and thereby cause challenges to obtain sufficient food for survival (Perry et al., 2005). Thus, understanding the cardiorespiratory traits required by marine mammals to manage life in an extreme environment, the physiological constraints imposed on these animals, and how these limitations may affect physiology and survival are crucial.

When studying animals in the wild, measuring the metabolic cost directly is challenging, and a number of proxies have been proposed and tested. One method is to measure the resting metabolic rate (RMR) by measuring the O2 consumption rate ([image: image]O2) during rest (Williams et al., 1993; Yazdi et al., 1999; Kastelein et al., 2000; Yeates and Houser, 2008; Noren et al., 2013; Rechsteiner et al., 2013; Worthy et al., 2013; van der Hoop et al., 2014; Fahlman et al., 2015), and a few studies have determined the diving and foraging metabolic rate of marine mammals during quasi-natural conditions (Kooyman et al., 1973; Sparling and Fedak, 2004; Fahlman et al., 2008, 2013). While RMR may not accurately reflect field metabolic rate (FMR), it provides an index about the minimal metabolic requirements of an individual or population against which FMR can be scaled (Bejarano et al., 2017). One method to scale FMR is to estimate FMR by validated metabolic proxies, such as heart rate (fH) (Young et al., 2011), activity (Enstipp et al., 2011; Fahlman et al., 2013), or respiratory frequency (fR) (Fahlman et al., 2016, 2017b; Folkow and Blix, 2017). Combining these methods, the metabolic costs for different populations and activities, such as resting, traveling, and foraging, can be defined. The Fick principle states that:[image: image]O2 = fR ×VT × (ΔO2), where VT is tidal volume and ΔO2 the O2 extracted from the air inhaled with each breath. By assuming that VT and ΔO2 are constant at steady state, it should be possible to estimate [image: image]O2 from fR (Folkow and Blix, 1992; Christiansen et al., 2014; Fahlman et al., 2016). While marine mammals are at the surface, fR can be assessed during focal observations. However, this is not practical during long periods at sea. In addition, studies have shown that both VT and ΔO2 change for different activities or during recovery from exercise (Fahlman et al., 2016, 2017b; Folkow and Blix, 2017), so the estimated [image: image]O2 could be improved by also estimating VT and ΔO2. Consequently, methods to assess pattern of breathing (fR, VT) would provide significant advances to estimate FMR in marine mammals.

Proxies to estimate FMR from breaths should accurately predict fR and VT during continuous recording from free ranging animals (Fahlman et al., 2016; Rojano-Doñate et al., 2018). Such data would allow an assessment of how changes in foraging effort (duration, activity, etc.) alter respiratory function, and estimated FMR. A number of studies have assessed lung function in marine mammals under human care (Olsen et al., 1969; Kerem et al., 1975; Matthews, 1977; Kooyman and Cornell, 1981; Fahlman et al., 2015, 2018a,b, 2019; Fahlman and Madigan, 2016), and at least in the bottlenose dolphin (Tursiops truncatus) these data are representative of their wild counterparts, in both shallow and deep diving ecotypes (Fahlman et al., 2018a,b). Such data are important to establish baseline lung function from animals with known health under controlled situations, and provide methods that will allow proxies to be validated that can predict respiratory effort in free ranging animals.

Estimating lung function of wild populations remains difficult. One alternative proxy could be to use the changes in fH associated with each breath, the Respiratory Sinus Arrhythmia (RSA) (de Burgh Daly, 1986). While RSA is universally present in a number of air-breathing vertebrates such as the toad, horse, dog, seal, and dolphin (Scholander, 1940; Hayano et al., 1996; Cooper et al., 2003; Noren et al., 2004; Harms et al., 2013; Zena et al., 2017; McDonald et al., 2018; Yaw et al., 2018; Piccione et al., 2019), and even in air-breathing fish (Grossman and Taylor, 2007), its physiological significance is debated (Hayano et al., 1996; Yasuma and Hayano, 2004). It has been suggested that RSA improves gas exchange by enhancing the ventilation-perfusion matching and reduces cardiac work (Yasuma and Hayano, 2004; Ben-Tal et al., 2012, 2014). The RSA causes fH acceleration during inspiration, and deceleration during expiration (Mortola et al., 2015). Thus, continuous recordings of fH could allow detection of fR, which when appropriately validated provide ways to estimate field metabolic rate (Fahlman et al., 2016; Rojano-Doñate et al., 2018). Considering recent progress in the development of biologging system that allow continuous recording of the electrocardiogram (ECG) in free-ranging cetaceans (Elmegaard et al., 2016; McDonald et al., 2018), we speculated that RSA may provide a novel method to estimate VT in bottlenose dolphins. Currently, there is limited availability of commercial data loggers that can measure continuous ECG, and custom built devices range from units with implantable electrodes used in pinnipeds or diving birds (Thompson and Fedak, 1993; Woakes et al., 1995; McDonald and Ponganis, 2014), to those that are attached externally using suction cups (Noren et al., 2004; Elmegaard et al., 2016).

In the current study, we tested the hypothesis that RSA can estimate VTinsp in resting bottlenose dolphins by recording fH and respiratory flow while resting at the surface. Our results provide evidence that using the RSA as a proxy allows us to estimate the average VTinsp of individual dolphins with an average (±SD) overestimation of 2 ± 10% with the data recorded.



MATERIALS AND METHODS

Animals

The study protocols were approved by the Animal Care and Welfare Committee of the Oceanogràfic Foundation (OCE-17-16 and amendment OCE-29-18). Five adult male bottlenose dolphins (T. truncatus), housed at Dolphin Quest – Oahu (Honolulu, HI, United States), were used for all the experiments (Table 1). All experiments were conducted in January 2018. The dolphins were not restrained and could end the trial at any point. Prior to initiating the study, the dolphins were desensitized to the equipment and trained for novel research-associated behaviors using operant conditioning. Each trial consisted of the animal staying stationary in the water, allowing placement of the equipment. The animals were breathing while continuous measurements were made. Because of familiarity with these procedures, we assumed that the experimental data collected on lung function (respiratory flow) and fH were representative of a relaxed physiological state.

TABLE 1. Dolphin ID, body mass (Mb), total number of breaths analyzed (N), average ( ± SD) tidal volume (VTinsp), and VTinsp range.
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Data Acquisition

A custom-made Fleisch type pneumotachometer (Mellow Design, Valencia) utilizing a low-resistance laminar flow matrix (Item # Z9A887-2, Merriam Process Technologies, Cleveland, OH, United States) was placed over the blow-hole of the dolphin (Fahlman et al., 2015). Differential pressure across the flow matrix was measured using a differential pressure transducer (ML311 Spirometer Pod, ADInstruments, Colorado Springs, CO, United States), connected to the pneumotachometer with two, 310 cm lengths of 2 mm I.D., firm walled, flexible tubing. The pneumotachometer was calibrated using a 7.0 l calibration syringe (Series 4900, Hans-Rudolph Inc., Shawnee, KS, United States). The signal was integrated and the flow determined assuming a linear response between differential pressure and flow. The linear response of the pneumotachometer was confirmed by calibrating with the 7.0 l syringe immediately before and after each trial, through a series of pump cycles at various flows. The pump cycles allowed the relationship between differential pressure and flows for the expiratory and inspiratory phases to be determined. All gas volumes were converted to standard temperature pressure dry (STPD) (Quanjer et al., 1993). Exhaled air was assumed saturated at 37°C, inhaled air volume was corrected for ambient temperature and relative humidity, and VT was calculated by integrating the flow as previously detailed (Fahlman et al., 2015).

The electrocardiogram (ECG) was recorded using three gold-plated electrodes mounted inside a silicone suction cup connected to a custom-built data recorder (UUB/1-ECGb, UFI, Morro Bay, CA, United States). The three electrodes were placed on the ventral surface: red on the right side close to the pectoral fin, yellow opposite on the left side, and green on the right side approximately 30 cm more caudally from the red. The suctions cups were filled with conducting gel (Redux Gel, Parker Laboratories) before being placed on the skin. Next, the animal rolled over to ensure the suction cups stayed in place.

The respiratory flow and ECG were recorded at 400 Hz using a data acquisition system (Powerlab 8/35, ADInstruments, Colorado Springs, CO, United States), and displayed on a computer running LabChart (v. 8.1, ADInstruments, Colorado Springs, CO, United States). Initially, the electrodes were adjusted to assure a clear ECG trace. Next, the pneumotachometer was placed over the blow-hole and the animal allowed to breathe spontaneously for up to 10 min.

We used the ECG analysis routine in LabChart to automatically detect the time between R-R peaks using the following settings; typical QRS width = 80 ms, R-waves = 300 ms, pre-P baseline = 120 ms, maximum PR = 240 ms, maximum RT = 400 ms. The detected R peaks were then manually verified and the instantaneous heart rate (ifH) determined from the time between R-R peaks.

Data Processing, Statistical Analysis and Modeling

All data were analyzed using R (version 3.4.3 – © 2017 The R Foundation for Statistical Computing) through RStudio (version 1.1.383 – © 2009–2017 RStudio, Inc.). Initially the temporal changes in ifH were described for each breath. We used a function that fit the exponential decay with time following the beginning of the inspiration for each breath:

[image: image]

Equation 1 was fit for each breath using the “L-BFGS-B” method of the “optim” function (Byrd et al., 1995), which optimizes parameters between imposed bounds to restrain parameters to physiologically relevant values. Breaths with fewer than seven beats after the inhalation were excluded (44 breaths).

Next the three parameters from Eq. 1 (Base Heart Rate, Decay rate, and initial change in heart rate) for each breath, and body mass (Mb) were fit against inhaled VT (VTinsp) using a loess Generalized Additive Model (GAM) (Cleveland, 1979; Hastie and Tibshirani, 1990), with the span fixed at 0.34.

To assess the sensitivity of the model, we generated five different GAMs by excluding all observations from one dolphin each time. The data from the excluded dolphin was then used to predict VTinsp. The error was computed using the formula:

[image: image]

where a positive value represents an overestimated prediction.



RESULTS

Data Used for the Analysis

A total of 297 breaths were analyzed following removal of breaths with less than seven heart beats between breaths (Table 1). Only spontaneous breaths were used for the analysis, which limited the range of VT’s. In addition, as not all inspired and expired volumes are similar for each breath, we only used the VTinsp for the analysis.

The average (±SD) VTinsp was 3.8 ± 0.7 l (range: 1.6–6.9 l, see Table 1 for individual variation), and the average duration between breaths was 15.3 ± 10.7 s (range: 4–129 s). The average ifH was 74 ± 24 beats min-1 (range: 27–293 beats ⋅ min-1). The average fit parameters for Equation 1 for each dolphin are reported in Table 2.

TABLE 2. Dolphin ID, average fit parameters for Equation 1 [base heart rate (fH), decay, initial jump (ΔfH)], and average inspired tidal volume (VTinsp).
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Predicting VT From Instantaneous fH

Figure 1 shows a representative ECG trace, ifH, and respiratory flow in a dolphin over 3 breaths. The average conditions for estimating VTinsp are reported in Table 2, and the GAMs overestimated VTinsp by an average 3 ± 2% (range of individual average error: 0.3 to 7.4%, Figure 2). A sensitivity analysis was performed to assess how the prediction changed with changes in each variable (Figure 3). The decay rate and Mb had less influence on the model output as compared with base fH and the initial change in fH.
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FIGURE 1. Representative data showing respiratory flow, ECG, and instantaneous heart rate (ifH) in a bottlenose dolphin during (A) 3 breaths, or (B) zoomed in for the 2nd breath.
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FIGURE 2. Predicted vs. measured inspired tidal volume (r2 = 0.45). The GAMs model is used to generate the predicted volume, and measured volume is the inspired tidal volume measured using the pneumotachometer, red line is the line of unity.
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FIGURE 3. Sensitivity analysis of each variable used to predict inspired tidal volume by the Generalized Additive Model when one (or two) factor(s) changes while others are fixed. Inspired volumes are in liters. (A) Inspired volume as a function of body mass. (B) Inspired volume as a function of the initial change in heart rate. The initial jump is the parameter of the GAM that explains the most variation in inspired volume of the four parameters. (C) Inspired volume as a function of the decay. The decay is the parameter that explains the lowest variation in the GAM. (D) Inspired volume as a function of the base heart rate. The base heart rate is the variable that has the second most influence on the inspired volume predicted by the GAM. (E,F) Inspired volume as a function of two parameters (E) body mass and initial change in heart rate; (F) decay and base heart rate. These figures illustrate the covariance of the parameters that have consequences for the predicted inspired volume.



By removing one dolphin, fitting the GAMs with the four dolphins, and then predicting VTinsp for the 5th dolphin resulted in an average (±SD) overestimation of 2 ± 10%, (range of individual average error: -10 to 18%, Figures 4A,B). The error for individual breaths ranged from 107 to -45%, with 95% confidence limits ranging between 12 to -7% (median: 12 to -10%, Figure 4B).
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FIGURE 4. (A) Boxplot of prediction error [error = (predicted–measured)/ measured × 100] from jackknife sensitivity analysis, where the data from one dolphin (Animal ID) is removed to generate the GAMs and the resulting GAMs model is used to predict VTinsp for that dolphin. (B) Plot of error in prediction of a single dolphin VT when building the GAM using data from the other four dolphins. Gray = 9FL3; Red = 01L5; Blue = 83H1; Green = 9ON6; Orange = 6JK5; Red line is identity line.





DISCUSSION

The main objective with the current study was to determine if the changes in fH associated with RSA can be used to predict the VTinsp in the bottlenose dolphin. For this purpose, we collected continuous ECG and respiratory flow in bottlenose dolphins. A jackknife method to resample the data showed that RSA, in addition to Mb, can be used to predict the average VTinsp of an individual dolphin to within 2 ± 10% of the measured value, and all individual average prediction errors were less than 20%. This shows that the GAMs should be able to predict the average VTinsp of individual dolphins using data from another population of bottlenose dolphins. If future studies can verify a similar relationship in active animals, RSA could be a useful proxy to estimate VTinsp from free-ranging marine mammals as methods to continuously measure fH are developed.

The average ifH reported in the current study was similar to those reported in previous studies in the bottlenose dolphin (ranging from 60 to 105 beats min-1) (Noren et al., 2004, 2012; Houser et al., 2010), when the fH is calculated without accounting for the RSA. However, in our past study, using trans-thoracic echocardiography to measure fH and stroke volume, it was pointed out that estimating fH without accounting for the RSA will result in average surface fH values that are confounded by the fR (Miedler et al., 2015). This is particularly problematic in marine mammals, with an fR ranging from 1 to 5 breaths ⋅ min-1 (Piscitelli et al., 2013; Fahlman et al., 2017a). Consequently, estimating resting fH without accounting for the RSA will overestimate the resting fH. As these resting fH’s have been used to assess the magnitude of the cardiovascular changes associated with diving they would erroneously overestimate the magnitude of the dive response (Fahlman et al., unpublished). The average base fH in the current study (Table 2, 40 ± 5 beats min-1) was similar to those reported in our past study in the bottlenose dolphin (fH = 41 ± 9 beats min-1) (Miedler et al., 2015), where the RSA was accounted for. Consequently, the base fH reported in the current study is a more appropriate value for the resting fH in the bottlenose dolphin. If this value is used, it provides an interesting perspective as that value is similar to the diving bradycardia reported in previous studies (Noren et al., 2012). Thus, we propose that future studies should evaluate the resting fH in voluntary diving animals after correcting for the RSA.

While the current method clearly shows that RSA is useful to estimate VTinsp, there are a number of limitations with the current method. First of all, due to the limited data set, we aimed to reduce the number of parameters used in the model. To simplify the analysis the current method did not include the duration between breaths. We analyzed each breath separately, which was both time consuming and does not account for the dependence between breaths. However, breathing and fH are continuous data. Future studies could assess time-series methods to predict VTinsp, which allows the dependence between breaths to be considered. For Equation 1, there was considerable variation in the fitted values for the base fH. When accounting for the changes in fH associated with a breath there is usually minimal variation in the base fH within one dolphin (Miedler et al., 2015). The large variation could be related to varying duration between breaths, which may alter the base fH. Thus, for breaths close together the fH may not have reached the base fH before the next breath, and may have influenced the fH variation for the next breath. Based on the current analysis, this method cannot accurately predict the VTinsp of individual breaths, but was able to provide reliable average estimated VTinsp for each animal based on the GAMs fitted to the other animals. This is similar to the method using fH to estimate field metabolic rate, where the there are limitations to estimate the metabolic cost for each dive, but where large data sets are able to estimate the energy requirements for different activities (Fahlman et al., 2004; Halsey et al., 2007; Young et al., 2011). Given the limitations with the current data, we propose that further development of this method may provide an interesting approach to study cardiorespiratory physiology in free-ranging marine mammals.

The VTinsp in the current study were of limited range (average ± SD = 3.8 ± 0.7 l, range: 1.6–6.9 l). While variation in the VTinsp during voluntary breaths is difficult to control, animals under managed care can be trained to perform maximal respiratory effort, which allows VT to vary over a much greater range (Kooyman and Cornell, 1981; Fahlman et al., 2015). For example, maximal respiratory efforts in dolphins in the weight range of the current study would increase the VT range to around 20 l (Kooyman and Cornell, 1981; Fahlman et al., 2015). It would also be useful to include females and individuals from other age classes to increase the range of variation and allow the model to be used for wild dolphin populations.

In addition, future studies should also assess whether this method is robust enough to study active or free-ranging dolphins. During natural dives fR and VT may both be highly variable and irregular, and alterations in the relationship between RSA, vagal tone, fR, and VT (de Burgh Daly, 1986; Ben-Tal et al., 2014; Guillén-Mandujano and Carrasco-Sosa, 2014; Mortola et al., 2016) may limit the accuracy of a model developed for dolphins at rest. Thus, changes in activity state, e.g., exercise, rest, travel, diving, may significantly influence autonomic tone and alter the relationship.

Finally, the GAM model does not provide an estimate of uncertainty around the predicted values with new data (data that were not in the dataset used to fit the model), nor does it provide a prediction equation for the non-parametric part of the model. To avoid these drawbacks, additional measurements with a larger range of VTinsp, fR, and activity states would help define a prediction equation that could be used in free-ranging dolphins. In addition, we propose that this method could be used for other cetaceans and marine mammal species that exhibit significant RSA. If future studies are able to verify that this method is able to estimate fR and VTinsp in actively swimming or diving dolphins this method may provide a predictive procedure for free-ranging mammals that may significantly enhance our knowledge of how marine mammals partition energy use during diving, and how the environment may limit foraging efficiency.

In summary, we show that that RSA can be used to accurately predict the average VTinsp of individual resting bottlenose dolphins with an average overestimated error of 2 ± 10%. While a number of factors appear to alter RSA (de Burgh Daly, 1986), the universal existence of RSA in vertebrates, and the suggestions that it is independent of body size (Piccione et al., 2019), could provide a method to study cardiorespiratory physiology in free ranging marine vertebrates, from marine mammals, to birds and reptiles, unraveling important mechanisms to understand the ecophysiology of these species.
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Air-breathing marine predators must balance the conflicting demands of oxygen conservation during breath-hold and the cost of diving and locomotion to capture prey. However, it remains poorly understood how predators modulate foraging performance when feeding at different depths and in response to changes in prey distribution and type. Here, we used high-resolution multi-sensor tags attached to Risso's dolphins (Grampus griseus) and concurrent prey surveys to quantify their foraging performance over a range of depths and prey types. Dolphins (N = 33) foraged in shallow and deep habitats [seabed depths less or more than 560 m, respectively] and within the deep habitat, in vertically stratified prey features occurring at several aggregation levels. Generalized linear mixed-effects models indicated that dive kinematics were driven by foraging depth rather than habitat. Bottom-phase duration and number of buzzes (attempts to capture prey) per dive increased with depth. In deep dives, dolphins were gliding for >50% of descent and adopted higher pitch angles both during descent and ascents, which was likely to reduce energetic cost of longer transits. This lower cost of transit was counteracted by the record of highest vertical swim speeds, rolling maneuvers and stroke rates at depth, together with a 4-fold increase in the inter-buzz interval (IBI), suggesting higher costs of pursuing, and handling prey compared to shallow-water feeding. In spite of the increased capture effort at depth, dolphins managed to keep their estimated overall metabolic rate comparable across dive types. This indicates that adjustments in swimming modes may enable energy balance in deeper dives. If we think of the surface as a central place where divers return to breathe, our data match predictions that central place foragers should increase the number and likely quality of prey items at greater distances. These dolphins forage efficiently from near-shore benthic communities to depth-stratified scattering layers, enabling them to maximize their fitness.

Keywords: deep diving odontocete, foraging energetics, marine mammal, Grampus griseus, activity level, prey value, central place foraging theory


INTRODUCTION

When animals are foraging, their efficiency can be defined as the difference in energy gained from ingesting prey relative to the energy expenditures associated with searching for and capturing prey (Parker et al., 1996). Therefore, to increase efficiency, animals must minimize the cost of prey capture (Williams et al., 2000) and/or increase the energetic benefits from prey (Watanabe and Takahashi, 2013; Watanabe et al., 2014). To minimize locomotor costs, aquatic animals adopt gliding gaits, and slow swimming speeds to decrease drag and the energetic requirements of searching for food (Williams, 2001; Fahlman et al., 2008, 2013; Watanabe et al., 2011). To increase energy intake, they can increase feeding rates by extending the time spent in a prey patch (Doniol-Valcroze et al., 2011; Wilson et al., 2011), or selecting prey patches of higher quality (Orians and Pearson, 1979). Higher quality prey can take the form of larger bodied prey for animals that take prey individually (i.e., particle feeders, hunting predators), greater densities of the same type for multiple-prey loaders (i.e., filter feeders or grazers), or other prey changes that decrease handling time or increase catch per unit effort. Moreover, the cumulative benefit from a foraging bout may increase due to a combination of these processes and mechanisms (Daniel et al., 2008; Doniol-Valcroze et al., 2011; Gibb et al., 2016). However, what remains poorly understood is how predators modulate foraging performance when faced with heterogeneous, dynamic prey-scapes (Friedlaender et al., 2016).

Many animals across taxonomic groups and environments are central place foragers where feeding bouts occur far from a return location (Houston and McNamara, 1985). Air-breathing divers can be described as central place foragers, where the sea surface is the return location that provides a critical source of oxygen replenishment (Kramer, 1988). In this context, divers face the conflicting demands of oxygen conservation during apnea and the energetic costs associated with diving, swimming, and feeding (Davis et al., 2004). Therefore, diving foragers must balance managing oxygen stores while maximizing net energy intake during feeding at depth (Hazen et al., 2015). If the high energetic costs of feeding deplete body oxygen stores, this in turn would reduce aerobic diving capacity and thus impose a potential constraint on foraging performance (Croll et al., 2001; Acevedo-Gutiérrez et al., 2002; Goldbogen et al., 2012).

Central place foraging theory predicts that predators should only swim farther from the central place to encounter increasing numbers or quality of prey (Carbone and Houston, 1996). When the same prey resource is targeted, diminishing energetic returns are expected at increasing distances from the central place, because of increased travel time. Thus, at greater distances animals should feed on higher value prey to optimize foraging efficiency (Schoener, 1969, 1979). It is known that toothed whales (Odontoceti) hunt and capture individual prey across a wide size range (Clarke, 1996; Andersen et al., 2016); however it remains unclear whether odontocetes selectively vary feeding rates when feeding at different depths and/or modulate their locomotor and diving performance in response to changes in prey distribution and availability. To test the above hypothesis, we explore the fine-scale foraging behavior and kinematics of the cephalopod-eating Risso's dolphin using motion-sensing and acoustic recording tag data to quantify the foraging performance of this species in the wild.



MATERIALS AND METHODS


Dolphin Data Collection

Archival tags (Johnson and Tyack, 2003) were attached dorsally to free-ranging Risso's dolphins off Santa Catalina Island, California during field efforts from 2010 through 2016. The tags had a suction-cup system that released at local sunset, or unintentionally due to movement of the dolphins. They were positively buoyant and transmitted a VHF signal when at the surface, allowing tracking, and recovery. Stereo acoustic data were sampled with 16-bit resolution at a sampling rate of 240 kHz, except for tag gg11_216a where 120 kHz was used. Data from the other sensors were sampled at 200 Hz per channel and converted into depth, pitch, roll, and heading of the tagged animal, following methods described in Johnson and Tyack (2003). Pressure and accelerometer data were decimated to 20 and 5 Hz, respectively, before analysis. Analyses were carried out in Matlab 9.1.0 (http://www.mathworks.es/) using the DTAG toolbox (https://www.soundtags.org/dtags/dtag-toolbox/) and custom-made scripts. A subset of 18 tagged dolphins were subject to controlled acoustic playback exposure experiments (CEE) (Table 1). Detailed exposure protocols are described in Southall et al. (2012). Dives were classified as “non-CEE,” “pre-exposure,” “CEE,” or “post-exposure,” depending on the time overlap with the onset and end of the acoustic stimuli. Generalized additive mixed models (GAMMs) were used to assess the effect of CEE mode and type on two representative metrics of foraging performance. We fitted GAMMs using maximum dive depth and buzz rate as response variables, including CEE categorical data as a factor and individual dolphin as random effect, to identify potential behavioral responses as a function of CEE mode (non-CEE, pre-CEE, during-CEE, and post-CEE) and type (non-CEE, Control, PRN, Simul-MFA, Real MFA). As we were testing a specific hypothesis no model selection was needed. This statistical approach allowed us to assess whether there was a behavioral response as a consequence of CEE, which was important to determine if the full Grampus tag dataset could be pooled across CEE modes and types for further analysis. Foraging models were fitted as a functions of dive metrics and of CEE modes and types, using the mgcv 1.8–15 package (Wood, 2011) in R 3.3.2 “Sincere Pumpkin Patch” (http://www.R-project.org/).



Table 1. Risso's dolphins tagged off California from 2010 to 2016.
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Focal follows of tagged animals were conducted whenever possible, avoiding approaches closer than 25 m. Observations were made from the tag boat with the aid of binoculars and VHF radio tracking equipment. Individuals were identified via photos of their dorsal fin and scar pattern, which facilitated tagging different individuals every time. Location of the tagged animals was recorded with a GPS on board and seabed depth at dolphin sighting locations was extracted using NOAA's NGDC bathymetric charts in ArcMap 9.2 (Environmental Systems Resource Institute, Redlands, CA, USA) with 3-arc second resolution (https://www.ngdc.noaa.gov/mgg/coastal/grddas06/grddas06.htm). Average seabed depth was estimated from all positions gathered during each tag deployment and the maximum depth of the deepest dive recorded among the 33 dolphins. This was 560 m, considering that in the deep-water habitat the seabed must be deeper than the deepest dive recorded. In this way dolphins were broadly classified as foraging in a shallow or deep-water habitat (Table 1). Only two of the dolphins (data sets gg14_223a and gg14_253a) were close to the boundary defined by this depth threshold, as they remained above average seabed depths of 450 and 500 m, respectively. Those depths may have allowed deep diving but if so, foraging would likely have occurred close to the seabed, in the benthic boundary layer (Angel and Boxshall, 1990). Given the differences between benthopelagic and pelagic organisms, these dolphins were classified as in a shallow-water habitat. Moreover, data for each dive were analyzed with respect to which habitat the dolphin was in, based on the seabed depth of the closest focal follow position gathered within 15 min of the start or end of a given dive. We acknowledge the low accuracy of these estimates but the seabed depth at the nearest focal follow location was considered a representative measure of the type of foraging habitat used by the animal. Dives without focal follow information within the 15 min time window was not considered for kinematic analyses.



Prey Data Collection

Data on the distribution of prey in the Catalina Basin, off the eastern coast of Santa Catalina Island, California, comprising the deep-water habitat of the dolphins, were obtained from ship and underwater autonomous vehicle (AUV) based hydroacoustic surveys. The ship transects covered seabed depths ranging from 300 to 900 m and the AUV sampled pre-defined depths between 50 and 500 m, depending on the location of prey layers. Both platforms were equipped with Simrad EK60 echo sounders at 38 and 120 kHz. The AUV survey provides a 15 × 10 cm sampling resolution in horizontal and vertical planes, respectively. This allowed individual animals to be observed within scattering features, whereas the ship-based sensors provided a view of entire features. Comprehensive explanation of the sensors and platforms used is provided by Moline et al. (2015) while Benoit-Bird et al. (2017) provide a detailed description of biological sampling and active acoustics methodology. Briefly, acoustic scattering data were processed using Echoview and individual prey detected from the AUV within scattering features were identified as single targets (Sawada et al., 1993), providing measurements of target strength at two frequencies. Frequency differencing was used to facilitate coarse taxonomic classification (i.e., fish, squid, or crustacean) while target strength was used as a proxy of length within each taxonomic class. Calculation of inter-individual spacing of prey in layers was measured using the nearest neighbor distance for each individual target sampled by the AUV, both in the beam and along the track. The dominant composition of layers identified from the active acoustics was determined using a net towed at relatively high speed (1–2.2 m s−1) that captured mobile organisms between 1 and 35 cm body length. This catch matched the composition identified acoustically (Benoit-Bird et al., 2017). Sampling of the deep-water habitat of the dolphins was coincident in space and time with tagging of two of the 33 dolphins (tag id gg13_266b and gg13_267a, Table 1). The spatial coverage of the prey mapping and its overlap with the tag data is presented in Figure 2 in Arranz et al. (2018). Another 15 dolphins were tagged in the same general habitat, 6 of them in the same year. Prey fields in the shallow-water habitat were not sampled in this study. Dolphins in shallow-water habitat were mostly tagged in 2013, when increased upwelling productivity conditions may have influenced prey availability, particularly of market squid (Doryteuthis opalescens) in coastal waters off the island. Hence the dolphin's foraging opportunities were higher close to shore (Vanderzee et al. pers. comm.). This was supported by visual observations during tagging in 2013, when market squid were observed at the surface and in the mouths of Risso's dolphins. Dives occurring within the shallow-water habitat were classified based on their depth distribution as Shallow (<100 m depth) or Intermediate (>100 m), for comparison of dive parameters.



Kinematic Analyses

Dives were defined as vertical excursions exceeding 20 m depth. Dives recorded within 15 min of tag-on were excluded from the analysis, to remove data potentially affected by the tagging procedure (the 15 min duration is roughly equivalent to two deep dives or 5 shallow dives by this species). Incomplete dives at the start or end of the record (caused by a delay in triggering the salt water switch or release at depth) were also excluded. Dives performed in the deep-water habitat were classified according to their maximum depth and the prey feature targeted in the bottom phase (sensu Arranz et al., 2018). Echolocation clicks and buzzes from the tagged dolphin, respectively, indicative of prey search and capture attempts within dives, were isolated using a supervised click detector together with spectrogram visualizations of acoustic recordings, following the methods described in Arranz et al. (2016). The interpretation that buzzes are associated with prey capture attempts has been confirmed for several echolocating marine mammals, including sperm whales (Miller et al., 2004), beaked whales (Johnson et al., 2004), pilot whales (Aguilar de Soto et al., 2008), porpoises (Deruiter et al., 2009), and belugas (Ridgway et al., 2014). Foraging dives were defined as including one or more buzzes. For each dive, the mean descent and ascent depth rates and the proportion of descent time spent gliding were computed. Fluke strokes were identified in the recordings as cyclic variations in the pitch with a magnitude >3 degrees and with a period between 0.4 and 5 s, estimated from a nominal fluking period of 1.5 s for Risso's dolphin. The stroke count was verified visually by checking the pitch angle in random sections of the record. Glides were defined as 10 s time intervals with no stroking. Descent, bottom and ascent phases in dives were defined following a 70% rule, as in Arranz et al. (2016). The descent phase of each dive was considered the period from when the dolphin left the surface to the first time the depth exceeded 70% of the maximum dive depth. The ascent phase started at the last time the depth exceeded 70% of maximum dive depth and ended when the dolphin reached the surface. The bottom phase was defined as the period from the first to the last time the depth exceeded 70% of the maximum dive depth. The inter-buzz interval (IBI) was estimated as the time elapsed since the end of a buzz and the start of the next one. The vertical swim speed was computed as the rate of change in depth (as in Aguilar de Soto et al., 2008).



Energetic Analyses

As a proxy for the activity level of the dolphins we computed the overall dynamic body acceleration (ODBA, Wilson et al., 2006) as the norm of the high-pass filtered acceleration resulting from the movement of the animal and recorded by the tag sensors (ODBA tool from the soundtags toolbox). Cut-on frequency required for ODBA estimation was set to 0.35 Hz (about half of the normal stroking rate for these dolphins). Previous studies have shown that ODBA is a reasonable proxy for metabolic rate in marine mammals (Fahlman et al., 2013) although other studies report difficulty in observing such a relationship (Halsey et al., 2011; Halsey, 2017). An exploratory analysis of this relationship in Risso's dolphins is presented here, assuming that for each individual dolphin, the lowest ODBA recorded on each dive (ODBAmin) corresponded to the [image: image], or estimated resting metabolic rate (RMR) and the highest ODBA for each dive (ODBAmax) corresponded to its [image: image] or estimated maximum metabolic rate.

For comparative purposes, we modeled [image: image] in three ways (Table S1 in Data Sheet S1): (1) using the measured [image: image] from the smaller bottlenose dolphin (Tursiops truncatus) (Equation 3.2 in Fahlman et al., 2018) and scaled allometrically for the larger Risso's dolphin, (2) assuming an average mass-specific [image: image] of 3.9 ml O2 kg min−1 (Figure 3B in Fahlman et al., 2018) and multiplying by the estimated body mass (Mb), or (3) using Kleiber's equation (Equation 1) for terrestrial mammals and the estimated Mb of the tagged dolphin (Kleiber, 1947). The Mb of tagged Risso's dolphins was approximated from individual age class (Table 1), implying a mass of 500 kg for adults and 300 kg for sub-adults and juveniles (Jefferson et al., 2008).

[image: image]

[image: image] was modeled in two different ways (Table S1 in Data Sheet S1): scaling up [image: image] (1) by 5 times or Metabolic Equivalents of Task (MET's, Savage et al., 2007), a level of exercise that one would expect animals to undertake routinely; or (2) by the Hoppeler equation (Equation 2) (Weibel and Hoppeler, 2005).
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A regression equation was built using estimated [image: image], a[image: image] for each dolphin, in one of the ways described above, estimated ODBAmin and ODBAmax for a given dive. We acknowledge reasonable concerns about generating a regression equation from two data points, but it allowed us to estimate the [image: image] (or field metabolic rate) of the dive based on the overall activity. Regression lines were re-calculated for each dive to account for different tag placements within the same individual (due to potential tag moves) and likely variation of minimum and maximum ODBA values amongst dolphins (Figure S1 in Data Sheet S1). The resulting intercept and slope of the regression line obtained for a given dive were multiplied either by the average ODBA of the dive+ surface interval, to estimate the average [image: image] per dive, or by the average ODBA of the dive phase (descent, bottom and ascent) to estimate the average [image: image] of each phase, as follows:
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Recorded ODBAmin and ODBAmax per dive were regressed as a function of duration of the deployment, to rule out correlation between these variables (Figure S2 in Data Sheet S1). The ratio between the estimated metabolic costs of each dive phase in different dive types was used comparatively, to assess relative differences in dolphin metabolic costs when diving to different depths.



Statistical Modeling

To assess differences in dive parameters by dive type, we used generalized linear mixed-effects models fitted in R, using the package glmmTMB (Brooks et al., 2017). We modeled each dive parameter as a function of habitat and dive type, controlling for effects of age class (via fixed effects) and individual differences and temporal autocorrelation (via a random intercept of tag ID). We used Gaussian models with identity link, except for the following parameters. Inter-buzz interval and buzz duration were modeled using gamma family with log link, to account for right-skew and overdispersion of residuals, and for number of buzzes a negative binomial type I with log link and an offset for dive duration, since data are count data, and to account for right skew and overdispersion of residuals. We used ANOVA to compare models with and without habitat and dive type as predictors, and in the case of a significant result, we used Tukey's method to assess pairwise differences between dive types [using R package emmeans (Lenth, 2018)].




RESULTS

A total of 124 h of acoustic and movement data from 33 Risso's dolphins (20 adults, 5 sub-adults, 1 juvenile, and 7 individuals of unknown age) resulted in 331 dives during 22 deployments as analyzed here. Most tags recorded data during daytime only but two documented 2 h 19 min and 3 h 30 min after local sunset, respectively, resulting in an overall time coverage from 7:25 a.m. to 9:57 p.m. local (UTC−7) (Table 1, Figure 1). No clear time-of-day dependent pattern of feeding behavior or inshore-offshore movements were detected from plots of the seabed depth at the focal follow positions of the dolphins in relation to time of day. These results are based on a small sample size without full day/night periods from tag records. GAMMs revealed no significant effect of CEEs on the buzz rate per dive nor the maximum dive depth in any of the 18 out of 33 tagged dolphins subject to the experiments (Table 2).


[image: image]

FIGURE 1. Dive profiles from two Risso's dolphins with (A) the longest period of time with consistent deep dives and (B) the longest night time foraging period recorded, among 33 tagged individuals. Prey capture attempts are represented by white circles. Dive profile is colored according to vertical swim speed (Vs).





Table 2. Generalized Additive Mixed Model (GAMM) estimates for the effects of mode and type of Controlled Exposure Experiments (CEE) on behavioral criteria of 33 Risso's dolphins.
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Habitat

Hydroacoustic sampling of the biotic structure in the water column throughout the Santa Catalina Basin >560 m seabed depth, i.e., deep-water habitat, revealed prey fields vertically stratified into four prey features comprising three sound-scattering layers. Each prey layer was horizontally identified as follows: Shallow [30–90 m], Midwater [200–300 m], and Deep [350–450 m], and a zone of scattered patches between 100 and 200 m depth named Intermediate (see Figure 2 in Arranz et al., 2018). The shallow layer was dominated by larval fish and small crustaceans, the midwater layer by myctophids and krill, and the deep layer primarily by dragonfish, squid, shrimp, and large krill (Benoit-Bird et al., 2017). Scattered patches were not directly sampled to confirm potential composition but echo characteristics were consistent with small schooling fish. Measures of the horizontal patch structure are reported by Benoit-Bird et al. (2017). Prey patch aggregations had similar topological extent, 100 individuals across, irrespective of taxonomic composition, animal size, and depth. Inter-individual spacing increased with relative animal size within each taxonomic group. When Grampus were detected by AUV echosounder sampling in the deep-water habitat of the dolphins, they were found mostly within the boundaries of monospecific aggregations with a frequency response corresponding to squid (Benoit-Bird et al., 2017). About half of the dolphins (N = 17) stayed within the deep-water habitat during most of the recording time, whereas the other animals (N = 16) stayed in shallow-water habitat (Table 1). In the deep-water habitat, 39% of the dives performed by the dolphins were shallow (to a max depth of 30–90 m), 35% intermediate (to a maximum depth of 90–200 m), 15% midwater (to a maximum depth of 200–300 m), and 8% were deep dives (to a maximum depth >350 m).



Foraging Behavior

Dolphins spent 83 (SD 48)% of the time near (<20 m) or at the surface and 17 (SD 35)% of the time diving. The pattern of dive cycles differed among individuals, with variable-duration bouts of foraging dives interspersed with periods at or near the surface (entailing behaviors like resting, traveling, socializing) (Figure 1). Tagged dolphins foraged throughout the day, with search clicks recorded in 76% of dives and buzzes recorded in 62% of dives. Foraging dives lasted 5.0 [0.7–10] min on average [range], covering a broad range of depths up to 588 m (Figure 1). Duration of dives recorded from adult dolphins (N = 279 dives) was 4.3 [1.2–10. 7] min, whereas in non-adults (i.e., juveniles and sub-adults, N = 25 dives) dive duration was 3.8 [1.5–5.7] min. Deep-water foraging was only recorded in adult dolphins (average maximum dive depth 137 ± 119 m [mean ± SD]), all recorded dives by non-adult dolphins were shallower than 141 m depth (average maximum dive depth 59 ± 34 m). Deep dives occurred mostly in the afternoon, since before noon most data were recorded within the shallow habitat. Diurnal patterns of inshore-offshore movement or vice versa were absent when visualizing plots of seabed depth in relation to time of day (average Pearson's correlation across tags R = −0.14). Seabed depths from focal follows revealed that dolphins were foraging near the seabed when in shallow-waters, although benthopelagic feeding may also take place in the deep-water habitat (Figure 2).
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FIGURE 2. Foraging activity of Risso's dolphins relative to the seabed. Seabed depth from the closest focal follow position gathered within 6 min of the given buzz (x-axis) and difference between buzz depth and seabed depth (y-axis), colored according to individual. Positive differences are the result of the offset between focal follow position from where seabed depth is extrapolated and depth where dolphins are feeding.





Dive Kinematics

Dolphins' descent and ascent rates were up to twice as fast when diving deeper (Spearman's correlation ρ = 0.59, p-value < 0.005, and ρ = 0.65, p-value < 0.005, respectively). They also tended to adopt higher absolute body pitch angles (Spearman's correlation ρ = 0.51, p-value < 0.005) with active stroking on ascent from deeper dives (Table 3). The proportion of time spent gliding relative to the duration of the descent phase of each dive increased up to 5 times with maximum depth of the dive (Spearman's correlation ρ = 0.53, p-value < 0.005), with an associated dramatic drop in fluke stroking rate (Figure 4C). Stroke frequency decreased over the first 30 s of the descent during deep dives, from 15 to < 5 strokes every 20 s, after which they glided for about a minute. After that, they increased stroke frequency again, resulting in high vertical velocities (up to 4.5 m s−1) during the final phase of most descents of deep dives (Figures 1, 4E). Stroking patterns during descents of shallow, intermediate and midwater dives were more variable, with fewer episodes of high vertical swim speed.



Table 3. Kinematic data for Risso's dolphins foraging dives, pooling dives from all tagged dolphins by habitat type and depth layer.
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Deep dives featured on average twice the number of prey capture attempts in the bottom phase (7 ± 3 buzzes) as shallow dives (3 ± 6 buzzes), whereas in scattered patches and midwater dives dolphins featured 5 ± 4 prey capture attempts, respectively. There was a significant correlation between maximum dive depth and number of buzzes performed at the bottom phase of the dive (Spearman's correlation ρ = 0.40, p < 0.0001 N = 307 dives). Considering only bottom phase foraging rates, estimated as the ratio between the number of prey capture attempts at the bottom of dives and the duration of the bottom phase, these ranged between 79 and 134 prey capture attempts h−1 as a function of dive type. Bottom phase foraging rates were on average 79 prey capture attempts h−1 in shallow dives [30–90 m], 134 attempts h−1 in intermediate dives [100–200 m], 112 attempts h−1 in midwater dives [200–300 m], and 102 capture attempts h−1 in deep dives [350–450 m].

Feeding during descent and/or ascent of dives increased the number of prey items targeted in shallow dives by 17% (4 ± 7 buzzes), 40% in scattered patches (6 ± 5 buzzes), 60% in midwater dives (8 ± 3 buzzes), and 28% in deep dives (9 ± 3 buzzes). Overall foraging rates, i.e., the cumulative number of buzzes emitted per dive divided by duration of dives, revealed between 28 and 55 prey attempts per hour, depending on the foraging depth. Dolphins pursued on average 32 ± 52 prey items h−1 in shallow dives, 36 ± 26 items h−1 in intermediate dives, 55 ± 40 items h−1 in midwater dives and 28 ± 20 items h−1 in deep dives.

GLMMs revealed significant differences in buzz rate for different dive types (chisq = 9.83, p-value = 0.02), although pairwise comparisons indicated significant differences only for shallow vs. intermediate dives (Data Sheet S2). Differences in the duration of the bottom-phase of the dive were significant across dive types (chisq = 110.01, p-value = 1.08−23) with differences between intermediate and deep dives, as well as shallow dives and all other dive types. Similarly, mean stroke rate at the bottom phase of the dive differ significantly for all dive types (chisq = 3, p-value = 3.62−8). According to the full model, IBI did not differ by dive type (chisq = 2.69, p-value = 0.44), however pairwise comparison for individual dive types reported significant differences between shallow and deep dives. There was also evidence of a difference in roll variance by dive type (chisq = 8.56, p-value = 0.03), with shallow dives being different from midwater and deep dives. Buzz duration did not vary among dive types (chisq = 4.28, p-value = 0.23). None of the models indicated significant differences in dive response variables when fitted with habitat type as predictor. Figure 3 shows kernel density of the above modeled parameters separated by age class, habitat and dive type.


[image: image]

FIGURE 3. Summary statistics of Risso's dolphins foraging parameters by dive type. Multi-panel violin plot of kernel probability density colored by individual dolphin, different shapes correspond to age class (dots represent adults and triangles non-adults) and separate panels correspond to each habitat. Results of the GLMM (Generalized linear mixed model) fitted for the above parameters with and withouth habitat and dive type as predictors are reported in the text and Data Sheet S2.





Metabolic Costs

GLM results indicated that estimated [image: image] per dive was similar across dive types and habitats (Figure S3 in Data Sheet S1) but differed between dive phases (chisq = 120.92, p-value = 4.88−26), with descent being different from bottom and ascent estimates (Figure 5, Table 3). Estimated average [image: image] per dive was 1.22 ± 0.18 l O2 min−1 for shallow dives, 1.19 ± 0.12 l O2 min−1 for scattered patch dives, 1.18 ± 0.12 l O2 min−1 for midwater dives and 1.11 ± 0.09 l O2 min−1 for deep dives, calculated using Equation 3.2 in Fahlman et al. (2018). The second method used, based on Figure 3B in Fahlman et al. (2018), rendered [image: image] values that doubled or tripled the previous results but were again consistent across dive types: 1.69 ± 0.25 l O2 min−1 for shallow dives, 1.65 ± 0.17 l O2 min−1 for scattered patches dives, 1.63 ± 0.17 l O2 min−1 for midwater dives and 1.53 ± 0.13 l O2 min−1 for deep dives. Estimates using Kleiber's equation resulted in slightly higher [image: image] estimates but were also similar among dive types: 3.14 ± 0.46 l O2 min−1 for shallow dives, 3.06 ± 0.32 l O2 min−1 for scattered patch dives, 3.03 ± 0.32 l O2 min−1 for midwater dives and 2.85 ± 0.24 l O2 min−1 for deep dives. Hoppeler's equation yielded an upper bound for [image: image] of 16.8 l O2 min−1 for a 300 kg dolphin and 26.3 l O2 min−1 for a 500 kg dolphin.




DISCUSSION

The Risso's dolphins in this study appear to employ several mechanisms to maximize foraging efficiency, depending on their feeding depth. The dolphins varied their diving kinematics and prey quantity when foraging in prey layers with different composition. They foraged throughout the day in shallow and deep-water habitats, attempting to capture prey at depths up to 488 m. Foraging dives had maximum dive depths up to 560 m and occurred in bouts representing about 20% of a dolphin's daytime activity, although tag-on durations averaged only a few hours and at most 13.5 h. These foraging dives targeted epipelagic to mesopelagic prey resources and may have also included near-benthic and coastal water foraging. Foraging bouts were interspersed by traveling/resting/socializing periods of variable length at the surface, which may be needed for recovery. Diving patterns were stereotyped when foraging at particular depths irrespective of the habitat type. They altered their activity for different types of dives in response to metabolic demands, indicating that their foraging tactics were influenced by foraging costs and benefits.

When feeding in the shallow-water habitat, buzz depth and seabed depth at focal follow positions point to dolphins targeting benthic organisms during some of these dives. Opportunistic observations report Risso's dolphins feeding on non-gregarious benthic prey, like octopods in very shallow-waters (Ruiz et al., 2011). Stomach contents from stranded specimens from another location reveal that the benthic octopus Eledone cirrosa can represent up to 55% of the cephalopod prey consumed by this species (Clarke and Pascoe, 1985; Blanco et al., 2006), which would support the potential benthic feeding strategy inferred from data presented here. Nevertheless, foraging patterns were comparable when diving at similar depths but in different habitats.

Furthermore, dolphins feeding in deep-water exhibited several adaptations to reduce the energy cost of locomotion when searching for food at different depths, such as the use of gliding gaits and higher pitch angles during ascent and descent (Table 3). Therefore, despite the longer transit distance to forage for deep-water resources, the dolphins managed to keep their average field metabolic rate similar across dive types (i.e., shallow, intermediate, midwater, and deep). While our approach to estimate field metabolic rate relies on the assumption that the lowest and highest ODBA for each dive represent resting and maximal metabolic rate. This assumption may not be true for each individual dive, but this analysis allows us to explore the relative metabolic costs within dives, and accounts for possible changes in tag placement on overall ODBA. In addition, the heterogeneity in the regression estimate between ODBA and metabolic rate within an individual between dives was acceptable (C.V. of 32% for slope and of 0.7% for intercept), suggesting that there were not large variation in estimated costs between dives. It has been suggested that glide and stroke behavior helps conserve energy (Williams et al., 2017). Gliding during dive descent may help to reduce the metabolic costs of deep dives up to 40% to balance their need to perform long ascents while fluking actively. Similarly, Steller sea-lions diving to artificial prey patches from 5 to 50 m in experimental studies have been observed to decrease their overall (average) diving metabolic rate and activity level with dive depth (Fahlman et al., 2009, 2013). These adaptations may allow them to extend their time at depth in deeper dives and to make a greater number of prey attempts at the bottom of the dive; although bottom buzz rates remained comparable for shallow vs. deep dives. Foraging during transits from (and to a lesser extent to) foraging depths slightly increases the overall foraging rate during midwater dives compared to intermediate dives, but not in deep dives. This represented about a quarter (25%) of prey caught in deep dives, however if dolphins were still diving deep to forage, it suggests intermediate and midwater prey is of lower quality, with respect to prey energy content and/or prey density per unit volume, compared to deeper prey.

Hydroacoustic sampling within the same general area did not find greater prey density at depth (Benoit-Bird et al., 2017). Active acoustics data revealed that inter-individual distances in schools targeted by Risso's dolphins increased with total body length of prey items (Benoit-Bird et al., 2017). Moreover, the scattering layers were stratified vertically in terms of composition and size. The average length of individuals constituting mono-specific prey patches in the Catalina basin generally increased with depth, while the average density of prey in patches decreased. It therefore seems that the dolphins benefit from deeper foraging trips through accessing prey of varied quality rather than greater prey density. The longer IBI associated with deeper buzzes is consonant with dolphins targeting more widely spaced prey items (i.e., larger distance between individuals) during deep dives or that it requires longer handling times, an interpretation compatible with prey data reported here.

The records of higher [image: image] in the bottom phase of deep dives is consistent with the registered increase in body roll and stroke rate and suggest a greater effort involved in the pursuit of deep-water prey items. These results support the notion of shift in prey type with increasing foraging depth and could be related to the observed escalation of prey length as a function of depth. Stomach contents from stranded Risso's dolphins reveal consumption of large mesopelagic cephalopods, including the family of muscular squid Ommastrephiidae. Examples are the jumbo squid Dosidicus gigas (García-Godos and Cardich, 2010; Yates and Palavecino-Sepúlveda, 2011) or the neon flying squid Ommastrephes bartramii (Fernández et al., 2017). Such squid, including species from genera Todarodes, have strong locomotor abilities (O'dor and Webber, 1991) and present high energy density per unit of wet weight (3–4.5 kJ g−1 wet weight Clarke et al., 1985), constituting a potential high-quality target for Risso's dolphins during deep dives.

Data on swimming speeds of the dolphins while foraging at the bottom could not be estimated reliably in this study (but see Cade et al., 2017), however the relatively high vertical swimming speeds recorded in the bottom phase of deep dives (up to 4.5 m s−1) (Figure 4), are coherent with dolphins chasing prey at depth. Deep-water sprints associated with capturing large squid have been described in short-finned pilot whales (Globicephala macrorhynchus) (Aguilar de Soto et al., 2008). Similarly, Aoki et al. (2012) reported bursts of speed in sperm whales (Physeter macrocephalus), suggesting that they performed these bursts to catch powerful and nutritious deep-water prey (i.e., large and/or muscular). In deep dives, we found no strong evidence of longer buzzes that have been associated with the capture of larger prey items in beaked whales (Johnson et al., 2008), although it may depend on the clicking rate and closing speed at which targets are approached. Nevertheless, the apparently high levels of exercise undertaken by Risso's dolphins during deep-water feeding recorded here are highly significant, together with the measured increase of total body length of prey items in schools targeted by these dolphins as a function of depth. This evidence points to a potential common strategy of some deep-diving toothed whales, in which the capture of larger, more nutritious prey in deep-waters may compensate for the higher metabolic costs of performing longer foraging dives at depth.
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FIGURE 4. Representative examples of fine-scale kinematics of a Risso's dolphin feeding in a deep-water habitat during deep, midwater, and shallow dives (dolphin with tag id gg13_267a). Dive profiles with buzzes in red (A) and associated measurements of body roll (B), fluke stroke rate (C), ODBArms (D) and vertical swim speed (E) during the first dive of each type recorded on this tag (15 min after the tag on). Red dots indicate prey capture attempts (buzzes). ODBArms corresponds to the root-mean-square (rms) of the 2-norm overall dynamic body acceleration (ODBA). Shallow and midwater dives started 5 min before and 12 min after the start of the deep dive, respectively, by the same dolphin and within the same general habitat. Note the gliding periods during the second part of the descent during deep and midwater dives.



Some deep diving species, such as sperm whales and pilot whales, adapt to circadian migrations of prey distribution (Watwood et al., 2006; Aoki et al., 2007; Aguilar de Soto et al., 2008) and exploit deep-water resources when they are available at shallower depths at night. Other species, like Blainville's beaked whales (Mesoplodon densirostris) seem to adjust little (Arranz et al., 2011). All prey layers in the deep-water habitat of Risso's dolphins, other than the deepest, have been described to perform diel vertical migrations (Benoit-Bird et al., 2017). It is therefore possible that these dolphins benefit from the availability of deep-water prey in shallower waters at night, so as to reduce the apparently higher energetic costs involved in foraging at depth. Soldevilla et al. (2010) reported higher click detection rates of Risso's dolphins at night within the Catalina basin, suggesting either a higher feeding rate or shallower foraging depths. A few data about night-time foraging behavior of Risso's dolphins presented here are inconclusive, limiting interpretation of whether, and to what extent, this species adapts to circadian changes in prey distribution. Collection of night-time tag data on foraging dolphins would be needed to better understand the feeding patterns of this species.

A number of methods have been developed to estimate metabolic rate in free-ranging marine mammals. In pinnipeds and smaller cetaceans, indirect measurements have been made using doubly labeled water, or species-specific calibrations of proxies of energy expenditure, such as heart rate and activity (Butler et al., 2004; Maresh et al., 2014). In larger cetaceans, heart rate has seldom been measured in situ, nor has the relationship between activity and metabolic cost been validated. However, activity correlates reasonably well with diving metabolic rate in Steller sea-lions (Fahlman et al., 2008, 2013). Recent work has also determined the RMR during restrained near-shore shallow diving or off-shore deep-diving in bottlenose dolphins undergoing capture-release health assessments (Fahlman et al., 2018). Indeed, there is a relative similarity in the deep diving capacity, anatomy, morphology, and body structure of bottlenose dolphins and Risso's dolphins. Despite the fact bottlenose dolphins are within Delphininae and Risso's dolphins within Globicephalinae, groups separated by about 10 million years of evolution, we hypothesize that a comparable relationship exists in Risso's dolphin. While we have made the assumption that the maximal and minimal ODBA represent maximal and resting [image: image], respectively, we cannot confirm that these are true estimates of these two measures. This is especially true for the resting ODBA, where the variability was higher for tag durations that were < 4 h (Figures S1, S2). However, for maximal ODBA and minimal ODBA for tag durations > 4 h and up to 13.5 h there were no systematic trends with tag duration. We therefore argue that if these estimated minimal or maximal values were grossly over- or underestimated, we would have seen at least one outlier for 13 dolphins with an overall tag duration of 92 h. We also used two independent methods, based on Kleiber's equation (Kleiber, 1947) and Fahlman et al. (2018), to estimate the RMR in free-ranging Risso's dolphins. This was to address the caveats associated with the application of respirometry data from restrained bottlenose dolphins in relatively warm water, since temperature differences have a potential impact. Consequently, the estimated absolute metabolic rate is higher in the larger Risso's dolphin, whereas the mass-specific metabolic rate is lower (Lavigne et al., 1986). Although the results of the three methods varied between 1 and 3 l O2 min−1, they all reveal a consistent overall consumption rate across dive types (Figure 5), indicating that Risso's dolphins compensate for energetic costs associated with diving, swimming and feeding at different depths (Davis et al., 2004).


[image: image]

FIGURE 5. Estimated field metabolic rate of Risso's dolphins in foraging dives performed within the deep-water habitat. Colored lines represent estimates of the field metabolic rate as a function of dive time and depth of the dolphin for each dive type, showing maximum estimated value per every 10 s window.



The calculated aerobic dive limit (cADL), the total O2 stores divided by the diving [image: image], provides a useful index to indicate whether the animal mainly forages aerobically or possibly uses anaerobic pathways (Butler and Jones, 1997). The majority of diving animals are thought to perform most dives well within their cADL, since this maximizes long-term foraging efficiency (Costa, 2001). Nevertheless, there are some notable examples like fur seals that appear to regularly dive outside their cADL (Costa et al., 2001). In the current study, we used the estimated mass-specific O2 stores from the bottlenose dolphin [36 ml kg−1, see Table 5 in Ponganis (2011)] and the average diving [image: image] for each dive type (via Equation 3.2 in Fahlman et al., 2018) to estimate cADL. This resulted in a cADL ranging between 14.8 and 16.2 min and 8.9–9.7 min for adult and non-adult Risso's dolphins, respectively. While our estimated diving [image: image] entail a number of uncertainties, they provide an initial estimate of energy use and indicate that all dives in the current study are apparently within the estimated cADL.

The Risso's dolphins in this study fed in shallow and deep-water habitats, foraging in different depth layers in deep-waters (occasionally within the same dive) and possibly benthically near the shore when in shallow-waters. In order to balance the energetic needs and costs of foraging at increased distances from the surface, these dolphins altered their dive kinematics to minimize energy consumption during longer transits and extended feeding time with increased depth. They thus allowed for a higher number of prey encounters per dive. Moreover, in spite of the increased overall cost of deep dives, they left longer intervals between prey capture attempts during deep dives. Even faced with the increased need to manage oxygen during deeper and longer dives, prey capture appeared to be more energetic during deep foraging. To maintain energetic returns at increasing distances from the surface, Risso's dolphins appear to choose to feed on larger prey at increasing depth, which points to a potential increased prey size-distance relationship for these predators. This strategy is however difficult to measure in free-ranging diving animals. This adaptive strategy appears to increase their foraging efficiency both within and between foraging bouts, thus enhancing their fitness throughout different habitats. Together with this, these predators show an apparent flexibility in using a variety of resources while maintaining their average metabolic rates per dive similar across foraging depths.
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Innovations in biologging have offered new possibilities to better understand animals in their natural environment. Biologgers can be used by researchers to measure the impact of human disturbances on wildlife and guide conservation decisions. In this study, the behavioral and physiological responses of brown bears (Ursus arctos) to hunts using dogs (Canis lupus familiaris) and human encounters were assessed to better understand the impact of human outdoor activities on brown bears. In Scandinavia, brown bear hunting and the use of dogs during hunts is increasing in popularity. Nonetheless, not every hunt leads to a killed bear. This means that for each bear that is shot, multiple bears may be chased but not killed. In addition, bears can also be disturbed when encountering non-hunting humans. Heart rates, body temperatures, GPS coordinates and dual-axis activity data were collected from 52 simulated hunts (a simulated hunt using dogs with the bear allowed to flee at the end) and 70 human encounters (humans intentionally approaching the bear) that were carried out on 28 free-ranging female brown bears in two study areas in Sweden. The results showed that: (1) simulated hunts had a greater impact and induced a greater energy cost than human encounters; (2) the amount of time bears rested the day after the simulated hunts increased linearly with the duration of the simulated hunts, implying a lasting behavioral impact relative to the intensity of the disturbance. Although not tested in this study, brown bears that are repeatedly disturbed by dog hunts and human encounters may be unable to compensate the disturbances' energy cost, and their fitness may, therefore, be altered. If it is the case, this effect should be accounted for by managers.

Keywords: activity, body temperature, carnivore, heart rate, human disturbance, hunting dog


INTRODUCTION

Innovations in biologging have increasingly been used in the past few decades to better understand animals in their natural environment (Wilmers et al., 2015). The use of biologgers can also allow researchers to measure human disturbances and guide conservation decisions (Wilson et al., 2015). Hunting practices raise ethical questions and have spurred research on the physiology and behavior of pursued animals (for example: foxes (Vulpes vulpes) (Kreeger et al., 1989), pumas (Puma concolor) (Bryce et al., 2017) or red deer (Cervus elaphus) (Jarnemo and Wikenros, 2014). Several variables may be used to measure how human outdoor activities disturb wild animals and to determine if the disturbances may incur extra energy costs. Longer traveled distances (Rode et al., 2007), higher heart rates (Kreeger et al., 1989; Ditmer et al., 2015) or higher body temperature (Evans et al., 2016) have, for example, been considered as indicators of disturbances that lead to extra energy costs. In addition, animals may run to flee, with the higher speeds demanding more energy (Pagano et al., 2018). They may also need to recover and rest after a disturbance, preventing their compensation of the lost energy.

Brown bears (Ursus actos) have been a game species in Sweden since 1943 (Swenson et al., 2017) with a hunting season starting on August 21st and ending when the quotas set by the county board are filled, or at the latest on October 15th. Family groups (adult females with dependent cubs) are protected but there are no age or sex specifications applied to the hunting quotas (Bischof et al., 2008). In Sweden, legal hunting by humans represents the primary cause of mortality for adult brown bears (Bischof et al., 2017), with the most common hunting method being based on the use of trained hunting dogs (Canis lupus familiaris) (Bischof et al., 2008). Dogs are released to pursue the bears with the hunters following and attempting to shoot the bear (hereafter dog hunts). Bear hunting is increasing in popularity with the number of hunters specialized in bear hunting rising (Swenson et al., 2017). There are no statistics known for Sweden, but when hunting black bears (Ursus americanus) in a similar way in Virginia (USA), the recorded success is generally low [20%, Vaughan and Inman (2002)]. This means that for each bear that is shot, multiple bears may be chased but not killed.

Hunting is not the only human outdoor activity that affects bears in Sweden. Bears flee when encountered by humans (Moen et al., 2012) and change their movement patterns for at least 2 days following the event (Ordiz et al., 2013b). In areas with higher road densities, bears adopt movement patterns that are more nocturnal and less diurnal, to avoid human activity (Ordiz et al., 2014). Bears avoid denning near roads (Elfström et al., 2008) and select more concealed denning sites near humans (Sahlén et al., 2011). Brown bears have a general anti-predator behavior toward humans. A behavior that is not only affected by hunting activities, but also by the year-round presence of humans. It is therefore important to understand the impacts of both dog hunts and human encounters on brown bears.

To better understand how human outdoor activities influence brown bears in Scandinavia, simulated hunts using dogs with the bear allowed to flee at the end (hereafter simulated hunts) and human encounters (humans intentionally approaching the bear) were conducted on GPS-collared female brown bears. For each experiment, five variables were measured: (1) the distance traveled by the bears, (2) their speed, (3) their heart rate, (4) their body temperature, and (5) their resting behavior. This was done within three different time periods: (1) during a control period (3 days prior to an experiment), (2) during the day of the experiment and (3) during the 2 days following the experiment. The following hypotheses were tested by comparing the five variables at the different time periods: [H1] Dog hunts and human encounters are a source of physiological and behavioral disturbance for brown bears. [H2] The physiological and behavioral impacts of dog hunts on brown bears are greater than the impact of human encounters. [H3] Dog hunts that last longer in time have greater physiological and behavioral impacts on brown bears. [H4] Dog hunts and human encounters have lasting physiological and behavioral effects on brown bears.



MATERIALS AND METHODS


Study Area

In Sweden, brown bears are distributed into three main populations (Norman, 2016). This study was carried out from 2014 to 2016 in two different areas covering the southernmost and northernmost bear subpopulations (61.50°N; 15.06°E & 66.76°N; 21.02°E). In both areas, the landscape is hilly and mostly covered by managed productive forest, mainly composed of Scots pine (Pinus sylvestris), Norway spruce (Picea abies) and birch (Betula spp.).



Data Collection

Human encounters and simulated hunts were conducted on 28 free-ranging female brown bears. The bears were equipped with a VHF transmitter implant (M1255B, Advanced Telemetry Systems, Isanti, USA); a GPS-Plus collar with GSM modems or Iridium modems with an included VHF transmitter and a dual-axis motion sensor (Vectronic Aerospace GmBh, Berlin, Germany); cardiac biologgers (Reveal XT, Medtronic, Minneapolis, USA) implemented with modified software (BearWare, Medtronic, Minneapolis, USA); and temperature biologgers (DST Centi-T, Star-Oddi, Gardabaer, Iceland). The biologgers were surgically implanted in the bears with the cardiac biologgers subcutaneous to the left of the sternum and the temperature biologgers in the abdomen of the bear (Arnemo and Evans, 2017). The cardiac biologgers continuously recorded the bears' inter-beat intervals (R-R, in milli seconds), based on electrocardiogram (ECG) measurements. Every 2 min the mean R-R interval was converted into a heart rate in beats per minute (bpm). The body temperatures of the bears were measured every 4 min with an accuracy of ± 0.01°C. The activity of the bear was measured as the true acceleration in two orthogonal directions at a frequency of six to eight times per second. The average of the activity values over 5 min for each orthogonal direction was then recorded in the GPS collar with its associated date and time (Friebe et al., 2014).

GPS coordinates of the bears were recorded by default every 30 min or every hour. During the human encounters and the simulated hunts, a GPS location was recorded every minute for 3 or 4 h. During some of the simulated hunts, the dogs were equipped with Ultra High Frequency (UHF) transmitters (Vectronic Aerospace GmbH, Berlin, Germany) that emitted a signal every second, triggering the recording of GPS coordinates every 70 s in the bears' GPS collars at ≤500 m. The GPS collars on the brown bears scanned for UHF signals for 1.5 s every 8 s, and the recording ended automatically 60 min after the last detection of a dog collar. Humans (hereafter observers) were equipped with hand-held Garmin GPSMAP 60CSx or Astro 320 and the dogs were equipped with T 5 or DC40 Dog Devices, with all types of equipment being set to record a GPS coordinate every second (Garmin Ltd., Olathe, USA).

For more details on how the bears were captured and immobilized, please refer to Arnemo and Evans (2017). All captures were approved by the Swedish Ethical Committee on Animal Research (application numbers C7/12 and C18/15) and the Swedish Environmental Protection Agency (application numbers NV-00741-18 and NV-01758-14).



Experimental Design

Following the same methods presented by Moen et al. (2012), the human encounters were started between 8:30 and 14:30 local time (GMT+2). The observers walked toward the bear, intending to pass the bear at an approximate distance of 50 m, whilst talking to each other or to themselves if alone, simulating hikers. When the bear had been passed or when the bear ran away, they returned to the car and made sure not to encounter the bear a second time. The 70 human encounters were carried out in 2014 (1st June−7th August; n = 17), in 2015 (8th June−28th July; n = 24) and in 2016 (2nd June−20th August; n = 29). The minimum distance recorded between the observers and the bear was on average 55 ± 27 m (median 51 m, minimum 18 m, maximum 137 m; n = 70). In total, 25 female bears were used, with five subadults, 16 adults and four that were used when they were both subadults and adults.

Simulated hunts were started between 8:00 and 17:00. The observers with hunting dogs kept on a leash walked toward the bear until a dog showed interest in the scent of the bear, either in the wind or from its tracks, before the dogs were released and allowed to pursue the bear (Figure 1). The simulated hunt was stopped when the dogs came back to the observers or by the observers calling in or intercepting the path of the dogs. The simulated hunts were intended to last about 2 h but ended both earlier and later due to practicalities. During the same simulated hunt, one to six different dogs were used. However, only a maximum of two dogs were let loose simultaneously to hunt the bear. Bears were considered to be disturbed by both types of experiments if the minimum distance recorded between the bear and the observers or dogs at any time was < 200 m.
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FIGURE 1. While being hunted, a brown bear can run in order to escape hunting dog(s) and sometimes end up lying on the ground with the dog(s) barking and running around it (baying). When the dog(s) is/are baying the bear, the hunter is typically sneaking in and shooting the bear. (A) Plott hound pursuing a bear during a simulated hunt. The dog is equipped with a collar (DC40 Dog Device) used to collect GPS coordinates, as well as a dog harness equipped with a UHF transmitter that triggers the recording of coordinates every 70 s in the GPS-Plus collar fitted on the bear. (B) Elkhound baying a bear during a simulated hunt. The same equipment as in (A) is illustrated. Scientific Illustration by Juliana D. Spahr, SciVisuals.com (reproduced with permission).



The 52 simulated hunts were carried out in 2014 (9th August−15th August; n = 4), in 2015 (11th June−2nd October; n = 19) and in 2016 (18th June−7th October; n = 29). The minimum distance recorded between the observers and / or the dogs and the bear was on average 20 ± 34 m (median 5 m, minimum 0 m, maximum 168 m; n = 52). The duration of a simulated hunt was defined as the time between when the observers and dogs started heading from the car toward the bear until when they were back at the car. Simulated hunts lasted on average 229 ± 104 min (median 198 min, minimum 67 min, maximum 508 min; n = 52). In total, 17 female bears were used, with two subadults, 14 adults and one that was used when it was both a subadult and an adult.

Some bears were used in multiple human encounters and / or simulated hunts during the same year. No research activities that could have affected the bears were carried out for at least 5 days before and 2 days after the experiments.



Data Processing and Statistical Analyses

All the data analyses and data processing were carried out using the statistical programming language and environment, R 3.4.2 (R Core Team, 2017). All data (GPS, activity, heart rate and body temperature) was stored in the WRAM database (Wireless Remote Animal Monitoring, Dettki et al., 2014).



Response Variables

The distance traveled by the bear was measured as the variable TRAVEL, which is the sum of all hourly displacements for each day. In this way, days with GPS coordinates taken with a different frequency were directly comparable. The distances (shortest distance between two points on the WGS84 ellipsoid) between the hourly positions were measured using the distGeo function from the geosphere package, version 1.5-7 (Hijmans, 2017). The maximum speed of the bear was measured as the variable MAXSPEED, which is the highest speed recorded of the day based on all hourly displacements within the 24 h. The heart rate of the bear was measured as the variable HEARTRATE30, which is the highest value measured by a rolling mean ran over all the measured heart rates of the day, with a window of 30 min and a constant forward shift of 2 min. When processing the heart rate data, a constant mismatch between the heart rate and the corresponding time was observed for some bears. The mismatch was corrected through using the correlation between the activity of the bear and its heart rate. Heart rate data was not used in the analysis if the activity data was not available or if the method led to a suggested time shift that was not consistent throughout the data. The body temperature of the bear was measured as the variable TbAREA, which is the area under the curve of the measured body temperature values and above the median body temperature of the bear over a 24-h period. The median body temperature was based on data from 1st June to 30th September for each bear-year. Days when the bears were involved in research activities (human encounters, simulated hunts or captures) were not included in this data set. The area was calculated using a trapezoidal approximation (all points are connected by a direct line forming multiple trapezoids) using the AUC function from the DescTools package, version 0.99.23 (Signorell, 2017). The resting behavior of the bear was measured as the variable REST, which is the amount of time the bear was resting in minutes during a day. The two values for each orthogonal, measured by the dual-axis motion sensor, were summed resulting in a variable ranging from 0 to 510. A value lower than 23 was considered resting behavior (Gervasi et al., 2006).



Explanatory Variables

Human encounters and simulated hunts were considered as two different treatments in a binary variable, hereafter named TYPE. The variable PERIOD consisted of four unique levels. The 1st level represents the control period defined as the mean values recorded during the 3 days prior to the human encounter day or simulated hunt day. The 2nd level represents the day of the experiment. The 3rd and 4th levels represent the following and second day after the experiment, respectively. The age of the bears was considered in the binary variable AGE with subadult bears <4 years old. The duration of the simulated hunts was also used as an explanatory variable.



Model Construction

Linear mixed effect models (LME) were fitted using TRAVEL, MAXSPEED, HEARTRATE30, TbAREA and REST as response variables, and TYPE, PERIOD, AGE and the interactions as explanatory variables. The experiments' ID nested in the bears' ID were added as random factors. The normality of the residuals was improved by a square root transformation of the response in the TRAVEL, MAXSPEED, HEARTRATE30 and the TbAREA models. The models were created using the lmer function from the lme4 package, version 1.1-14 (Bates et al., 2014) and fitted using the restricted maximum likelihood (REML) method, as the models were composed of small sample sizes. The final model was obtained by following the backward selection method. The significance of the variables and the interaction were computed using the Anova function from the car package, version 2.1-6 (Fox and Weisberg, 2011), with the type-III method. A pairwise analysis of the estimated marginal means (EMMs) was then performed to interpret the final models using the emmeans package, version 1.1. (Lenth, 2018). This method was used as the models had an unbalanced number of human encounters and simulated hunts (Table 1). The EMMs were based on a 0.95 confidence level with the Tukey correction method. Some of the 70 human encounters and 52 simulated hunts did not have data for all the response variables. For this reason, n varied between the different LME models (Table 1).



Table 1. Number of human encounters and simulated hunts with complete data sets.
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When only considering the simulated hunts data, the variables TRAVEL, MAXSPEED, HEARTRATE30, TbAREA, and REST were used as response variables in LME models, with the duration of the simulated hunts, the variable AGE and the interaction as explanatory variables. In these models, the variables TRAVEL, MAXSPEED and TbAREA were square root transformed to improve the normality of the residuals. The models were created following the same method as the method presented for the previous LME models but were created using the lme function from the nlme package, version 3.1-131 (Pinheiro et al., 2017). The model included the ID of the bears as a random factor, as some simulated hunts were carried out on the same bears (Table 1).

In the models HEARTRATE30 and REST with PERIOD, TYPE, AGE and the interactions as explanatory variables, the variable AGE and the corresponding interactions were not kept in the models after using the backward selection method. However, the interaction between PERIOD and TYPE was significant (all P < 0.0001). Both the PERIOD and TYPE variables were thus used in the pairwise analysis of the EMMs. In the models TRAVEL, MAXSPEED, and TbAREA, the variables AGE, PERIOD and TYPE were kept in the models after using the backward selection method. All three explanatory variables were therefore used in the pairwise analysis of the EMMs.




RESULTS

The distances traveled by both adult and subadult bears were longer during the day of the simulated hunts than during the corresponding control periods (post hoc test: estimated difference: both adult and subadult: 755 ± 15 m, P < 0.0001, both 10% longer, range measured difference: Adult: −3 to 22 km, Subadult: −1 to 12 km) and longer than during the day of the human encounters (post hoc test: estimated difference both adult and subadult: = 527 ± 22 m, P < 0.0001, Adult: 3 %, Subadult: 4% longer). Adult and subadult bears did not travel longer distances on the day of the human encounters than during the corresponding control periods (both P = 0.13).

Both adult and subadult bears ran faster during the day of the simulated hunts than during the corresponding control periods (post hoc test: estimated difference: Adult: 679 ± 61 m h−1, P < 0.0001, 31% faster, range measured difference: −280 to 6360 m h−1, Subadult: 455 ± 94 m h−1, P = 0.0002, 17% faster, range measured difference:−680 to 3580 m h−1) and ran faster than during the day of the human encounters (post hoc test: estimated difference: both: 450 ± 62 m h−1, P < 0.0001, Adult 10 % faster, Subadult: 16 % faster). Adult bears also ran faster the day of the human encounters than during the corresponding control periods (post hoc test: estimated difference: Adult: 216 ± 53 m h−1, P = 0.005, 3% faster, range measured difference: −1470 −8850 m h−1). Subadults, however, did not run faster on the day of the human encounters than during the corresponding control periods (P > 0.90).

The maximum heart rates were higher during the day of the simulated hunts than during the corresponding control periods (post hoc test: estimated difference = 7 ± 0.06 bpm, P < 0.0001, 7% higher, range measured difference: 4–106 bpm) and higher than during the day of the human encounters (post hoc test: estimated difference = 3 ± 0.12 bpm, P < 0.0001, 3% higher). Bears did not have a different maximum heart rate the day of the human encounters than during the corresponding control periods (P = 0.18, maximum measured difference: −50–106 bpm).

The body temperature areas of the adult bears were greater during the day of the simulated hunts than during the corresponding control periods (post hoc test: estimated difference = 1553 ± 59 TbAREA, P < 0.0001, 12% greater) but not for subadult bears (P = 0.15). The body temperature areas of the bears were not greater during the day of the simulated hunts than during the day of the human encounters (Adult: P = 0.64, Subadult: P = 0.57). The body temperature areas of both adult and subadult bears were not different on the day of the human encounters compared to during the corresponding control periods (both P > 0.90).

The day after the simulated hunts, bears rested more than during the corresponding control periods (post hoc test: estimated difference = 68 ± 19 min, P = 0.008, 1% more, range measured difference: −4 h 15 min−5 h 15 min) but not more than during the day after the human encounters (P = 0.62). The day after the human encounters, bears did not rest more than during the corresponding control periods (P > 0.90). The amount of time bears rested the day after the simulated hunts increased linearly with the duration of the simulated hunts (Figure 2). Bears did not rest less during the day of the human encounters or the simulated hunts than during the corresponding control periods (both P > 0.90). Bears did not rest less during the day of the simulated hunts than the day of the human encounters (P = 0.18).


[image: image]

FIGURE 2. The day after the simulated hunts, female bears rested more if the simulated hunts were longer (P = 0.0114). The 46 simulated hunts are represented by the black dots with the regression line, as well as the lower and upper 95% confidence interval. The model REST ~ Duration of the simulated hunt*AGE was fitted with the Bear ID as a random factor. The variable AGE was not kept after using the backward selection method (Interaction: P = 0.34, AGE: P = 0.29).



There was no difference between the control periods of the human encounters and the control periods of the simulated hunts (adults or subadults) for the distance traveled, the maximum speed, the maximum heart rate, the body temperature area or how long the bear rested (Table 2, all P > 0.13). There was no difference between the first and second days following the human encounters or the simulated hunts, compared to the corresponding control periods, for the distance traveled, the maximum speed, the maximum heart rate or the body temperature areas of the bears (all P > 0.09). The duration of the simulated hunts had no effect on the distance traveled, maximum speed, maximum heart rate, body temperature area or how long the bear rested the day of the simulated hunt (all P > 0.15).



Table 2. Estimated marginal means (EMM) for the control periods of the human encounters and the control periods of the simulated hunts.
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DISCUSSION

During human encounters, adult bears ran faster than during the corresponding control periods, but did not have higher heart rates, higher body temperatures or travel longer distances. There were no significant differences between the day of the human encounters and the corresponding control periods in any of these variables for subadults. These results provide support for the hypothesis that human encounters are a behavioral disturbance for brown bears [H1] but do not support the hypothesis that human encounters are a physiological disturbance for brown bears.

Contrary to human encounters, simulated hunts led to a clear disturbance with longer traveled distances, higher speeds and higher heart rates than during the corresponding control periods or the human encounters. Adult female bears also had greater body temperatures compared with the control periods. These results support the hypothesis that dog hunts represent both a behavioral and physiological disturbance [H1]. The results also support the hypothesis that dog hunts have a greater impact on brown bears than human encounters [H2].

During simulated hunts, bears were pursued by dogs and may have been forced to flee in a more dramatic way than when moving away from encountered humans, which is most likely the reason why simulated hunts had a greater impact. Simulated hunts were also characterized by smaller minimum distances as dogs were able to come closer to the bears than observers were during the human encounters. Because running faster can be associated with higher energy costs (Pagano et al., 2018), human encounters and dog hunts can be considered a direct energy cost for adult female brown bears, with dog hunts having the highest impact. Simulated hunts also led to longer traveled distances, higher heart rates and, for adult females, greater body temperature areas, giving further support to the idea that dog hunts represent an important energy cost. The fact that bears use more energy while running than other quadrupedal mammals (Pagano et al., 2018) suggests that human encounters and dog hunts may represent relatively large energy costs in bears.

If an adult female bear is frequently disturbed by human encounters and dog hunts, its body condition may be affected by the energy cost of these disturbances. Females do not always reach their energetic needs, e.g., poor berry seasons affect the reproductive success of lightweight female bears in Sweden (Hertel et al., 2018). Adult females give birth during the denning period and depend on their fat reserves for the gestation and lactation of their cubs (Robbins et al., 2012; Lopez-Alfaro et al., 2013). Even if observed mating, captive adult female brown bears having a body fat content lower than 20% do not give birth (Robbins et al., 2012). Lopez-Alfaro et al. (2013), using an energy consumption model, estimated that with a body fat content below 19%, a female would not be able to reproduce during a hibernation period that lasts over 120 days. In Sweden, adult females spend on average 181 days in winter dens (Friebe et al., 2001). Energy costs due to human encounters and dog hunts may thus affect the body condition of adult female bears and ultimately affect their fitness by altering the reproductive success.

Higgins (1997) compared the body condition of 13 adult female black bears from non-hunted populations with 20 adult female black bears from a hunted population and found an indication that black bears from the hunted population may be lighter and in worse physical condition (P = 0.09). However, Massopust and Anderson (1984) carried out eight dog hunts on five black bears with a maximum of two dog hunts per individual and observed no injuries or abnormal weights on the bears when captured at their den. It is possible that more than two dog hunts are needed to affect the weight of the bears. Tourism (bear viewing), experimentally simulated for one summer in an undisturbed bear area in Alaska, did not lead to losses in weights, nor any changes in body condition (Rode et al., 2007). However, the studied bear population could feed on salmon (Oncorhynchus kisutch and Oncorhynchus nerk), a more nutrient-rich alimentation than the berries eaten by the Scandinavian brown bears (Welch et al., 1997), giving the bears a better opportunity to maintain their body condition.

Human encounters and dog hunts do not seem to have a profound lasting impact on bears, because there was no difference in distances traveled, maximum speeds, maximum heart rates, and body temperature areas between the control periods and the 2 days after the experiments. This may seem surprising as brown bears change their movement patterns for at least 2 days after human encounters (Ordiz et al., 2013b). Our study was based on hourly displacements and may underestimate the real movement pattern of the bears and thus the behavioral disturbance. The effects found in our study may also have been underestimated, because the bears could have been disturbed during the control periods, making the differences smaller between the experimental days and the control periods. All the human encounters in the project were conducted in the summer and many during the berry picking season, making it likely that the bears also encountered other humans during the control periods. Simulated hunts were not carried out during the bear hunting season, but a few simulated hunts were conducted during the moose hunting season. Dogs used for hunting moose (Alces alces) may also chase bears (Bischof et al., 2008).

Bears rested more the day after a simulated hunt compared with the control period and if the simulated hunt was longer. These results support the hypothesis that longer dog hunts may have a greater impact [H3], and that dog hunts may have a lasting behavioral effect on brown bears [H4]. The longer rest after simulated hunts suggests that bears may be fatigued by dog hunts. Longer dog hunts on deer (Cervus elaphus) increased the disturbance impact and were associated with a higher concentration in enzymes related to muscle breakdown (Bateson and Bradshaw, 1997). Deer that are shot after a long hunt present physiological signs of extreme exhaustion (Bateson and Bradshaw, 1997). Bears may suffer from similar physiological impacts, and may have to increase their rest to recover from it. Bateson and Bradshaw (1997) concluded that red deer were not well-adapted to fleeing dogs. Bears may be even less adapted to dog hunts than red deer as they are energetically less efficient when running compared to other quadrupedal mammals (Pagano et al., 2018). After prolonged exercise, extra energy consumption can be measured during the recovery time (Børsheim and Bahr, 2003). This may also represent an extra post-disturbance energy cost.

Brown bear hunting in Sweden has known impacts beyond the initial offtake of direct mortality, such as altering life history traits (Bischof et al., 2017; Frank et al., 2017) or inducing an increase in sexually-selected infanticide through an increased male turnover (Swenson et al., 1997). Furthermore, adult bears that would naturally face low mortality rates (Bischof and Zedrosser, 2009; Bischof et al., 2009, 2017) adopt antipredator behaviors in response to human hunting pressure (Ordiz et al., 2013a). For example, when the hunting season starts, bears decrease their foraging activity during the time of the day with the highest risk of being shot, forcing them to forage less efficiently and in areas with poorer berry quality (Hertel et al., 2016). This antipredator behavior, combined with the direct energy costs of human encounters and dog hunts may lead to a lower fitness if it prevents adult females from reaching the required body condition threshold for successful breeding.



CONCLUSION

Dog hunts represent a greater physiological and behavioral source of disturbance for female brown bears than human encounters. Adult female bears were behaviorally disturbed by human encounters but did not travel longer distances or have different heart rates and body temperatures. Simulated hunts had lasting behavioral effects on bears by inducing longer resting periods the day following the actual experiment. Longer resting periods found after longer simulated hunts suggested that the impact of dog hunts increases with their duration. By representing an energy cost, human encounters and dog hunts could lower the fitness of adult female bears if experienced frequently. Further research is needed to assess if bears that are repeatedly disturbed by dog hunts and human encounters are unable to compensate the disturbances' energy cost and if this affects their fitness. Nonetheless, if it is the case, this effect should be accounted for by managers. Human encounters have a lower impact than dog hunts on the bears but are not restricted in time like dog hunts. Thus, they may have a lower impact per se but may still have an important impact due to their higher frequency. Distance traveled, speeds, hearts rates, body temperature and resting behavior are universal variables that can be used on other animals to assess the impact of human activities. Looking at behavioral and physiological variables within the same study helps to have a better understanding of the disturbance.



ETHICS STATEMENT

All captures were approved by the Swedish Ethical Committee on Animal Research (application numbers C7/12 and C18/15) and the Swedish Environmental Protection Agency (application numbers NV-00741-18 and NV-01758-14).



AUTHOR CONTRIBUTIONS

LG, JA, and O-GS conceived the ideas and designed the methodology. AE, JA, and O-GS instrumented the bears and recovered devices in the field with input from TL. Pre-database, data-management and submission to WRAM (wireless remote animal monitoring, SLU) was conducted by BF. All authors contributed to the data analyses. LG led the writing of the manuscript. All authors reviewed the drafts and gave final approval for publication.



FUNDING

This study was funded by the Norwegian Environment Agency and conducted within the Scandinavian Brown Bear Research Project (SBBRP). The SBBRP has primarily been funded by the Swedish Environmental Protection Agency, the Austrian Science Fund, and the Swedish Association for Hunting and Wildlife Management. This is scientific paper 274 from the SBBRP. None of the funders had any role in the conduct of the research and/or preparation of the article.



ACKNOWLEDGMENTS

Veterinarians Martine Angel, Nuria Fandos Esteruelas, and AnneRandi Græsli contributed to device deployment and retrieval. Andrea Friebe, David Ahlqvist, Rasmus Boström and Sven Brunberg deserve a special mention for their help in the field as well as all the students and volunteers without whom the project would not have been possible.



REFERENCES

 Arnemo, J. M., and Evans, A. (2017). Biomedical Protocols for Free-Ranging Brown Bears, Wolves, Wolverines and Lynx. Inland Norway University of Applied Sciences, Campus Evenstad.

 Bates, D., Mächler, M., Bolker, B., and Walker, S. (2014). Fitting linear mixed-effects models using lme4. J. Stat Soft. 67, 1–48. doi: 10.18637/jss.v067.i01

 Bateson, P., and Bradshaw, E. L. (1997). “Physiological effects of hunting red deer (Cervus elaphus),” in Proceedings of the Royal Society of London B: Biological Sciences. (Great Britain: The Royal Society), 1707–1714.

 Bischof, R., Bonenfant, C., Rivrud, I. M., Zedrosser, A., Friebe, A., Coulson, T., et al. (2017). Regulated hunting re-shapes the life history of brown bears. Nat. Ecol. Evol. 2, 116–123. doi: 10.1038/s41559-017-0400-7

 Bischof, R., Fujita, R., Zedrosser, A., Söderberg, A., and Swenson, J. E. (2008). Hunting patterns, ban on baiting, and harvest demographics of brown bears in Sweden. J. Wildl. Manag. 72, 79–88. doi: 10.2193/2007-149

 Bischof, R., Swenson, J. E., Yoccoz, N. G., Mysterud, A., and Gimenez, O. (2009). The magnitude and selectivity of natural and multiple anthropogenic mortality causes in hunted brown bears. J. Anim. Ecol. 78, 656–665. doi: 10.1111/j.1365-2656.2009.01524.x

 Bischof, R., and Zedrosser, A. (2009). The educated prey: consequences for exploitation and control. Behav. Ecol. 20, 1228–1235. doi: 10.1093/beheco/arp124

 Børsheim, E., and Bahr, R. (2003). Effect of exercise intensity, duration and mode on post-exercise oxygen consumption. Sports Med. 33, 1037–1060. doi: 10.2165/00007256-200333140-00002

 Bryce, C. M., Wilmers, C. C., and Williams, T. M. (2017). Energetics and evasion dynamics of large predators and prey: pumas vs. hounds. PeerJ. 5:e3701. doi: 10.7717/peerj.3701

 Dettki, H., Brode, M., Giles, T., and Hallgren, J. (2014). “Wireless remote animal monitoring (WRAM)-A new international database e-infrastructure for management and sharing of telemetry sensor data from fish and wildlife,” in 7th International Congress on Environmental Modelling and Software. (San Diego, CA), 122–128.

 Ditmer, M. A., Vincent, J. B., Werden, L. K., Tanner, J. C., Laske, T. G., Iaizzo, P. A., et al. (2015). Bears show a physiological but limited behavioral response to unmanned aerial vehicles. Curr. Biol. 25, 2278–2283. doi: 10.1016/j.cub.2015.07.024

 Elfström, M., Swenson, J. E., and Ball, J. P. (2008). Selection of denning habitats by Scandinavian brown bears Ursus arctos. Wildl. Biol. 14, 176–187. doi: 10.2981/0909-6396(2008)14<176:SODHBS>2.0.CO;2

 Evans, A. L., Singh, N. J., Fuchs, B., Blanc, S., Friebe, A., Laske, T. G., et al. (2016). Physiological reactions to capture in hibernating brown bears. Conserv. Physiol. 4, 1–11. doi: 10.1093/conphys/cow061

 Fox, J., and Weisberg, S. (2011). An R Companion to Applied Regression. Canada: Sage.

 Frank, S. C., Ordiz, A., Gosselin, J., Hertel, A., Kindberg, J., Leclerc, M., et al. (2017). Indirect effects of bear hunting: a review from Scandinavia. Ursus 28, 150–164. doi: 10.2192/URSU-D-16-00028.1

 Friebe, A., Evans, A. L., Arnemo, J. M., Blanc, S., Brunberg, S., Fleissner, G., et al. (2014). Factors affecting date of implantation, parturition, and den entry estimated from activity and body temperature in free-ranging brown bears. PLoS ONE 9:e101410. doi: 10.1371/journal.pone.0101410

 Friebe, A., Swenson, J. E., and Sandegren, F. (2001). Denning chronology of female brown bears in central Sweden. Ursus 12, 37–45.

 Gervasi, V., Brunberg, S., and Swenson, J. E. (2006). An individual-based method to measure animal activity levels: a test on brown bears. Wildl. Soc. Bull. 34, 1314–1319. doi: 10.2193/0091-7648(2006)34<1314:AIMTMA>2.0.CO;2

 Hertel, A. G., Bischof, R., Langval, O., Mysterud, A., Kindberg, J., Swenson, J. E., et al. (2018). Berry production drives bottom–up effects on body mass and reproductive success in an omnivore. Oikos 127, 197–207. doi: 10.1111/oik.04515

 Hertel, A. G., Zedrosser, A., Mysterud, A., Støen, O.-G., Steyaert, S. M., and Swenson, J. E. (2016). Temporal effects of hunting on foraging behavior of an apex predator: do bears forego foraging when risk is high? Oecologia 182, 1019–1029. doi: 10.1007/s00442-016-3729-8

 Higgins, K. (1997). Hunting Dynamics, Condition Estimates, and Movements of Black Bears Hunted With Hounds in Virginia. Master thesis, Virginia Polytechnic Institute and State University.

 Hijmans, R. J. (2017). Geosphere: Spherical Trigonometry. R package Version 1.5−7. Available online at: https://CRAN.R-project.org/package=geosphere

 Jarnemo, A., and Wikenros, C. (2014). Movement pattern of red deer during drive hunts in Sweden. Eur. J. Wildl. Res. 60, 77–84. doi: 10.1007/s10344-013-0753-4

 Kreeger, T. J., Monson, D., Kuechle, V. B., Seal, U. S., and Tester, J. R. (1989). Monitoring heart rate and body temperature in red foxes (Vulpes vulpes). Can. J. Zool. 67, 2455–2458.

 Lenth, R. (2018). Emmeans: Estimated Marginal Means, aka Least-Squares Means. R Package Version 1.1. Available online at: https://CRAN.R-project.org/package=emmeans

 Lopez-Alfaro, C., Robbins, C. T., Zedrosser, A., and Nielsen, S. E. (2013). Energetics of hibernation and reproductive trade-offs in brown bears. Ecol. Model. 270, 1–10. doi: 10.1016/j.ecolmode1.2013.09.002

 Massopust, J. L., and Anderson, R. K. (1984). “The response of black bears to being chased by hunting dogs,” in Proceeding Eastern Workshop Black Bear Management and Research, 59–65.

 Moen, G. K., Stoen, O. G., Sahlen, V., and Swenson, J. E. (2012). Behaviour of solitary adult Scandinavian brown bears (Ursus arctos) when approached by humans on foot. PLoS ONE 7:e31699. doi: 10.1371/journal.pone.0031699

 Norman, A. J. (2016). Genomic Studies of Contemporary Processes in Wild Populations. PhD thesis, Swedish University of Agricultural Sciences.

 Ordiz, A., Bischof, R., and Swenson, J. E. (2013a). Saving large carnivores, but losing the apex predator? Biol. Conserv. 168, 128–133. doi: 10.1016/j.biocon.2013.09.024

 Ordiz, A., Kindberg, J., Sæb,ø, S., Swenson, J. E., and Støen, O.-G. (2014). Brown bear circadian behavior reveals human environmental encroachment. Biol. Conserv. 173, 1–9. doi: 10.1016/j.biocon.2014.03.006

 Ordiz, A., Støen, O. G., Sæb,ø, S., Sahlen, V., Pedersen, B. E., Kindberg, J., et al. (2013b). Lasting behavioural responses of brown bears to experimental encounters with humans. J. Appl. Ecol. 50, 306–314. doi: 10.1111/1365-2664.12047

 Pagano, A. M., Carnahan, A. M., Robbins, C. T., Owen, M. A., Batson, T., Wagner, N., et al. (2018). Energetic costs of locomotion in bears: is plantigrade locomotion energetically economical? J. Exp. Biol. 221:jeb175372. doi: 10.1242/jeb.175372

 Pinheiro, J., Bates, D., DebRoy, S., and Sarkar, D. R, Core Team, (2017). nlme: Linear and Nonlinear Mixed Effects Models. R Package Version, 3.1-131. Available online at: https://CRAN.R-project.org/package=nlme

 R Core Team (2017). R: A Language and Environment for Statistical Computing. Vienna: R Foundation for Statistical Computing, Vienna, Austria. R Foundation for Statistical Computing.

 Robbins, C. T., Ben-David, M., Fortin, J. K., and Nelson, O. L. (2012). Maternal condition determines birth date and growth of newborn bear cubs. J. Mammal. 93, 540–546. doi: 10.1644/11-mamm-a-155.1

 Rode, K. D., Farley, S. D., Fortin, J., and Robbins, C. T. (2007). Nutritional consequences of experimentally introduced tourism in brown bears. J. Wildl. Manag. 71, 929–939. doi: 10.2193/2006-075

 Sahlén, E., Støen, O.-G., and Swenson, J. E. (2011). Brown bear den site concealment in relation to human activity in Sweden. Ursus 22, 152–158. doi: 10.2192/URSUS-D-10-00007.1

 Signorell, A. (2017). DescTools: Tools for Descriptive Statistics. R Package Version 0.99.23. Available online at: https://cran.r-project.org/package=DescTools

 Swenson, J. E., Sandegren, F., Söderberg, A., Bjärvall, A., Franzén, R., and Wabakken, P. (1997). Infanticide caused by hunting of male bears. Nature 386, 450.

 Swenson, J. E., Schneider, M., Zedrosser, A., Söderberg, A., Franzén, R., and Kindberg, J. (2017). Challenges of managing a European brown bear population; lessons from Sweden, 1943–2013. Wildl. Biol. 2017. doi: 10.2981/wlb.00251

 Vaughan, M. R., and Inman, K. L. H. (2002). Hunter effort and success rates of hunting bears with hounds in Virginia. Ursus 13, 223–230.

 Welch, C. A., Keay, J., Kendall, K. C., and Robbins, C. T. (1997). Constraints on frugivory by bears. Ecology 78, 1105–1119.

 Wilmers, C. C., Nickel, B., Bryce, C. M., Smith, J. A., Wheat, R. E., and Yovovich, V. (2015). The golden age of bio-logging: how animal-borne sensors are advancing the frontiers of ecology. Ecology 96, 1741–1753.

 Wilson, A. D., Wikelski, M., Wilson, R. P., and Cooke, S. J. (2015). Utility of biological sensor tags in animal conservation. Conserv. Biol. 29, 1065–1075. doi: 10.1111/cobi.12486

Conflict of Interest Statement: TL is an employee of Medtronic, Inc. and all cardiac biologgers were donated by Medtronic.

The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Le Grand, Thorsen, Fuchs, Evans, Laske, Arnemo, Sæbø and Støen. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 08 May 2019
doi: 10.3389/fevo.2019.00154






[image: image2]

Use of Acceleration and Acoustics to Classify Behavior, Generate Time Budgets, and Evaluate Responses to Moonlight in Free-Ranging Snowshoe Hares


Emily K. Studd1*, Melanie R. Boudreau2, Yasmine N. Majchrzak3, Allyson K. Menzies1, Michael J. L. Peers3, Jacob L. Seguin2, Sophia G. Lavergne4, Rudy Boonstra4, Dennis L. Murray2, Stan Boutin3 and Murray M. Humphries1


1Department of Natural Resource Sciences, Macdonald Campus, McGill University, Sainte-Anne-de-Bellevue, QC, Canada

2Department of Biology, Trent University, Peterborough, ON, Canada

3Department of Biological Sciences, University of Alberta, Edmonton, AB, Canada

4Department of Biological Sciences, Centre for the Neurobiology of Stress, University of Toronto Scarborough, Toronto, ON, Canada

Edited by:
Frants Havmand Jensen, Woods Hole Oceanographic Institution, United States

Reviewed by:
Ariana Strandburg-Peshkin, Universität Konstanz, Germany
 Jack Tatler, University of Adelaide, Australia

*Correspondence: Emily K. Studd, emily.studd@mail.mcgill.ca

Specialty section: This article was submitted to Behavioral and Evolutionary Ecology, a section of the journal Frontiers in Ecology and Evolution

Received: 21 August 2018
 Accepted: 23 April 2019
 Published: 08 May 2019

Citation: Studd EK, Boudreau MR, Majchrzak YN, Menzies AK, Peers MJL, Seguin JL, Lavergne SG, Boonstra R, Murray DL, Boutin S and Humphries MM (2019) Use of Acceleration and Acoustics to Classify Behavior, Generate Time Budgets, and Evaluate Responses to Moonlight in Free-Ranging Snowshoe Hares. Front. Ecol. Evol. 7:154. doi: 10.3389/fevo.2019.00154



Technological miniaturization is driving a biologging revolution that is producing detailed and sophisticated techniques of assessing individual behavioral responses to environmental conditions. Among the many advancements this revolution has brought is an ability to record behavioral responses of nocturnal, free-ranging species. Here, we combine captive validations of acceleration signatures with acoustic recordings from free-ranging individuals to classify behavior at two resolutions. Combining these classifications with ~2 month-long recordings, we describe winter time budgets, and responses of free-ranging snowshoe hares to changing moonlight. We successfully classified snowshoe hare behavior into four categories (not moving, foraging, hopping, and sprinting) using low frequency accelerometry, with an overall model accuracy of 88%, and acoustic recordings to three categories (silence, hopping, and chewing) with an accuracy of 94%. Broad-scale accelerometer-classified categories were composed of multiple fine-scale behavioral states with the composition varying between individuals and across the day. Time budgets revealed that hares spent ~50% of their time foraging and ~50% not moving, with most foraging and feeding occurring at night. We found that hares adjusted timing of activity in response to moon phase, with a 6% reduction in foraging and 30% reduction in traveling during the night when the moon was full. Hares compensated for this lost foraging time by extending foraging into the morning hours of the following day. Using two biologging technologies to identify behavior, we demonstrate the possibility of combining multiple devices when documenting behavior of cryptic species.

Keywords: accelerometer, biologging, boreal forest, environmental acoustics, Lepus americanus, lunar phases, nocturnal behavior, snowshoe hare


INTRODUCTION

From satellites and drones to biologging devices, new technologies are providing us with the capabilities to answer questions about the natural world, and the species that live within it that could only have been dreamt about a few decades ago. Every year, the number of technologies available to ecologists expands, and the sophistication and capacity of those tools that exist improves (see reviews: Elliott, 2016; Williams et al., 2016). Although initial incorporation of devices on wildlife focused on space use, with a focus on knowing in real time the exact location of an individual, the latest phase of the biologging revolution has, in part, been behaviorally focused, with a desire to know what the individual was doing (Wilmers et al., 2015). One of the most popular devices for behavioral classification is the accelerometer, which measures 3-dimensional acceleration of a species of interest (see Figure 1; e.g., Graf et al., 2015) and for which miniaturization has reduced the weight to as little as 0.7 grams (e.g., Axy-4 without battery, Technosmart, Rome, Italy). Taking into account gravity and acceleration profiles of different movement types, these recordings can provide information on posture and orientation, energy expenditure, and activity levels, that should correspond to specific behavioral states (Wilson et al., 2006; Shepard et al., 2008; Gleiss et al., 2011; Brown et al., 2013).


[image: image]

FIGURE 1. Example of 1 Hz tri-axis accelerometer data and the orientation axis from a collar attached to a captive snowshoe hare. Arrow indicates location where accelerometer rested on the animal.



The potential for accelerometers to record behavior over long timeframes, including multi-day, cross-seasonal, and even multi-annual periods, involves a tradeoff between recording duration and the resolution of behavioral classification (Broell et al., 2013; Tatler et al., 2018). Accurate classification of detailed behavioral states requires a sampling rate that is twice the highest frequency present in the signal, referred to as the Nyquist criterion (Beutler, 1966; Chen and Bassett, 2005; Graf et al., 2015). Most classifications target rapid movements like wingbeats or steps (Shepard et al., 2008; Spivey and Bishop, 2013), but the intensive sampling needed to do so tends to limit device longevity below what is necessary for documenting wildlife responses to changes in their environment that occur at seasonal and annual timescales. To increase recording duration, sampling frequency can be lowered at the cost of only capturing behavioral categories with lower Nyquist criterion such as bouts of traveling, foraging, and resting (Campbell et al., 2013; Tatler et al., 2018; Studd et al., 2019). Such information, although less specific, is still highly useful for building activity and energy budgets (Williams et al., 2017; Studd et al., 2019).

To counteract the loss of information from using a lower sampling frequency, it may be necessary to determine the detailed behavioral composition of the broader behavioral categories through different means. In species where direct observations are difficult, this may require combining accelerometers with additional biologging technology such as video or audio recorders (Lynch et al., 2013; Pagano et al., 2018). For large terrestrial species (such as polar bears and caribou), observational data on free-ranging behavior can be obtained with video camera collars (e.g., Thompson et al., 2012; Pagano et al., 2018), while for smaller taxa where weight of monitoring devices becomes limiting, deployment of acoustic recorders may be a potential alternative (Lynch et al., 2013; Couchoux et al., 2015). Acoustic data has been incorporated into many fields within ecology providing new means of quantifying biodiversity (e.g., Depraetere et al., 2012; Gasc et al., 2013), soundscapes (Pijanowski et al., 2011), and animal communication (e.g., Reby and McComb, 2003; Fischer et al., 2004; Thiebault et al., 2016). More recently, a few studies have even revealed the potential of acoustic devices to record non-vocal behavior (e.g., flying, feeding, walking; Ilany et al., 2013; Lynch et al., 2013; Stowell et al., 2017; Wijers et al., 2018).

Here we highlight the potential of using accelerometers and acoustic recorders (attached as collars) to classify the behavior of free-ranging snowshoe hares (Lepus americanus), a cryptic small mammal (2 kg). Our primary objective was to determine if we could use low frequency acceleration to identify broad behavioral categories that could be recorded over days to months. In order to do this, we linked accelerometer recordings to observations of captive hares. Additionally, we took advantage of the ability of acoustic recorders to classify non-vocal behavior in order to determine a more detailed composition of accelerometer-based behavioral categories. Our secondary objective was to showcase how these tools, in providing detailed behavioral information over long periods of time, can then be used to investigate daily activity patterns and how aspects of the environment can influence behavior of free-ranging hares. We took a proof of concept approach whereby we explored how light conditions caused by phases of the moon and daylight influenced nocturnal hare behavior.



MATERIALS AND METHODS

The study took place in southwestern Yukon (61°N, 138°W) within the Shakwak trench, an area of boreal forest where snowshoe hares have been the focus of studies for the past 45 years (Krebs et al., 2018). The forest is predominantly white spruce (Picea glauca) intermixed with patches of aspen (Populus tremuloides) and balsam poplar (Populus balsamifera), and an understory of gray willow (Salix glauca) and dwarf birch (Betula pumila var. glandulifera) (Boonstra et al., 2016). Snowshoe hares exhibit 10-year population cycles, which are, at least in part driven by their primary predators Canada lynx (Lynx canadensis), coyote (Canis latrans), and great horned owls (Bubo virginianus; Rohner and Krebs, 1996; O'Donoghue et al., 1998). During this study, snowshoe hares were in the increase phase of the cycle with densities averaging 1 hare/ha (Krebs et al., 1995).

All snowshoe hares were captured using Tomahawk live-traps (Tomahawk Live Trap Co. Tomahawk, WI, USA) baited with alfalfa and rabbit chow, and set and checked overnight (Keith, 1964). Individuals were fitted with an accelerometer (model Axy3, 4 g, Technosmart, Rome, Italy) and VHF radio transmitter (Model SOM2380, Wildlife Materials Inc., USA, or Model MI-2M, Holohil, Canada, both 27 +/– 1 g) in the form of a collar (31 +/– 1 g, 2.5% of smallest hare mass). Accelerometers rested on the dorsal side of the neck and recorded acceleration on 3 dimensional axes at 1 Hz with a resolution of +/– 8 g−forces. To record observations of snowshoe hare behavior, we captured six hares (>1,200 g) in April 2015, attached collars and transferred them to outdoor enclosures (4.5 m by 4.5 m; modified from Sheriff et al., 2009; Lavergne and Boonstra pers comm). Hares were held for three days and supplied with rabbit chow, water, and willow branches collected from the surrounding area. At the completion of observational trials, collars were removed, and hares were released at point of capture. To explore the potential of accelerometers for monitoring behavior over multiple months, we live-trapped and collared 14 free-ranging snowshoe hares between October 2015 and March 2016. Once collared, hares were released at their capture site, and recaptured 1–3 months later (average = 62 days, range: 32–100 days) for collar removal and data download. This research conformed to the guidelines of the American Society of Mammalogists (Sikes et al., 2016) and was approved by the McGill University, University of Alberta, and University of Toronto Animal Care and Use Committees.


Behavioral Observations of Captive and Chased Hare

We used the observations of captive hares to cross-validate behavioral categories based on accelerometer information. For this, 2 h of video (Nikon D90 with 50 mm, Sony Handycam HDR-CX240) were recorded per day for three days capturing morning and dusk activity. During recordings, personnel left the enclosure area to minimize influence of human activity on hare behavior. Hares tended to move rapidly when humans entered the enclosures to provide food and remove droppings, so cameras also recorded during these times. The same time-keeping device was held in frame at the start of each video to sync times for all observations. Videos were watched by two observers who recorded the start and end times of each behavior, which included digging, feeding, grooming, jumping, vigilance (sitting while head moves to look in multiple directions), sprinting, shaking, sitting (motionless), standing, travel with multiple hops, or travel with one hop only. From this we selected the six most common behavioral states that represented 91.8% of all observations and combined them into three broader categories (not moving: sitting and vigilance; foraging: feeding and travel with one hop; traveling: sprinting and travel with multiple hops). This included at least one observation of each behavior per hare per day with the average number of observations of each behavior per hare per day ranging from 8 for feeding to 42 for vigilance (Table S1). Since clocks on separate devices did not run at exactly the same rate, we visually identified multiple occasions per day per hare where the animal transitioned from sitting to traveling to calculate the time divergence between each accelerometer and the camera clock to generate a time correction equation for each accelerometer (error = +/– 3 s).

We observed few instances of hares sprinting at maximum speeds in the enclosures. Thus, to capture potential high-speed chase or “fleeing” behavior (an important aspect of predator-prey interactions), we added additional behavioral data from free-ranging snowshoe hares that were chased by a simulated predator (i.e., a dog, Canis familiaris, a model for coyotes; see methods in Boudreau, 2019). For each chase, the time and whether or not the hare sprinted were recorded, and a subset of chases (n = 47) where hares were observed sprinting from the dog were used as examples of sprinting behavior.



Accelerometer Classification

Average static acceleration was calculated using a running medians smoothing window of 91 samples (see Supplementary Materials 1.1 for window size selection method). We removed this long duration static acceleration (general orientation of device) from total acceleration to retain only acceleration generated from the movement of the animal on which all further analyses were based. This remaining acceleration is primarily the measurement of small changes in the posture of the animal that occur during each behavior, and secondarily, measurements of the dynamic acceleration of the movement. To classify acceleration by behavioral categories we constructed a decision tree consisting of three hierarchical divisions (Studd et al., 2019): (1) not moving (no visible motion, i.e., sitting) and moving (any physical movement), (2) all moving into foraging (feeding, travel with one hop) or traveling (travel with multiple hops), and (3) all traveling into hopping (observed in enclosure) and sprinting (observed in simulated chases in the wild). For each division of the tree, observed behavioral data was split between training (70%) and testing (30%), and then subsampled to ensure equal numbers of each behavior. Over each sample window duration, determined by the average duration observed in videos of behavioral states in each division, we calculated the mean, maximum, minimum, range, standard deviation, and sum of acceleration on each of the three axes (surge, heave, and sway), along with the sum of overall acceleration (OA; similar to ODBA in Wilson et al., 2006), and the change in overall acceleration (ΔOA) across all three axes. ΔOA is the change in acceleration (Δa) for each axis from 1 s to the next summed over the time window across all three axes. Threshold values for behavioral categories at each division were determined by a two-step process. First, the percent overlap between the two behavioral categories for each summary statistic was calculated and the statistic with the lowest overlap was selected (Figure 2A). Second, the percent error of classification was calculated for every 0.1 increment of the selected statistic between the minimum and maximum values, and the threshold value was set according to the lowest classification error (Figure 2B). Using the remaining 30% of the observational data, accuracy for each division of the tree was calculated as proportion of all observations that were correctly classified by the threshold value.
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FIGURE 2. Example illustrating method for determination of threshold values for separation of behavioral states using accelerometer data from collars attached to snowshoe hares. Histograms provide visualization of percent overlap between two behavioral categories using a given summary statistic (A). Optimization is performed by examining the accuracy of the behavioral classification between two behavioral states across a range of values and selecting the value at which the overall accuracy is the highest and where the individual accuracy of each behavior intersects (B). Dotted line represents the selected threshold value for classifying accelerometer data into forage and travel using ΔOA.



The flexibility of this method allows for different sample duration windows to be used at each division. Sample window size was 12 s for not moving and moving, and 4 s for each of foraging and traveling, and for hopping and sprinting. Different training datasets were used for each division. For the first division we used all not moving and moving events with durations of at least 12 s (91.8% of observed behavior). The second division included all foraging (51% or more feeding with no type of travel) and traveling (51% or more travel with multiple hops) events that lasted at least 4 s (89.4% of observed behavior). The final division included all hopping (low speed travel with multiple hops) and sprinting (simulated predator chases) events with summary statistics calculated over 4 s. Due to low sample size of sprinting events, overall classification accuracy was calculated on the first two divisions only.

Although we used a threshold-based classification approach, much recent accelerometer-based literature uses alternative machine learning methods. These approaches have the advantage of efficient processing for the generation of complex classifications with high accuracies, but the disadvantage of black box, non-transferrable thresholds, and non-hierarchical trees (Bidder et al., 2014; McClune et al., 2014). Given pros and cons to both approaches, we also explored the accuracy of random forest-based classification, as described more fully in the Supplementary Materials 1.2, and briefly describe the outcome of this alternative approach in the results. As the random forest provided similar results, we decided to report the more simple method in the body of the paper.



Using Acoustic Recorders to Refine Accelerometer-Classified Behavior

We used animal-borne acoustic recorders to explore composition of broad behavioral classifications (i.e., not moving, and foraging) generated from our low frequency accelerometer recordings. In January 2018, we captured three male snowshoes hares and fitted them with an accelerometer-VHF combination collar that contained an acoustic recorder (Edic-mini Tiny+ A77, 6.6 g, total collar weight of 41 g, <3% of body mass). Once collared, each individual was released at the capture site and recaptured between 4 and 22 days later. Audio recorded continuously at 16,000 hz with μ-law compression for 3 days following capture. Prior to acoustic analysis, we listened to and recorded the sounds contained within 135–15 s audio clips (45 per recorder) that corresponded to long duration (>15 s) foraging, not moving, and traveling as determined by our accelerometer classification tree. Listeners determined that sounds that suggested chewing (33.4% of audio; see Audios 1, 2, and 3 in Supplementary Materials for example clips), hopping (24.5%), silence (23.6%), and unclassifiable noises (9.3%) could be repeatedly distinguished and were the most common. Although we could not truly validate our sound classification for each behavior, we verified that these sounds could be repeatedly associated with a specific behavior among different observers. Three independent listeners blindly classified a subset of clips into the four categories, and we calculated inter-listener agreement for each type of sound.

We manually extracted 300 s of each sound associated with chewing, hopping, and silence consisting of 20–30 independent clips from each hare. Using 70% of the clips, spectrogram analysis (window = 8,000, overlap = 50) was run on each second using the seewave package in R to determine the acoustic properties (Sueur et al., 2008). A classification algorithm consisting of upper and lower amplitude threshold values at 8 frequencies between 0 and 8 kHz for each sound (chewing, hopping, and silence) was created for each device. Thresholds were the 100% confidence intervals plus or minus 10% for that sound (Tables S4, S5, Supplementary Materials 1.3). However, if thresholds of two sounds overlapped at all frequencies, an optimization was run at the frequency where amplitudes were most distinguishable between sounds, and thresholds were adjusted to the value that generated the lowest misclassification. Any sound that did not meet all specified thresholds for chewing, hopping, or silence was classified as “other.” The accuracy of classification, unique to each recorder, was calculated using the remaining 30% of clips.

All audio files were converted to behavioral categories at a 1-s resolution and used to tabulate an acoustic-based behavioral composition of the not moving and foraging categories from accelerometer classification for each hare, and across all hares. To account for drift in the internal clocks of the devices, prior to analysis we aligned the timing between devices by identifying 30 events across the file when both acceleration and acoustic amplitude shifted from a long bout of low values to a long bout of high values (i.e., resting to moving). A linear regression of time divergence over time of recording was calculated and the coefficients were used to readjust acoustic time. However, a ~20 s error remained post-alignment so behavioral composition was calculated using not moving and foraging accelerometer bouts longer than 90 s, with the first and last 30 s removed.



Daily Time Budgets and Behavioral Responses to Moonlight

From both accelerometer-classified, and acoustic-classified behavior, we determined the daily time budgets of free-ranging individuals. This was calculated as the proportion of 24 h that all hares spent expressing each behavior.

Moonlight illumination levels and daily light phase times (including moon rise and moon set times) for our study site were retrieved with suncalc package in R (Agafonkin and Thieurmel, 2017). Moonlight illumination levels were converted into a 3-level categorical variable according to the fraction of the moon that was lit: <0.33 (new), 0.33–0.66, and >0.66 (full). Eight light phases defined by the position of the sun relative to the horizon were used including: day (above horizon minus the first and last hour sunlight; ~4 h), evening (last hour above horizon; ~1 h), dusk (0–6° below horizon; ~1 h), evening twilight (6–18° below horizon; ~2 h), night (>18° below horizon; ~12 h), morning twilight (18–6° below horizon; ~2 h), dawn (6–0° below horizon; ~1 h), and morning (first hour above horizon; ~1 h). We removed all times when there was potentially cloud cover using both snowfall measures, which were collected daily from 4 locations throughout the study area, and hourly relative humidity values from the nearest weather station (Haines Junction, 40 km away; Environment Canada). We removed all nights preceding a snowfall measurement >0, and all times when the relative humidity was >85%, since cloud cover is highly correlated with relative humidity (Sandor et al., 2000). Although we did not measure moonlight illumination levels ourselves and do not know the exact values that occurred, moon phase and lunar position are commonly used in studies of the effects of moonlight on wildlife (e.g., Johnson and De León, 2015; Gigliotti and Diefenbach, 2018).

As foraging and not moving were highly correlated (Pearson's correlation coefficient = -0.99), moonlight analysis focused on foraging with the understanding that any major changes seen in foraging times are mirrored by opposite changes in not moving. We quantified accelerometer derived hare behavior in response to moonlight at three temporal scales. At a daily scale, we examined foraging time per 24 h using a generalized linear mixed effects model (GLMM) with moon phase (three level) as a fixed effect (R:lmer; Bates et al., 2015). At a within-day scale, we examined how foraging time (min/hr) was influenced by moon phase during different times of day using a GLMM with a light phase and moon phase interaction. At this scale we also tested how hopping (min/h) and sprinting (events/h) were influenced by moonlight across light phases. Hopping was examined using the same GLMM as foraging. Sprinting event data was zero-inflated so a hurdle model (Martin et al., 2005; Zuur et al., 2009) was used consisting of a binomial (logit-link) GLMM to test whether individuals sprinted or not during each light phase, and a second GLMM to test whether differences occurred in the number of sprint events during times when hares sprinted at least once. As behavioral states were analyzed separately, a Bonferroni correction (alpha = 0.02) was applied to all analyses at this temporal scale. At an hourly scale, we examined how foraging time (min/h) was influenced by the presence of moon using a GLMM with a moon phase and moon position (set or risen) interaction. This analysis only used hourly foraging values during the darkest light phase (night). All hours when the moon rose, or set were removed to reduce landscape-imposed variation in timing of rising and setting. We included the intermediate moonlight levels in this analysis as it is during this part of each month that the moon rises or sets halfway through the night and the response to moon position relative to the horizon might be most pronounced. All GLMMs included hare ID as a random factor, and for the within-day and hourly scale analysis, date was included as a random factor. Model fit was calculated using conditional R-squared values, and significance of fixed effects were assessed using Wald chi-square (χ2) tests (Bolker et al., 2009).




RESULTS


Accelerometer Classification

We found that a ΔOA threshold value of 1.15 g-forces distinguished moving from not moving with a 95.8% accuracy using a sample window duration of 12 s. Not moving was correctly classified 94.6% (159/168 events) of the time, while moving had an accuracy of 97.0% (163/168 events; Figure 3). A ΔOA threshold of 3.0 g-forces over 4 s further separated any segment classified as moving into foraging (feeding, and short travel) and traveling with an accuracy of 88.1% (traveling = 83.1%, 242/291 events; foraging = 93.1%, 271/291 events; Figure 3). Finally, traveling-classified segments were divided into sprinting and hopping (low speed travel) using a OA threshold value of 6.5 g-forces over 4 s with an accuracy of 88.4% (sprinting = 76.9%, 10/13 events; hopping = 100%, 13/13 events; Figure 3). The overall accuracy of the classification into three behavioral states (not moving, foraging, and traveling), which accounts for all misclassifications at each level of the tree was 88.0% with slightly lower divisional accuracy than what was calculated when setting the threshold values (Table 1). Accuracy varied at the individual level from 80 to 91.7%, with large variation in individual accuracy of classifying traveling and foraging (see Supplementary Materials for individual confusion matrices 1.4). Classification using a random forest algorithm generated accuracies ranging from 83.3 to 96.7% depending on the sample window chosen (see Figure S2).
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FIGURE 3. Hierarchal decision tree used to classify snowshoe hare accelerometer data to four behavioral categories. Long duration behavioral states were classified using a 12 s window, while short duration behavior was classified using a 4 s window. The accuracy of each division is the percentage of observed behavior that were classified correctly. Histograms depict the frequency of each behavior occurring at different values of the summary statistic used for the division of the tree. Black represents behavior on left side of the decision tree while white is behavior on right side of decision tree at each split.





Table 1. Confusion matrix of accelerometer-based classification of snowshoe hare behavior to three categories: not moving, forage, and travel.
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Refinement of Accelerometer Behavior Categories Using Acoustic Recorders

Three audio sounds (silence, chewing, and hopping) could consistently be identified by listeners (see Audios 1, 2, and 3 in Supplementary Materials for example clips; Table S3). Inter-rater reliability was 97 and 95% for chewing and silence, respectively. There was 83.3% agreement among all raters for “unclassifiable sounds”; some sound clips were suggested to be hopping or chewing, but there was no consensus across all listeners. Hopping had the lowest among-listener agreement (55.6%) with the most common alternative classification being unclassifiable sound. We are confident in our identification of these four sounds due to (1) the high inter-rater reliability scores, and (2) sounds labeled chewing, hopping, and silence primarily occurred when the hare was foraging, traveling, and not moving according to the accelerometer, respectively. That being said, we have no means to truly validate that these sounds are the behavioral states classified. As such, our acoustic results should be taken with caution as there is a potential for misclassification.

Acoustic spectral analysis of user-classified sounds indicated that silence had no peaks in amplitude at any frequency, chewing had a peak at 250–600 Hz, and hopping had a primary peak at 0–650 Hz and secondary peak at 3,650–4,000 Hz (Figure 4), but peak frequencies varied between recorders (Supplementary Materials 1.3, Figure S3). Automated classification of these three acoustic behavioral states produced an accuracy of 94.1% (Table 2) with little variance in accuracy between devices (Supplementary Materials 1.5). Only 5.7% of acoustic files did not match the properties of these three behaviors and were classified as other sounds. The majority (~60%) of these other sounds were short in duration (1 s) and may have consisted of branches or parts of the hare hitting the microphone, or the hare shifting in position. In comparison, only a small amount of the silence (4%), chewing (9.4%), and hopping (22.8%) were short duration (1 s).
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FIGURE 4. Amplitude frequency spectral properties of hop, chew, and silent sounds from animal-borne acoustic recorders on snowshoe hares (Right) and accompanying spectrograms (Left). Shading represents the 95% CI of the amplitude for each behavior.





Table 2. Confusion matrix of acoustic-based behavioral classification of snowshoe hare behavior to three categories: silence, chew, and hop.
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Acoustic refinement of accelerometer classification revealed that bouts of foraging were composed of a combination of chewing (42.5%), hopping (35.7%), silence (13.0%), and other sounds (8.8%). The composition of foraging bouts varied among individuals (Figure 5A) but, on average, was consistent throughout the day (Figure 6A). The behavioral composition of not moving was consistent among individuals and was composed of silence (~80%) chewing (~13%), other sounds (~4%), and hopping (0.3%) (Figure 5B). The composition of not moving varied with time of day switching from primarily silence during the day to primarily chewing at night (Figure 6B).
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FIGURE 5. Acoustic determination of time spent chewing (black), hopping (white), silent (black stripe), and other (white stripe) during accelerometer-defined bouts of foraging (A) and not moving (B), across all individuals (n = 3) and for each individual free-ranging snowshoe hare.
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FIGURE 6. Accelerometer classification of the proportion of each hour of the day spent foraging (A) and not moving (B) and the acoustic composition (chewing: black, hopping: white, silence: black stripe, or other: white stripe) of those behavioral states. All data was collected over the same 2 days from free-ranging snowshoe hares (n = 3) that were outfitted with an accelerometer and an acoustic recorder. Arrows denote sunrise and sunset times.





Daily Activity

We calculated average daily time budgets of free-ranging snowshoe hares in winter using accelerometer data from all individuals. Hares spent almost all of their time either foraging (~49%) or not moving (~49%) with small amounts of traveling (2%; i.e., either long duration hopping or sprinting). Not moving was the predominant behavior during daylight hours, and time spent foraging increased at dusk, remained high throughout the night, and decreased at dawn (Figures 6B, 7A). Acoustic recorders revealed that snowshoe hares split their time between silence (46.3%), chewing (37.5%), and hopping (10.8%) with small amounts of other sounds (5.4%). Hares were mainly silent during daylight, while at night they were chewing and hopping (Figure 6).
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FIGURE 7. Average time spent by snowshoe hares on each behavior during different light phases of a day and moon phase with light boxes for full moon (lunar illumination > 0.66) and dark boxes for new moon (lunar illumination < 0.33) conditions (mean ± 95% CI). Not moving (A), foraging (B), and hopping (C) are presented as time spent (min/h) expressing each behavior, while sprinting (D) is depicted as number of events per hour. Bar at top indicates the solar illumination level of each light phase and average number of hours that occur during that phase in a 24-h period.





Moonlight Analysis

Snowshoe hares decreased daily time spent foraging by 40 min per day during a full moon compared to during a new moon (χ2 = 11.6, df = 2, P = 0.003, model R2(c) = 0.23). Time spent foraging, hopping, and the occurrence of sprinting events during each light phase was influenced by the phase of the moon (foraging: χ2 = 230.8, df = 14, P < 0.001, model R2(c) = 0.69; hopping: χ2 = 104.5, df = 14, P < 0.001, model R2(c) = 0.37; sprinting: χ2 = 42.9, df = 14, P < 0.001, model R2(c) = 0.67; Figure 7), but the number of sprint events in a light phase was not influenced by the moon (χ2 = 15.2, df = 14, P = 0.36, model R2(c) = 0.32). Hares had the largest decrease in foraging time during the night, with an average decrease of 3 min/h or 51 min between dusk until dawn during full moons compared to new moons (Figure 7B). Hopping, but not sprinting, was also substantially reduced through the darkest phases from twilight until dawn (Figures 7C,D). However, this pattern switched during dawn and morning following a full moon when hares spent noticeably more time foraging and hopping and were more likely to sprint than after a new moon (Figures 7B–D). Within a single night, snowshoe hare responses to the moon being above or below the horizon depended on the phase of the moon (χ2 = 15.1, df = 2, P < 0.001, model R2(c) = 0.30; Figure 8). When the moon was at its brightest (>0.66 fraction is visible), snowshoe hares spent more time foraging per hour during the hours that the moon was below the horizon than when the moon had risen (t = 2.07, df = 1,443, P = 0.039; Figure 8). However, during all other phases of the moon (visible fraction is <0.66), hares decreased time spent foraging when the moon was below the horizon as compared to when it was above the horizon (fraction<0.33: t = −2.25, df = 1,436, P = 0.024; fraction>0.33: t = −3.62, df = 1,444, P < 0.001; Figure 8).
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FIGURE 8. Average foraging time (min/h) of snowshoe hares when moon is above (risen; light gray) or below (set; black) the horizon during different moon illumination fractions (mean ± 95% CI).






DISCUSSION

By integrating two biologging technologies (accelerometers and acoustic recorders), we demonstrate the possibility of accurately classifying behavior of a nocturnal, and often difficult to observe, free-ranging mammal over multi-month durations. After achieving high overall accuracy for both accelerometer- and acoustic-based behavioral classification, we were able to explore the composition of broad accelerometer categories revealing inter- and intra-individual differences in behavior. Our demonstration of the potential for accelerometers to assess behavioral responses of hares to moonlight revealed that hares adjust their time spent foraging as light conditions change.


Biologging Behavior

Despite general difficulties in observing cryptic species, we successfully recorded behavior of a nocturnal species for up to 3 months continuously using biologging technology. We found that different technologies were best suited for extracting specific behavioral states and that a combination of technologies may be necessary to understand the complex nature of a species' behavior. For example, although accelerometers could classify foraging behavior, the act of chewing in snowshoe hares did not generate a measurable amount of acceleration. In this particular study, our capacity to detect chewing was limited by low sampling regime but it is also likely that some behavioral acts, like chewing, may be difficult to detect using acceleration at any sampling frequency without adjusting the attachment of the device to a different location (such as to the jaw; Iwata et al., 2012). However, chewing was a behavior that was easily identifiable on the acoustic recorders. Traveling, on the other hand, was more accurately distinguishable with accelerometers than through acoustics. Additionally, while we were significantly below the Nyquist criterion for a hare hop (Brown et al., 2013), we show that accurate classification is possible to accuracies (88.0%) comparable to those achieved (75% to 98%) using higher frequencies (3.3 to 40 Hz; Nathan et al., 2012; Bidder et al., 2014; McClune et al., 2014; Hammond et al., 2016). At this lower frequency, the detail of behavioral categories (e.g., foraging instead of feeding and individual hops) is compromised to maintain accuracy. This compromise will not suit researchers interested in describing steps or wingbeats over the span of days, but for researchers interested in behavioral changes over the span of months this will likely be a negligible cost.

Our use of animal-borne acoustic recorders not only provided a means of determining behavioral composition of accelerometer classification, but also demonstrated an alternative technique for collecting continuous behavioral data in circumstances when other methodologies might not be possible. Despite only recording on a few individuals (n = 3) for a short duration to test the potential of this technology, we revealed that individual and temporal variation exists in the composition of accelerometer-classified foraging and not moving categories. Although sounds like chewing were easily identifiable, other sounds could not be identified to a particular behavior with any confidence. For this reason, validating acoustic data with behavioral observations would be recommended in order to generate a more detailed classification than what we presented here. Acoustic recorders are rarely used for non-vocal behavior despite their commonality in animal communication research (e.g., Bee and Gerhardt, 2001; Reby and McComb, 2003; Fischer et al., 2004). However, successful applications of acoustics to record behavior all highlight the considerable wealth of information contained in this media form including bodily functions (e.g., heart rate; Couchoux et al., 2015), behavior (e.g., chewing, grooming, wingbeats; Ilany et al., 2013; Stowell et al., 2017; Wijers et al., 2018), and environmental noise (e.g., anthropogenic noise, wind, vocalization of other species; Lynch et al., 2015; Stowell et al., 2017).



Daily Activity

Analyses of both accelerometer and acoustic information revealed that snowshoe hares split their time primarily between not moving and foraging-related behavior with limited time spent traveling. This is a similar pattern as seen in other hare species where vigilance, rest and feeding represented over 95% of the day (Lush et al., 2016). At least in winter, when nights are long and dark, we found that snowshoe hares are characterized by a single daily activity peak centered in the night, with elevated activity extending into dawn and dusk. The limited literature on the behavior of free-ranging snowshoe hares generally classifies the species as exhibiting either crepuscular (Murray, 2003) or nocturnal (Foresman and Pearson, 1999) activity patterns. Using the definition of Anderson and Wiens (2017) and Bartness and Albers (2000), snowshoe hares are likely best classified as a nocturnal species, but alternatively as a nocturnal species with activity that extends into the crepuscular period.



Response to Moonlight

For nocturnal animals, moonlight can drastically change the landscape, and impacts the tradeoff between foraging and predation risk (Prugh and Golden, 2014; Gigliotti and Diefenbach, 2018). We found that moonlight conditions caused snowshoe hares to make substantial adjustments in behavior throughout the night, with the magnitude and direction being dependent on the light phase. During the darkest phases of the night (dusk to morning twilight), traveling was reduced by ~30% and foraging by ~6% when the moon was full. This reduction in foraging is considerably less than the average reduction found in foraging trials (13.6%) across all species where it has been tested (Prugh and Golden, 2014), but the disproportionate reduction in traveling to foraging suggests that the snowshoe hares were not moving around their environment in the same manner while foraging. These responses to moonlight confirm previous studies in snowshoe hares that have reported decreased activity and adjustments in habitat use under full moon conditions (Gilbert and Boutin, 1991; Griffin et al., 2005; Gigliotti and Diefenbach, 2018). Although we could not directly measure whether moonlight impacts predation risk, increased illumination at night has been linked to increased activity and feeding in various predators including coyotes (Kenaga et al., 2013) and Lynx spp. (Rockhill et al., 2013; Heurich et al., 2014). The reduction in activity under full moons suggests that snowshoe hares change their behavior to reduce risk of predation.

Hares appeared to behaviorally compensate for the lost foraging time associated with full moons via an extension of foraging into morning daylight hours. Such compensatory temporal shifts in behavior due to moonlight have also been shown to occur in other species (e.g., Dipodomys merriami; Daly et al., 1992). All animals have minimum energy intake requirements that must be achieved through daily foraging (Norberg, 1977) and although some species can reduce this requirement (e.g., through fat storage or use of torpor), snowshoe hares who have limited body fat stores (~ 4 days resting metabolic support; Whittaker and Thomas, 1983) must forage on a daily basis. This nutritional constraint seems to translate to drastic adjustments in temporally-explicit foraging choices rather than changes in overall foraging time as light conditions change (Gilbert and Boutin, 1991). If choice in timing of foraging is directly related to predation risk, then in hares, moonlight shifts risk of predation from relatively low to relatively high during the night to the extent that it is perceived to be safer to forage in the morning than maintain high foraging rates during the night.

A second compensation that seems to occur is that adjustments in behavior made during the night counteract any increases in predation risk that would be expected. We considered sprinting to be a measure of flightiness, as although some sprints occur from direct predator encounters, the majority are likely responses stemming from wary behavior (Vasquez et al., 2002). If the amount of flightiness is related to the amount of perceived predation risk, as would be expected, then the lack of effect of moonlight on sprinting during the night (Figure 7D) suggests that hares reduce their time spent foraging to minimize the level of predation risk, creating a constant level of risk across moonlight conditions. However, the increased sprinting during dawn and morning periods following full moon nights suggests the morning compensational foraging bouts come at a cost. This increased level of perceived predation risk may be due to the morning period being a time when all predators can be active. Predators of hares are characterized as nocturnal/crepuscular (Lynx canadensis, Canis latrans, Bubo virginianus), or diurnal/crepuscular (Accipiter gentilis), but many nocturnal species have considerable movement into and throughout the day, especially in winter, making the morning a time when both primarily nocturnal and diurnal predators may be hunting (Ozoga and Harger, 1966; Squires and Reynolds, 1997; Kolbe and Squires, 2007; Arias-Del Razo et al., 2011; Artuso et al., 2013). Despite this increased risk during the compensatory foraging, the strategy of reducing foraging during the night likely results in lower exposure to risk overall.

We additionally found that the extent of moonlight avoidance by snowshoe hares was dependent on the phase of the moon, with diminished foraging times when the moon was above the horizon on full moon nights and below the horizon on partial or new moon nights; a switching of preference that has not been observed previously. Generally in other species, individuals are found to be more active during the darkest hours when the moon is below the horizon regardless of moon phase (Morrison, 1978; Daly et al., 1992). This switching of preference for moonlight would suggest that risk is highest when light conditions are either at their brightest or darkest (Prugh and Golden, 2014). The main predators of snowshoe hares all rely on visual cues for hunting (Wells, 1978; Artuso et al., 2013). As such, a decrease in activity with increasing light may be a response to higher hunting efficiency from their predators through improved vision. Although the darkest conditions may inhibit the predators ability to hunt (Wells, 1978), these conditions will have similar effects on the hares ability to detect predators as they also rely partially on visual senses to detect danger. It may be that the loss of use of one of their senses is enough to cause the hares to select against these conditions for foraging, even if predators are similarly hindered.

Biologgers provide us with the opportunity to investigate detailed behavioral adjustments over long temporal timeframes revealing subtle and short-term responses to environmental change. Every biologging technique has strengths and weaknesses, however, combining biologging technology in complementary ways can allow a circumvention of such issues. Short duration acoustic recorders provided a method of collecting behavioral states of a free ranging nocturnal animal that were not possible with accelerometers and vice versa. This allowed for easier interpretation of the behavioral classification generated from long duration accelerometers. Such multi-faceted approaches will allow us to gain the most detailed insight yet into behavioral responses of species to environmental change.
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Almost all publications on the activity of animals have reported average patterns for the observed group or population and provided little information about the variability of these patterns in individual animals. As natural selection operates mainly on the level of individual animals, detailed data about the everyday life of single individuals and field data of high complexity are needed. This study provides low disturbance continuous recording of the diurnal/circadian activity cycle of individual fox squirrels (Sciurus niger) in a natural setting, which allowed us to document the intra-individual and inter-individual pattern variation over the seasons. The daily onsets and offsets of activity were inferred from recordings of skin temperature using iButtons attached to the necks of 14 individual squirrels over almost 4 years resulting in 25 continuous records totalling 1,353 days. All squirrels were clearly diurnal but varied greatly in the number of daily activity bouts showing predominantly unimodal and bimodal patterns. Variations in activity patterns were related mostly to the seasons, followed by the inter-individual variability between squirrels. Fox squirrels spent 66–68% of the day in their nests in spring, summer, and fall, and 77% in winter. In the same season, individual squirrels exited their nests at about the same time every morning. In summer, they left their nests about 3 h earlier in the morning than in winter. The timing of first exits was significantly correlated with the number of daily nest exits and total out-of-nest time (ONT), and both variables were significantly correlated with both photoperiod and daily maximum temperature. Squirrels studied simultaneously showed substantial day-to-day variability in both number of daily exits and total ONT that either matched or exceeded the inter-individual variability. Many squirrels left their nests occasionally during the night, while about half occasionally spent entire nights outside an insulated nest. The timing of nest entries and exits, the modality of the activity pattern, the daily proportion of rest, and the occurrence of activity during the typically inactive time of the activity cycle are all aspects of an animal's activity pattern. They should therefore receive more attention for the characterization of species-specific behavior.

Keywords: activity patterns, seasonality, environmental conditions, personality, chronotype, sciuridae, circadian rhythm, foraging behavior


INTRODUCTION

The appropriateness of an animal's activity level and pattern over the cycle of day and night and over the time course of the seasons is essential for its survival (DeCoursey et al., 2000; Larivée et al., 2010; Zhang et al., 2017) and reproductive success (Schmidt et al., 2008; Speakman, 2008; Zhao et al., 2013). The selective pressures to forage efficiently while avoiding injury and death lead to trade-offs in an animal's strategies between starvation and predation (Dall and Boyd, 2002; Higginson et al., 2012; Quinn et al., 2012; McNamara et al., 2016) that will affect both the daily proportions of time to be active and rest and the timing and regularity of rest and activity. Research on both aspects of activity is therefore essential to understand the biology of animal species. Locomotor activity has been shown to follow a reproducible daily pattern in numerous animal species, including tree squirrels (Tester, 1978; Adams, 1984; Koprowski and Corse, 2005; Wassmer and Refinetti, 2016). More than half a century ago, Aschoff (1966) observed that many, if not most, studies of locomotor activity had evinced a bimodal pattern with increased activity at dawn and dusk rather than a consolidated bout during the day or a consolidated bout during the night. Fox squirrels (Sciurus niger) are believed to be diurnal with bimodal activity pattern consisting of activity peaks in the early morning and right before sunset (Koprowski, 1994). However, most published data on tree squirrel species have reported average activity patterns for the observed group of animals or population and provided no indications about the variability of these activity patterns in individual animals (Hicks, 1949; Thompson, 1977; Wauters and Dhondt, 1987; Jodice and Humphrey, 1992; Wauters et al., 1992; Bordignon and Monteiro-Filho, 2000; Johnson et al., 2003; Koprowski and Corse, 2005; Ditgen et al., 2007). Only four studies so far have provided data on individual animals in tree squirrels (Zwahlen, 1975; Adams, 1984; Wassmer and Refinetti, 2016; Anders et al., 2017).

It has been suggested that researchers should move away from the “tyranny of the golden mean” (Bennett, 1987) and acknowledge individual behavioral differences as being more than just statistical noise around the group or population mean (Careau et al., 2008; Williams, 2008). This might help to shed light on how selection acts on the inter-individual variation in behavioral and physiological traits as evolution operates at the level of the individual (Roche et al., 2016). In studies on animals' activity cycles and patterns, it is the inter-individual variation in temporal strategies that provides the raw material for natural selection. The “golden mean” is averaging out this variation and obscures our understanding of the fitness impacts of frequency-dependent alternative temporal strategies. Therefore, detailed data about the everyday life of single individuals and field data of high complexity are needed (Halle and Stenseth, 2000).

Although not currently fully included into the concept of animal personalities (Gosling, 2001; Sih et al., 2004; Stamps, 2007; Wolf and Weissing, 2012), an animal's activity cycle and pattern is of essential ecological and evolutionary importance (Hertel et al., 2017) as it influences, e.g., its temporal selection/avoidance of open vs. protective habitats (Boon et al., 2008; Lone et al., 2015), movement rates (Ciuti et al., 2012), and dispersal (Cooper et al., 2017). Individual variation of activity cycles and patterns is also important at the population level because the degree of variation in temporal strategies renders populations to be more or less resilient to changing conditions (Wolf and Weissing, 2012; Dingemanse and Wolf, 2013). A related concept regarding the importance of activity patterns and cycles is the chronotype. Being originally developed as a concept in human psychology, classifying people along a continuum from “morning types” with a preference to develop daily routines during the first half of the day (also called “larks”) to “evening types,” who prefer daily routines during the second half of the day (also called “owls”) (Horne and Ostberg, 1976; Vink et al., 2001), chronotypes are now also used in comparative psychology (Labyak et al., 1997; Masuda and Zhdanova, 2010; Pfeffer et al., 2015; Refinetti et al., 2016). However, in almost all studies, averaged activity patterns are used and only some aspects of the activity pattern such as the activity onset, acrophase, and spread are considered (Refinetti et al., 2016). Despite a current renewal of attempts to combine chronobiology, which is traditionally conducted in laboratories, with field ecology (Helm et al., 2017), the linkage between the related concepts of personality and chronotype is currently underdeveloped. Exceptions are recent studies of human psychology and medicine finding that chronotype, sleep, and personality are linked and appear to have at least partial genetic foundation (Randler et al., 2017) and a study of circadian behavioral variation by the pearly razorfish, Xyrithchys novacula (Alós et al., 2017), in which the authors suggested that the observed circadian behavioral variation should be viewed as an independent axis of the fish personality, and that the study of chronotypes and their consequences should be regarded as a novel dimension in understanding within-species fish behavioral diversity.

The current study provides low disturbance continuous recording of several hitherto underrepresented parameters of the diurnal/circadian activity cycle [number of nest exits, in-nest time during daylight, total in-nest time during 24 h, nocturnal out-of-nest time (ONT) of individual fox squirrels (Sciurus niger)] in a natural setting. The goal of the present study was to use the recorded patterns of nest entries and exits to study the distribution of unimodal, bimodal, and higher-modal activity patterns and the total ONT during day and night in individual fox squirrels, document the intra-individual (day-to-day) and inter-individual pattern variation over the seasons, and address how the observed variabilities relate to the concepts of animal personalities and chronotype.



MATERIALS AND METHODS


Location

The study was conducted on an 80-ha area encompassing the campus of Siena Heights University and the adjacent Motherhouse campus of the Adrian Dominican Sisters, in rural Adrian, Lenawee County, in southeastern Michigan, USA (41°54′ N, 84°01′ W, 240-m elevation). Long-term climate data for Adrian are shown in Table 1. Weather conditions during the study were recorded by the Siena Heights University weather station and uploaded to Weather Underground (https://www.wunderground.com/dashboard/pws/KMIADRIA4). Daily averages as well as high and low temperatures for the correlation matrix (Table 2) were retrieved for the Lenawee County Airport (KADG) also via Weather Underground (https://www.wunderground.com/history/airportfrompws/KADG/), while the information on snow fall amounts and snow heights originated from US Climate Data (https://www.usclimatedata.com/climate/adrian/michigan/united-states/usmi0004).



Table 1. Long-term climate data for Adrian, MI.
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Table 2. Correlation matrix between key climatic factors and dependent variables.
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Animals

Fox squirrels were caught with double-door Tomahawk Deluxe Transfer traps (Tomahawk Live Traps, Hazelhurst, WI) permanently attached to the trunk of four tall trees on custom-made platforms (Huggins and Gee, 1995). Squirrels were weighed with Pesola spring scales and ear-tagged with Monel type 5 tags (National Band and Tag Company, Newport, KY). Age was categorized as juvenile, sub-adult, and adult according to weight and fur characteristics and by visual examination of external reproductive organs. Sex of adult and sub-adult squirrels was determined by visual examination of the external reproductive organs (Reighard et al., 2004; Schroeder and Robb, 2005). All work was conducted with approval of the Institutional Animal Care and Use Committee of Siena Heights University and followed appropriate guidelines as outlined by (Schmidt et al., 2008).



Data Collection

Each squirrel was equipped with a data-logger collar containing a temperature-sensitive iButton (DS1922L, Maxim Integrated Products, Inc., San Jose, CA) and released at the site of capture immediately thereafter. Data-logger collars weighed between 8 and 12 g and did not exceed 2% of the animals' body mass. The collar design is described in detail elsewhere (Wassmer, 2017). The monitoring of collar temperature (Tc) is particularly suited to provide an index of location (in-nest vs. out-of-nest), as the temperature of the collar quickly rises to core temperature levels after the animals enter their thermally insulated nests and drops rapidly when the animals leave their nests (Lamb, 1995; Kanda et al., 2005; Lazerte and Kramer, 2011; Murray and Smith, 2012; Wassmer and Refinetti, 2016). These assumptions were confirmed by aligning Tc-records with behavioral logs (Wassmer and Refinetti, 2016) including nest entries. A recent study using a very similar setup with a large population of North American red squirrels (Tamiasciurus hudsonicus) confirmed the paradigm with about 700 observations of nest exits and entries (Studd et al., 2016). The iButtons were programmed to record one Tc reading every 5, 10, or 30 min with a thermal accuracy of 0.5 or 0.06°C. The limited memory of the iButton allowed data to be recorded for a minimum of 28 days (at 5-min intervals) to a maximum of 6 months (at 30-min intervals). We obtained data from 25 distinct timeseries from 14 individual squirrels, across the four seasons (Figure 1). The corresponding ambient temperatures (Ta) at the times of Tc recordings were obtained by the nearby Siena Heights weather station (<500 m away from the squirrel habitat; see the URL above).
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FIGURE 1. Temporal distribution of 25 individual time series over 14 individual squirrels (y-axis) tagged with thermo-sensitive dataloggers. Orange bars indicate 30-min recording intervals, teal indicates 5-min intervals, and green 10-min intervals.



Exact times of entry into and exit from the nest were often easily identified by visual inspection of collar temperature records. To avoid potential subjectivity bias, however, the time series was analyzed by a custom-made computer program developed by one of the authors (RR). The computer algorithm defined a nest entry as the data point when the current temperature was higher than the preceding temperature and also higher than or equal to the mean nightly temperature of the individual squirrel. Similarly, the algorithm defined a nest exit as the data point when the current temperature was lower than the preceding temperature and also lower than the mean nightly temperature of the individual squirrel.

Although this simple algorithm worked well for data sets with a temperature gradient of more than 10–15°C between Tc and Ta, additional specifications had to be included to ensure successful data analysis during warmer periods that resulted in more noisy data sets (e.g., Figure 9D). In addition, some collar preparations showed a lower amplitude of Tc fluctuations (e.g., Figure 10D), and we recognized that the recording interval (5, 10, and 30 min) has an influence on the selection of meaningful criteria. We therefore re-evaluated the algorithm used in Wassmer and Refinetti (2016) and established several sets of criteria for high/low amplitude, short/long intervals, and clear/noisy patterns (Table S1) to include the most recording days possible without compromising the event detection and shifting the detection frame, which would result in incorrect detections for many days after falsely determining an event (nest entry or exit).

The first nest exit on each day was defined as the onset of a squirrel's daily activity, whereas the last nest entry on each day was an indication of the daily activity offset. The number of nest exits each day was used to quantify the modality of the activity pattern for each squirrel. Other dependent variables were diurnal nest time (time a squirrel stayed inside of its nest during daylight hours), total nest time (in-nest time per 24 h), and nocturnal ONT (time spent outside of the nest during the night). For the analyses of seasonality, the meteorological definition of seasons was used: Summer starts June 1, lasting until August 31; fall runs from September 1 until November 30, followed by winter from December 1 through February 28, and finally the spring season lasting from March 1 to May 31.



Data Analysis

Presence of statistically significant 24-h rhythmicity was determined by two methods: chi-square periodogram (Sokolove and Bushell, 1978) and cosinor rhythmometry (Nelson et al., 1979). The daily and seasonal timing of nest exits and entries were analyzed and compared using circular statistics (Batschelet, 1981; Fisher, 1993; Mardia and Jupp, 2000). Standard statistical tests were used for comparisons of group means, standard deviations, and standard errors (Siegel and Castellan, 1988; Moore et al., 2013; Zar, 2018). Unless specifically stated, means are presented together with their standard deviation (mean ± SD).

We compared the intra-individual (day-to-day) variation to the inter-individual variation contrasting the standard errors of the means of two data sets of equal length assembled either from consecutive or randomly chosen days.




RESULTS


General Results

In this study, we deployed 27 data-logger collars on 16 individual fox squirrels over almost 4 years. One of the collared animals was never seen again while the data-logger collars of four squirrels that were believed to have been lost were found a year later after the leaf nests of these squirrels deteriorated and the collars fell to the ground. Only the data of one of these collars were lost due to an exhausted iButton battery. In summary, we were able to analyze 25 individual time series of 14 individual animals (Figure 1, Table S2). All fox squirrels exhibited statistically significant 24-h rhythmicity (p < 0.0001) as determined by the chi-square periodogram procedure and by cosinor rhythmometry. Representative records for four fox squirrels are shown in Figure 2. For all 14 animals, neck temperature was consistently high (37–38°C) during the night, when the animals remained curled up inside their nests, but oscillated noticeably during the day, when the animals exited the nest one or more times a day. Although Ta oscillated daily, the daily variations in Tc were independent from variations in Ta (Figures 2, 9, 10). When correlating 2 weeks of recordings of Tc at a temporal resolution of 0.5 h (672 data points) to simultaneous recordings of Ta of equal duration and resolution, we found low negative correlations in winter (highest r = −0.061, p > 0.1) and to some extent higher negative correlations in summer (r = −0.139, p < 0.05). This indicates that Tc's were slightly higher when Ta's were lower.
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FIGURE 2. Records of ambient temperature (Ta, blue) and neck skin temperature (Tc, red) for four fox squirrels 104 (A), 111 (B), 133 (C), and 147 (D) living outdoors during the winter. The dark horizontal bars at the top of each panel indicate the duration of the dark phase of the natural light–dark cycle. The green ovals mark the time course of body temperature at the same day illustrating individual variability under the same weather conditions. Squirrels 104 and 133 showed a unimodal pattern, whereas squirrels 111 and 147 showed a bimodal pattern.



In the combined first-order effects on our dependent variables (number of daily nest exits, in-nest time during daylight hours, total daily in-nest time and ONT during night hours), season had the strongest effect [Wilks lambda = 0.287, F(21, 3, 808) = 98.9, p < 0.0001] followed by differences between individual squirrels [Wilks lambda = 0.565, F(84, 8, 129) = 9.4, p < 0.0001], age [Wilks lambda = 0.846, F(7, 1, 326) = 34.629, p < 0.0001], and recording interval [5, 10, or 30 min, Wilks lambda = 0.908, F(14, 2, 652) = 9.417, p < 0.00001]. Although a MANOVA revealed no main effect of sex (Wilks lambda = 1.0), it showed an interaction of sex and season [F(3, 1, 344) = 9.243, p < 0.0005].



Number of Nest Exits

In the pooled data, the average number of nest exits per day was 1.610 ± 0.788 suggesting a slightly higher proportion of bimodal and higher-modal days with two or more daily activity periods separated by one or more rest period in their nest (e.g., squirrels 111 and 147 in Figure 2). However, a histogram of the distribution of unimodal, bimodal, and higher-modal days for all 14 individual squirrels (Figure 3) shows that most squirrels had more unimodal than bimodal days, with the exceptions of squirrels 111 and 108. There were much fewer days during which the animals exited three or more times a day indicating fewer trimodal and even less polymodal activity patterns. Individual squirrels differed significantly in the mean number of exits ranging from 1.335 ± 0.537 to 1.875 ± 0.833.
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FIGURE 3. Distribution of the number of exits of individual squirrels.



Fox squirrels showed the highest number of nest exits in summer (1.982 ± 0.968) and least in winter (1.263 ± 0.489). All seasons were significantly different from each other except fall and spring (Tukey HSD test, p < 0.05). Individual squirrels were predominantly unimodal in winter with average numbers of nest exits between 1.157 and 2.000 and predominantly bimodal in summer with values between 1.519 and 3.115. Some animals showed more exits in fall and/or spring than in summer. Female fox squirrels showed significantly more nest exits in spring and summer (1.976 ± 0.886, 2.250 ± 1.223) than male squirrels [1.600 ± 0.722, 1.848 ± 0.781, F(1, 255) = 13.969, p < 0.0005, Figure 4]. On the contrary, there was no sex difference in nest exits in either fall or winter nor during the pooled data for these two seasons [F(1, 418) = 1.166, p = 0.281]. In addition to the seasonal and individual variability, the number of nest exits also showed considerable day-to-day fluctuations in individual squirrels recorded during the same days (Figure 5A).
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FIGURE 4. Means (and 95% confidence intervals) of the number of exits by female and male squirrels during the four seasons. Current effect: F(3, 1, 344) = 9.2425, p < 0.00001.
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FIGURE 5. Day-to-day fluctuation of nest exits (A) and total out-of-nest time (B) in individual squirrels recorded during the same 28 days in spring and summer.



The number of nest exits showed comparable significant correlations to the daily hours of daylight (Pearson's r = 0.360, p < 0.001) and daily high temperatures (r = 0.345, p < 0.001). The correlation between the number of exits and snow depth was less pronounced but still significant, while average wind speed, precipitation, and snowfall were not significantly correlated (Table 2).



In-nest and Out-of-nest Times

From fall through summer, the animals spent increasingly longer periods inside of their nests during daytime, starting at 3.318 ± 2.485 h in fall to 7.430 ± 2.943 h in summer (Figure 6A). All seasons were significantly different from each other regarding time spent in the nest during light hours (Tukey HSD test, p < 0.05). Total daily time spent in the nest was highest in winter (18.466 ± 2.129 h) and lowest in spring (15.936 ± 3.060 h); however, only winter was significantly different from every other season (Tukey HSD test, p < 0.05, Figure 6B). The daily proportion of ONT during civil daylight hours ranged from 0% (observed only once) to 96% with an average of 43 ± 23%. Total nest time allows a rough estimate of the proportion of rest per 24 h. In the pooled data, squirrels spend about 66–68% of 24 h in their nests in spring, summer, and fall, and 77% in winter. This difference was significant (one-way ANOVA and Tukey post-test, p < 0.00001).
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FIGURE 6. Means (and 95% confidence intervals) of the seasonal in-nest time during daylight (A) and in-nest time during the entire 24-h cycle of day and night (B). Current effect: Wilks lambda = 0.30196, F(6, 2, 694) = 368.09, p = 0.0000.



There were also significant differences between individual squirrels in nest time during daylight hours ranging from 1.698 ± 1.213 to 9.05 ± 2.981 h, total nest time ranging from 12.523 ± 1.899 to 18.488 ± 2.581 h, and nocturnal out of nest time ranging from 0.0285 ± 0.181 to 1.106 ± 2.035 h (Tukey HSD tests, p < 0.05). As nest exits, total ONT showed considerable day-to-day fluctuations in individual squirrels recorded during the same days (Figure 5B).

Total ONT was best correlated with the daily high temperatures (Pearson's r = 0.342) and less to the hours of daylight (r = 0.275). In addition, snow depth (r = −0.236) and snowfall (r = −0.176) were also significantly but less strongly correlated (all probabilities, p < 0.001), whereas average wind speed and precipitation did not seem to influence total ONT (Table 2).



Timing of First Exits

In all seasons, individual squirrels showed highly significant mean vectors for the timing of their first exits with mean vector lengths (r) between 0.76 and 0.99. Individual squirrels differed significantly in the timing of their first exits (Figure 7, Table 3). None of the animals was consistently an early or late riser throughout all seasons. In summer, fox squirrels left their nests 3 h earlier in the morning than in winter (Mardia–Watson–Wheeler test on the pooled data of all 14 animals, p < 0.05). The range between early and late risers was highest in summer (4.8 h) and lowest in winter (1.83 h). In summer, first exits of individual squirrels were, on average, 1.72 h apart from each other—in winter, the average spacing was only 37 min. Three individual fox squirrels (#104, 111, 133) were recorded throughout all seasons and could be compared to the pooled data. While #104 and #111 showed similar results to the pooled data with first exits in summer occurring about 4:37 and 3:42 h earlier than in winter, respectively, #133 showed different results with first exits earliest in fall (6:48 EST) and spring (7:36 EST) and late exits in summer (9:57 EST) and winter (10:11 EST) only about 0:14 h apart.
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FIGURE 7. Timing of first exits in individual squirrels during each season. The mean vectors point at the average timing of first entries for each squirrel and are in the same color as the data points plotted on the periphery of the circle (see the color key on the bottom). The length of the mean vector indicates how concentrated or spread the first exits are around this mean time. The exact values can be found in Table 3.





Table 3. Circular statistics of the seasonal timing of first exits in individual squirrels.
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In the pooled data for all seasons, the timing of first exits was inversely correlated with the number of daily exits (Pearson's r = −0.708, p = 0.005) and total time outside nests (Pearson's r = −0.685, p = 0.007), meaning that squirrels that exited the nest earlier also exited the nest more times each day and spent longer times outside the nest (Table 4, Figure 8). In addition to the results for the pooled seasons, total time spent outside the nest in fall was also significantly inversely correlated to the timing of first exits in fall.



Table 4. Linear correlations between the timing of first exits and modality (number of nest exits per day) and timing of first exits and total time spent outside of the nest per 24 h (total ONT).
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FIGURE 8. (A) Correlation between the mean timing of first exits and the mean number of exits (modality) of all recorded fox squirrel (numbers) in all seasons (Pearson's r = −0.708, p = 0.005). (B) Correlation between the mean timing of first exits and the mean total time spent outside the nest per 24 h of all recorded squirrels in all seasons of the year (Pearson's r = −0.685, p = 0.007).





Continuous Nest Occupancy for More Than 24 h and Nocturnal Out-of-nest Time

Some squirrels occasionally remained in the nest for more than 24 h and/or occasionally failed to return to the nest at night (Figures 9, 10). The green oval in Figure 9B documents that squirrel #104 did not leave the insulated nest for more than 36 h. In Figure 10B, the green oval marks a 35-h time period during which the animal was not resting in an insulated shelter.
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FIGURE 9. Records of ambient temperature (Ta, blue) and neck skin temperature (Tc, red) for fox squirrel #104 in (A) fall, (B) winter, (C) spring, and (D) summer. The dark horizontal bars at the top of each panel indicate the duration of the dark phase of the natural light–dark cycle. The green oval in (B) marks a day when the squirrel did not leave its insulated nest.
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FIGURE 10. Records of ambient temperature (Ta, blue) and neck skin temperature (Tc, red) for fox squirrel #133 in (A) fall, (B) winter, (C) spring, and (D) summer. The dark horizontal bars at the top of each panel indicate the duration of the dark phase of the natural light–dark cycle. The green oval in (B) marks a day when the squirrel did not visit its insulated nest for more than 30 h.



Nocturnal ONT occurred occasionally in many fox squirrels. Seven of 14 squirrels spent at least one entire night outside their insulated nests—mostly during warm nights but exceptionally also during winter (for example, Figure 10B). The pooled data showed little evidence for seasonality of nocturnal ONT. Only fall (0.556 ± 1.306 h) and winter (0.171 ± 0.761 h) were significantly different from each other (Tukey HSD test, p < 0.00001). In contrary to the pooled data for all animals, two of the only three individual animals recorded over all seasons showed significant seasonality in the duration of nocturnal ONT. Squirrel 104 spent the least amount outside of its nest in winter (0.072 ± 0.296 h) and the most amount in summer (0.526 ± 1.002 h). A Tukey HSD test reached significance (p < 0.05) for the differences between fall and summer and winter and summer. Squirrel 133 spent also the least amount of nocturnal ONT in winter (0.225 ± 1.105 h) and the most in fall (1.612 ± 2.017 h). Fall vs. winter and fall vs. spring as well as winter vs. summer were significantly different (Tukey HSD, p < 0.05). Contrary to the frequent occurrence of ONT during night, the example of continuous in-nest time for more than 24 h shown in Figure 9B was the only occurrence of this type in our dataset.



Comparison Between the Intra- and Inter-individual Data Variability

Indices of intra- and inter-individual variabilities were calculated by analysis of consecutive data segments of individual animals and simultaneous (or randomized) segments of different individuals. Inter-individual and intra-individual variabilities were generally comparable to each other regarding time of first exit from the nest, number of exits per day, and time spent outside the nest per day in all four seasons (Table 5). For the four seasons combined, inter-individual variability exceeded intra-individual variability for total time outside the nest, and this difference was caused by a difference in the spring (Table 5).



Table 5. Comparison between the intra-individual and inter-individual variation in three variables.
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DISCUSSION


General Results

Individual squirrels differed significantly in the number of exits (and by this in the number of activity periods), diurnal nest time, total nest time, and nocturnal ONT. All recorded variables also showed significant seasonal variation. To a much lesser degree, age and recording interval contributed to the variance in the data, while the sex of squirrels only showed a significant effect in the interaction of sex and season (Figure 4). We also detected substantial day-to-day variations in the dependent variables of individual squirrels (Figure 5) that were partially correlated to weather events (Table 2).

Tc was barely and insignificantly negatively correlated with Ta in winter, and only slightly higher but significantly inversely correlated in summer. The inverse nature of these correlations shows that Tc was not merely following fluctuations of Ta in any season. Compared to significant correlations between Ta and other environmental factors such as snow fall (Table 2), the Tc-Ta correlations were smaller and, in the majority, insignificant. We are therefore confident that Tc is a reliable proxy to infer nest entries and exits.



Number of Nest Exits

Individual squirrels showed slightly more unimodal than bimodal days and only rarely exited more frequently than twice per day (Figure 3). The number of daily exits showed a distinct seasonality with significantly more exits in summer than in winter. In addition, the number of exits was significantly correlated with the hours of daylight and weather parameters, especially the daily maximum temperature (Table 2). These seasonal trends agree with the results of most studies on fox squirrels (Hicks, 1949; Adams, 1984; Koprowski and Corse, 2005) and other tree squirrels (Thompson, 1977; Wauters et al., 1992), which reported bimodal patterns in summers, and unimodal patterns in winter. However, in the current study, we found gradual and erratic rather than categorical and continuous changes in the seasonal distribution of activity patterns in individual squirrels with the occurrence of bimodal days in winter (Figure 2) and unimodal days in summer (Figure 10), substantial day-to-day fluctuations (Figure 5A), and more nest exits occurring in fall/winter than summer in some squirrels suggest that the seasonal variability in the activity patterns is driven not only by changes in the photoperiod and temperature (Halle and Stenseth, 2000) but also by (stochastic) environmental factors such as unfavorable weather (Table 2 and Williams et al., 2014; Studd et al., 2016), predation (Eriksen et al., 2011; Connolly and Orrock, 2017), social interactions (Schmidt et al., 2008; Agostini et al., 2012), and/or intrinsic individual characteristics such as personality (Boon et al., 2008; Careau et al., 2008) and chronotype (Refinetti et al., 2016; Alós et al., 2017). As in the case shown in Figure 2, on the same day, December 20, 2012, two of four animals (#111 and #147) showed a bimodal pattern, while the other two animals showed a unimodal pattern. It is unlikely that weather conditions influenced the activity patterns of these animals in different ways, but we cannot exclude other possible extrinsic factor such as predation or social interactions, or intrinsic differences between the animals. There are only two studies known to us comparing individual activity patterns in tree squirrels over the seasons of the year (Studd et al., 2016; Anders et al., 2017). Anders et al. (2017) found unimodal, bimodal, and even trimodal patterns in the Eurasian red squirrel (Sciurus vulgaris) in Japan during the months of July to October. We also found trimodal and even polymodal patterns in some seasons of the current study. However, these patterns often occurred during the warmer months when the gradient between Tc and Ta was reaching levels below 10°C and the detection of entries and exits was not always satisfactory (Figures 9, 10). Nevertheless, as Anders et al. (2017) used a data logger capable of recording collar temperature and light intensity simultaneously, their detection of trimodal patterns supports that some of the trimodal or polymodal patterns we detected might not be artifacts. Studd et al. (2016) used an almost identical design to the current study to investigate the activity patterns of lactating female North American red squirrels (Tamiasciurus hudsonicus) in southwestern Yukon, Canada, between February and June. The authors found an overall pattern of transition from unimodal daily activity centered at the end of the day on cold days to bimodal daily activity at intermediate temperatures and unimodal daily activity centered at the beginning of the day on warm days. Studd et al. (2016) confirmed the influence of weather conditions previously reported by Williams et al. (2014) also in lactating females from the same population of red squirrels using light sensors. Both studies found trimodal patterns in lactating females. We also found trimodal patterns in the current study (e.g., several days in Figure 10C). The animal shown (#133) is a female and the month of May falls within the predominant lactation period for fox squirrels (Koprowski, 1994); thus, it is possible that this squirrel was lactating and needed to forage more food to cover the higher energy demand (Havera, 1979) while having to return in regular intervals to nurse her offspring leading to a trimodal pattern (Williams et al., 2014; Studd et al., 2016).



In-nest and Out-of-nest Times

From fall through summer, fox squirrels spent increasingly longer periods inside of their nests during daytime while total time spent in the nest during the full 24-h cycle of day and night was highest in winter (Figure 6). Nocturnal out-of-nest activity was highest in fall and lowest in winter.

There were also significant differences between individual squirrels in nest time during daylight hours, total nest time and nocturnal ONT. While longer in-nest times during the long daylight hours of summer can simply be a consequence of longer days, long in-nest times in winter can be caused by the long nights and colder temperatures of this season. The surprising and seemingly contradictory difference between in-nest time during daylight and during the entire 24-h activity cycle is based on significantly shorter in-nest time during the daylight hours in fall as compared to any other month (Figure 6A). We speculate that this difference makes sense in the light of the fox squirrel's natural history, with fall being the food caching season and with the approaching reproductive season in winter (Koprowski 1994). Nocturnal ONT, which was always short (on average below 37 min in the pooled data) but was more than four times longer in fall than in winter can also not be simply related to the changes in photoperiod. Here we suspect again a joint influence of the still mild night temperatures in fall, the end of the food-caching season, and the approaching major mating season causing significantly longer nocturnal ONT in fall compared to winter. These assumptions are supported by our findings that both photoperiod and certain weather conditions especially daily maximum temperatures were significantly correlated to total ONT (Table 2).

In the study by Studd et al. (2016) that we cited above in the discussion of the number of nest exits, temperature also highly affected the proportion of time spent out of the nest during morning hours (from 10% at −30°C to approximately 100% at temperatures of 0°C). As temperatures increased from −20°C to 15°C, time spent out during afternoon declined from 75% to 10%, and time spent out during the evening declined from 100% to almost 0%. Anders et al. (2017) found that the daily activity time of red squirrels generally increased with increasing temperature and decreased with increased precipitation and average wind speed across both years. We can confirm this trend for temperature but not for precipitation and wind speed (Table 2). Studd et al. (2016) confirmed the influence of weather conditions previously reported by Williams et al. (2014) also in lactating females from the same population of red squirrels using light sensors.

Total nest time allows a rough estimate of the proportion of rest per 24 h. In the pooled data, squirrels spend about 66–68% of 24 h in their nests in spring, summer, and fall, and 77% in winter. As visual focal animal observations (Altmann, 1974) of six squirrels during various hours of the day when the animals were outside of their nests indicated that the animals were sitting or lying quietly, apparently resting, during 45–67% of the time observed (Wassmer and Refinetti, 2016), the total rest time might be considerably longer, probably in the realm of 80–85%. Studd et al. (2016) described nest attendance patterns of lactating red squirrels (Tamiasciurus hudsonicus) as highly variable as the daily proportion of time spent out of the nest during civil daylight hours ranged from 5% to 85% with an average of 45%. Diurnal in-nest time of fox squirrels (Sciurus niger) in this study was very similar ranging from 0 to 96% with an average of 43%.



Timing of First Exits

In all seasons, first exits of individual squirrels were significantly concentrated around a narrow window of time in the early to late morning (Figure 7) and were in many cases significantly different from each other (Table 3). However, none of the individual squirrels recorded during multiple seasons was clearly and consistently an early or late riser. In summer, first exits of individual squirrels were more spread out, whereas in winter, individual squirrels exited their nest much closer to each other, which is expected as winter days are substantially shorter than summer days. Interestingly this mimics the distribution of activity onsets in the nocturnal Ord's kangaroo rat (Dipodomys ordii) (White and Geluso, 2007), which also shows a wider range of individual activity onsets in summer and a much narrower range in winter. Enright (1966) showed that in house finches kept under controlled conditions in a laboratory, cooler temperature at a constant photoperiod and shorter photoperiods at the same ambient temperature caused delayed activity onsets. Our results indicate that both daylength and temperature had simultaneously the same effects on fox squirrels in the wild. As first exits constitute activity onsets, these results are complementary to the (seasonal) changes of the unimodal–polymodal gradient and the total in-nest/out-of-nest time (proportion of activity/rest) and are therefore aspects of the overall activity pattern of fox squirrels.

The number of nest exits was significantly inversely correlated with the timing of the first daily exits in the pooled data for all seasons. This means that the early riser chronotype showed significantly more nest exits than the late riser chronotype (Table 4). The larger number of exits might reflect a behavioral trait of early risers or simply the availability of a longer daily activity time. Under controlled laboratory conditions, early-rising antelope ground squirrels were found to have significantly longer daily activity times (Refinetti et al., 2016), and this association may occur also in the fox squirrel, which would contribute to the higher number of nest exits.



Continuous Nest Occupancy for More Than 24 h and Nocturnal Out-of-nest Time

Nocturnal ONT occurred occasionally in many fox squirrels—mostly during warm nights but exceptionally also during winter (for example, Figure 10B). While most nocturnal ONT occurred only for brief periods, some events took the entire night. In the pooled data and in two out of three animals recorded in all seasons, nocturnal ONT was shortest in winter (0.1–0.2 h) and longest in fall or summer (0.5–1.6 h). Except for a recent publication (Anders et al., 2017) using continuously logged temperature data as well, nocturnal ONT was not known to occur in tree squirrels so far. This clearly demonstrates a key advantage of data loggers to discover previously hidden details of animal behavior and natural history. We can only speculate why fox squirrels spent time outside of their nests during some nights. Temperatures outside of the nests might be more comfortable in summer than the insulated nests or invite for short trips for urination and defecation. In colder nights, such as the documented example in Figure 10B, it might be that the squirrel's nest was destroyed or not available.

While nocturnal ONT was detected repeatedly, continued nest occupancy for more than 24 h was only found once in the entire data set (Figure 9B). Squirrel 104 is a female, but the middle of February would be relatively late for parturition to happen. However, the date falls well into the lactation period while weather conditions were not specifically unfavorable (no precipitation or snow, relatively warm with highs around 3.5°C and lows at −6°C).

Nocturnal ONT (or more general, activity during the typically inactive time of the activity cycle) and days with unusual patterns are two more dimensions that should be considered to describe the bandwidth of activity patterns more inclusively.



Comparison Between the Intra- and Inter-individual Data Variability

The inter-individual variabilities of total ONT and the number of exits were either higher than the intra-individual variabilities or comparable to them (Table 5). These results underline the importance of studying the activity patterns of individual tree squirrels to complement and contrast pooled data for entire groups and populations but also hint at the astonishing day-to-day variabilities within the same squirrels (Figure 5). Very few researchers have compared intra- and inter-individual variabilities of circadian rhythms. We are aware of only four studies that conducted such comparison for the rhythms of body temperature (Refinetti and Piccione, 2005; Romeijn and Van Someren, 2011), melatonin secretion (Barassin et al., 1999), and cortisol secretion (Selmaoui and Touitou, 2003). In one of these studies (Refinetti and Piccione, 2005), four different species were used: the laboratory rat, the 13-lined ground squirrel, the domestic dog, and the horse. Intra- and inter-individual variabilities were computed for the mean level, range of oscillation, acrophase, and robustness of the rhythm. The variabilities differed in different parameters of the rhythm and in different species but, whenever there was a difference between inter-individual variability and intra-individual variability, the latter was always smaller than the former. That is, the day-to-day variability of an individual's rhythm never exceeded the variability between the rhythms of different individuals, which is the same as we found in this study on fox squirrels.




CONCLUSIONS

The results of our study illustrate the importance and advantages of collecting activity-related data from individual animals. Such data allow the estimation of how much individual fox squirrels differ from each other and how much they can fluctuate from day to day. We found that the magnitude of inter-individual variability of a number of behavioral variables was similar to the magnitude of intra-individual (day-to-day) variability. Although on most days the squirrels spent the night in their nests and exited the nest one or more times during the day, there was considerable variation (10–20% of the mean) from one squirrel to another and from day to day for the same animal.

We were working with a relatively small sample size and, due to the storage limitations of iButtons, with brief bouts of data. The idiosyncratic behaviors of individual fox squirrels that we documented might therefore not be entirely representative of a larger population of fox squirrels. However, some of the patterns and behaviors described here were not known before and illustrate the value of using data loggers to discover hidden details of the lives of even common species living in close proximity to humans in a suburban to urban setting.

There are possible methodological shortcomings in the use of collar temperature as a proxy of activity. In late spring/summer when higher ambient temperatures occur, the overnight patterns of Tc of several animals indicated that they did not spend the night in insulated nests (e.g., Figures 9D, 10C). On such days it is much more difficult—and sometimes impossible—to detect and distinguish in-nest time from ONT using our method. We therefore plan to supplement and extend the current study by using combined temperature and light sensors (Anders et al., 2017). We also plan to look at the patterns recorded for female fox squirrels during their expected gestation and lactation periods and compare these results to Studd et al. (2016) and Williams et al. (2014).
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Atmospheric conditions impact how animals use the aerosphere, and birds and bats should modify their flight to minimize energetic expenditure relative to changing wind conditions. To investigate how free-ranging straw-colored fruit bats (Eidolon helvum) fly with changing wind support, we use data collected from bats fit with GPS loggers and an integrated triaxial accelerometer and measure flight speeds, wingbeat frequency, and overall dynamic body acceleration (ODBA) as an estimate for energetic expenditure. We predicted that if ODBA reflects energetic expenditure, then we should find a curvilinear relationship between ODBA and airspeed consistent with aerodynamic theory. We expected that bats would lower their airspeed with tailwind support and that ODBA will decrease with increasing tailwinds and increase with wingbeat frequency. We found that wingbeat frequency has the strongest positive relationship with ODBA. There was a small, but negative, relationship between airspeed and ODBA, and bats decreased ODBA with increasing tailwind. Bats flew at ground speeds of 9.6 ± 2.4 ms−1 (Mean ± SD, range: 4.3–23.9 ms−1) and airspeeds of 10.2 ± 2.5 ms−1, and did not modify their wingbeat frequency with speed. Free-ranging straw-colored fruit bats therefore exerted more total ODBA in headwinds but not when they changed their airspeed. It is possible that the flexibility in wingbeat kinematics may make flight of free-ranging bats less costly than currently predicted or alternatively that the combination of ODBA and airspeed at our scales of measurement does not reflect this relationship in straw-colored fruit bats. Further work is needed to understand the full potential of free-ranging bat flight and how well bio-logging techniques reflect the costs of bat flight.

Keywords: Eidolon helvum, flight, energy landscape, energy expenditure, bio-logging, ODBA


INTRODUCTION

Vertebrate flapping flight is an energetically costly, but economical form of locomotion. Many birds and bats modulate their airspeed, the speed at which they fly relative to the moving air column, in relation to the amount of wind support they receive (Hedenström, 2003; Pennycuick, 2008; Safi et al., 2013; Sapir et al., 2014). They generally increase airspeed with headwind and crosswind (Hedenström et al., 2002; Pennycuick, 2008; Kogure et al., 2016), but decrease airspeed with tailwind to lower overall energetic expenditure. However, measuring instantaneous energetic expenditure is difficult in the wild (Butler et al., 2004; Green et al., 2009), and instead of direct measurement, theoretical relationships built from first principles and wind-tunnel experiments are largely applied to predict the energy requirements of free-flying animals (Pennycuick, 1978; Norberg, 1990; Rayner, 1999; Tobalske et al., 2003b). These relationships are based on the size and shape of a bird, its airspeed, and the resulting power requirements for that flight (Rayner, 1999; Pennycuick, 2008). However, predictions from these models do not always match field-based measures, such as the extreme flight speeds of Brazilian free-tailed bats that are far outside the maximum predicted power these small bats should be capable of (McCracken et al., 2016). Body-mounted accelerometers are a way to show how total power requirements change throughout flight in free-ranging animals, as well as shed light on limited aspects of their wingbeat mechanics (Gleiss et al., 2011; Elliott et al., 2013; Bishop et al., 2015; Elliott, 2016; Hicks et al., 2017). By applying accelerometer-derived motion estimates for both behavior and energy expenditure we should be able to better understand the ways that bats and birds respond to their environment.

The use of tri-axial accelerometry (ACC) combined with GPS data provides a window into the energetic strategies used by animals at fine spatial and temporal scales. ACC data can be interpreted as a measure of the amount of effort used to fly, assuming that the costs of movement constitute the bulk of an animal's energy expenditure (Karasov, 1992; Gleiss et al., 2011; Halsey et al., 2011; Hernandez-Pliego et al., 2017). The relative cost of movement has been estimated from ACC using dynamic body acceleration (DBA) and the full sum of all three axes, Overall Dynamic Body Acceleration (ODBA). For birds, ODBA and other DBA measures have been calibrated against energy consumption during running and walking (Wilson et al., 2006), and inferred in free-flying birds through correlations between heart rate and ACC (Duriez et al., 2014; Bishop et al., 2015; Hicks et al., 2017). Furthermore, models of flapping flight estimate biomechanical power from acceleration data (Spivey and Bishop, 2013). While mechanical power output does not have a direct linear relationship with metabolic power input (Biewener, 2006; Gleiss et al., 2011; Spivey and Bishop, 2013), DBA measures can explain a substantial proportion of total daily energetic expenditure (DEE) or energy expenditure during specific activities in vertebrates in general (Gleiss et al., 2011; Elliott et al., 2013; Duriez et al., 2014; Bishop et al., 2015; Elliott, 2016; Stothart et al., 2016; Hicks et al., 2017). This daily, integrative summary of DEE from DBA is even more effective when the portion of high-energy locomotion (e.g., flapping flight) is modeled separately from other behaviors (Green et al., 2009; Elliott et al., 2013; Duriez et al., 2014; Bishop et al., 2015; Stothart et al., 2016). Changes in acceleration can also be used to identify the behavioral context and activity of flight (e.g., flapping vs. gliding) (Elliott et al., 2013; Williams et al., 2015; Abedi-Lartey et al., 2016; Leos-Barajas et al., 2017) as well as stroke frequency and wingbeat strength (Sato et al., 2008; Kogure et al., 2016). These fundamental components have been used to infer foraging success and mass gain via increases in wingbeat frequency (Sato et al., 2008; O'Mara et al., 2019) as well as the costs of movement trajectories (Nathan et al., 2012; Amelineau et al., 2014; Duriez et al., 2014) with wind across various scales (Kogure et al., 2016; Scacco et al., 2019). There is therefore a strong time-integrated relationship between total ODBA and DEE, but it is unknown how ODBA reflects energy expenditure at finer time scales of individual behaviors, or if ODBA reflects the general non-linear relationship of power output across a range of known flight speeds (Spivey and Bishop, 2013).

Experimental work in wind tunnels has yielded the best insight into how birds and bats adjust their flight behavior and energy expenditure to increasing airspeeds. In general, birds fly faster by increasing wingbeat amplitude and/or wingbeat frequency. However, the interaction between these two adjustments can be species- and speed-dependent (Tobalske et al., 2003a; Tobalske, 2007; Altshuler et al., 2015), and be combined with an elongation of the downstroke ratio and rotation of the wings into a more vertical orientation. While birds and bats fly in similar ways at a broad level, flight behavior in these groups can differ dramatically. Bat wing motions tend to have similar, but greater overall amplitude than birds (Taylor et al., 2003), and bat wings are both relatively massive and have that mass distributed more distally than birds (Thollesson and Norberg, 1991). Like birds, bats modulate their wingbeat amplitude with speed, but to a lesser degree and tend to show either a negative or no relationship between airspeed and wingbeat frequency (Riskin et al., 2010; Hubel et al., 2016). To increase airspeed, bats reduce wingbeat frequency and wingbeat amplitude, but place their wings in a more vertical orientation (Bullen and McKenzie, 2002; Riskin et al., 2010; Iriarte-Diaz et al., 2012; Swartz et al., 2012; Hubel et al., 2016). Furthermore, large fruit bats decrease wingbeat frequency, extend their wings less fully across the entire wingbeat and increase the duration of their wingbeat downstroke to fly faster across a speed range of 3–6 ms−1 (Riskin et al., 2010). For many species, however, the airspeeds that typify free-ranging flight have yet to be achieved in wind tunnels making it difficult to extrapolate from captive conditions to those in the wild where animals may both choose faster speeds and must compensate for changing aerial environments.

The African straw-colored fruit bat (Eidolon helvum) is an ideal species to test how individual measures of flight behavior and energetics from accelerometry relate to environmental conditions. Fruit bats use constant flapping flight and rarely glide or soar (Harris et al., 1990; Lindhe Norberg and Norberg, 2012). During their commuting flights of up to 90 km from a central roost (Sapir et al., 2014; Fahr et al., 2015; Abedi-Lartey et al., 2016; van Toor et al., 2019), they decrease airspeed with wind support, and increase airspeed with crosswinds (Sapir et al., 2014). We hypothesize that if ODBA reflects relative energetic expenditure or power output in bats, then we will find a curvilinear relationship between ODBA and airspeed similar to the theoretical total power requirements of flight (Usherwood et al., 2011; Spivey and Bishop, 2013). Furthermore, if these bats follow aerodynamic theory, they should reduce airspeed with wind support. We then predict a negative relationship between ODBA and tailwind support, and that ODBA will be strongly and positively associated with wingbeat frequency. Lastly, we expect that as in wind tunnel studies, wingbeat frequency will decrease with airspeed and increase with wind support.



METHODS


Capture and Handling

We collected data from 36 Eidolon helvum that wore collar-mounted (O'Mara et al., 2014) GPS and triaxial accelerometry (ACC) loggers (e-obs, GmbH, Munich, Germany). The loggers recorded position every 2.5 min and acceleration every minute for a duration of 13–14 s at a sampling frequency of 18.74–20 Hz (Table 1). These data were taken from a larger data set with a mix of logger positions and sampling rates. The full data set of all animals is available at the Movebank Data Repository doi: 10.5441/001/1.k8n02jn8 (Scharf et al., 2019). Data were collected in Ouagadougou (12.397° N, 1.488° W), Burkina Faso; in Kibi (6.165° N, 0.555° W), Ghana, and in Kasanka National Park (12.586° S, 30.243° E), Zambia where all animals were locally foraging from a central roost during tracking. Eidolon helvum were captured early in the morning with canopy mist nets as they returned from foraging which ensured that the animals had fed before handling (Fahr et al., 2015). We weighed all bats with Pesola spring balances (±0.5 g) and selected individuals with sufficient body mass (278.4 ± 20.5 g) to carry GPS + ACC loggers. Mean total logger mass was 20.95 ± 0.90 g which was 7.56 ± 0.59% of body mass.



Table 1. Deployment information for GPS+ACC loggers on E. helvum.
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Accelerometry Analysis

We extracted wingbeat frequency and ODBA from the ACC data. As indicated by the manufacturer we first transformed the raw acceleration data into ms−2. ACC data were collected in bursts on three axes (X—sway, Y—surge, Z—heave, Figure 1) for a duration of 13–14 s every 1 min at 18.74–20 Hz (Table 1). As the tags were attached on a collar and could move freely around the neck of the animal, the Z and X axis orientation may not be consistent. However, measurement along Y remains in the same orientation regardless of the position on the collar. We applied an ordination to rotate the acceleration data in uncorrelated and orthogonal principal components per burst on all three axes. We extracted the first PC representing the axis containing most of the variance (PC1 mean per individual: 82 ± 6% of variance, range: 70–92%). We extracted the oscillation owed to the movement using a Fast Fourier Transformation (FFT) on the PC1 of each burst. The FFT provided the spectrogram and thus the dominant frequency of each burst corresponding to the wingbeat frequency, if present. We also calculated the average ODBA value for each burst (j) along the three axes (x, y, z) as:

[image: image]

xi represents the ith component and [image: image] the mean of all n samples of the x-axis of burst j, and likewise for y and z. Based on the variance in the amplitude of the dominant frequency extracted from the FFT and the ODBA extracted from the acceleration data, each burst could be assigned to either flapping or non-flapping. High variance in the dominant frequency was a reliable indicator of the presence of a regular oscillation in the acceleration data. If no regular oscillation was recorded, the FFT resulted in a weak and shallow dominant frequency with little difference in amplitude. Clear outliers in respect to wingbeat frequency (<2 or >8 bps, representing about 1% of all bursts classified as flapping) were removed from further analysis. The moveACC R library used to do this can be found at: https://gitlab.com/anneks/moveACC.git.


[image: image]

FIGURE 1. Example of tri-axial accelerometry measurements and principal component conversion for E. helvum (inset). (A) The raw data were transformed according to manufacturer instructions into ms−2. (B) The principal components reflect the standardized major wave forms for the three axes for each burst of acceleration.





Airspeed Calculation

To calculate airspeed, we first annotated the GPS tracks with the wind conditions at every location using the Env-DATA tool in Movebank (Dodge et al., 2013). We used the U and V component of wind from the “ECMWF Interim Full Daily SFC Wind” 10 m above ground data set (Dee et al., 2011). The U component refers to the velocity of the East-West (zonal) component of wind where positive values indicate west to east flow, and the V component refers to the velocity of the North-South (meridional) component of wind where positive values indicate south to north flow. The ECMWF reanalysis provides estimates of weather conditions at a resolution of 0.75 degrees (ca. 83.4 km), every 6 h at 10 m above ground. This wind information gives broad insight into how bats compensate for environmental conditions, and while this may not be wholly reflective of the instantaneous conditions experienced by the bat, these prevailing wind speed data combined with GPS at similar resolution to our data set have allowed detailed inference into the flight behavior of bats and birds (Safi et al., 2013; Sapir et al., 2014; Flack et al., 2016; Van Doren et al., 2016). We then calculated the ground speed for each segment between consecutive GPS points and calculated airspeed, crosswind and wind support (Safi et al., 2013) using the associated wind conditions. Wind support was calculated as the length of the wind vector in the direction of the bat's flight where positive values represent tailwind and negative values headwind and are given as total support in ms−1. Crosswind was calculated as the value of the speed of the wind vector perpendicular to the travel direction (Safi et al., 2013). The absolute value of crosswind, regardless of the side from which it came, was then used in analysis.



Segment Behavioral Classification

To identify periods of continuous flight we joined the GPS and ACC data sorted by timestamps per individual. Based on the time of the data recorded we assigned the ACC data to each corresponding segment between two consecutive GPS locations. We identified segments that contained missed fixes based on their corresponding GPS schedule and excluded them from further analysis. For each of the remaining segments we calculated the percentage of ACC bursts identified with flapping behavior. We only included segments where 100% of the bursts were classified as flapping in our analysis to further restrict the data to segments with continuous flight. We calculated the mean value of the wingbeat frequency and ODBA for each segment.



Analysis

We used a series of generalized linear mixed effects models in R 3.3.2 (R Core Team, 2016) in MASS::glmmPQL (Venables and Ripley, 2002; Pinheiro et al., 2018) to test how wind conditions affect different aspects of flight. The dataset used in these models (Table S1) contained only those segments assigned with flapping without missed GPS fixes. This resulted in a total of 3,391 locations from 36 bats over 138 nights (3.8 ± 2.4 nights per bats, range: 1–8 nights). As the wind conditions could only be calculated for GPS positions, we assigned the mean wingbeat frequency and ODBA values of the segment to the last point of each segment. We constructed models for each of the response variables: ground speed of the segment, airspeed, ODBA, and wingbeat frequency. Each model included fixed effects of wind support and the absolute value of crosswind as a cofactor. Additionally, we constructed a single model that included ODBA as the response variable, with wind support, absolute value of crosswind, wingbeat frequency, and airspeed as fixed effects. Finally, we also tested in two separate models how wingbeat frequency relates to airspeed and to ground speed of the segment. All models accounted for individual difference by including individual identity as random effect nested within tag manufacturing generation as each generation of tag had its own acceleration transformation procedure. We found no evidence of a temporal autocorrelation structure in our data. We used a Box-Cox transformation of the response variables to meet conditions for Gaussian linear models using the function MASS::boxcox (Venables and Ripley, 2002) and report the power transformation exponent (Table 2). The predictions were back-transformed accordingly. We calculated p-values for fixed effects through Wald approximation in nlme (Pinheiro et al., 2018), and because of our large sample size and nested random effects we consider p = 0.001 as our significance threshold.



Table 2. GLMM results for the effect of wind support on bat ground speed, airspeed, wingbeat frequency, and ODBA.

[image: image]






Data Availability Statement

All raw GPS and ACC data are available from the Movebank Data Repository doi: 10.5441/001/1.k8n02jn8. The final annotated dataset used in our analyses can be found in Supplementary Dataset 1.




RESULTS

Data from 36 straw-colored fruit bats allowed us to calculate ODBA and wingbeat frequency from the tri-axial accelerometer (Figure 1), and ground speed from GPS. Using regional wind models we then derived airspeed, wind support, and crosswinds for each segment between successive GPS points. In all of our models, there was substantial individual variation as well as effects of the GPS tag generation, with individual identity showing a larger standard deviation in all models. The combined random effects of tag generation and individual identity accounted for a moderate, but inconsistent, amount of variation within each model (Table 2). The addition of the random effects always substantially increased the fit of the model (R2 conditional, Table 2) when compared to the fixed effects alone (R2 marginal, Table 2).

Straw-colored fruit bats flew at ground speeds of 4.3–23.9 ms−1 (Mean ± SD: 9.6 ± 2.4, Figure 2A), which resulted in a mean airspeed of 10.2 ± 2.5 ms−1 (range: 0.4–22.7 ms−1, Figure 2B). To do so, they used a relatively narrow range of wingbeat frequencies (4.12 ± 0.21 bps, range: 3.19–5.04 bps, Figure 2C), and ODBA (12.76 ± 1.54 ms−2, range: 8.78–19.81 ms−2, Figure 2D). Bats modulated their flight behavior in response to the direction of wind support (Figure 2). Ground speed increased with tailwind (Figure 2B, Table 2), and bats decreased airspeed with increasing tailwind support (Figure 2B, Table 2). Wingbeat frequency increased slightly with wind support (Figure 2C) and ODBA decreased with wind support (Figure 2D). Crosswinds had a slightly negative effect on ground speed (Figure S1A), but no effect on total airspeed, wingbeat frequency, or ODBA (Table 2, Figures S1B–D).


[image: image]

FIGURE 2. The effect of wind support (headwind to tailwind) on E. helvum flight behavior when crosswinds are held at zero. GLMM results are shown in blue for (A) ground speed, (B) airspeed, (C) wingbeat frequency, and (D) ODBA. The 95% confidence interval for each model, including random effects, is shown as the shaded area around the line.



When we tested the effects of wind support, crosswinds, wingbeat frequency, and airspeed on the ODBA generated by bats in a single model (Figure 3, Table 2), we again found that ODBA decreased with wind support (Figure 3A) and that there was no effect of crosswinds (Figure 3B). ODBA was strongly and positively associated with wingbeat frequency (Figure 3C) and decreased with airspeed. Wingbeat frequency was not associated with either airspeed (Figure 4A, Table 2) or ground speed (Figure 4B). Bats therefore generated less total ODBA as they received increasing tailwind support and did not increase wingbeat frequency to fly faster at lower ODBA values.


[image: image]

FIGURE 3. ODBA relative to wind support (A), crosswind (B), wingbeat frequency (C), and airspeed (D) included together in one model. The blue lines show predicted ODBA for each fixed effect where wingbeat frequency and airspeed were set to their means [4.2, 10.2, respectively for A,B], and the effect of wind support and crosswind were set to 0 (C,D). The 95% confidence interval for each model, including random effects, is shown as the shaded area around the line.




[image: image]

FIGURE 4. Airspeed (A) and ground speed (B) relative to wingbeat frequency. The predictive models and 95%CI (in blue) show no relationship between wingbeat frequency and either measure of speed.





DISCUSSION

By integrating GPS and ACC data collected from free flying E. helvum with regional wind models, we show that straw-colored fruit bats increase wingbeat frequency with wind support (Figure 2C), and that flying into headwind increases fruit bat ODBA, while increasing airspeed slightly decreases ODBA (Figures 3A,D, Table 2). As in previous work (Sapir et al., 2014), bats reduced their airspeed with increasing wind support (Figure 2B) likely to reduce costs of flight, or to maintain ground speed to aid in visual navigation (Chapman et al., 2011; Hedenström and Åkesson, 2017). However, these airspeed changes were not achieved by changing wingbeat frequency or increasing ODBA accumulation.

ODBA had a strongly positive relationship with wingbeat frequency, which is expected from work on free-ranging birds (Elliott et al., 2014; Bishop et al., 2015). Beyond this first generalization, relationships between ODBA and wingbeat frequency with airspeed or wind support do not follow consistent patterns among species. While several studies show that free-ranging animals adjust their flight speeds in response to wind support and cross winds, there are few examples of how the mechanics of flight behavior respond to changing wind conditions. In general, free-flying birds flap their wings faster to increase airspeed (Usherwood et al., 2011; Elliott et al., 2014), and some increase wingbeat amplitude or DBA (Usherwood et al., 2011; Elliott et al., 2014), while others do not (Kogure et al., 2016). Free-flying European shags do not change their wingbeat frequency relative to head or tailwind, but show a general curvilinear relationship between wind support and wingbeat strength (Kogure et al., 2016). It could be expected that if the frequency and strength of a wingbeat comprise the bulk of ODBA, then either no relationship or a negative relationship (Kogure et al., 2016) with wind support would appear, such as the relationship we find in E. helvum. However, kittiwakes and murres decrease wingbeat frequency with wind support, and increase DBA with increasing wind support (Elliott et al., 2014). With these few studies, the instantaneous relationships between DBA measures and wind support seem to be complex and species-specific, but could also be related to the resolution of the data measured. Leveraging the existing wealth of GPS+ACC tracking, especially when combined with higher resolution wind data, would help to clarify these patterns across a broader range of conditions.

The relationship between airspeed and power (Rayner, 1999; Pennycuick, 2008) predicts that if DBA is a true measure of energy expenditure or effort (Usherwood et al., 2011; Spivey and Bishop, 2013), then we should observe some curvilinear relationship between ODBA and airspeed in the bats we sampled. ODBA had a more strongly negative relationship with wind support than airspeed, illustrating that bats required more effort to make forward progress when faced with headwind, regardless of their airspeed. This is reasonable as bats increased their airspeed when facing headwinds, and that low speeds should be the most energetically costly for birds and bats (Tobalske et al., 2003b; Hedenstrom and Johansson, 2015; Hubel et al., 2016). However, there are several non-mutually exclusive explanations for why ODBA did not have a strong relationship with airspeed, especially at the high end of speed. First, the wind data used in this study were collected at a relatively large spatial (83 km) and temporal (6 h) scale. While many of our measures directly related to wind perform as expected (e.g., reduction of airspeed and reduced ODBA with wind support), it is possible that wind sampled at this scale cannot give a high enough resolution insight into accelerometry-derived measures of energetic expenditure relative to speed. Additionally, the true speed-power curve predicted for E. helvum may be very flat at moderate to high speeds (Dial et al., 1997; Tobalske et al., 2003b; von Busse et al., 2013) further complicating this relationship. Second, in all of our models, the inclusion of random effects of tag generation and individual identity greatly improved the conditional R2 of the models over the marginal R2, sometimes by as much as 0.46. This suggests that the movement patterns among individuals can be highly variable, and that bats likely employ a diversity of solutions to compensate for wind support to generate air speeds and ground speeds (Sapir et al., 2014). Since bats make many adjustments in the shape of their wings and the angle of attack of their wingbeat to fly faster (Riskin et al., 2008; Iriarte-Diaz et al., 2011; Hubel et al., 2012, 2016), these adjustments are unlikely to be captured by ODBA (Spivey and Bishop, 2013).

It is possible that due to bat flight kinematics, accelerometers do not accurately capture bat flight effort, despite their effectiveness on birds. Acceleration measures have the greatest reproducibility and comparability across individuals and taxa when placed close to the center of mass (Halsey et al., 2011; Spivey and Bishop, 2013) to avoid the increased acceleration experienced as one moves away from this point. The center of mass of a bat, however, changes across a wingbeat cycle (Iriarte-Diaz et al., 2011). The tag placement on the collar, when on the back of the neck, would have been cranial (ahead) to the center of mass on the bats upstroke and directly dorsal (above) to the center of mass on the downstroke (Iriarte-Diaz et al., 2011). As bats fly faster, the largest differences in acceleration are found in surge (or Y in this study, Figure 1), while the vertical acceleration of the center of mass largely tracks speed (Iriarte-Diaz et al., 2011). Furthermore, as bat wings are both relatively more massive and have that mass distributed more distally than birds (Thollesson and Norberg, 1991), even accelerometers mounted directly above the center of mass may not fully capture aspects of wingbeat kinematics such as amplitude. Wingbeat frequencies and relative measures such as ODBA should still reflect the animal's movement, but changes in the distribution of lift and thrust may not be tractable with a single three-dimensional accelerometer. Calibration of accelerometers on bats flying at known speeds in a wind tunnel would delineate these relationships.

It is also possible that instead of an instantaneous measure of power output, ODBA may reflect the costs of movement across longer periods of time (Elliott et al., 2013; Halsey and Goldbogen, 2017). Calibrations of ODBA against metabolic rate are typically conducted with walking or running animals, and generally show positive relationships (Halsey et al., 2011). This includes birds, for which there is currently no direct calibration between in-flight DBA and metabolic rate, though heart rate and DBA generally show positive relationships (Duriez et al., 2014; Bishop et al., 2015; Hicks et al., 2017), and DBA measures are positively correlated with First-Principals estimates for climbing power in Harris's hawks (Van Walsum et al., 2019). Despite this, the sum of DBA does explain a substantial (>70%) amount of daily energetic expenditure in many flying birds (Gleiss et al., 2011; Elliott et al., 2013; Duriez et al., 2014; Bishop et al., 2015; Elliott, 2016; Stothart et al., 2016; Hicks et al., 2017). As an integrative measure, DBA can explain 81% of DEE (Elliott et al., 2013); however, models using only the time away from the nest, without acceleration, also explain 72% of DEE (Elliott et al., 2013; Stothart et al., 2016), which is within the 18% range of error for doubly-labeled water studies (Speakman, 1997; Butler et al., 2004). Direct calibration of accelerometry with both energetic measures and kinematics across a range of known speeds will clarify how current bio-logging techniques capture the energetics of bat flight.

We found no relationship between wingbeat frequency and airspeed, and ODBA decreased slightly with faster airspeeds. To fly faster in wind tunnels bats generally do not change wingbeat frequency, but rely on amplitude and kinematic adjustments (Hedenstrom et al., 2007; Hubel et al., 2010, 2012, 2016; Riskin et al., 2010, 2012; Iriarte-Diaz et al., 2011, 2012; Hedenstrom and Johansson, 2015; Hedenström and Lindström, 2017). Eidolon helvum in a wind tunnel fly with wingbeat frequencies of 4.5–5.7 bps (Carpenter, 1986), and video of free-flying E. helvum emerging from their roosts showed bats flew at 4.4 ± 0.43 bps (Lindhe Norberg and Norberg, 2012). Both of these short estimates are higher than our mean observations (4.07 ± 0.28 bps, maximum: 5.96), but still are within the range of frequencies measured. The free-flying bats we sampled traveled with airspeeds substantially higher than the speeds at which many bats will willingly fly in wind tunnel studies (von Busse et al., 2013), and flew with lower wingbeat frequencies that appear to be consistent. This may be facilitated by the large variation in E. helvum wing camber and Strouhal number (ratio of stroke frequency and amplitude by speed) when compared to other pteropodid bats (Riskin et al., 2010). The many joints and anisotropic, compliant wing membrane of bat wings (Swartz et al., 1996; Cheney et al., 2015; Czenze et al., 2017) allow fine kinematic control by E. helvum, which could mean that their true speed-power curve is very flat (Tobalske et al., 2003b), and there is a broad range of airspeeds over which they fly at the same efficiency. Eidolon helvum appear to choose a wingbeat frequency and then rely on the strength of their wingbeats and kinematic adjustments to the shape and attack angle of their wingbeats (Riskin et al., 2010; Iriarte-Diaz et al., 2011, 2012) to modify their flight in response to changing wind conditions.

In general, the combination of GPS and accelerometry gives unparalleled access to the flight behavior of free-ranging individuals over extended time and space, especially when combined when high-resolution wind models. However, the relationships derived from birds may not directly translate to bats without additional calibration. Future work that delineates the relationship between on-board accelerometry and DBA measures with metabolic and mechanical power and flight kinematics across a range of airspeeds will help clarify what we may infer from data derived from bio-logging techniques. This will yield greater insight into the energy landscapes that animals face and the decisions they take in relationship to their environments in the wild.
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Radio Frequency Identification (RFID) technology has been broadly applied in the biological sciences to yield new insights into behavior, cognition, population biology, and distributions. RFID systems entail wireless communication between small tags that, when stimulated by an appropriate radio frequency transmission, emit a weak, short-range wireless signal that conveys a unique ID number. These tags, which often operate without a battery, can be attached to animals such that their presence at a particular location can be detected by an RFID reader. This paper describes an RFID data-logging system that can serve as the core for a wide variety of field and laboratory applications for monitoring the activities of individual animals. The core electronics are modeled on an Arduino circuit board, which is a hobbyist electronics system. Users can customize the hardware and software to accommodate their needs. We demonstrate the utility of the system with cursory descriptions of three real-world research applications. The first is a large-scale deployment that was used to examine individual breeding behaviors across four local populations of Wood Ducks. The second application employed an array of RFID-enabled bird feeders that allowed for tests of spatial cognition. Third, we describe a nest-box monitoring system that both records visits from breeding birds and administers experimental treatments, such as increasing temperature or playing audio recordings, in accordance to the presence/absence of individual birds. With these examples we do not attempt to relate details with regard to research findings; rather our intent is to demonstrate some of the possibilities enabled by our low-cost RFID system. Detailed descriptions, design files, and code are made available by means of the Open Science Framework.

Keywords: biologging, feeder, nestbox, behavior, cognition, data logging, PIT tag, bioinformatics


INTRODUCTION

The term “biologging” typically evokes a research endeavor that involves tracking the locations of animals as they move throughout a home range or embark on a migration. However, biologging can also be employed to reveal intimate details about the behavioral patterns of individual animals. Radio Frequency Identification (RFID) technology has emerged as a useful biologging tool for monitoring animal activities at specific locations, such as feeding stations, nests, and burrows (Bonter and Bridge, 2011; Dogan et al., 2016; Bandivadekar et al., 2018; Iserbyt et al., 2018). RFID is a form of short-distance communication between a reading unit and one or more transponder tags (often called Passive Integrated Transponders or PIT tags). PIT tags use energy emitted by the reader unit to emit a weak signal (either with radio waves or magnetic coupling) that contains a unique identification code. PIT tags typically do not need a battery, which allows them to function forever (in theory), and they can be sized down for use on some very small species, including insects (Sumner et al., 2007; Russell et al., 2017; Barlow et al., 2019).

RFID typically entails only short-range communication, with tag-reading ranges from over 50 cm in high power systems to a few millimeters. Hence, a fundamental limitation to the system is that tags and readers must come close to an antenna for tag reading to occur. RFID is widely used as a marking method wherein tagged animals are captured and scanned manually in a manner similar to the “microchips” used in veterinary care of pets and livestock (Thorstad et al., 2013; Anu and Canessane, 2017). However, RFID can also be effectively employed in automated, remote sensing systems, with stationary readers that record specific animal activities, such as accessing a food source or nest (e.g., Zuckerberg et al., 2009; Bonter and Bridge, 2011; Catarinucci et al., 2014b; Ibarra et al., 2015; Zenzal and Moore, 2016). More advanced systems have implemented cognitive tests in lab and field settings with experimental routines customized for individual animals (Croston et al., 2016; Morand-Ferron et al., 2016)

Although RFID systems are relatively inexpensive compared to other forms of biologging, cost can still be a barrier to the use of RFID in research, especially if large numbers of reading units are required. Another barrier is customization. Many commercial RFID systems are configured for door-entry security or applications in commerce and these systems are not likely to benefit researchers who wish to track animals. To address these issues, we have developed a low-cost, short-range RFID reader that is compatible with a popular amateur electronics platform called Arduino (Arduino LLC, Scarmagno, Italy). The device is essentially an Arduino circuit board with two RFID-reader circuits and basic data-logging infrastructure (i.e., a real time clock and memory) built into it. Like all Arduinos the microprocessor on the circuit board can be programed using the open-source Arduino programming language and the free Arduino IDE (Integrated Development Environment) software. The device is also compatible with a wide array of accessories, such as environmental sensors, motor controllers, LCD screens, and wireless communications modules, that have been designed to work with the Arduino platform.

This paper provides both a brief description of this RFID system and accounts of its implementation in three different research capacities. The first account describes a simple data logging system that was deployed on a very large scale. Second, we describe a more sophisticated system that has been used to evaluate memory and cognition in free living animals. Finally, we describe a nest box that can carry out experimental protocols based on individual birds entering and leaving. We hope that these examples inspire new uses for our RFID system. To help new users get started we have made all of our designs, and code open source, and they are freely available via the Open Science Framework (OSF) at https://osf.io/9j7ax/. This OSF project page contains files available for download as well as links to Github repositories where current firmware versions are maintained.



MATERIALS AND EQUIPMENT

In designing the RFID reader, we took an open-source design for the Arduino M0, and added two RFID circuits, a real time clock, an SD card socket, and a flash memory module for data backup (Figure 1). We also simplified the voltage regulation circuit and reassigned some of the inputs and outputs to accommodate the tag-reading, time-keeping, and memory functions. The RFID reader retained the high-performance Atmel SAMD microcontroller that is featured on the Arduino M0. The RFID reader can be programmed in the same manner as the Arduino M0, using the Arduino IDE; however, we had to provide a customized board definition for the IDE because of the changes made to some of the input/output pins. A board definition is a collection of code that allows for a seamless interface between a particular piece of hardware and the Arduino IDE. This board definition as well as all design files for the RFID reader are accessible via our OSF project page.
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FIGURE 1. The RFID reader circuit board with key components labeled. The dimensions of the board are those of a standard Arduino: 68.58 × 53.34 mm. Four PIT tags are shown to the left of the circuit board. The bottom tag is an RFID leg band.



This RFID reader design follows a previous version described in Bridge and Bonter (2011). However, the new design has several key features that were not previously available. Foremost is the ability to implement custom programming using open source tools—the previous version was programmed using a proprietary language. In addition, dual RFID circuits, a superior microprocessor, increased memory capacity, more input/output pins, and the Arduino compatible hardware, set the new design apart from its predecessor.

The RFID reader has two RFID circuits or modules built in. Users can alternate between the two modules or use just one of them. Each RFID module requires an external antenna, which usually consists of a thin coil of magnet wire. In our system, a functional antenna coil generally has to be <15 cm in diameter, but beyond that antennas can vary greatly in size and shape. Users of our system can either make their own antennas or purchase them from third-party providers (e.g., Q-kits, Kingston, Ontario, store.qkits.com). Antennas can be hand wound, such that users can customize antenna size and shape to match their application. The reader is designed to work with antennas with an inductance of 1.25–1.3 mH. Hence, the process of making antennas requires inductance measurements with an LCR meter. We provide some guidelines for making antennas in our OSF project page, and users can follow our examples or use them as a starting point for their own designs. Either way, it will likely require some trial and error to find the correct number of turns for a given antenna size and shape. We plan to improve the process of antenna design with an online tool for simulating and testing RFID antennas, but this tool is still in development.

A typical deployment of an RFID reader involves polling for tags at regular intervals. In this context, “polling” means emitting a radio-frequency carrier wave at or around 125 kHz, while “listening” for a return signal from a tag. Emitting this carrier wave requires about 90 mA with a 5 V power supply, which is costly in terms of power requirements, so our firmware offers a power saving algorithm wherein a brief polling period of about 30 ms is used to determine if a tag is present. If no tag is detected, the reader can enter a “sleep” mode that uses about 100 μA for a specified period of time before polling again. If a tag is detected, then the reader will extend the duration of the polling effort to read the tag ID. The frequency and duration of reading attempts can be set by the user in a manner that balances power usage and the prospect of missing tags that enter the read range. In addition, the RFID reader can alternate polling efforts between its two RFID modules to attempt to detect tags with two different antennas.

An onboard SD-card socket is available for primary data storage. Data are typically stored in the form of a comma-delineated text file. Hence, the SD card can be removed from the circuit board and inserted into a computer or mobile device to transfer and examine data. There is also a flash memory unit (AT45DB321E) permanently attached to the circuit board, which can serve as back-up storage in case there is a problem with the SD card. This built-in memory unit has a capacity of 32 Mbits or 4,000,000 bytes, which is sufficient for recording over 200,000 data reads, assuming only a tag ID and timestamp are stored.

The circuit board can be produced in small quantities at a cost of about $30 (USD) per unit. The most expensive components are the microcontroller (~$4), the real-time clock (~$2), the SD card socket (~$2), backup memory (~$2), and the RFID front-end integrated circuit (EM4095; ~$2). Prices can vary considerably depending on electronics components markets, and quantities purchased. The $30 production cost includes $3 for the circuit board and $10 for assembly. Full details and sources for components and assembly are available on the OSF project page.

The reader is configured to operate at 5 V. This voltage makes them compatible with a wide variety of power supplies designed for charging or maintaining cellular telephones. The circuit board may also be powered via a USB connection or a USB AC/DC converter/charger. It is possible to use higher or lower voltages, but that requires an additional power adaptor to establish a 5 V power supply for the circuit board. Solar-powered systems have been employed for some field applications, negating the need for large batteries and frequent battery changes. The OSF project page provides several suggestions for power supplies and photovoltaic systems.

As described above, the RFID reader alternates between polling for tags and “sleeping” in low-power mode. Based on measures of power usage for these two modes it is possible to calculate how long a given battery will last. For example, If there is a 1-s sleep interval between polling attempts and there is a minimal 30 ms poll time, average power use would be 2.7 mA and a 10 amp-h battery would last over 3,600 h. However, if tags are polled 5 times per second with a 30 ms polling period, then the same 10 amp-h battery would last about 730 h. These are very simplistic calculations. Another factor to consider is the power requirement of tag reads. Also, it is possible to implement a prolonged sleep period (i.e., nighttime sleep mode) to conserve power when animals are not likely to be detected. A spreadsheet calculator is provided on our OSF project page. This spreadsheet provides estimates of battery life based on RFID-polling settings, expected numbers of tag reads, implementation of prolonged sleep periods, and battery parameters.

The reader is configured to work at a frequency of 125 kHz, and it is compatible with tags that adhere to the EM41XX protocol, which includes EM4100 and EM4112. Other commonly used RFID communication protocols include the ISO11784/5 and Trovan standards. These protocols differ with regard to data encoding, the size and structure of the identification number, and the associated error checking algorithms as well as the bit rate and (in some cases) the radio frequency. Communication via these other protocols is possible with the ETAG reader but would require, at minimum, different tag reading functions in the firmware. It may also be necessary to implement hardware changes to be able to read other types of tags, especially if they work at frequencies other than 125 kHz. In addition, some forms of RFID involve active tags that often increase the read range by amplifying the transmitted signal. Thus far, our testing has only involved passive RFID tags (i.e., tags with no battery). Fortunately, compatible (EM41XX) tags are available in a wide variety of configurations including implantable glass ampoules and plastic leg bands. Tag are available through a variety of vendors. In particular, Cyntag (Cynthiana, Kentucky, USA) is a good source for glass ampoule tags, and Eccel technology LTD (Groby, Leicester, UK) is the primary supplier of small RFID leg bands. See our OSF website for more details and a list of compatible tags.

Because the RFID reader is based on the Arduino electronics format, a wide range of customization is possible both in terms of hardware and software. The reader is configured to mimic an Arduino M0. Hence it has 22 input/output pins that can serve as integration points for sensors, LCD arrays, lights, data interfaces, and motor controllers. The reader can be programmed using free, open-source Arduino IDE software. The Arduino programming language is a set of C/C++ functions, and the developers provide full documentation for programming with C in the Arduino IDE. There are also hundreds of libraries written for the Arduino IDE that provide accessibility to various hardware components (e.g., sensors, motor controllers, and LCD screens), with minimal programming requirements. The code we have developed for the RFID reader has custom routines associated with tag reading and power conservation, but it also makes use of existing Arduino libraries.

We have provided a core Arduino sketch (i.e., program) that runs the RFID reader as a simple data logger. This code can readily be configured to allow for a variety of different RFID polling strategies and sleep schedules. This code can also serve as a starting point for new sketches that incorporate new functionality. For example, some RFID tags can be programmed to store and later transmit data. Although we have not dealved into these methods, it should be possible to configure the RFID reader to program tags. This code as well as sketches for the projects described below are available through our OSF project webpage.

To demonstrate what is possible through the combination of low-cost and versatility made available by our RFID reader, we briefly describe three actual field applications that have broken new ground through the use of RFID-based biologging. These projects have employed a variety of different RFID hardware and software configurations and are not necessarily the same as the current system documented on the OSF project page. Nevertheless, the systems employed in these projects are very similar to the most current hardware version, and the current systems are equally capable of supporting these research applications. Note that it is not our intent for the descriptions below to serve as a final record of the ecological and behavioral research that was enabled by RFID technology. Rather we present these examples to illustrate a variety of scenarios where RFID is useful or even critical for addressing research questions.



METHODS


Implementation 1: Large-Scale Monitoring of Wood Duck Populations

Our first example of the utility of our RFID system is an effort to quantify brood parasitism and other breeding behaviors in Wood Ducks (Aix sponsa). Wood Ducks are facultative conspecific brood parasites, which means that females will sometimes lay eggs in the nest of another Wood Duck female (Bellrose et al., 1994). Researchers at the University of California (JME, TFS, ACO, BEL) deployed RFID data loggers on more than 200 Wood Duck nest boxes in the vicinity of Davis, California, with the aim of determining patterns of conspecific brood parasitism. Ultimately, this project sought to investigate life-history trade-offs and kin selection as explanations for the evolution of conspecific brood parasitism in a species with precocial offspring and a complex life history.

Each nest box in the study was equipped with a single-antenna RFID reader configured as a simple data logger. The antenna on each box encircled the entrance hole, such that a duck's tag ID would be recorded and stored each time it passed through the antenna upon entering and leaving (Figure 2A). The battery and circuit board were housed in a sealable plastic box affixed on the side of each nest box. This configuration allowed easy access for battery changes and data offloads. Each animal involved in the study had a pit tag implanted under the skin in the region of the back between the scapula. The research team tagged every female that used a nest box and all nestlings that hatched in the study area. Although the configuration of the RFID equipment was not remarkable, the scale of the effort was. The ongoing project has entailed monitoring hundreds of nests over the course of five field seasons, with as many as 197 systems active at once. Over three field seasons, this effort employed a total of 74 student volunteers engaged in changing batteries, offloading data, and troubleshooting. In the most recent field season, the research team designed and deployed a solar-charging system that would allow a reader to operate uninterrupted for an entire season (see Figure 2A and the OSF project page), greatly reducing personnel time and nest disturbance.
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FIGURE 2. (A) RFID-equipped Wood Duck nest box deployed near Davis California. RFID reader and battery are housed in a water-tight plastic box attached to the side of the box (painted in camouflage at other installations). The hand-wrapped and tuned antenna was coated in plasti-dip and secured around the nest entrance hole with zip ties. The antenna leads connect to the RFID reader in the plastic box. In more recent implementations, only the RFID reader is mounted on the box in a smaller plastic case and the battery is moved to an external box on the ground and attached to a solar panel. This reduced weight and size of the box on the nest, insured constant charging of the battery via solar panel, and easier monitoring of the battery status. Also, field crews could check and download SD cards from the RFID reader without having to remove or work around the battery. (B) An array of eight RFID-enabled birdfeeders that can selective administer food to carry out spatial memory and cognitive tests. The array can be raised and lowered on cables such that the feeders were protected from non-avian foragers and suspended well above snow cover. Electronics and rechargeable lithium batteries are housed entirely inside the feeder. Antennas are imbedded into a wooden perch that is coated with waterproof epoxy. (C) A bluebird nest box capable of issuing experimental treatments (noise and temperature) in accordance with the bird or birds present in the box. The box employs two RFID reading circuits with separate antennas to better determine which birds are present. Electronics are housed in the “attic” above the nesting cavity, and they are accessed by lifting the flexible roof cover as shown. Batteries can also go in the attic or may be mounted externally.



In total, the study followed 1,873 nest attempts by 454 breeding females (with 506 females registered at least once at a nest box). Some of these females were among the 4,128 ducklings that were tagged as part of the study. As a result of this intensive effort, up to 60% of breeding females had been tagged as ducklings in some populations, providing a unique opportunity to follow individuals of known origin, genotype, maternity, phenotype (size, physiological traits including hormones), and kinship to other females in the population throughout their entire lives. Because PIT loss rates were <1%, and battery power was not a limitation, the tags provided information for as long as there were active RFID readers and tagged birds present. During the study (now extending into its sixth year), over 1 million RFID detections have been recorded at nest boxes.

The RFID network revealed complex patterns of nest use among females (Eadie et al., in preparation). The distribution of the number of nests in which females visited and laid eggs was highly non-random—some females ranged widely and visited numerous boxes (>25) while other females were faithful to only one or two boxes. There was also considerable variation in nest-box “attractiveness”—some boxes were visited by as many as 19 different females during a single breeding season, whereas other identical nest boxes nearby were never visited. Nest quality/attractiveness may be a key determinant of why multiple females lay eggs in the same nest. Preliminary social network analyses suggest that groups of females share similar nest site preferences and visit the same subset of nest boxes. Females in the same nest-visiting groups appear to be more likely to be related and from the same cohort (Stair et al., in preparation).

The results also suggest that conspecific brood parasitism is a flexible life history strategy that allows females to adjust reproductive effort to match investment with the probability of success (Lyon and Eadie, 2008, 2018). By integrating both a life-history perspective (what are females doing and why) and kinship (how does relatedness shape these tradeoffs), RFID technology coupled with population-wide genotyping has allowed for a more comprehensive understanding of the evolution and ecology of conspecific brood parasitism and its relation to other breeding systems. RFID monitoring at every nest site along with PIT-tagging all breeding females and nestlings provides a rare opportunity to follow individual females through their entire lifetime and probe more deeply into the ecological, physiological, and genetic factors that influence their intriguing breeding behavior.



Implementation 2: A Feeder Array for Assessing Spatial Memory and Cognition

A second example of the RFID system allows for tests of spatial cognition (spatial learning and memory) in Mountain Chickadees (Poecile gambeli) in the Sierra Nevada Mountains. These birds live year-round in mountainous habitat that can receive up to six meters of snow depth in the winter. To survive these conditions the birds must store or cache food (usually pine seeds) and then recover them days or weeks later when other food sources are unavailable in winter. Hence, a large capacity for spatial cognitive ability is key to the survival of these birds, and individual variation in spatial learning and memory ability is of great interest in understanding the ecology and evolution of these animals as well as food-caching species in general.

Researchers at the University of Nevada (VP, CB, DK, AP, and BS) have devised and implemented a means of evaluating spatial learning and memory in a population of Mountain Chickadees using arrays of RFID-enabled bird feeders that can selectively feed specific individuals. The feeders are equipped with a motorized door, controlled by the RFID circuit board, that can be lowered or raised to allow or deny access to food. An antenna is embedded in a perch positioned in front of the door such that the feeder can recognize individuals on the perch and operate the door accordingly to provide or withhold food. Movement of the door is accomplished with a rack-and-pinon gear mechanism powered by a small gear motor. A limit switch is used in conjunction with the door to indicate to the circuit board when the door had reached a fully open or fully closed position. The motor is controlled by a customized accessory circuit board that features a TB6612FNG motor controller (details on OSF project page).

The learning and memory tests employed arrays of eight RFID-enabled bird feeders that were mounted together on a square frame with two feeders on each side facing outward (see Figure 2B and Pitera et al., 2018). One or two of these arrays (depending on the study) were situated at high and low elevations sites. The arrays were suspended on cables stretched between trees so the feeders could be raised above the reach of bears and rodents. Prior to testing, the feeders were all configured in the open position. That is, the doors were all open such that all birds have access to clearly visible food (sunflower seeds). RFID data logging was enabled at this time such that the researchers could determine which tagged birds were visiting the feeders, but the RFID reads did not affect access to food.

After this initial acclimation period of about a week, the feeders were switched to “feed-all mode,” wherein the door remained closed until any bird with a tag is detected on the perch. In “feed-all” mode, any bird with a tag will cause the feeder door to open. This training mode allowed birds to become accustomed to the movement of the door.

After another initialization period in feed-all mode, the feeders were reconfigured into “target mode” such that each bird will have access to food at only one of the eight feeders. Spatial learning and memory were assessed based on how many non-rewarding feeders a bird visited prior to visiting the assigned, rewarding feeder during each trial. A trial starts when a bird visits any feeder in the array and ends with the visit to the rewarding feeder. Birds that quickly learn and remember the location of the rewarding feeder (as evinced by progressively fewer visits to non-rewarding feeders) are deemed as having superior spatial learning and memory ability. In addition to testing spatial cognition, the system can test reversal spatial learning and memory performance by switching the rewarding feeder for each bird after the completion of the spatial learning and memory task (which usually took 4 days). The number of errors (e.g., number of non-rewarding feeders visited prior to visiting the rewarding feeder) during a 4-days reversal trial provides a measure of spatial learning and memory flexibility as a bird needs to stop visiting the feeder that provided food in the previous spatial learning and memory task and learn the location of a new rewarding feeder.

This system was applied to Mountain Chickadees living at two different elevations. The birds at high elevation (~2,400 m) face more severe and longer winter conditions and rely more heavily on caching and recovering food for overwinter survival than do birds at lower elevation (~1,900 m). The RFID system provided a means of testing several key hypotheses relating spatial cognitive ability to environmental conditions and fitness. First, the spatial cognitive tests revealed that the high elevation birds had better spatial learning and memory ability than did the low elevation birds (Croston et al., 2016). Second, the system revealed that individual variation in spatial learning and memory performance is associated with differences in survival in first-year, juvenile birds during their first winter, showing that spatial cognition is affected by natural selection at high elevations (Sonnenberg et al., 2019). Moreover, a series of spatial learning and memory reversal tests suggested a potential tradeoff between cognitive flexibility and spatial learning/memory (Croston et al., 2017; Tello-Ramos et al., 2018). RFID data collected in this system were also used to show that daily foraging routines in chickadees differ between elevations and among seasons. Moreover, it was apparent that spatial learning and memory performance was associated with daily foraging routines. In particular, chickadees with better spatial cognition had daily foraging routines that resembled those in milder environment and seasons, likely due to greater predictability of foraging success for these individuals (Pitera et al., 2018). Most recently the system has revealed that females allocate more reproductive effort when mated with males with better spatial learning and memory performance (Branch et al., 2019). Finally, ongoing work in this system involves analyzing chickadee social networks using RFID data to address the associations between social and cognitive phenotypes as well as the potential role of cognitive phenotype in structuring these social networks.



Implementation 3: A Nest Box Platform for Experimental Manipulation

Several studies have already employed RFID to generate a detailed activity log for birds that use artificial nest boxes (e.g., Johnson et al., 2013; Stanton et al., 2016; Zarybnicka et al., 2016; Schuett et al., 2017; Chien and Chen, 2018; Firth et al., 2018). With this third application example we describe a project that takes the next logical step forward—using RFID to orchestrate experimental treatments that can be applied individually to breeding adults and offspring. This project involved a nest box designed for Eastern Bluebirds (Sialia sialis) that could manipulate environmental noise and/or nestbox temperature in accordance with which birds were inside the box (Figure 2C). The project has progressed through several versions of the RFID-enabled nestbox, but not all features have been tested in the field (notably the temperature manipulation). Hence, the functions described here should be regarded as features that are available for a technology-driven nestbox study.

To help ensure that treatments are applied accurately to the targeted individuals, the nestbox was configured to make use of two antennas. One antenna was mounted to encircle the entrance to the nest box, and it would capture birds as they entered or exited. The second antenna was positioned inside the nest box, and it could verify the presence of a bird therein. The tag-polling strategy was conceived such that the entrance antenna was used for most of the monitoring, and polling by the internal antenna was only done periodically or when the entrance antenna had received a tag. This arrangement was necessary because birds will often rest on the nestbox entrance but not go in. Or they may fly up to the entrance but quickly fly away. The dual antenna system provided assurance that a bird had entered the nestbox.

Following the general example of Lendvai et al. (2015b), artificial noise was incorporated into the system by means of a generic serial MP3 music player module and a 1 W speaker (catalex.taobao.com). These items were purchased as a single kit for about $4. The MP3 player accesses and plays audio tracks from a mini-SD card. The microcontroller on the RFID circuit board communicated with the MP3 player via a simple serial interface. Hence, the RFID reader could control the timing, duration, and volume of playbacks. We used a transistor to control the power supply to the MP3 player, such that it could be powered down when it was not being used (see OSF project page for details). Similarly, we have configured the RFID circuit board to control the power supply to an electronic heating pad (WireKinetics Co, Ltd, Taipei, Taiwan). As with the speaker system we used a simple transistor circuit to provide current to the heating pad directly from the power supply (i.e., battery).

As part of a pilot study, a single noise emitting system was deployed on an active bluebird nest in Kent County Michigan. The system was programmed to emit noise from 05:30 to 11:00 each day when both parents were absent from the nest box. The system was successful in administering an effective treatment throughout the majority of a nesting effort. The sample size is, of course, too small to reach any conclusions, and based on this initial effort, we plan to continue this experiment in future breeding seasons. The heating pad has not yet been tested, but we plan to do so in the spring of 2019, and the results will be posted to our OSF project page.




DISCUSSION

The example studies described above do not by any means exhaust the possibilities offered by our low-cost RFID system. Given the wide array of hardware and software tools available as part of the Arduino electronics platform there are many other applications with respect to data logging and experimental manipulations that could be brought to bear in the context of RFID-based biologging. A few potential and/or recently executed applications are as follows:

• Interfacing the RFID reader with a WiFi network to get wireless RFID data transferred in real time to a data collection hub (Ramudzuli et al., 2017; Rosval, personal communication).

• Using visits to a feeding station to generate association data for use in a network model (Psorakis et al., 2015; Zonana et al., 2019).

• Evaluating and quantifying social behavior in free living animals (Aplin et al., 2013, 2014, 2015b; Zeus et al., 2017; Sabol et al., 2018).

• Administration of manipulation-based cognitive tests (Aplin et al., 2015a; Morand-Ferron et al., 2015).

• Monitoring use of food or other resources (Crates et al., 2016).

• Selective food supplementation experiments (Small et al., 2013).

• Targeted delivery of nutrients or drugs to specific animals (Schoech and Bowman, 2003).

• Environmental data logging to match conditions with behavior.

• Nest visitation patterns in colonial species (Leighton and Echeverri, 2016).

• Quantifying movement and exploratory behavior (Catarinucci et al., 2014a; Ousterhout and Semlitsch, 2014).

• Monitoring health and behavior in captive animal populations (Whitham and Miller, 2016).

• Quantifying stopover duration and behavior in migrating species (Zenzal and Moore, 2016).

• Automated Collection of body-mass and other morphometric data (Hou et al., 2015; Small, unpublished).

As new applications come online, we intend to incorporate them as modules into our OSF project page.

There is a clear taxonomic bias in the examples described in this paper; they are all applied to avian study systems. However, this bias is due to the common interests of the research teams and not limitations in the applicability of RFID systems to other taxa. PIT tags have been used in a wide variety of vertebrates and even on a few insects (Sumner et al., 2007; Bonter and Bridge, 2011; Dogan et al., 2016; Whitham and Miller, 2016). Nevertheless, their applicability to bird research should not be surprising majority of bird species require small (<1 g) tracking devices.

A major advantage to automated systems like the ones described here is the potential for continuous data recording. Traditional monitoring methods often involve sampling the activity schedules of animals—for example, a researcher may visually monitor a burrow entrance for 3 h every other day, or one may video record activity at a feeding station for 5 h every day. Although these methods may be adequate for finding averages associated with events that happen regularly, they may be inadequate for detecting rare or even infrequent events (like brood parasitism or fledging). Automated systems obviate the need for sampling such that you can capture the entirety of a breeding attempt or activity period (see Lendvai et al., 2015a).

As is the case with all research efforts that involve attaching devices to animals, researchers must make every effort to minimize the adverse effects of equipping animals with PIT tags. There are numerous studies of the effects of PIT tags on survival and behavior, with most of this research focused on fish (Keck, 1994; Low et al., 2005; Nicolaus et al., 2008; Burdick, 2011; Thorstad et al., 2013; Guimaraes et al., 2014; Ratnayake et al., 2014; Moser et al., 2017; Schlicht and Kempenaers, 2018). The vast majority of these studies conclude that the effect of implanted PIT tags is negligible. The Wood Duck research described above entailed injecting tags in both females and ducklings intrascapularly using a PIT-tag syringe, and in 6 years, no deleterious effects have been detected on females or ducklings in the wild. Related projects have involved tagging >500 ducklings in captivity and raising >200 to the fledging stage with no adverse effects on survival or health observed in the course of regular monitoring by staff veterinarians. Tag loss has been <1% (Eadie et al., in preparation).

We do not know of a systematic study that has investigated the effects of externally mounted PIT tags. In particular, external mounting would largely apply to bird species, wherein PIT tags are incorporated into leg bands (see Figure 1). Our own experience has indicated no problems other than those typically associated with leg bands. More specifically, the studies of Mountain Chickadees described above have involved tagging over 1,000 individuals with RFID leg bands. Thus far, there has been one instance where the leg band appeared to cause an injury. However, there are unpublished reports of apparent injuries and mortality in association with RFID leg bands (Curry, unpublished data; Morand-Ferron et al., personal communication). We advocate the use of compact RFID leg bands like those supplied by Eccel technology, which minimize the size of the tag (see Figure 1), and we recommend caution in selecting the appropriate band size for the species (or individual) being tagged.

It is important to note that our device is not the only RFID reader available for field biologists. Among the alternatives for low-frequency (120–150 MHz) readers, the lowest-cost options include several RFID reader modules that can simply read tag data and communicate with a computer or microcontroller. Examples include the ID-12 and ID-20 readers (ID Innovations, Canning Vale, WA, Australia), the Paralax RFID module (Parallax, Inc, Rocklin, CA, USA), the MIKROE-262 and MIKROE-1434 modules (Mikroelektronika D.O.O., Belgrade, Serbia), and the RFIDREAD-RW Module (Priority 1 Design, Melbourne, Australia). These sorts of modules range in cost from about $10–50 (USD). There are a few commercially available RFID readers that can log data in a manner similar to our ETAG reader. For example, Priority 1 Design offers the RFIDLOG circuitboard for ~$50 (USD). A more robust, fully enclosed RFID reader/datalogger is available from Eccel Technology, Ltd (Leicester, UK), for ~$400 (USD). For applications that require read ranges >2–3 cm, there are high power RFID readers capable of read distances of 50 cm or more. Unfortunately, readers that offer this increased read range will typically cost considerably more than the low power systems. Examples of high-power systems include Biomark readers, such as the IS1001, which costs ~$1,500 (USD), and systems from Oregon RFID (Portland, OR, USA) with a minimum cost of just over $2,000 (USD). Although there are many RFID readers available, there are few if any standalone systems that can be programmed by the user to carry out complex protocols. Our ETAG reader offers this key feature.

To facilitate widespread collaboration and sharing of information, we have established a project within the Open Science Framework at https://osf.io/9j7ax/. This information repository contains technical information relating to the RFID system and the research applications described in this paper, and it is open to the public to view and download materials. It also allows for ongoing updates and expansion such that we can continue to add new applications and contributors into the foreseeable future. New developments on the horizon include wireless networks for real-time data delivery, and online software tools for designing antennas that will culminate in an online simulator for testing virtual antennas prior to making a physical prototype. We are also developing web-based data portal and archive for uploading, storing and managing RFID data. We hope that our RFID system and the forthcoming tools will prove to be useful resources for the biologging community, and we invite our readers to take part in our efforts to expand the utility of RFID technology for animal tracking and monitoring.
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Long distance migration can increase lifetime fitness, but can be costly, incurring increased energetic expenses and higher mortality risks. Stopover and other en route behaviors allow animals to rest and replenish energy stores and avoid or mitigate other hazards during migration. Some animals, such as soaring birds, can subsidize the energetic costs of migration by extracting energy from flowing air. However, it is unclear how these energy sources affect or interact with behavioral processes and stopover in long-distance soaring migrants. To understand these behaviors and the effects of processes that might enhance use of flight subsidies, we developed a flexible mechanistic model to predict how flight subsidies drive migrant behavior and movement processes. The novel modeling framework incorporated time-varying parameters informed by environmental covariates to characterize a continuous range of behaviors during migration. This model framework was fit to GPS satellite telemetry data collected from a large soaring and opportunist foraging bird, the golden eagle (Aquila chrysaetos), during migration in western North America. Fitted dynamic model parameters revealed a clear circadian rhythm in eagle movement and behavior, which was directly related to thermal uplift. Behavioral budgets were complex, however, with evidence for a joint migrating/foraging behavior, resembling a slower paced fly-and-forage migration, which could facilitate efficient refueling while still ensuring migration progress. In previous work, ecological and foraging conditions are usually considered to be the key aspects of stopover location quality, but taxa, such as the golden eagle, that can tap energy sources from moving fluids to drive migratory locomotion may pace migration based on both foraging opportunities and available flight subsidies.

Keywords: Bayesian, correlated random walk, golden eagle, movement ecology, soaring flight


INTRODUCTION

Long-distance migration can relax competition and permit use of seasonally available resources, helping many animals maximize lifetime fitness (Newton, 2008; Avgar et al., 2014). Those benefits, however, come at substantial costs, including greater vulnerability to predators, uncertain conditions, mechanical wear, elevated energy expenditure, and time (Alerstam and Hedenström, 1998; Clark and Butler, 1999; Hedenström, 2008; Newton, 2008; Avgar et al., 2014). As many migrant species cannot store sufficient energy for nonstop, long-distance migration, stopover evolved as a behavior for strategically resting and refueling en route (Gill, 2007).

Migrant species are adapted for utilizing either soaring or flapping flight, and the different flight modes translate into stopover strategy (Hedenström, 1993; Gill, 2007). Generally, soaring flight is favorable for larger birds and flapping flight for smaller birds, though the partitioning of time for each flight mode during migration is dependent on the tradeoff between time and energy (Hedenström, 1993; Duerr et al., 2015; Katzner et al., 2015; Miller et al., 2016). In theory, a time-minimizing migrator would be expected to fly with greater directional persistence and stronger directional bias than would an energy-expenditure minimizer. Such net energy maximizers would be expected to take advantage of en route foraging opportunities and may divert or delay to replenish energy reserves. (Note that “energy minimization” has been used to describe this strategy e.g., Alerstam, 2011; Miller et al., 2016, but we use “net energy maximization” for clarity.) If time is less important, a net energy maximizer is less restricted and can spend additional time seeking an energetically superior path; the emergent path would then be more tortuous with less directional bias toward the final destination at any given point along the route. Time minimization and net energy maximization strategies are not mutually exclusive, however, and the emergent strategy and behaviors in any given migrating individual lies along a continuum (Alerstam, 2011; Miller et al., 2016).

Obligate soaring migrants must also consider routes based on their energy landscape (Shamoun-Baranes et al., 2010), the energetic constraints of movement over space (Shepard et al., 2013), which also contributes to a migrant's location along the behavioral continuum. While soaring migrants can stopover, their energy landscape is more complex. Meteorological conditions are at least as important as foraging resources for soaring migrants, which can be extremely dynamic and subsidize the energetic cost of flight directly via uplift (Pennycuick, 1971; Alerstam, 1979; Spaar and Bruderer, 1997; Gill, 2007; Duerr et al., 2012; Murgatroyd et al., 2018).

The flight performance of soaring migrants relative to subsidies provided by meteorological conditions has been well documented (Pennycuick, 1971; Alerstam, 1979; Spaar and Bruderer, 1997), establishing a clear link between diurnal migrant behavior and development of the atmospheric boundary layer. Two primary forms of uplift arise by (1) wind interacting with topography to form upslope wind or mountain waves (air currents forming standing waves established on the lee side of mountains; hereafter orographic uplift) and (2) solar heating of the earth's surface to generate thermal uplift. Other forms arise from turbulent eddies over small landscape features and ocean waves modifying the air. The dynamic nature of atmospherically-driven flight subsidies requires detailed movement data as well as carefully designed analytical techniques to investigate certain mechanisms hidden in those data.

Our understanding of migratory processes has advanced enormously in the past 30 years, as animal tracking technology developed from a novelty of coarse observation to a core method for observing animal behavior and movement in incredible detail (Luschi et al., 1998; Sawyer et al., 2005; Bridge et al., 2011; Katzner et al., 2015; Hooten et al., 2017). Global Positioning System (GPS) telemetry, in particular, allows remote observation of animal relocations across a broad spatiotemporal scale. GPS transmitters are now light and reliable enough to study the complete migrations of many large soaring migrants, including golden eagles Aquila chrysaetos, which often rely on flight subsidies during migration (Katzner et al., 2015). Golden eagles and other large soaring birds have been used as model systems for phenomenologically evaluating questions about migratory flight performance and migration strategies (sensu Duerr et al., 2012; Lanzone et al., 2012; Katzner et al., 2015; Vansteelant et al., 2015; Miller et al., 2016; Shamoun-Baranes et al., 2016; Rus et al., 2017). For example, Lanzone et al. (2012) and Katzner et al. (2015) found that golden eagles use both thermal and orographic uplift to subsidize migratory flight, although thermal soaring was often more efficient in long distance, directed flight (Duerr et al., 2012). While these studies have contributed to our understanding of soaring migration and have laid a foundation for more detailed approaches, they relate meteorology to derived movement metrics, rather than incorporate them into process-based models that mechanistically predict movement, and ignore the temporal dependence between serially observed locations (i.e., autocorrelation). Not accounting for such autocorrelation imparts bias on certain estimated parameters (e.g., variances) thereby affecting inference through, for example, underestimating uncertainty. Consequently, the links between resources distributed over the landscape, such as flight subsidies, and behavioral budgets, including stopover behavior, during migrations of soaring birds remain unclear.

Unlike previous approaches, process-based, mechanistic movement models allow explicit inference of the underlying mechanisms driving movement (e.g., changes in behavior) that may not be available from conventional phenomenological analytical approaches (Turchin, 1998; Nathan et al., 2008; Hooten et al., 2017). While it is impossible to understand fully the intricacies in animal movement, we can pose mathematical models (e.g., correlated random walks) to approximate the movement process (Kareiva and Shigesada, 1983; Turchin, 1998). We can then fit these models statistically to observed data to estimate parameters describing behavior and its relationship with dynamic environmental features that moving animals experience (Blackwell, 1997, 2003; Morales et al., 2004; Breed et al., 2017; Hooten et al., 2017). Many of the recently developed mechanistic movement models are built in a discrete state-switching framework, where animals switch between discrete behavioral states (see Hooten et al., 2017, and references cited therein). Choosing both the biologically relevant and quantitatively supported number of states, as well as interpreting the identified states in a biological context, remains challenging (Patterson et al., 2017; Pohle et al., 2017). Often, this challenge leads researchers to artificially limit the number of states and/or collapse two or more states into one biologically interpretable state. For example Pirotta et al. (2018), presented a model with five discrete kinds of avian flight, but the complexity of the model made interpreting those states difficult and poorly matched classifications manually identified by an expert.

In many cases, a more natural approach to modeling an animal's movement process is along a dynamic continuum, rather than as switching between discrete behavioral states (Breed et al., 2012; Auger-Méthé et al., 2017; Jonsen et al., 2019). Modeling along a continuum may be an especially useful approach for understanding movement behavior in soaring birds, considering the dynamic nature of atmospheric processes that influence movements. Here, we developed and applied a flexible mechanistic movement model based on a correlated random walk with time-varying parameters. This novel model was fit to movement data collected via GPS telemetry to understand how individuals in a population of long-distance soaring migrants use flight subsidies and budget stopover and migration behavior. Specifically, we were interested in identifying which flight subsidies influence stopover and migratory behavior and how the effect of key subsides and behaviors varied between spring and fall migrations. Our approach resembled continuous-time correlated random walks (Johnson et al., 2008; Blackwell et al., 2015; Gurarie et al., 2017; Michelot and Blackwell, 2019), but was easily implemented and yielded a relatively small number of dynamic parameters that could be directly interpreted biologically. A set of candidate models could be ranked, with model selection approaches, providing inference on how behavioral budgets and meteorological variables interacted to give rise to the observed migration paths. Modeling the effects of dynamic wind and uplift variables as time-varying movement behaviors of migratory golden eagles further allowed new details to emerge without imposing artificially discrete states.



METHODS


Model System

The golden eagle is a large, soaring raptor, distributed across the Holarctic (Watson, 2010). Golden eagles are predatory and opportunistic, utilizing many taxa for food resources, ranging from small mammals and birds to ungulates, often scavenging carrion (Kochert et al., 2002; Watson, 2010). While many populations are classified as partial migrants, most individuals that summer and breed above approximately 55°N in North America are considered true long-distance migrants (Kochert et al., 2002; Watson, 2010). The population we observed in this study migrates over the mountainous regions of western North America between a breeding range primarily in southcentral Alaska, USA and a broad overwintering range in western North America that ranges from the southwestern US to central British Columbia and Alberta, Canada (Bedrosian et al., 2018).



Data Collection

We captured golden eagles with a remote-fired net launcher, placed over carrion bait near Gunsight Mountain, Alaska (61.67°N 147.35°W). Captures occurred between mid-March and mid-April 2014-2016. Fifty-three adult and sub-adult eagles were equipped with 45-g back pack solar-powered Argos/GPS platform transmitter terminals (PTTs; Microwave Telemetry, Inc., Columbia, MD, USA). Eagles were sexed molecularly and aged by plumage.

PTTs were programmed to record GPS locations on duty cycles, ranging from 8 to 14 fixes per day during migration, depending on year of deployment. PTTs deployed in 2014 were set to record 13 locations at 1-h intervals centered around solar noon plus a location at midnight local time. PTTs deployed in 2015 were programmed to record 8 locations with 1-h intervals centered around solar noon, and PTTs deployed in 2016 took eight fixes daily at regular 3-h time intervals. Note that the PTTs deployed in 2015 did not record locations overnight. Poor battery voltage from September to March often resulted in PTTs failing to take all programmed fixes, so the resulting GPS tracks had missing observations during these periods. Tags lasted multiple seasons, and in fact many are still deployed and transmitting at this writing. We chose to limit this analysis to the migrations that occurred in 2016. The spring and fall migratory pathways of the 2016 migration from 26 tags were available and suitable for analysis in that year: 11 deployed in 2014, 7 deployed 2015, and 8 deployed 2016. Tracks were suitable for analysis based on having few missing data, with no more than a few days of consecutive missing locations.

Movement data were managed in the online repository Movebank (https://www.movebank.org/), and we used the Track Annotation Service (Dodge et al., 2013) to extract flight subsidy (wind and uplift) data, specific to each PTT location and time of recording that location, along eagle tracks. The Track Annotation Service derives uplift variables from elevation models and weather and atmospheric reanalyses (Bohrer et al., 2012). We followed the Movebank recommendations for interpolation methods; details are below.



Movement Model

We developed a correlated random walk (CRW) movement model to reveal how changes in behavior give rise to the movement paths of migrating eagles. We chose to use a dynamic, time-varying correlation parameter, which represents behavior as a continuum rather than discrete categories, to capture complex behavioral patterns that could occur on multiple temporal and spatial scales (Breed et al., 2012; Auger-Méthé et al., 2017; Jonsen et al., 2019). We believe this approach can offer substantial flexibility, as a continuous range of behaviors is more realistic and, as we show, more naturally allows modeling behavior as a function of covariates.

The basic form of the model was a first-difference CRW presented by Auger-Méthé et al. (2017), which can take the form:
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where
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Here, Δti = ti − ti−1 represents the time interval between Cartesian coordinate vectors xi and xi−1 for the observed locations of the animal at times ti and ti−1. Incorporating autocorrelation in behavior, γi constitutes a random walk, such that
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γi correlates displacements (or “steps”) and can be interpreted to understand the type of movement, and thus behavior, of migrating individuals: estimates of γi closer to one indicate directionally-persistent, larger-scale migratory movement, while estimates of γi closer to zero indicate more-tortuous, smaller-scale stopover movement (Breed et al., 2012; Auger-Méthé et al., 2017). Scaling γi by [image: image] and the variance components by [image: image] allows us to accommodate unequal time intervals (Auger-Méthé et al., 2017), which can arise from a PTT's pre-programmed duty cycles and/or missed location attempts. This assumes that over longer time intervals an animal is likely to move greater distances and that the previous step will have less influence on the current step. Notably, in introducing Δti, this CRW essentially becomes a correlated velocity model presented in terms of displacement vectors (xi−1 − xi−2) (Johnson et al., 2008; Blackwell et al., 2015; Gurarie et al., 2017), most closely resembling the autocorrelated velocity model presented by Gurarie et al. (2017). Because location error of GPS data is negligible compared to the movement of most large vertebrates (Hooten et al., 2017), we did not incorporate an observation equation to handle location error. While a covariance parameter could be added to the model, we chose to fix covariance to zero (equation 2), which assumes that movement in the x and y dimensions are independent. This assumption has been suggested to be potentially problematic (Dunn and Gipson, 1977; Blackwell, 1997); however, it is common and has been shown to draw reasonable inference from real data, as well as recover known parameters from simulated data (Breed et al., 2012, 2017; Auger-Méthé et al., 2017; Jonsen et al., 2019). To support this, we compared results from the model assuming zero covariance to one fit assuming equal variance in x and y—like estimating covariance, this ensures invariance under linear transformation of the coordinate system—to illustrate that inference remains unaffected by this assumption (Appendix 1).

Extending this CRW to introduce environmental covariates, we first made the assumption that an individual's behavior can be adequately explained by the previous behavior plus some effects of environmental conditions and random noise. This modeling approach and philosophy aligns with the movement ecology paradigm presented by Nathan et al. (2008): An animal's movement path is influenced by its internal state and the environmental conditions it experiences. We modified the behavioral (or internal state) process—previously described above as a pure random walk in one dimension (Equation 3)—similar to a linear model with a logit link function. The logit link constrains γi ∈ [0, 1] and allowed us to model it as a linear combination of continuously-distributed random variables (Jonsen et al., 2019). These variables were different meteorological conditions affecting flight subsidies. Now,
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where
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and [image: image] is the row vector of environmental covariates associated with xi. Each element of the vector β is an estimated parameter representing the magnitude and direction of the effect of its respective covariate on the correlation parameter γi in addition to the effect of γi−1. Note that including γi−1 here preserves explicit serial correlation in the behavioral process so that any additional environmental effect is not overestimated. [image: image] is only used to estimate γi; any behavioral interpretations are made in terms of γi.



Model Fitting
 
Subsetting Tracks

Of the 26 eagles producing suitable data in 2016, we fit the model to 15 spring and 16 fall adult golden eagle migration tracks recorded by 18 adult males and 8 adult females in 2016. This included both spring and fall migrations for five individuals. In reporting the results, we assumed any individual random effects of including both migrations for these few individuals to be negligible, which seems reasonable given fitted parameters presented in Table S1 in Appendix. The model was fit only to the migratory periods, plus two fixes prior to departure to ensure valid parameter estimates at the onset of migration. Data were constrained to migratory periods under the following rules: The first migration step was identified as the first directed movement away from what was judged to be an individual's summer (or winter) range with no subsequent return to that range, and the final migration step was defined as the step terminating in the apparent winter (or summer) range. This assignment was usually straightforward; however, in some cases there were apparent pre-migration staging areas. These were not considered part of migration and excluded from the analysis here; movement data from these individuals collected during the breeding and overwintering periods are neither presented nor analyzed here.

Environmental Covariates

Golden eagles can switch between using thermal and orographic uplift as flight subsidies (Lanzone et al., 2012; Katzner et al., 2015), so we included both variables as covariates affecting the correlation parameter in the behavioral process of the CRW (equation 5). Thermal uplift ztu and orographic uplift zou are measured in m/s with ztu, zou ∈ [0, ∞). Thermal uplift was bilinearly interpolated from European Center for Medium-Range Weather Forecasts (ECMWF) reanalyses, and orographic uplift from the nearest neighbor (grid cell) by pairing National Center for Environmental Predictions (NCEP) North American Regional Reanalysis (NARR) data with the Advanced Spaceborne Thermal Emission Reflection Radiometer (ASTER) Global Digital Elevation Model (GDEM; Brandes and Ombalski, 2004; Bohrer et al., 2012). We also introduced wind as a covariate in the behavioral process, as it can influence eagle flight as well as the flight and energy landscape of many birds during migration (Shamoun-Baranes et al., 2017). Wind data were bilinearly interpolated from the NCEP NARR u (easterly/zonal) and v (northerly/meridional) components of wind predicted 30 m above ground in m/s, from which we calculated the wind support ztw, such that ztw ∈ (−∞, ∞) (Safi et al., 2013), where positive values correspond to tailwind and negative values headwind. The bearings used to calculate each ztw, i were the compass bearings required to arrive at xi+1 from xi.

We included a time of day interaction in the model because of clear diurnal effects. This also helped reduce zero inflation, particularly for thermal uplift, which often decays to zero after sunset due to heat flux and atmospheric boundary layer dynamics. To introduce the interaction, we used a dummy variable z0, such that z0, i = 0 when ti fell after sunset but before sunrise and z0, i = 1 when ti fell after sunrise but before sunset. This assumed behavior was not dependent on the covariates at night—the combination of covariates becomes zero when z0, i = 0—which is sensible given observed diurnal behavioral cycles. Sunrise and sunset times local to each GPS point were calculated in R with the “sunriset” function in the package “maptools” (Bivand and Lewin-Koh, 2016; R Core Team, 2016). Writing out the matrix operation in Equation (5), the final overall formulation of the behavioral process for the full model was:
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Prior to fitting the model, we followed Gelman et al. (2008) and log-transformed the uplift covariates and standardized variance to 0.25. We used a shifted log-transformation (Fox and Weisberg, 2019); adding one to the covariates prior to the log-transformation preserved zeros (i.e., zeros mapped to zero under the transformation). The distribution of raw wind support data appeared Gaussian, so it was only centered and standardized.

Parameter Estimation and Model Selection

We fit our correlated random walk (CRW) in a Bayesian framework. Because the model has explicit serially correlated parameters, we used Hamiltonian Monte Carlo (HMC) over more conventional Markov-chain Monte Carlo (MCMC; e.g., Metropolis steps) to sample efficiently from a posterior with such correlation.

Gelman et al. (2008) suggested Cauchy priors for logistic regression parameters; however, Ghosh et al. (2015) found that sampling from the posterior can be inefficient due to the fat tails of the Cauchy distribution. We thus chose Studentt priors centered on zero (μ = 0 and σ = 2.5) with five degrees of freedom as weakly informative priors for the covariate parameters. Weakly informative normal priors were placed on the variance parameters of the model.

We implemented HMC with R and Stan through the package “rstan” (R Core Team, 2016; Stan Development Team, 2016). Working R and Stan code, including details on prior choice, and example data are provided as Supplementary Material, as well as supplementary tables and figures (Appendices 1–3). The model was fit to each track independently with five chains of 300,000 HMC iterations, including a 200,000 iteration warm-up phase, and retaining every tenth sample. Convergence to the posterior distribution was checked with trace plots, effective sample sizes, posterior plots of parameters, and Gelman diagnostics ([image: image]) for each model fit.

We compared candidate models with leave-one-out cross-validation approximated by Pareto-smoothed importance sampling (PSIS-LOO) in R with the package “loo” (Vehtari et al., 2016, 2017). The candidate models included possible combinations of environmental covariates plus a null CRW model without covariates. To limit model complexity and because we were interested in competing hypotheses about key predictors of behavior, we chose not to include interactions beyond time-of-day. We ranked the models by the expected log pointwise predictive density (elpd; i.e., out-of-sample predictive accuracy) transformed onto the deviance scale (looic; Vehtari et al., 2017), which created a measure on the same scale as common information criterion (e.g., AIC) and allowed applying the rules of more traditional information-theoretic model selection (e.g., Burnham and Anderson, 2004). The model with the lowest looic was considered the best fit to the data, but if other models were within two looic of the top model, each, including the top model, were considered equally supported by the data.

To understand how the predictive ability of the full model varied among tracks, we also computed a pointwise average of the elpd for each track (Vehtari et al., 2017). Normalizing by the sample size allowed comparing the out of sample predictive ability of the full model across individual migration tracks (Table S1 in Appendix). The elpd (and looic), being sums, are otherwise dependent on the sample size for each model fit.




RESULTS


 Model Performance and Diagnostics

We fit eight candidate formulations of our CRW model to 31 migration tracks, equating to 248 total model fits. Chain mixing, Gelman diagnostics ([image: image]) close to one, and large effective sample sizes for all parameters indicated convergence to the posterior for most model fits. Posteriors of parameters appeared symmetric, also indicating the model was well behaved (Figure S1 in Appendix). Across all migration tracks, the full model showed strong evidence of convergence, but for five tracks, we did not consider the null model converged to the posterior (e.g., [image: image]). The five migrations for which the null model did not converge were not included from formal model selection.



Behavior During Migration

Median (interquartile range) departure and arrival dates were 5 March (4.5d) and 27 March (6.4d) in the spring and 29 September (11.7d) and 16 November (15.5d) in the fall. On average, eagles encountered similar orographic uplift in spring and fall but more intense thermal uplift and tailwind in the spring (Table 1).



Table 1. Summary statistics of flight subsidies encountered by migrating golden eagles that summer in Alaska.
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The model revealed that eagles changed their behavior on multiple scales. First, there were very strong daily rhythms in behavior during migration, with birds migrating or moving more slowly and tortuously during the day and stopping at night (Figures 1, 2). Explicitly including a time-of-day interaction could cause a daily rhythm to emerge as an artifact of model specification. However, accounting for serial correlation in behavior (Equation 5) limited that possibility. Additionally, prolonged periods of movement without an apparent daily rhythm suggest that, where daily rhythms are observed they are not a product of model specification (Figure 2). Second, there was some evidence of stopover-like behavior, but with individuals continually moving along the migration route while exhibiting less directional persistence in movement (Figure 3). The continuation along the migration route while in a stopover-like state is highlighted by track segments extended over space associated with low and intermediate estimates of γi (blue/purple in Figure 3).
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FIGURE 1. Time series of behavior parameter γ from correlated random walk model with full behavioral process (orographic uplift, thermal uplift, and wind support as predictors) for two golden eagles during spring migration with PTTs reporting on different duty cycles. Upper panel is 13 hourly centered on solar noon plus one at midnight, and the lower panel is 8 hourly centered on solar noon. γ close to one reflect movements associated with migratory behavior, and γ close to zero stopover behavior. Points are times of observations, and lines are linear interpolations between points. Hue indicates intensity of thermal uplift, with yellow indicating greater and blue lower. Note the daily rhythm in behavior associated with intense thermal uplift, stopover periods of one or more days, and the intermediate periods suggesting fly-and-forage.




[image: image]

FIGURE 2. Time series of behavior parameter γ from correlated random walk model with full behavioral process (orographic uplift, thermal uplift, and wind support as predictors) for three golden eagles during fall migration with PTTs reporting on different duty cycles. Upper panel is 13 hourly centered on solar noon plus one at midnight, middle panel is 8 hourly centered on solar noon, and lower panel is fixed 3-h interval. γ close to one reflect movements associated with migratory behavior, and γ close to zero stopover behavior. Points are times of observations, and lines are linear interpolations between points. Hue indicates intensity of thermal uplift, with yellow indicating greater thermal uplift and blue lower. Note the daily rhythm in behavior and extended stopovers as well as periods intermediate values suggesting fly-and-forage.




[image: image]

FIGURE 3. Golden eagle migration trajectories (N = 15 spring and N = 16 fall). Hue indicates value of behavioral parameter γ estimated with the correlated random walk model with full behavioral process, including orographic uplift, thermal uplift, and wind support as predictors. Insets show the relative frequencies of estimates of γ assigned to the displacements between observed daytime GPS locations. γ close to one reflect movements associated with migratory behavior, and γ close to zero stopover behavior. Daily rhythms, revealed in Figures 1, 2, are not apparent here because the birds moved so little at night.



There was also a clear effect of season on movement patterns and behavior. Spring was characterized by straighter, more direct trajectories and punctuated by slower, more tortuous, stopover-like movement; whereas, fall movements were much more tortuous overall and regular patterns in changes in movement rate and/or tortuosity less clear (Figures 1–3). The distributions of estimated γ values also clearly indicate that daytime movements were most frequently directed migratory moves in the spring; whereas, in the fall, the bimodal distribution indicates more equivalent partitioning between directed migratory moves and slower stopover type movement, with significant time spent exhibiting behaviors associated with intermediate tortuosity and movement rate (Figure 3).



Environmental Covariates

While there were differences in some environmental covariates between spring and fall (Table 1), parameter estimates from the full model (all covariates) indicate that there was little to no difference in effect of flight subsidies (i.e., wind and uplift) on behavior between spring and fall (Figure 4, Table S1 in Appendix). Including environmental covariates in the behavioral process, though, improved model fit for almost all fitted migrations (Table 2). Positive coefficients on the thermal uplift covariate indicate that increasing thermal uplift resulted in more highly-correlated displacements, or migratory movements. Despite that, there were some migration bouts not associated with great thermal uplift (Figures 1, 2). Coefficients close to zero for orographic uplift and wind support indicate that, in general, they were not strong drivers of directionally-persistent movements.
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FIGURE 4. Point estimates of environmental covariate effect parameters (βou, βtu, βtw) on golden eagle behavior and movements during migration (N = 15 spring and N = 16 fall). Estimates are from the correlated random walk model with full behavioral process, including orographic uplift, thermal uplift, and wind support as predictors.





Table 2. Number of golden eagle migration tracks recorded by GPS transmitters that each candidate formulation of the behavioral process in the correlated random walk model fit the best, according to approximate leave-one-out cross-validation (Table S1).
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Based on the model selection, the best-fitting formulation of the environmental drivers of the behavioral process was variable across individuals. However, in almost all cases, some form of flight subsidy was used and there was little difference between the spring and fall seasons in the pattern of subsidy use (Table 2). The high variability across individuals (Table S1 in Appendix) was likely due to differing weather patterns and thus subsidy sources encountered and/or used by each eagle as migrations were not synchronous (in time or space) across individuals. In addition, inter-individual variation was much larger than any difference attributable to demographic variables; we found no evidence that difference in sex or age explained patterns of flight subsidy use during migration. Note, though, that all eagles included in this analysis were in adult plumage, so strong age effects would not necessarily be expected.

Comparing the pointwise elpd across tracks revealed that the out of sample predictive ability of the full model varied among individuals (Table S1 in Appendix). It also showed that predictive ability was greater for fall migrations than spring.




DISCUSSION

Here, we develop and demonstrate how dynamic parameter CRW models fit to GPS data reveal the effects of variable flight subsides available along migration routes. Use of these subsidies gives rise to diverse patterns in the movement of a long-distance soaring migrant. Behavioral changes occur continuously as available subsidies shift over time and space. These key driving mechanisms underlie emergent movement paths, yet such processes are often hidden in the discrete satellite observations available. Our mechanistic modeling approach allowed linking of dynamic meteorology to changes in behavior, and those changes in behavior to the observed movement paths, revealing time series of behaviors more complex than individuals simply apportioning time between migration and stopover.


Model Performance

Incorporating time-varying parameters into movement models has been a relatively infrequently utilized approach (Breed et al., 2012; Auger-Méthé et al., 2017; Jonsen et al., 2019). Here we provide a case study for its utility and developed the approach for achieving practical biological inference about movement processes. Modeling the serial correlation in movement as a function of environmental covariates (equation 4), allowed simultaneous inference of behavior and the effect of environmental covariates on behavior from animal trajectories with regular and irregular duty cycles and containing missing observations. While other methods exist to handle missing data, the behavioral patterns we found would be more difficult to reveal with a state-switching movement model (e.g., hidden Markov models (HMMs); Michelot et al., 2016) because each step would be forced into a discrete behavioral state from a set of usually 2–3 discrete states. Moreover, although hidden-state models have been introduced that have more than five discrete states (e.g., McClintock et al., 2012), these states can require ancillary data streams (e.g., accelerometry) to discriminate and remain extremely difficult to employ and interpret in practice (Patterson et al., 2017; Pohle et al., 2017). Finally, as HMMs include greater numbers of potential states, they tend to fit better than models with fewer states as judged by classical model selection approaches, such as AIC, even when additional states are neither biologically meaningful nor sensible (Pohle et al., 2017). Implementing models with dynamic parameters that can be interpreted along a behavioral continuum seems a more natural approach for many animal movement questions.

Effects of Tag Programming

While our CRW model revealed the same trends across duty cycles and was generally robust to the different duty cycles (Figures 1, 2), the most detail in daily behavioral rhythms was revealed in tracks with a fixed 3-hr time interval (lower panel in Figure 2), as it provided data throughout the 24-h day at regular intervals. The other duty cycles were initially chosen to minimize the risk of battery depletion overnight. Although generally robust, duty cycles did affect model fitting. HMC permitted Bayesian inference rather efficiently for our model, considering elevated correlation in the posterior of parameters due to the model formulation. Model fits typically took no more than a few hours, though tracks with much more than several hundred locations sometimes took longer. Preliminary fitting of our model with Stan and Template Model Builder (TMB; following Auger-Méthé et al., 2017) suggested that Maximum Likelihood estimation (when fit with TMB) tends to fail frequently when tag programming results in uneven temporal coverage of each day (e.g., our 2015 duty cycle), while Bayesian inference still provided sensible parameter estimates in most cases. Although the model presented herein and the model presented by Auger-Méthé et al. (2017) can make up for irregular time intervals between observations, they do have limitations. Breed et al. (2011) offer an in-depth discussion of tag programming and its effects on model fitting and inference.



Flight Subsidies as Drivers Migration of Behavior

Thermal uplift is a flight subsidy dependent on daily atmospheric boundary layer dynamics, and it was clearly an important driver of the daily rhythm in eagle movement (Figure 4, Table S1 in Appendix). Intense thermal uplift was often associated with the peaks in daily migration bouts (Figure 1). The larger magnitude of the thermal uplift effect, relative to orographic uplift, was somewhat surprising, as many individuals in our sample followed the Rocky Mountains, a large potential source of orographic uplift. Golden eagles are known to use orographic uplift as a flight subsidy while migrating through the Appalachian Mountains in eastern North America (Katzner et al., 2015). Much of the Appalachians, however, is characterized by long, unbroken, linearly-oriented ridges. Wind blowing over these ridges produces long stretches of predictable orographic uplift (Rus et al., 2017). The Rocky Mountains, by contrast, are far more rugged and nonuniform, and conditions that might produce suitable upslope winds and mountain waves, as well as strong tailwinds, likely also generate violent turbulence and could impede efficient migratory flight. Soaring raptors have been shown to use small-scale turbulence to achieve subsidized flight (Allen et al., 1996; Mallon et al., 2016); however, unpredictable, nonstationary violent turbulence, which can occur in large, high-elevation mountain ranges (Ralph et al., 1997), could produce unfavorable migratory conditions. The large effect of thermal uplift, thus, could indicate that the Rocky Mountains, a spine that spans almost the entire migration corridor for this population, as well as some areas further west (Bedrosian et al., 2018), serves as a network of thermal streets for migrating eagles (Pennycuick, 1998). More explicitly, intense sun on south facing slopes would be expected to generate linear series of thermals that birds could glide between during both spring and fall migration. It is important to keep in mind that the migrants could capitalize on fine-scale, localized features of certain flight subsidies, like orographic uplift and tailwind, that may not have been captured by the interpolated meteorological data used in our analyses. However, model selection for models including those variables did indicate they explained some variance in eagle movement, which we discuss further below.

Despite meteorological conditions along migration paths that differed between spring and fall and a stark difference between behavioral budgets, our results showed no clear difference in the use of flight subsidies between the spring and fall seasons (Figure 4). This finding contrasts with season-specific effects of flight subsidies on golden eagle migration shown phenomenologically in eastern North America, where thermal uplift was shown to be the key subsidy in migratory performance during spring, while wind with some additional support from thermal uplift is most important in the fall (Duerr et al., 2015; Rus et al., 2017). Although our results indicate that eagles use similar flight subsidizing strategies in both seasons, consistent with the differences from the eastern population, the actual behaviors performed during spring and fall migrations differed considerably. In spring, eagles used subsidies to drive a migration that allows timely arrival on the breeding grounds, consistent with a time minimization strategy. In the fall, flight was subsidized to minimize net energy use, which emerged as a much more diverse behavioral repertoire during a slower fall migration (Figure 3; Miller et al., 2016). The more rapid and direct flight punctuated by bouts of tortuous, stopover-like movement in the spring (Figure 3), suggest eagles pause, refuel, and/or perhaps wait for better migration conditions. This suggests eagles may employ, at least in part, a net energy maximization strategy (Hedenström, 1993; Miller et al., 2016), despite the need for timely arrival on the breeding grounds to avoid fitness costs (Both and Visser, 2001).

The behavioral time series of spring migrations showed some evidence of individuals responding less to thermal uplift as latitude increased (Figure 1). This likely corresponded to a general decay in thermal uplift as individuals migrated northward (Supplementary Material, Figure S2 in Appendix). Reduced thermal uplift availability would be expected at higher latitudes due to the larger amounts of remaining spring snowpack and lower solar angles. Thus, golden eagles, and likely other soaring birds, migrating to high latitudes may need to budget behaviors carefully between time minimization and net energy maximization during spring migration to best take advantage of the reduced flight subsidy from thermal uplift and mitigate the greater energy demands of flight at higher latitudes.

While our results show that thermal uplift is the most important flight subsidy for the majority of migrating eagles sampled, the model selection indicated orographic uplift and wind support improved out of sample predictive accuracy and explained some variance in eagle movement. Additionally, variability in top models across individuals (Table 2, Table S1 in Appendix) suggests among-individual variance in flight-subsidizing strategy. Although some of this variability can be attributed to real individual differences in behavioral strategy, it is at least as likely that individuals encountered different subsidies en route and used the subsidies they had available, as migrations across our sample were not synchronous. Given that orographic uplift and wind support parameter estimates were negative or close to zero for many individuals (Figure 4, Table S1 in Appendix), those covariates likely predicted the periods of slower, more tortuous movements (i.e., γi closer to zero). Wind support occurred in top models for more individuals in the fall (Table 2, Table S1 in Appendix), which is consistent with findings from others (McIntyre et al., 2008; Rus et al., 2017) and suggests it may be important during southbound migrations. Additionally, although there was variance among the types and combinations of subsidies used, the null model (without flight subsidies) was the best fitting model for very few tracks (Table 2, Table S1 in Appendix), evidence that weather and flight subsidies are of importance to migrating golden eagles, and likely also to the migrations of similar soaring species. Lastly, we found that the full model had, on average, better predictive ability in fall than spring (Table S1 in Appendix), suggesting that the weather variables explained more of the variance within movement paths in fall compared to spring; during spring migration, other internal state variables associated with greater time limitation that were not explicitly accounted for in the models were likely responsible for this seasonal difference.



Daily Rhythm and Migratory Pace

The full movement model revealed two clear, nested behavioral patterns in the long-distance migrations of golden eagles. First, there was a daily rhythm where inferred directed migratory movements (i.e., γi close to one) occurred most frequently around midday or early afternoon (Figures 1, 2). Mechanistic models of animal movement have revealed diel behavioral rhythms in other taxa (Jonsen et al., 2006). The basic aspects of daily rhythms in vertebrate behavior have hormone controls (Cassone, 1990), but the benefits can include balancing migration progress and foraging bouts (Newton, 2008). Soaring migrants also benefit by synchronizing diel movement patterns with diel atmospheric cycles. That is, consistent with our results, diurnal soaring migrants express a general circadian behavioral rhythm, where flight performance and behavior is strongly tied to thermal development of the planetary boundary layer to take best advantage of atmospherically generated flight subsides (Kerlinger et al., 1985; Leshem and Yom-Tov, 1989; Spaar and Bruderer, 1996, 1997; Mateos-Rodríguez and Liechti, 2012).

The second behavioral pattern revealed was a general stopover pattern, whereby eagles changed behavior for one to several days while en route (Figures 1–3). These changes were consistent with searching movements (i.e., γ intermediate or close to zero), possibly representing foraging behavior. In terms of soaring raptors, however, very few reports of movement patterns and behavior during stopovers have been published. Stopover segments have been previously identified by speed or some other metric calculated from tracks, then excluded from subsequent analyses (e.g., Katzner et al., 2015; Vansteelant et al., 2015); occasionally, authors noted apparent enhanced tortuosity but explored it no further (e.g., Vansteelant et al., 2017). On occasions where stopover behavior was considered, classifications based on stay duration and travel distance or speed with hard, often arbitrarily chosen cutoffs between migrating and stopover segments were used (Chevallier et al., 2011; Katzner et al., 2012; Duerr et al., 2015; Miller et al., 2016). In contrast, our modeling framework aligned with the movement ecology paradigm (Nathan et al., 2008); it used the observed data—GPS locations, rather than a derived metric—and a theoretical movement process to infer behavior from movement patterns along tracks on a spectrum ranging from stopped to rapid, directionally-persistent movement.

Our analyses, however, showed that eagles still tended to continue along their migration route during periods of movement most resembling stopover, but with reduced movement rate and directional persistence (Figures 1–3). This pattern suggests a joint migration/opportunistic foraging behavior that resembles fly-and-forage migration (Strandberg and Alerstam, 2007; Åkesson et al., 2012; Klaassen et al., 2017), which is consistent with observations of en route hunting behavior of golden eagles by Dekker (1985). Such behavior could be used to maintain balance between time expenses and energy intake, as it allows simultaneous migration progress and foraging.

This pattern does not fall very well within the “stopover” paradigm (Gill, 2007; Newton, 2008), however, as true stops during the migrations we observed were rare, except for expected nightly stops. Rather, migrants seemed to change their pace—either by slowing down, moving more tortuously, or both—but still generally moved toward their migratory destination (Figures 1–3). Thus, instead of a discrete behavioral framework, whereby migrants switch between two migratory phases (migration and stopover) with very different movement and behavioral properties, we propose that, for certain taxa, a continuous alternative framework “migratory pacing” may be more appropriate and a natural way to interpret en route migratory behavior and movement dynamics. Such taxa would include some and perhaps many soaring migrants, as well some migrating species in other fluid environments such as fishes and marine mammals. Soaring birds, even when energy reserves are relatively depleted, likely can still make steady progress toward a migratory goal when flight subsidies are available. Flapping migrants, on the other hand, would not be able to achieve this as readily, due in part to the greater energy demands for sustained flight, and would require more regular refueling stopovers where migration progress is temporarily completely arrested. Both opportunism in foraging and use of energetic subsidies are likely key characters of fly-and-forage behavior and the ability to change pace of migration without actually stopping, as they relax the need for individuals to stopover in specific, food-rich habitats, which are required by most migrants with less flexibility in food and that lack the morphological specialization to maximally exploit the energetic subsidies available in moving fluids (Gill, 2007; Piersma, 2007).

Our model results revealed seasonal variability in migratory pacing by golden eagles. The tendency for eagles to exhibit movements matching fly-and-forage behavior, and pace their migrations more slowly was most apparent during fall migration. In contrast, spring migration was usually composed of much more punctuated events of slower-paced movements but these were still extended over space (Figure 3), indicating the eagles pace their migration and employ a mixed behavioral strategy to some extent in spring as well. During spring, hibernating mammalian prey would be minimally available, leaving carrion, along with a few non-migratory and -hibernating species (e.g., ptarmigan Lagopus spp. and hare Lepus spp.), as major food sources, which could help explain the more punctuated bouts of slower-pacing. Alternatively, individuals could have been slowed by poor weather conditions (Rus et al., 2017). Scavenging large ungulate carcasses would be extremely rewarding in terms of energy accumulation. Much of the carrion we used successfully to capture eagles was large ungulate (e.g., moose Alces alces), strongly suggesting that the population we sampled uses carcasses during migration. The bimodal distribution for the behavioral parameter γ in fall shows that eagles tended to budget daytime behaviors approximately equally between rapid, directed and slower-paced movements (Figure 3); the high frequency and range of intermediate values are, again, evidence for the more complex fly-and-forage and pacing dynamic, rather than eagles simply switching between stopover and migration. This behavioral complexity might be biologically important, allowing eagles to arrive on winter home ranges in better condition compared to migration strategies that do not incorporate en route foraging opportunity. In contrast to fall, daytime movements in the spring were typically faster-paced (i.e., larger-scale and directionally-persistent; Figure 3), consistent with a time minimization strategy, where eagles need to partition time more in favor of migration progress to ensure timely arrival on breeding grounds (Hedenström, 1993; Alerstam, 2011; Miller et al., 2016). We thus see in eagles, and propose more generally, that such pacing varies between and within seasons along the continuum between time minimization and net energy maximization strategies (Alerstam, 2011; Miller et al., 2016). A migrant's pace would be expected to depend upon their energetic demands, energetic subsidies available from the environment, and the importance of arriving at the migration terminus in a timely fashion (Nathan et al., 2008).



Implications and Conclusions

We developed and applied a movement model with time-varying parameters to help reveal the mechanisms underlying the migration of a long-distance soaring migrant that relies on incredibly dynamic flight subsidies. We found that variation in flight subsidies gives rise to changes in migrant behavior with thermal uplift seemingly most important. While these findings might be expected given previous phenomenological analyses (e.g., Duerr et al., 2012; Lanzone et al., 2012; Katzner et al., 2015; Vansteelant et al., 2015; Miller et al., 2016; Shamoun-Baranes et al., 2016; Rus et al., 2017), we were able to show how meteorology is a mechanism influencing changes in movement patterns and thus behavior.

In the behavioral budgets of migrating golden eagles, we identified an expected daily rhythm, as well as evidence for behavioral dynamics that would allow nearly simultaneous foraging and migration, which is greater complexity than the traditional stopover paradigm allows. Migratory pacing, facilitated by fly-and-forage behavior, expands the traditional notion of stopover, whereby a bird migrates until resting and refueling is required, at which point it stops for a brief period in specific habitat suitable for efficient foraging (Gill, 2007; Newton, 2008). This advance was enabled by incorporating time-varying parameters into the movement model, which revealed new behavioral patterns during migration of long-distance soaring migrants. While time-varying, dynamic parameters have been infrequently employed in movement modeling (Breed et al., 2012; Jonsen et al., 2013; Auger-Méthé et al., 2017), we have shown it is a promising approach that can overcome certain limitations in discrete state-switching models and help provide novel insight into animal behavior.

This approach also has potential for further development and for revealing additional new patterns in soaring bird movement; it has already been shown to help provide new insight for other taxa as well (Jonsen et al., 2019). Although we demonstrated the approach for several individual eagles, applying our methods across a larger sample and across more years will increase the inferential strength of our results. For example, previous work found effects of wind support and orographic uplift (e.g., Katzner et al., 2015; Vansteelant et al., 2015), where we, in accounting for an eagles' underlying movement process and the inherent autocorrelation in that process, found that those meteorological variables may be of less importance, at least compared to thermal uplift. It remains unclear though, whether these are system-specific findings or a more general result. Additionally, the model we present has potential to help assess effects of habitat on the movement decisions of soaring birds and other species. One potential avenue for such would be incorporating the model into a resource selection framework (e.g., step selection function). Furthermore, given the movement process is parameterized in terms of coordinate vectors, the position likelihood could be straightforwardly extended to include the z axis to investigate questions regarding flight height of soaring birds or dive depth of marine species, assuming data of acceptable temporal resolution and location error are, or become, available.
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Intermediate-duration archival tags were attached to eight blue whales (Balaenoptera musculus; four females, three males, one of unknown sex), and five fin whales (B. physalus; two females, one male, two of unknown sex) off southern California, USA, in summer 2014 and 2015. Tags logged 1-Hz data from tri-axial accelerometers, magnetometers, and a depth sensor, while acquiring Fastloc GPS locations. Tag attachment duration ranged from 18.3 to 28.9 d for blue whales and 4.9–16.0 d for fin whales, recording 1,030–4,603 dives and 95–3,338 GPS locations per whale across both species. Feeding lunges (identified from accelerometer data) were used to characterize “feeding bouts” (i.e., sequences of feeding dives with <60 min of consecutive non-feeding dives), within-bout behavior, and to examine the spatial distribution of feeding effort. Whales fed near the tagging locations (Point Mugu and San Miguel Island) for up to 7 d before dispersing as far south as Ensenada, Mexico, and north to Cape Mendocino, California. Dispersal within southern California waters differed by sex in both species with males undertaking offshore, circuitous excursions, while females remained more coastal, suggesting that movement patterns on the feeding grounds may not be exclusively related to energy gain. Feeding bout characteristics were similar for both species, with the median bout having 24 dives and lasting 3.3 h for blue whales (n = 242), and 19 dives while lasting 2.7 h for fin whales (n = 59). Bout duration was positively correlated with the number of feeding lunges per dive within a bout for both species, suggesting whales left poor-quality prey patches quickly but fed intensively for up to 34.9 h when prey was abundant. Feeding bouts occurred further apart as the distance from shore increased, but there was no corresponding difference in the number of feeding lunges per dive, suggesting the whales were feeding at the same rate throughout their range, but that prey was more dispersed in offshore waters. This may be evidence of two feeding strategies, with spatially aggregated foraging around highly localized, topographically forced upwelling centers nearshore, and more dispersed foraging in larger areas of elevated, but patchy, productivity offshore.

Keywords: data loggers, accelerometers, GPS tracking, blue whale, fin whale, feeding behavior, sexual segregation


INTRODUCTION

Blue (Balaenoptera musculus) and fin (B. physalus) whales are the two largest species of cetaceans and both occur off the west coast of the United States (USA). Blue whales arrive seasonally beginning in the late spring-early summer and feed on aggregations of krill (Thysanoessa spinifera and Euphausia pacifica; Fiedler et al., 1998; Croll et al., 2005; Nickels et al., 2018) until the late fall-early winter when they migrate south to breeding areas off Baja California, Mexico, in the Gulf of California, and near an offshore oceanographic feature called the Costa Rica Dome (Mate et al., 1999; Bailey et al., 2010; Irvine et al., 2014). Although the seasonal movements of fin whales are less well-understood, they occur year-round off southern California (Stafford et al., 2009; Sirovic et al., 2015; Scales et al., 2017) suggesting they do not follow the typical baleen whale pattern of migrating to lower latitudes during the winter to breed and calve (see also Edwards et al., 2015; Geijer et al., 2016; Jiménez López et al., 2019). Fin whales primarily feed on the same species of krill as blue whales, but can also feed on small fish and squid (Pauly et al., 1998). Both species are listed in the USA as “Endangered” under the Endangered Species Act and consequently are labeled as “Depleted” and “Strategic” stocks under the Marine Mammal Protection Act. Additionally, blue whales are considered “Endangered” and fin whales “Vulnerable” according to the IUCN Red List of Threatened Species (Cooke, 2018a,b).

As with other rorquals, blue and fin whales feed by engulfing large volumes of water and schooling prey, then expelling the water through fibrous baleen plates to retain the prey (Goldbogen et al., 2017). This engulfment, termed “lunge feeding,” occurs during a rapid acceleration through/into a school of prey and can happen multiple times per dive. The evolution of this feeding behavior is closely tied with the animal's large size, as it allows them to efficiently exploit highly concentrated prey patches (Goldbogen et al., 2011, 2012; Goldbogen and Madsen, 2018). In blue whales this feeding behavior has been shown to vary based on local prey concentrations, indicating they are able to adapt foraging strategies to maximize prey capture (Goldbogen et al., 2015) and energetic efficiency (Hazen et al., 2015).

While sexual differences in distribution and behavior are well-documented in toothed whales (Bigg et al., 1990; Whitehead, 2003; Parsons et al., 2009), such dynamics are less well-understood for rorqual whales, which are largely non-sexually dimorphic, but are known to occur (e.g., Laidre et al., 2009). Sex-based differences in acoustic behavior have been documented for both blue and fin whales, with most of the more complex vocal repertoire of each species being produced exclusively by males and believed to be related to reproduction, while singular calls are produced by both sexes in the context of foraging (Croll et al., 2002; Oleson et al., 2007; Stimpert et al., 2015; Lewis et al., 2018). Further, spatial variability in the type and rate of calling has been documented in blue whales off southern California, suggesting there may be spatial separation of behavioral activities (Lewis and Sirovic, 2018), although a lack of direct observation makes the underlying process unclear, as both feeding and reproductive calls are recorded throughout the feeding season in southern California (Lewis and Sirovic, 2018). Considering that animals in southern California waters are exposed to a variety of regional stressors like ship strikes (Berman-Kowalewski et al., 2010; Redfern et al., 2013) and anthropogenic sound (Goldbogen et al., 2013; DeRuiter et al., 2017), a potential spatial segregation arising from behavioral differences between sexes could lead to disproportionate impacts (Sprogis et al., 2016) over short temporal scales (Pirotta et al., 2018) or on long-term population fitness (Pirotta et al., 2019).

To understand broad-scale ecological patterns arising from observed species distributions, including interactions among sympatric species, it is often relevant to understand how fine-scale behavior influences the larger trend (Evans, 2012). The movements and distribution of blue and fin whales at the scale of the eastern North Pacific Ocean have been described using satellite telemetry (Bailey et al., 2010; Irvine et al., 2014; Scales et al., 2017), ship based surveys (Redfern et al., 2013), and acoustic data (Burtenshaw et al., 2004; Sirovic et al., 2015). However, there is little data to explain how the broad-scale distributions of these animals are influenced by variations in behavior at more local scales. Here we used intermediate-duration data-logging tags to examine the fine-scale movements and diving behavior of blue and fin whales off southern and central California over periods of multiple weeks. Our primary goal was to characterize how feeding behavior varies across this region, including potential differences between the sexes and between the two species, which occur in sympatry in this region. Our results indicate a strong spatial and temporal heterogeneity in blue and fin whale foraging behavior, with implications for prey patchiness and quality. As such, this study provides new insights into the underlying drivers of broad-scale movement and occurrence during the feeding season for two of earth's largest predators.



MATERIALS AND METHODS


Tag Configuration and Deployment

This study used Advanced Dive Behavior (ADB) tags, a configuration of the Wildlife Computers (Seattle, WA, USA) MK-10 time-depth recorder platform, which can record depth, temperature, and tri-axial accelerometer, and magnetometer data at 1-Hz resolution for multiple weeks before releasing from the whale for recovery (Mate et al., 2017). A Fastloc® GPS receiver and patch antenna were included in each tag to acquire GPS-quality locations (Bryant, 2007), along with an Argos Platform Terminal Transmitter for sending GPS location and summarized dive data messages via the satellite-based Argos Data Collection and Location System. Complete details of ADB tag construction and design configuration are provided in Mate et al. (2017).

Tags were deployed on blue and fin whales in southern California waters during August 2014 and July 2015. Field work was supported by the 25.6-m research vessel R/V Pacific Storm. Tags were mounted in a semi-implantable stainless steel housing and deployed at close range (2–4 m) from a 6.7-m rigid-hulled inflatable boat using the Air Rocket Transmitter System, a modified compressed-air line-throwing gun (Heide-Jorgensen et al., 2001; Mate et al., 2007). Tags were deployed 1–4.5 m forward of the dorsal fin of the whale and no more than 20 cm down from the mid-line, following the protocol described in Mate et al. (2007). Tags were programmed to release from their housing for recovery 21 d after the start of field operations or if the tag recorded no change in depth for 24 h, indicating the housing had been shed from the whale and sunk to the bottom with the tag still attached. Following release, tags were located and recovered using an uplink receiver that was capable of acquiring, decoding, and solving Argos-transmitted Fastloc GPS location messages sent by the tags in real time, along with information on the tag's general location and the rate and direction of drift. A discussion of factors affecting attachment duration and tag recovery is presented in Mate et al. (2017).

Whenever possible, skin and blubber samples were collected simultaneously to tagging (on the same surfacing) using a crossbow. Crossbow bolts were fitted with circular cutting tips 4 cm in length and 8 mm in diameter, which removed a plug of skin and blubber from the whale. Sex determination was made from skin samples by amplification of regions on the X and Y chromosomes (Aasen and Medrano, 1990; Gilson et al., 1998).



Data Collection and Transmission

Tags were programmed to collect data from the various sensors (depth, accelerometer, magnetometer, and temperature) at 1 Hz for the duration of the deployment. While deployed, acquisition of a Fastloc GPS location was attempted every 7 min or the next time the whale surfaced after this time had elapsed. All data were stored in an onboard archive for download after tag recovery. The dive summary data from the Argos transmissions were not used in this study, although locations estimated from Argos transmissions (Argos 2016) were used to examine movements of whales whose tags were not recovered. Further details about ADB tag dive summary messages are described in Mate et al. (2017).



Data Analysis

Maps were made using ArcGIS® software ArcMap™ 10.3 by Esri and the ArcGIS Online Ocean Basemap. Data manipulation and analysis for this study was conducted using Matlab (The Mathworks Inc, 2015) and R (R Core Team, 2018). The same suite of analyses were used for both blue and fin whales, except as noted for cases when data for one species were too limited for complete analyses. To detect feeding lunges, the change in the acceleration vector (“Jerk”) was calculated from the accelerometer data as the norm of the difference between consecutive acceleration values (Simon et al., 2012; Allen et al., 2016). The Jerk is thus a measure of rapid changes in acceleration and orientation of the tagged whale. Lunge-feeding events in rorquals are characterized by a peak in Jerk with a coincident increase in the roll angle for multiple seconds, as the whale typically accelerates and rolls when opening its mouth to engulf prey (Goldbogen et al., 2006; Simon et al., 2012; Allen et al., 2016). A subsequent minimum in the Jerk value, as the whale ceases most movement to expel the water and filter out prey, signals the end of the lunge. Together, these three criteria (Jerk maximum, increase in roll, and subsequent Jerk minimum) were used to identify feeding lunges in the data records based on the lunge detection methodology described by Allen et al. (2016), but modified to use a more conservative Jerk peak threshold and without the use of acoustic data. The large number of dives recorded by tags during their deployment periods precluded direct confirmation of each feeding lunge identified by the lunge detection algorithm for the entire data record. Instead, we implemented a validation protocol by randomly selecting 10% of dives from each track and visually reviewing them to estimate the percentage of correctly detected lunges (true positives), falsely detected lunges (false positives), and correctly identified feeding dives (dives with at least one true positive). Validation statistics were summarized for each tag and are presented briefly in the Results section, with a more detailed description in the Supplementary Material.

Dive summaries were generated for each track by isolating any submergence >10 m in depth (hereafter a “dive”) from the tag's depth record and calculating maximum dive depth, dive duration, and the number of lunges that occurred during the dive. The dive end times were then matched to the nearest GPS location recorded by the tag, as locations were generally collected as the whale surfaced from a dive. If there was not a location within 10 min of a dive, a location was estimated by linear interpolation between the temporally closest GPS locations before and after the dive using the dive time to determine where on the line the location should fall. For tracks with less frequent GPS locations this resulted in linear segments of interpolated dive locations that do not represent the exact movement of the whale.

In order to distinguish between series of related feeding dives, a log-survivorship analysis (Holford, 1980; Gentry and Kooyman, 1986) was conducted on the time between feeding dives (i.e., dives with at least one detected lunge) for each tag record. In this case, the log-survivorship analysis graphically showed the number of feeding dive sequences (on a log scale) as a function of the time between them, and the goal was to identify a point along the curve where the number of feeding dive sequences stabilized as time between feeding dives continued to increase, suggesting a natural break in the data. Sequences of dives defined by this criterion were isolated and labeled “feeding bouts.” To assess the horizontal extent of each feeding bout and the overall spatial scale of foraging effort, minimum convex polygons were created using the corresponding dive locations for bouts with at least three GPS locations (i.e., not including bouts with interpolated dive locations; see Supplementary Figure 1). We report feeding bout summary statistics including bout duration, time, and distance between consecutive bouts, and distance to the closest bout from the entire track. We also report summaries of dives within each feeding bout, including number of dives per bout, mean maximum dive depth and duration, mean number of lunges per dive, and the number of dives without a lunge. The univariate distributions of feeding bout metrics were assessed graphically using probability density plots, while inter-species comparisons of the distributions were made using Bhattacharyya's similarity coefficient (Bhattacharyya, 1943; Guillerme and Cooper, 2016). When Bhattacharyya's similarity coefficient between two distributions is <0.05, the distributions are significantly different, and when the coefficient is >0.95, the distributions are significantly similar. Values between these two thresholds can be used to indicate the probability of overlap between the distributions but cannot be used to determine if they are significantly different or similar (Guillerme and Cooper, 2016).

Trends among these metrics were formally assessed using generalized linear mixed models (GLMMs), with the tag number as a random-effect grouping variable to account for differences between individuals, a fixed-effect “species” indicator variable, and an interaction term between the predictor of interest and the species indicator variable when inter-species comparisons were desired (Bolker et al., 2009; Harrison et al., 2018). Variables were log-transformed as needed based on graphical assessment of the data. Models were implemented in R using the lme4 package (Bates et al., 2015) or GLMMadaptive (Rizopoulos, 2019) using a two part/hurdle model if it was necessary to account for zero inflated data (GLMMzi). P-values were derived using the lmerTest package (Kuznetsova et al., 2017). We report and discuss p-values from these GLMMs in the context of levels of support for the outcome (rather than as a binary threshold of significance), with p-values <0.01 offering strong support, p-values between 0.01 and 0.1 offering suggestive, but inconclusive support, and p-values >0.1 offering no support (Gerrodette, 2011; Greenland et al., 2016; Wasserstein and Lazar, 2016).

To further examine fine-scale differences in feeding behavior between individuals, we isolated sections of tracks where two whales were in proximity to each other. Whales were considered to be in proximity when locations from one track were no more than 1 km away from another whale within 30 min from the time of the location. We present a representative map of these track sections and also report dive summary statistics for each section of track in close proximity to another whale for comparison between individuals.




RESULTS

During this study, eight blue whales were tracked for a median of 22.4 d (range = 18.3–28.9 d; Table 1) and five fin whales were tracked for a median of 14.2 d (range = 4.9–16.0 d; Table 1). Tags were deployed near Point Mugu in 2014 and off the west end of San Miguel Island in 2015 with the exception of blue Whale # 2015_838, which was deployed near Point Mugu in 2015 (Figure 1). All eight blue whale tags and three of five fin whale tags were recovered. In two cases the tags were found on the shore several years after having been thought to be lost.



Table 1. Deployment summary for ADB tags attached to eight blue and five fin whales in southern California waters during August 2014 and July 2015.
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FIGURE 1. A map of the study area with ADB tag deployment locations marked by red stars.



Tagged animals of both species dispersed as far north as Cape Mendocino in northern California, and as far south as Ensenada, Baja California, Mexico, during their tracking periods (Figures 2, 3 and Supplementary Figure 4). However, most of the tracks, and the majority of feeding dives (89%) occurred within southern California waters. Two blue whales (Whale # 2014_5650 and Whale # 2015_4177) and one fin whale (Whale # 2014_5685) made a clockwise loop across a large portion of southern California waters. All three of these whales were male, while females remained closer to shore until leaving southern California waters (Figures 2, 3).
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FIGURE 2. Tracks of male (top) and female (bottom) blue whales instrumented with ADB tags in August 2014 and July 2015. Main maps zoom in on southern California, while the inset maps show the full extent of the tracks with the zoomed region identified by a black square. Circles indicate hourly average locations, with circle size scaling to number of feeding lunges per hour and circle color indicating a different individual, per the tag number shown in the key. The track for one additional blue whale of unknown sex is presented in Supplementary Figure 4.
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FIGURE 3. Tracks of male (top) and female (bottom) fin whales instrumented with ADB tags off southern California in August 2014. Main maps zoom in on southern California, while the inset maps show the full extent of the tracks with the zoomed region identified by a black square. Circles indicate hourly average locations, with circle size scaling to number of feeding lunges per hour and circle color indicating a different individual, per the tag number shown in the key. Note that the tag for Whale # 2014_5790 was not recovered and therefore no feeding data are available, but locations received through Argos are shown. The tracks for two additional fin whales of unknown sex are presented in Supplementary Figure 4.



The eight blue whale ADB tags recorded a median of 126 dives > 10 m in depth per day (range = 73–207 dives/d; Table 1), whereas the three recovered fin whale tags recorded a median of 106 dives/d (range = 84–210 dives/d; Table 1). The number of Fastloc GPS locations recorded by the tags varied widely, with recovered blue whale tags recording a median of 72 locations per day (range = 10–139; Table 1) and recovered fin whale tags recording a median of 46.5 locations per day (range = 1–99; Table 1). Some variability in the number of locations was likely due to different hardware configurations within the tags, as all tags using newer Fastloc v. 3 technology recorded at least 54 locations per day while only one tag using Fastloc v. 1 recorded more than 47 locations per day (Table 1; see also Mate et al., 2017).

Validation of the feeding lunge detection algorithm indicated a mean true positive rate of 70.5% (sd = 20.1%) and a mean false positive rate of 13.6% (sd = 10.0%). The mean percentage of correctly identified feeding dives (dives with at least one lunge) was 85.3% (sd = 16.8%), suggesting mis-classified lunges (both false positive or false negative) often occurred during dives with other correctly identified lunges. Additional details of the validation methodology and results are presented in the Supplementary Materials.

Tagged whales of both species generally made deeper dives during the daytime than at night (Supplementary Figures 2, 3 and Supplementary Table 1), although there was high variability within and between individuals, and daytime surface feeding was recorded on multiple occasions both visually while in the field and in the data record. Daytime dive depths were deepest near San Miguel Island where maximum dive depths reached 362 m for blue whales and 365 m for fin whales. Dive durations were as long as 30.7 min for blue whales and 23.1 min for fin whales (Supplementary Figures 2, 3 and Supplementary Table 1). Almost no feeding lunges were recorded during dives >20 min in duration for either species. Feeding activity (as measured by lunge-feeding events) generally took place during daylight hours, although nighttime lunges were recorded on some occasions for both species (Supplementary Figures 2, 3 and Supplementary Table 1). Most blue whale feeding effort was concentrated near the tagging areas, with additional areas of elevated feeding effort southwest of San Miguel Island and offshore of central California (Figure 2 and Supplementary Figure 4). Whales tagged near Point Mugu also heavily used the nearshore waters extending south to San Diego. Tagged fin whales showed a similar trend (Figure 3 and Supplementary Figure 4).

Log-survivorship curves for all tags stabilized at 60 min or less (Supplementary Figure 5), so a criterion of at least 60 min with no feeding dives was used to differentiate between feeding bouts. A total of 242 blue whale feeding bouts and 59 fin whale feeding bouts were identified in the tag records (Tables 2, 3). For blue whales, the median number of feeding bouts made per whale was higher in 2014 (median = 35, range = 22–38, 4 tags) compared to 2015 (median = 23, range = 17–45, 4 tags), despite tags remaining attached for a median of over 7 d longer in 2015 (Table 1). The number of fin whale feeding bouts was more similar across years (range = 13–25 bouts, 3 tags), although the more limited number and duration of tracks was too small for inter-annual comparisons. Across both years, feeding bouts were separated by a median of 5.7 h (range = 1–231.9 h) for blue whales and a median of 3.1 h (range = 1–227.6 h) for fin whales, and were generally small in area (median = 5.6 km2, range = 0.003–546.5 km2 for blue whales; and median = 7.6 km2, range = 0.001–317.1 km2 for fin whales). The median blue whale feeding bout contained 23.5 feeding dives over 3.3 h (range = 4–360 feeding dives and 0.2–34.9 h, respectively), while the median fin whale feeding bout contained 19 feeding dives and lasted 2.7 h (range = 4–142 feeding dives and 0.3–19.6 h, respectively; Tables 2, 3).



Table 2. Summary of dives occurring during feeding bouts made by eight blue whales instrumented with ADB tags off southern California in August 2014 and July 2015.
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Table 3. Summary of dives occurring during feeding bouts made by three fin whales instrumented with ADB tags off southern California in August 2014 and July 2015.

[image: image]




Median bout duration for the four female blue whale tags (3.9 h) was twice that of males (1.8 h) although median bout duration of Whale # 2014_5644 (a female) was = 1.9 h. Female feeding bouts had a lower proportion of non-feeding dives than those of males (0.26 vs. 0.38; Table 2). The distribution of feeding bout duration was similar for both blue and fin whales (Bhattacharyya's similarity coefficient = 0.934), with a strong peak near 2 h and a secondary peak at 14–15 h (Figure 4). Mean feeding lunges per dive within bouts varied substantially for both blue and fin whales, but feeding bout duration increased with increasing mean lunges per dive (GLMM, p-value <0.001), with no significant difference between blue and fin whales (GLMM, interaction p-value = 0.84; Figure 5). The median bout duration for one blue whale (Whale # 2015_840, of unknown sex) was 12.2 h, suggesting it fed almost continuously during daylight hours on many days. Another blue whale (# 2015_838) fed continuously for almost 1.5 days (Table 2 and Figure 2).
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FIGURE 4. Probability density plots of feeding bout duration (top), distance from shore (middle), and distance to the closest bout (bottom) for blue whales (blue lines), and fin whales (red lines) tracked off southern California with ADB tags in August 2014 and July 2015.
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FIGURE 5. The relationship between average number of feeding lunges per dive within a feeding bout and the duration of that bout (top) and the distance to shore of a feeding bout compared to the distance to the next closest bout (bottom), with regression lines and 95% confidence intervals fitted to the data. Data are from blue whales (blue circles and lines) and fin whales (red triangles and lines) tracked with ADB tags off southern California in August 2014 and July 2015.



Comparison of the distributions for closest feeding bout and for the distance to shore of a feeding bout between blue and fin whales (Figure 4) using Bhattacharyya's similarity coefficient was inconclusive in terms of providing support for similarity or difference between them, although the probability of overlap was relatively high in both cases (Bhattacharyya's similarity coefficient = 0.840 and 0.833, respectively). Investigation of the distance between closest feeding bouts required accounting for zero-inflated data, as 44% of bouts overlapped spatially with at least one other bout from the same track, resulting in many zero distances. As the distance to shore of a feeding bout increased, the distance between closest feeding bouts also increased (GLMMzi, p-value <0.005), indicating that feeding bouts were more dispersed further offshore (Figure 5). However, there was no significant difference in the average number of lunges per dive made within bouts as a function of the distance from shore (GLMM, p-value = 0.77), suggesting the whales were feeding at the same rate throughout the study area. There was suggestive but inconclusive evidence that bouts were more dispersed for fin whales compared to blue whales after accounting for the distance to shore (GLMMzi p-value = 0.093), but there were no inter-species differences in the effect of distance to shore on both the distance to the closest bout (GLMMzi interaction p-value = 0.80) or the number of lunges per dive (GLMM interaction p-value = 0.96).

In two cases, a tagged whale passed through an area without stopping, where another tagged whale of the same species was feeding. Blue Whale # 2015_4177 (a male) passed through an area 1 day after Whale # 2015_840 (of unknown sex) had fed nearly continuously during daylight hours in the same location and more broadly for 12 d (Supplementary Figure 6). Similarly, fin Whale # 2014_5685 (a male) passed through a different area <1 day before Whale # 2014_5838 (a female) spent 4 d feeding there (not shown). Both whales passing through were male and their movements were part of a larger circuit of southern California waters (Figures 2, 3). The males' dive records were visually reviewed to ensure no feeding lunges had been missed by the lunge detection algorithm during this period of time.

One pair of blue whales each from 2014 to 2015 were recorded feeding in the same geographic space, in one case showing strong differences in dive behavior and in the other showing strong similarities. Whale # 2014_5650 (a male) and Whale # 2014_5803 (a female), tagged off Point Mugu, were in close proximity 13 times across an 8-d period, including times with both feeding and non-feeding behavior (Supplementary Table 2). While the characteristics of close-proximity periods were highly variable, Whale # 2014_5803 generally dove more deeply and recorded more feeding lunges than Whale # 2014_5650. On two occasions it dove to over twice the depth as Whale # 2014_5650, and in one instance, was foraging when Whale # 2014_5650 was not (Supplementary Table 2). During one of the longer periods of close proximity, both whales appeared to have been behaving similarly after passing closer than 0.5 km from each other (Supplementary Figures 7, 8), with both whales making foraging dives to a similar depth. An hour later, Whale # 2014_5803 was feeding at almost twice the depth as Whale # 2014_5650 (Supplementary Figures 7, 8) while in the same geographic space. In contrast, in 2015, Whale # 2015_4177 (a male) and Whale # 2015_5650 (also a male), tagged off San Miguel Island, fed in close proximity for 4.5 h on 8 July (the day they were tagged). These whales fed at approximately the same depth (mean maximum dive depth = 273 and 212 m, respectively; Supplementary Figure 9) and shifted their feeding depth shallower during and after sunset with remarkable synchrony. Three other close-proximity events were recorded in 2015 but all were very limited in duration and number of dives recorded, so will not be presented. Other tagged whales from 2014 may have been in close proximity but the smaller number of Fastloc GPS locations collected by those tags did not allow for fine-scale resolution of their movements. In contrast to blue whales, there were no instances of close proximity between tagged fin whales, or between blue and fin whales, despite both being tagged in the same areas; in one case on the same day (e.g., blue Whale # 2014_5655 and fin Whale # 2014_5685), and in two cases of fin whales (Whale #s 2014_5790 and 2014_5838) being tagged on a day when a tagged blue whale (Whale # 2014_5655) was re-sighted nearby.



DISCUSSION

The data presented here constitute the longest continuous dive behavior records collected to date for blue and fin whales, which allowed us to examine fine-scale behavior over timescales that previously have not been possible. Both species were observed and tagged concurrently during this study and subsequently occupied generally similar areas during their tracking periods, allowing for a comparative analysis between these two species, which occur in sympatry off California. Our focus was on characterizing feeding effort and its scales of variability over periods of multiple weeks. Short- to intermediate-duration (<6 h) feeding bouts were most numerous for both species and there was a positive correlation between bout duration and the number of feeding lunges made per dive within a bout. Blue whales have been shown to adjust their behavior and number of lunges made per dive based on the density of prey in the area (Goldbogen et al., 2015; Hazen et al., 2015), so the correlation between bout duration and number of lunges per dive suggests that the whales tracked in this study left lower-density prey patches quickly, while staying longer, and foraging more intensely, in higher-density patches. Some of the observed short-duration bouts may also represent the whales exhausting a highly localized abundance of prey. These results suggest the whales were following the marginal value theorem (Charnov, 1976), a foundational model of ecological theory that postulates that animals feeding in a patchy environment make decisions about when to depart a patch based on their assessment of its value, with the main prediction being that animals should spend more time in patches of higher quality (Mcnair, 1982).

Feeding bouts were more dispersed further offshore, although the whales were able to feed at the same rate throughout southern California waters, as the number of lunges per dive within a feeding bout did not change as a function of distance to shore. While there was evidence of inter-species differences in relation to distance from shore, they may have been the result of the more extensive use of offshore waters or more limited sample size of fin whales. The greater distance between bouts offshore suggests there may be two feeding strategies, with whales concentrating on highly localized, physically forced upwelling centers nearshore, such as off San Miguel Island (Fiedler et al., 1998), and more dispersed areas of elevated productivity offshore, likely driven by nearshore productivity that has been advected offshore, or by open-ocean Ekman pumping (Rykaczewski and Checkley, 2008). This has a range of implications for both habitat modeling and abundance estimation, as well as for managers trying to mitigate anthropogenic interactions, as the multiple scales of behavior and occurrence should be accounted for.

The spatial scale of feeding bouts was highly variable within and between individuals. The size of the feeding bout areas was likely an overestimate, as convex hulls are sensitive to irregular, concave shapes of the underlying points (Burgman and Fox, 2003; Supplementary Figure 1) and GPS locations were somewhat sparse in some cases, such that the number of locations may have been insufficient to define the true extent of the area being used for feeding. Despite this, median feeding bout size for fin and blue whales (5.6 and 7.6 km2, respectively) appeared to correspond with the spatial scale of krill patches described off central California (1.8–7.4 km; Santora et al., 2011a). While some of the feeding bouts were significantly larger than the median values (>200 km2), krill patches up to 18 km in extent have been recorded in some years (Santora et al., 2011a), suggesting the larger feeding bouts may have been indicative of broad-scale areas of elevated krill abundance.

Logistics and expense limit direct study of key prey resources such as krill to fine-scales, from which broader-scale predictions are made and sometimes compared to the distribution of predatory species for validation (Santora et al., 2011a,b, 2014, 2017). Modeled krill distributions have also been used to better understand spatial and temporal aspects of their patchiness (Dorman et al., 2015; Messie and Chavez, 2017). The feeding data for tagged blue and fin whales presented here can offer further insight into the distribution and scale of prey patches across southern and central California waters, similar to how seabird foraging tracks have been used to infer prey availability and patch quality in other areas (Chimienti et al., 2017). Since direct observations of prey abundance were not available for this study, linking blue and fin whale feeding bouts to modeled krill distribution could be an additional step to both validate krill models and tie the overserved whale behavior more directly to prey abundance.

Tagged whale feeding behavior characteristics (like maximum dive depth or lunges per dive) fit into broadly similar ranges across individuals, although there was also evidence of fine-scale variability among individuals within those ranges, exemplified by the instances where two tagged blue whales (Whale # 2014_5803 and Whale # 2014_5650) were feeding in close proximity to one another but at different depths. Without knowing the structure of the prey field, it is difficult to be sure if these differences were related to the individual or the composition of prey being exploited. The observed differences may be a reflection of different individuals having different energetic requirements, allowing some whales to forage less intensively on lower prey concentrations (e.g., less dense prey at shallower depths), different age classes, or different prey species. However, across their entire tracks, Whale # 2014_5803 fed at deeper depths than Whale # 2014_5650, and this trend continued when the two occupied the same geographic space, suggesting the observed variability in dive behavior between individuals was likely due to different foraging strategies. It is not unusual for individuals to use a subset of their population's ecological niche due to variations of intrinsic traits or trade-offs that restrict an individual's ability to generalize (Bolnick et al., 2003). Further work is needed to better understand individual differences in rorqual behavior.

Previous work has found evidence of broad-scale spatial segregation between blue and fin whales off southern California (Fiedler et al., 1998; Irvine et al., 2014; Sirovic et al., 2015; Scales et al., 2017). However, our results showed that feeding behavior of tagged blue and fin whales was similar over a broad scale, with feeding occurring in relatively localized areas (median bout duration = 3.3 and 2.7 h, respectively; median bout area = 5.6 and 7.6 km2, respectively) and with similar non-feeding periods in between (median time between bouts = 5.7 and 3.1 h, respectively). At finer scales, the characteristics of individual feeding bouts were also similar between the two species, with the exception that fin whales recorded a higher maximum number of lunges per dive than blue whales (5.2 vs. 3.6, on average), consistent with previously observed species-specific differences in feeding rates (Friedlaender et al., 2015).

The observed similarities in feeding behaviors between the two species are likely a result of the highly specialized nature of lunge-feeding behavior (Goldbogen et al., 2006, 2011, 2017; Cade et al., 2016) and suggests the whales were feeding on krill given their highly stereotyped behavior (Cade et al., 2016). This further suggests the two species may potentially compete for a similar prey resource. Variations in the target prey species (Fossette et al., 2017), and even life stage of the same krill species (Santora et al., 2010), have also been shown to affect the spatial distribution of sympatric whale species. There was suggestive evidence that fin whale feeding bouts were more dispersed compared to blue whales, so it is possible that fine scale differences in the timing or location of feeding between the two species may be the underlying driver of the previously observed broad-scale differences in spatial distribution (Fiedler et al., 1998; Irvine et al., 2014; Sirovic et al., 2015; Scales et al., 2017). However, without an understanding of the underlying distribution and demographics of the local prey resources, it is difficult to attribute a reason to any inter-species differences in the spatial distribution of fine-scale feeding we observed.

Three tagged whales (two blue and one fin; all males) made clockwise circuits of southern California waters with only limited feeding effort, despite passing through areas where other tagged whales were feeding. Blue whales have been shown to adjust their dive behavior based on the density of prey in the area (Goldbogen et al., 2015; Hazen et al., 2015), so it is possible they encountered prey in insufficient concentrations for them to feed upon. More broadly, males and females of central-place foragers are known to have different sex-based foraging strategies arising from different energetic requirements during reproduction and resulting in differential exploitation of the offshore and coastal environment (Breed et al., 2006; Austin et al., 2019). A similar process could be driving the observed differences between male blue and fin whales. Alternatively, blue whales are known to engage in social behavior while in southern California (Lomac-MacNair and Smultea, 2016). Visual inspection of the tag records revealed that many dives made by individuals of both species during the circuits of offshore waters had the characteristics of dives made while whales are vocalizing (shallow, flat-bottomed, minimal acceleration; see Calambokidis et al., 2007; Oleson et al., 2007; Stimpert et al., 2015). Additionally, it has been suggested that the better acoustic propagation properties of offshore waters (Sirovic et al., 2015) make them advantageous for reproductive calls (Lewis and Sirovic, 2018). Thus, we speculate these circuits in southern California waters by males of both species were related to reproduction, although we caution that this is based on a rather small number of individuals. Little is known about blue and fin whale breeding behavior, but our interpretation implies that courtship, or at least advertising and searching for a potential mate, may begin while on the feeding grounds.

The potential difference in movement and areas occupied by males and females has the added implication of possible sex-based differences in exposure to regional stressors like anthropogenic sound (Goldbogen et al., 2013; DeRuiter et al., 2017) or ship strikes (Berman-Kowalewski et al., 2010; Redfern et al., 2013), which are of particular concern in the Southern California Bight. Differing levels of exposure to anthropogenic stressors arising from sexual segregation is a common situation for wildlife (Sprogis et al., 2016), and is especially problematic if it occurs to a species where one sex may be more susceptible to such impacts (Symons et al., 2014; Baird et al., 2015). If further studies confirm our observations about sex–specific differences in habitat use (at least within southern California), managers may need to consider mitigation strategies that explicitly address differential impacts based on sex.

The movements of whales on the feeding grounds are generally assumed to be driven by the search for prey, such that fine-scale behavior can be directly linked to broad-scale ecological patterns like distribution. The results presented here support this idea, showing whales of both species quickly left presumably poor-quality prey patches, with the implication that variable prey density drives local whale movements, while the existence of multiple, persistent hotspots of krill aggregation along the west coast of the USA drive the broad-scale seasonal movement pattern (Abrahms et al., 2019; Palacios et al., 2019). However, sex also appeared to influence movement patterns and habitat use, at least within southern California waters. While this result is based on a relatively limited number of individuals, it constitutes a substantial refinement to our understanding of blue and fin whale behavior on the feeding grounds. Continuing to link fine-scale behavior to broader-scale movement is an important area of research, which was aided by the comparatively long data records generated by the tags used in this study. Developing a better understanding of the underlying mechanisms driving broad-scale behavior is critical to better assist the recovery of these endangered whales.
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Mapping the distribution of seabirds at sea is fundamental to understanding their ecology and making informed decisions on their conservation. Until recently, estimates of at-sea distributions were generally derived from boat-based visual surveys. Increasingly however, seabird tracking is seen as an alternative but each has potential biases. To compare distributions from the two methods, we carried out simultaneous boat-based surveys and GPS tracking in the Minch, western Scotland, in June 2015. Over 8 days, boat transect surveys covered 950 km, within a study area of ~6,700 km2 centered on the Shiant Islands, one of the main breeding centers of razorbills, and guillemots in the UK. Simultaneously, we GPS-tracked chick-rearing guillemots (n = 17) and razorbills (n = 31) from the Shiants. We modeled counts per unit area from boat surveys as smooth functions of latitude and longitude, mapping estimated densities. We then used kernel density estimation to map the utilization distributions of the GPS tracked birds. These two distribution estimates corresponded well for razorbills but were lower for guillemots. Both methods revealed areas of high use around the focal colony, but over the wider region, differences emerged that were likely attributable to the influences of neighboring colonies and the presence of non-breeding birds. The magnitude of differences was linked to the relative sizes of these populations, being larger in guillemots. Whilst boat surveys were necessarily restricted to the hours of daylight, GPS data were obtained equally during day and night. For guillemots, there was little effect of calculating separate night and day distributions from GPS records, but for razorbills the daytime distribution matched boat-based distributions better. When GPS-based distribution estimates were restricted to the exact times when boat surveys were carried out, similarity with boat survey distributions decreased, probably due to reduced sample sizes. Our results support the use of tracking data for defining seabird distributions around tracked birds' home colonies, but only when nearby colonies are neither large nor numerous. Distributions of animals around isolated colonies can be determined using GPS loggers but that of animals around aggregated colonies is best suited to at-sea surveys or multi-colony tracking.

Keywords: distribution mapping, guillemot, razorbill, GPS tags, tracking, at-sea surveys, Hebrides


INTRODUCTION

Since the 1990s, new technology has allowed researchers to track the movements of seabirds using bird-borne devices that are sufficiently small and cost-effective to provide statistically robust sample sizes for a range of species (Burger and Shaffer, 2008). Tags deployed on breeding birds most frequently use the Global Positioning System (GPS) to obtain high frequency, high precision records of locations. In the UK, several seabird species have been tracked, with data now collected on hundreds of individuals from tens of colonies (e.g., Harris et al., 2012; Chivers et al., 2013; Robertson et al., 2014; Dean et al., 2015; Soanes et al., 2016).

GPS tracking has a number of attractive features: The cost per tag is relatively low; data are recorded in all light and weather conditions; and, increasingly, automatic data retrieval is possible, making recapture unnecessary. As birds are usually caught on land, tracking data are obtained from birds known to have been attending specific colonies, and thus can be used to identify important areas for focal colonies (e.g., Chivers et al., 2013; Redfern and Bevan, 2014). Moreover, the distributions of birds of known sex, age or breeding status can be estimated separately (e.g., Phillips et al., 2004; Cleasby et al., 2015; Grecian et al., 2018). However, usually only a small number of birds can be tracked from each colony, and constraints on battery life or the opportunities to re-catch birds, mean that tags are often only deployed for days or weeks. As such, the resulting data may not represent overall colony-level distributions well (Soanes et al., 2013). Further, because it is most practicable to catch and recapture birds on the nest, the birds tracked are usually breeding individuals, so non-breeding individuals are generally poorly represented or entirely absent in tracking samples. Finally, tracking indicates presence in an area, but not absence, potentially limiting interpretation of distribution estimates derived using this method.

Prior to the advent of tracking, the most widely used method for determining distributions of seabirds at sea was through visual surveys, conducted either from boats (Tasker et al., 1984; Stone et al., 1995; Camphuysen et al., 2004; Gjerdrum et al., 2012) or aircraft (Wildfowl and Wetlands Trust Consulting, 2009). These surveys generally use a combination of distance and plot sampling techniques conducted from linear transects (Ronconi and Burger, 2009; Thomas et al., 2010; Miller et al., 2013). Latterly, digital still and video cameras have also been deployed on aircraft to capture survey data (Buckland et al., 2012). At-sea surveys have several potential advantages over tracking: They establish not only the presence but also absence of birds; sample sizes (number of individuals) are much larger; all birds, regardless of species, size, breeding status or colony of origin can be recorded. However, at-sea surveys typically cover relatively small areas, or if larger areas are covered, there may be considerable time lags between coverage of different sub areas. Hence, fine-scale variation in distribution may be poorly resolved. It is largely impractical to link birds seen at sea to their breeding colony of origin, and in many species, it may be impossible to determine the sex, breeding status or age of birds. Finally, at-sea surveys cannot be conducted at night and may be impractical in high winds and sea states.

Due to the differing strengths and weaknesses of the two methods, distributions derived from both have sometimes been combined to inform seabird conservation management (e.g., Louzao et al., 2009). However, as yet, there has been no direct comparison of the distribution estimates produced by the contemporaneous use of the two methods. Assessment of the comparability of the two approaches is critical to the interpretation of differences in seabird distribution over time, or in different areas, when data have been collected using different methods. Such an examination is considered important given the increasing need to understand the distributions of seabirds at sea, and the growth of satellite tracking. Here, we report the findings of such a comparison. We undertook boat-based surveys of common guillemots Uria aalge (hereafter, guillemots) and razorbills Alca torda in the Minch, western Scotland, in June 2015. At the same time, we GPS-tracked breeding individuals of these species from one of their principal colonies in the area, the Shiant Islands (hereafter, the Shiants). These species are appropriate models for our study because they are abundant in the study area, of high conservation concern and large enough to track using low cost GPS tags. Using density surface modeling (at-sea data) and kernel density analysis (tracking data) we then estimated the distribution of birds and addressed the following questions: (i) How similar are the distributions estimated using the two methods? (ii) How does this vary if tracking-based distributions are restricted to night or daytime data, or data from periods of weather too poor for boat survey? (iii) What are the potential causes of discrepancies between distributions derived from the two methods?



METHODS


Study Area

The waters of the North Minch in West Scotland host seabird breeding colonies of national importance (Mitchell et al., 2004) (Figure 1). The last national census (known as “Seabird 2000”), where attempts were made to count all colonies, was in 1998–2002 (Mitchell et al., 2004). However, the two main colonies in the region have been counted more recently (and more frequently). These are the Shiants (57.90°N, 6.36°W), situated in the south west of the area, holding an estimated 9,100 guillemot individuals and 8,000 razorbill individuals in 2015, and Handa Island (58.38°N, 5.19°W), in the north east of the Minch, holding ~54,700 guillemots and 5,000 razorbills in 2014 (http://archive.jncc.gov.uk/smp/searchCounts.aspx). Small numbers of guillemots and razorbills breed elsewhere in the North Minch, mainly along the north-west coast of Skye, the largest being at Rubha Hunish (57.42°N, 6.21°W) close to the northern tip of the Trotternish Peninsula (http://jncc.defra.gov.uk/page-4460) where 5,100 guillemots and 350 razorbills were counted in 1998–2002 (http://jncc.defra.gov.uk/page-4460).
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FIGURE 1. (A) Location of the study area (red box) in the British Isles, size of Guillemot (B) and Razorbill (C) colonies in and around the study area [estimated number of individuals, from the Seabird Monitoring Programme Database www.jncc.gov.uk/smp (Mitchell et al., 2004). During the study, these species were GPS-tracked from a colony on the Shiants (blue square). At the same time, a boat-based survey was undertaken throughout the study area as shown in Figure 3. The location of Handa Island is indicated by a blue triangle.





Data Collection
 
Tracking Data

Razorbills and guillemots breeding on the Shiants were tracked using an adapted version of the open-source Mataki tag platform (http://mataki.org/) manufactured by debug innovations, Cambridge, with additional programming and construction also required. Unlike archival GPS tags, they do not need to be recovered to retrieve data, which is wirelessly transmitted periodically to base stations. Birds tending eggs or small chicks were caught on the nest using a wire noose or by hand, and tags were attached to back feathers using waterproof Tesa® tape. Tag mass was 19 g, equivalent to <3.2% body weight of razorbills and <2.3% body weight of guillemots. Between the 7th and 23rd of June (Figure 2), tags were deployed on 20 guillemots and 39 razorbills. Prior to deployment, the battery performance on the Mataki tag was not well-known. Hence, three different temporal tracking resolutions were used in the field: One fix every 100 s (analyses based upon 2 guillemots, 7 razorbills), 200 s (10 guillemots, 18 razorbills), or 600 s (6 guillemots, 8 razorbills).
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FIGURE 2. Duration of time for which tags were active, for (A) guillemot and (B) razorbill; bins represent half days.



At-Sea Survey Data

Boat-based surveys using the standard European Seabirds At Sea (ESAS) methodology (Camphuysen et al., 2004) were carried out throughout the Minch (an area of c. 6,700 km2) on 8 days between 9 and 24 June 2015. In brief, the survey was carried out by experienced, ESAS-qualified, seabird surveyors (EW, DS, and SP). The observer searched for all birds flying or sitting on the water within 300 m of one side of the transect line, while a second person recorded sightings. One surveyor generally observed for an entire transect, except on very long transects, resulting in a median shift of 56 min (range 12–177 min). The side of the transect line surveyed was chosen on a transect-by-transect basis to cater for environmental effects (glare, etc.) on detectability. Birds were recorded in 1-min bins, corresponding to a mean distance of 250 m (±21 m SD) traveled. Birds first detected on the water were recorded in one of four distance bands running parallel to the boat's track: A 0–50 m, B 50–100 m, C 100–200 m, and D 200–300 m from the track line. Birds in flight were not recorded in distance bands as their detectability varies little within the 300 m transect. However, a “snapshot” method was used to account for the flux of birds through the transect (Tasker et al., 1984). Birds in flight were recorded as being in the transect if they were within a 300 × 300 m box at a given time interval, with an audible countdown timer being used to prepare the observer to undertake the snapshot instantaneously to reduce bias associated with a protracted snapshot (Gaston et al., 1987). The interval was set according to the boat's speed such that it occurred with every 300 m of transect covered. Transects were primarily aligned north-south and east-west (Figure 3). In addition, sea state, wind direction and strength, precipitation, and visibility were recorded at regular intervals. Surveys were only undertaken in sea states ≤ 4.
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FIGURE 3. Transects carried out on at-sea surveys. Each color represents a different day of the survey. Gray dotted line encompasses the area over which indices of similarity between at-sea and tracking based distributions were calculated.





Data Analysis
 
Tracking Data

To achieve a common temporal resolution across birds, all tracks were first rediscretised to a 600-second interval using linear interpolation in the “adehabitatLT” R package (Calenge, 2006). Locations were projected in Lambert azimuthal equal area projection. Locations within 500 m of each bird's nest and all location records falling on land were removed. Kernel density estimation (Worton, 1989), implemented in the “adehabitatHR” R package (Calenge, 2006) with a bivariate Gaussian kernel was then used to determine the utilization distributions (UDs) of the tracked birds. Grid resolution was set to 2 × 2 km and the smoothing parameter h was selected using the ad hoc method (least-squares cross-validation was trialed but failed to converge). The degree to which the sample of birds tracked represented the wider colony was tested using the procedures of Lascelles et al. (2016). Razorbills were better represented than were guillemots, but both datasets were sufficiently representative.

In order to examine whether potential discrepancies between distributions were due to boat surveys being restricted to hours of daylight and calm sea states, UDs were produced using subsets of tracking data. These comprised (1) all data, (2) daytime data, (3) night-time data, and (4) tracking data recorded at the same time as the boat survey was being conducted (i.e., in daylight and weather conditions suitable for visual survey—hereafter contemporary data).

At-Sea Survey Data

Transects were divided into segments of length corresponding to 1 min of survey time. Density (counts/unit area in each segment) was then modeled as a function of a 2-dimensional spatial spline. Methods followed Bradbury et al. (2014), with the exception that distance correction and density surface modeling were carried out in two separate steps as described by Miller et al. (2013). The detectability of birds on the water decreases with distance so the first stage was to apply a factor to correct for the proportion of birds not detected in the 300 m transect. Following Kober et al. (2010), the corrected abundance x was calculated for each species using Equation 1:
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where nA, nB, nC, and nD are the total counts in each distance band. The numerator is multiplied by 3 (the ratio of total area of bands A+B+C+D to total area of bands A+B) (Pollock et al., 2000). This assumes that detection within 100 m of the boat is perfect. As in Kober et al. (2010), correction factors were calculated separately for sea states 0 (very calm) and 1–3 (ripples to wavelets, small whitecaps); unlike in Kober et al. (2010), no calculations were made for sea states 4–5, as very little survey effort was carried out above sea state 3. Correction factors are presented in Table 1. Abundances of birds on the water were multiplied by the appropriate correction factor, and then added to counts of birds in flight (assumed to have perfect detection) to give a total abundance in each transect segment (Figure 4).



Table 1. Correction factors applied to counts of seabirds detected on the water within a 300 m wide transect during the at-sea survey.
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FIGURE 4. Raw abundances from at-sea surveys, after distance correction.



In the second step, spatial variations in distance-corrected abundances were modeled using generalized additive mixed models (GAMMs) fitted in the “mgcv” R package (Wood, 2003, 2011, 2017). A negative binomial error structure and log link function were specified. “Transect” and “hour-within-transect” were treated as random effects in an attempt to model spatial and temporal clustering of observations (Zuur et al., 2014). An offset of log(segment length) was also included to account for slight variation in the distances traveled each minute (Miller et al., 2013). The fixed effect in each GAMM. The fixed effect in each GAMM were coordinates (eastings and northings), which were combined into a 2-dimensional and continuous variable. The maximum basis dimension (k) for the spline was selected by fitting a range of k values and examining resulting models' Akaike Information Criterion (AIC) values; the final value selected was 150, which represented the point at which adding further complexity provided no further AIC improvements. After model fitting, density was predicted on the same 2 km grid used for UD estimation. Grid cells containing land were excluded from predictions. Hereafter, we assume that the mean proportion of time that birds use a location within the study area is approximately proportional to density predicted from the at-sea survey data. Hereafter, we therefore refer these grids, normalized to sum to one, as UDs. Although there are potential theoretical objections to this interpretation, we assume it here pragmatically, as it allows similarity between the density estimates made using the two methods to be calculated using well-established metrics (Sansom et al., 2018).

Spatial autocorrelation was present in model residuals for both species. However, when an exponential spatial correlation structure was added (using the “gamm” function, and penalized quasi likelihood), for guillemots there was no significant difference in predicted densities. For razorbills, the model did not converge. It was therefore considered impractical to further reduce residual spatial autocorrelation.

Comparing Estimated Distributions

To compare the distribution of birds estimated using tracking data and at-sea survey data, density grids were clipped to a focal area. First, this was defined by the minimum convex polygon (MCP) encompassing the at-sea surveys (Figure 3). The most north-easterly transects occurred within 20 km of the major guillemot and razorbill colony on Handa Island (Figure 1), which could strongly influence seabird distributions in the region. Therefore, a second focal area was considered, defined by a circle centered on the Shiants with a 50 km radius, approximately representing 1.1 x the maximum foraging range of each species observed in our study. Results using the 50 km radius area were nearly identical to those using the MCP area and are not therefore discussed further.

Densities outside the focal area were set to NA and density values within the focal area were then normalized to sum to unity once more. The similarity and overlap of different UDs (nominally, UD1 and UD2 in the descriptions below) were then calculated using indices described by Fieberg and Kochanny (2005). First, the 95 and 50% core areas (CAs) were calculated, i.e., the areas in which 95 and 50% usage is expected to occur, and plotted where these overlapped between UD1 and UD2. The area of overlap between core areas of UD1 and UD2 was then expressed both as a percentage of the area of UD1, and as a percentage of the area of UD2. Secondly, the Spearman correlation coefficient (ρ) between the ranks of probability densities in UD1 and UD2 was calculated (White and Garrott, 1990). Equal values within UDs were assigned the mean of the rank of those values. Whilst this measure may be limited in identifying overlap of UDs (Fieberg and Kochanny, 2005), it is a simple and widely understood measure of similarity. Positive correlation coefficients indicate that UDs are similar, whilst negative correlation coefficients indicate that higher densities in one UD are matched by lower densities in the other. ρ was calculated across the entire focal area.

Finally, two metrics were calculated, which it has been demonstrated give more reliable estimates of UD overlap (Fieberg and Kochanny, 2005). The utilization distribution overlap index (UDOI) is calculated following Equation 2:
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where, A1,2 indicates the area of overlap between UD1 and UD2, whilst UD1(x,y) indicates the value of UD1 at location (x,y). This index shows the amount of overlap relative to two UDs that use the same space and are uniformly distributed: UDs with perfect overlap and uniform probability distributions have UDOI = 1, whereas completely non-overlapping UDs have UDOI = 0. Overlapping UDs with non-uniform yet coincident probability distributions have UDOI > 1. This metric therefore indicates when two UDs show a high concentration of probability in the same area.

The second overlap metric used was Bhattacharyya's Affinity (BA), which is calculated following Equation 3 (Fieberg and Kochanny, 2005):
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BA is 0 for two non-overlapping UDs, and 1 for identical UDs. This metric indicates overall similarity of UDs. Both UDOI and BA were calculated for the entire focal area.




RESULTS


Tracking Data

Two guillemot tags and six razorbill tags returned no data so were excluded from further analyses, leaving sample sizes of 18 guillemots and 33 razorbills. Tags recorded data for between 6 h and 9.25 days (Figure 2). Mean duration was 105 h (SD ± 61 h) for guillemots and 78 h (SD ± 42 h) for razorbills. The last data were collected for both species on the 27th of June. Rediscretisation and data trimming resulted in 5,246 and 5,769 locations for guillemots and razorbills, respectively. Daytime UDs were estimated using tracking data from 17 guillemots and 31 razorbills (3,229 and 3,500 locations, respectively); night-time UDs from 16 guillemots and 30 razorbills (2,017 and 2,269 locations, respectively); and contemporaneous UDs from 15 guillemots and 24 razorbills (734 and 1,090 locations, respectively). The smoothing parameter h was 2.2 km for guillemots and 2.7 km for razorbills. The raw tracks for both species are shown in Figure 5.
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FIGURE 5. GPS tracks of (A) Guillemot and (B) Razorbill individuals. Each color represents a different individual.





At-Sea Survey Data

The sea state during boat-based surveys was generally low (0 for 9% of the survey, 1 for 23%, 2 for 39%, 3 for 23%, and 4 for 6%) and 950 km of transect was surveyed. In total, 2,338 guillemots (859 in flight, 1,479 on water) and 776 razorbills (453 in flight, 323 on water) were detected (1 and 5% of guillemots/razorbills in flight and on the water respectively, could not be assigned to species and were excluded from the analysis).



Tracking Distributions vs. At-Sea Survey Distributions
 
Guillemot

Tracking data indicated that the highest guillemot density occurred immediately to the north of the Shiants; lower guillemot densities were spread relatively evenly around the islands (Figure 6A). Guillemot density estimated from boat surveys was spread more evenly and over a larger area, with the highest densities around and to the north of the Shiants, to the north and north-east extremes of the survey area, and off the north-east coast of Skye (Figure 6B).
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FIGURE 6. Guillemot (A,B) and Razorbill (C,D) utilization distributions from boat surveys compared with concurrent GPS tracks. Darker reds indicate higher probability densities. Thick, dashed line indicates extent of 95% home range; thin, dotted line indicates extent of 50% home range.



The more even density surfaces from the boat survey meant that core areas (CAs) were much larger, leading to high overlap as a proportion of tracking CAs, but low overlap as a proportion of boat survey CAs (Table 2). Both survey methods found the south-west corner of the survey area to be outside the 95% CA, and the south-west and east regions of the survey area to be outside the 50% CA (Figure 7A). However, whilst tracking CAs were mostly contained within the larger boat survey CAs, tracking CAs were confined to the areas around the Shiants; more distant areas included in boat survey CAs were not included in the tracking CAs (Figure 7A). Similarity indices indicated moderate similarity between UDs estimated from the two data sources (Table 2). Correlation coefficients and BA indicated that boat surveys and GPS produced moderately similar distributions, and UDOI was >1, indicating reasonably good concordance in probability densities.



Table 2. Overlap and similarity between seabird utilization distributions (UDs) estimated using data from at-sea surveys and GPS tracking.
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FIGURE 7. Overlap between guillemot (A) and razorbill (B) core areas (CAs) derived from boat surveys compared with GPS tracking. In both maps, gray indicates areas outside of the CA in both data sources, and green indicates areas inside the CA in both data sources; blue and yellow indicate areas in the CA in one data source but not the other.



Razorbill

For razorbills, the highest densities also occurred primarily to the north of the Shiants (Figures 6C,D). GPS and boat survey distributions indicated an approximate north-west to south-east spread of high density, with this most pronounced in boat survey data, where the 50% CA extended as far as Skye. The pronounced high abundances in the north observed in guillemot distributions were less evident in razorbills, although a likely effect of the colony on Handa in the north-east was again observed. Both GPS and boat survey distributions indicated a low-density area immediately east of the Shiants and low densities in the north.

Core area comparisons were again influenced by the more even, larger distributions derived from boat survey data, with GPS CAs mostly contained within boat survey CAs. However, although boat survey CAs were larger, there was higher spatial concordance with tracking CAs (Table 2), and there appeared to be better concordance visually (Figure 7B). The 95% CAs extended in all directions away from the Shiants, but the tracking derived CA did not extend as far as that derived from the at-sea survey (Figure 7B). The 50% CAs matched well around the Shiants, but the tracking CA did not extend to Skye. Overlap metrics indicated better concordance between the distribution estimates made using tracking and at-sea survey datasets than for guillemots (Table 2). Correlations were again only moderate, but BA > 0.8 and UDOI > 2.4 indicated high similarity between the UDs. The high UDOI statistics are likely to reflect the good matching of high densities found to the north of the Shiants.



Effects of Day/Night on Distribution Similarity
 
Guillemot

Daytime and night-time distributions were generally similar for guillemots (Figures 8A,B). Both distributions showed the greatest density to occur to the north of the Shiants, but this was more pronounced at night, whilst in daytime the high-density area extended slightly south of the islands. The 95% core area extended over a larger area at night, but both time periods showed the CA to extend in all directions from the islands. Both daytime and night-time core areas were substantially smaller than those derived from at-sea surveys. Consequently, the tracking derived CAs were almost completely contained within the at-sea survey CAs. However, higher proportional overlap was seen with the night-time GPS data (Table 2). The daytime and night-time CAs were very similar, with high overlap and similar spatial distributions (Figure 9). Congruence between at-sea survey and tracking derived UDs was similar, regardless of whether daytime or night-time data were used to derive the latter. All overlap and similarity indices were broadly similar for daytime and night-time data, with neither proving better across all metrics.
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FIGURE 8. Guillemot (A,B) and Razorbill (C,D) utilization distributions from daytime and night-time subsets of GPS data. Darker reds indicate higher probability densities. Thick, dashed line indicates extent of 95% home range; thin, dotted line indicates extent of 50% home range.
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FIGURE 9. Overlap between guillemot core areas (CAs) derived from boat surveys, GPS tracking in daytime and GPS tracking at night-time. In all maps, gray indicates areas outside of the CA in both data sources, and green indicates areas inside the CA in both data sources; blue and yellow indicate areas in the CA in one data source but not the other. (A) Boat surveys vs. GPS, daytime only. (B) Boat surveys vs. GPS, night-time only. (C) GPS, daytime only vs. GPS, night-time only.



Razorbill

Razorbills showed slightly greater differences between daytime and night-time distributions than guillemots (Figures 8C,D, Table 2). In daytime, the distribution was centered on the Shiants, whilst at night-time, the distribution extended much further to the north. Although the 95% tracking CA extended to Skye at daytime, it extended further in all directions at night-time. Further, the 50% tracking CA extended to a second center at night-time, to the south-west of the Shiants. Tracking vs. at sea survey core area overlap was slightly greater at night-time (Table 2; Figure 10). However, the extension of the 50% tracking CA at night-time to the north-east and south-west of the Shiants was not reflected in the at-sea survey CA. This was the only instance of the tracking data identifying a core area outside that detected indicated by the at-sea data. Perhaps due to the better matching of the 50% CAs derived from at-sea and tracking data, overlap metrics were typically higher when the daytime tracking data were used (Table 2). In particular, UDOI was substantially higher in daytime, suggesting that areas of high density matched well with those identified in boat surveys. BA and correlation values were broadly similar, however, suggesting that both daytime and night-time showed broadly the same patterns overall.
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FIGURE 10. Overlap between razorbill core areas (CAs) derived from boat surveys, GPS tracking in daytime and GPS tracking at night-time. In all maps, gray indicates areas outside of the CA in both data sources, and green indicates areas inside the CA in both data sources; blue and yellow indicate areas in the CA in one data source but not the other. (A) Boat surveys vs. GPS, daytime only. (B) Boat surveys vs. GPS, night-time only. (C) GPS, daytime only vs. GPS, night-time only.





Effects of Temporal Matching on Distribution Similarity

For both species, the tracking UDs derived from data recorded only during bouts of at-sea survey were much smaller than their equivalents derived from the entire tracking data set, presumably due to the smaller number of locations in the former (Figure 11). For guillemots, the highest density was again to the north of the Shiants, but the 95% CA extended north and south of the islands, and was unlike that derived from any other data source. For razorbills, higher densities were centered around the Shiants, with less of the northward bias seen when using the full dataset. For both species, the smaller CAs identified from the subset of tracking data meant that overlap was smaller than when the whole dataset was used (Table 2; Figures 12, 13) and similarity between the tracking and at-sea survey derived UDs was generally lower than when the full tracking data set was used to estimate distributions, although some metrics produced similar values to those seen with the full dataset (Table 2).
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FIGURE 11. Guillemot (A) and Razorbill (B) utilization distributions from GPS data collected only during times when boat surveys were being carried out. Darker reds indicate higher probability densities. Thick, dashed line indicates extent of 95% home range; thin, dotted line indicates extent of 50% home range.
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FIGURE 12. Overlap between guillemot core areas (CAs) derived from boat surveys, GPS tracking during boat survey periods only and all GPS tracking data. In all maps, gray indicates areas outside of the CA in both data sources, and green indicates areas inside the CA in both data sources; blue and yellow indicate areas in the CA in one data source but not the other. (A) Boat survey vs. GPS, survey periods only. (B) GPS, all records vs. GPS, survey periods only.
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FIGURE 13. Overlap between razorbill core areas (CAs) derived from boat surveys, GPS tracking during boat survey periods only and all GPS tracking data. In all maps, gray indicates areas outside of the CA in both data sources, and green indicates areas inside the CA in both data sources; blue and yellow indicate areas in the CA in one data source but not the other. (A) Boat surveys vs. GPS, survey periods only. (B) GPS, all records vs. GPS, survey periods only.






DISCUSSION


Similarity Between Different Data Sources

The degree of similarity between seabird distributions derived from boat surveys and GPS tracking differed between the two species: it was moderate for guillemots but somewhat stronger for razorbills. For both species, similarity was greatest close to the Shiants, with boat surveys and GPS tracking both indicating higher densities just to the north of the islands. This was evident for razorbills in particular, for which the two methods showed remarkably good concordance in the location of the 50% core area. However, GPS tracking did not identify areas of high density further away from the islands which were indicated by the boat surveys, particularly in the north of the survey area. For razorbills, moderately high densities near to Skye were suggested from GPS tracking, whereas the boat survey showed this pattern more strongly. However, both data sources agreed well as to locations of low densities, with guillemots in particular present at low densities in the south-west of the survey area and, to a lesser extent, in the east.

When GPS data were sub-sampled to produce daytime and night-time distributions separately, the effect differed slightly between the two species. For guillemots, there was high similarity between day and night, and therefore with the overall GPS distribution. However, for razorbills, day and night distributions differed slightly, with the daytime distribution generally showing a better match to the boat survey distribution.

Boat surveys can only be carried out in daylight and when weather conditions permit, whereas GPS tags record locations in all light and weather conditions. It was anticipated that restricting GPS records to contemporary periods in which boat surveys had been carried out would improve the match to boat survey data. However, the sub-sampled GPS dataset was substantially smaller than when the full dataset was used, so although some similarity metrics indicated similar performance to the full dataset, there appeared to be a somewhat poorer match in general. Indeed, due to the reduced dataset, sample size effects could account for the poorer match.



Potential Reasons for Differences
 
Limitations of Single-Colony Tracking

One of the most likely causes of differences in distribution from the two data sources was that birds were only tracked from the Shiants, whereas birds observed on boat surveys could originate from other colonies within the study area. Handa Island, lying to the north-east of the study area, supports the largest colonies of guillemots and razorbills in the UK (Mitchell et al., 2004), and is likely to account for the high densities observed in the north of the boat survey area. Indeed, Poisson-kriged distributions from data collected over several decades presented by Kober et al. (2010) also show high densities to occur in the areas identified by boat surveys, suggesting that they are not artifacts of our sampling or analysis. Thus, one major difference in the datasets is that tracking birds from the Shiants cannot indicate the distribution of birds originating from Handa Island. This will likely have been a greater issue for guillemots since Handa supports six times more guillemots than razorbills. This may explain the greater correspondence between GPS tracks and boat survey results for razorbill. The wider distribution of birds, particularly guillemots, closer to Skye detected during boat surveys probably reflected the colonies around Rubha Hunish off the northern tip of Skye. In order to accurately identify wider distributions in a region using GPS tracking, it would be necessary to track birds from multiple major colonies, to produce a predictive model to estimate likely distribution of birds from all colonies in the region (e.g., Wakefield et al., 2017).

Data Resolution and Sampling Effort

Boat survey methodology could also have contributed to differences. The temporal and spatial resolution of survey transects can influence the resolution of the resulting distributions (Camphuysen et al., 2004). Coarser resolutions might allow larger areas to be surveyed, but will limit the ability to identify fine-scale distribution patterns. Conversely, the high accuracy, frequent records obtained from GPS tracking enable finely-resolved distributions to be estimated. Some of the differences found here may result from the difference in resolution of the input data; for example, this could be responsible for differences in the shape of 95% CAs to the north of the Shiants. Further, boat survey findings are highly sensitive to temporal variation in abundances within days and seasons (Camphuysen et al., 2004). This is perhaps most strongly illustrated by the presence of a flock on a transect, which would cause a very high abundance to be recorded, but which may not be present if the transect were repeated, even a short time later. Repeat sampling of transects (Camphuysen et al., 2004) or use of data from multiple surveys (e.g., Kober et al., 2010; Bradbury et al., 2014) would reduce the influence of short term temporal fluctuations in abundance, but with inevitable increase in survey costs per unit area.

A further consideration of sampling effort is the colony-level representativeness of the sample of birds tracked. The 31 razorbills and 17 guillemots included in kernel density estimates represent a tiny fraction of their respective populations on the Shiants (c. 0.4% of razorbills and 0.1% of guillemots). It may therefore also be the case that for guillemots, where the proportion and absolute number of birds tracked was smaller, resulting distributions were less representative of the colony as a whole. Indeed, the number of birds, and the number of trips carried out by each bird, influences resulting home range estimates (Soanes et al., 2013), so sample size effects may contribute to the differences in distributions between data sources (see sensitivity analysis in Carroll et al., 2017).

Sampling Constraints

Differences in the time of day and sea states when sampling is conducted is also an important consideration. GPS tracking typically occurs continuously once the tag is attached, thus sampling locations in all light and weather conditions. Conversely, boat surveys can only take place in the daytime and in good weather and consequently represent distributions during these conditions. However, in this study sub-setting GPS datasets to be contemporary with boat survey data did not consistently result in greater similarity of distributions. The potential improvement in similarity may be offset to some degree by the counteracting effect of reduction in the sample size of GPS records, leading to sparser distributions and a poorer representation of the colony distribution. For guillemots, there was little difference between night and day GPS distributions, and sub-setting to contemporary locations did not improve the similarity to boat surveys. The similarity between day and night GPS distributions, and the similar match of both to boat survey data suggests that there may therefore be little bias associated with conducting boat surveys during daylight on estimated guillemot distributions. On the other hand, for razorbills, night-time and daytime GPS distributions showed greater differences, and the daytime GPS distribution showed greater similarity (measured by UDOI) with boat surveys, as expected. Further sub-setting of GPS data to contemporary locations decreased the similarity with boat survey data, likely to due to reduced sample size.

Biases in at Sea Survey Data

Surveying birds from boats can result in multiple sources of error in density estimates (Gaston et al., 1987; Hyrenbach, 2001; Ronconi and Burger, 2009). Due to the study design and the conditions under which the data were collected, the errors should have been uniformly distributed throughout the study area and therefore should not have introduced systematic bias in the boat-based UD estimates. For example, while the ability to detect birds may have differed among observers and weather conditions, observer effort was spread evenly throughout the survey area and weather conditions were good throughout the survey. Hence, we think it unlikely that systematic biases in at-sea data collection could have accounted for the observed differences in the at-sea and tracking based UDs.

Breeding and Behavioral Status of Sampled Individuals

It is also important to consider the breeding status, and hence time budget and central place foraging constraints, of the individuals sampled. Due to practical limitations in approaching and capturing birds, GPS tracking is most frequently carried out on breeding individuals. Conversely, boat surveys sample all birds at sea, regardless of breeding status. If breeders, non-breeders and failed breeders share the same habitat preferences, there may be little impact of sampling bias in breeding status on resulting distributions. However, there may be important differences in the distributions of breeding and non-breeding individuals. Notably, non-breeders do not need to return to the colony to fulfill nest-attendance functions so can travel further (e.g., Votier et al., 2011). Breeding adults and immatures may also have dietary differences (Campioni et al., 2016) leading to them foraging in different areas (e.g., Fayet et al., 2015). The overall impact of this on estimated distributions depends on the proportion of the total population comprising non-breeders: fewer non-breeders would make distributions from boat surveys and GPS tracking appear more similar. It has been estimated that there are around 0.74-0.75 non-breeding immatures per adult at guillemot and razorbill breeding colonies (Furness, 2015). However, breeding age adults may skip breeding in some years: on the Isle of May, 5-10% of guillemots around the colony each year did not breed (Harris and Wanless, 1995), and the rate of skipping breeding can vary (e.g., Reed et al., 2015). Therefore, the presence of immatures and non-breeding adults in the at-sea population sampled by boat surveys could lead to differences with GPS-derived distributions; developing our understanding of the distributions on non-breeders at sea will be an important step in addressing this issue.

Breeding stage can also influence the distribution of seabirds at sea, due to difference in the constraints on nest attendance operating during incubation, brood-guard and post-guard periods (e.g., Wakefield et al., 2011; Dean et al., 2015). When selecting individuals for tag deployment, no attempt was made to target birds at a particular breeding stage and it is likely that the breeding stage of the tracked individuals reflected that of the colony as a whole. Hence the breeding stage of the birds observed from contemporaneous boat surveys is likely to be similar to that of the tracked sample.

In our study, we did not attempt to discriminate differences in the distribution of birds in different behavioral states. Whilst away from the colony on foraging trips, guillemots and razorbills rearing small chicks tracked in the North Sea spent 28.8 ± 9.5 and 17.5 ± 10.6% (mean ± sd) of their time, respectively underwater (Thaxter et al., 2010). Dive times average 46.4 ± 27.4 and 50.4 ± 7.4 s for guillemots during long and short dives, respectively and 23.1 ± 14.9 s for razorbills, which made only short dives. The average boat speed in our survey was 14 ± 3 km/h, so guillemots and razorbills would have been out of sight during dives for on average the time it took to traverse ~190 and 90 m of transect, respectively. This effect could have been further exacerbated if auks dived to escape the approaching survey vessel, although it is our experience that common guillemots and razorbills only respond in this way when the vessel is very close and they are likely to have already been detected. Nonetheless, it is likely that up to around 29% of guillemots and 18% of razorbills would not have been detected during the boat survey, leading to a concomitant underestimate of density (Buckland et al., 2015). This would have biased the boat based UDs lower in foraging areas, causing a systematic bias if foraging behavior was distributed non-uniformly. Although GPS loggers do not record locations while birds are diving, the interpolation scheme we used to fill gaps in the GPS data would have greatly reduced any similar bias in the tracking-based UDs. Hence, the spatial bias in the boat-based but not tracking-based UDs could partially explain why the latter suggested higher bird densities close to the Shiants than the former (Figure 4), i.e., breeding birds could have been diving intensively in an annulus around the colony Ashmole's halo (Gaston et al., 2007) and therefore missed more frequently than for example, non-breeders foraging less intensively at a greater distance.

Data Types and Analytical Approaches

Tracking individuals over time, and counting the abundance of birds along transects at sea, represent two very different types of data. The analytical processes required to estimate densities from such data are extremely different, and rely on different assumptions. Differences in the distributions resulting from the two methods may therefore be due, in part, to differences in the data types and the differences in the ways in which they are processed. Furthermore, there is no standard approach to converting raw survey data into a continuous density surface. Accordingly, various methods have been used, and the differences between these methods could contribute to perceived differences in resulting distributions. Such effects were noted by Bradbury et al. (2014) “The Poisson kriging method used by Kober et al. gave more scattered discreet [sic areas of higher density whereas the DSM of this study generally gave wider smooths over areas.” Analytical differences could be particularly acute in the present study, where GPS distributions reflect the raw data, whereas boat survey distributions were modeled. One consequence of this is that zero values occur rarely in modeled boat survey distributions, whereas they occur across large areas in GPS distributions; this alone may influence overlap metric scores. Had it been possible to replicate the Poisson kriging method of Kober et al. (2010), the patchier densities may have matched GPS distributions better. Other analytical considerations will also have influenced resulting distributions. The form of spatial smooth used in GAMMs can affect outputs; a large maximum basis dimension was selected based on AIC, thus allowing a relatively complex distribution to be modeled, but similar studies have used simpler splines (e.g., Winiarski et al., 2013) or different forms of splines (e.g., Bradbury et al., 2014). In GPS distributions, the smoothing parameter used in kernel density estimation influences the size and shape of resulting core areas, with the rule-of-thumb method producing larger, smoother kernels than least-squares cross-validation or the plug-in method (Walter et al., 2011).

There are a number of analytic approaches that could further help in a comparison of distributions generated from tracking with those from boat surveys in this region. It would be beneficial to explicitly examine the sensitivity of KDEs derived from GPS data. The first step would be to restrict the number of birds and data points included, to explicitly consider sample size effects. This would be used to examine two questions: first, whether the larger sample of birds is likely to be responsible for the better matching of razorbill than guillemot distributions, and second, whether reduced sample sizes caused poorer matching in the comparisons with contemporary GPS and boat survey data. The second step would be to examine the methods used for producing KDEs, trialing plug-in estimators for the smoothing parameter and trialing Brownian bridge movement models. Although these different methods should not produce substantially different results, understanding the degree to which these assumptions affect distributions would be informative.

After understanding KDE sensitivity, it would be beneficial to model GPS data rather than simply estimating kernel densities from the raw data. Since boat survey data were modeled as a function of spatial location, using a similar approach for GPS data would allow closer matching of methods. However, this is not straightforward: different modeling approaches are available, with Wakefield et al. (2017) using a Poisson point-process method using only presence data, and other analyses (Wakefield et al., 2012; Wilson et al., 2014; Cleasby et al., 2015) using a “case-control” approach whereby observed presences are matched by “pseudo-absences.” Each method brings with it complexities and assumptions, so could introduce further analytical reasons for observed differences. However, modeling GPS data, which would likely provide smoother core area estimates, would allow examination of the degree to which differences are driven by analytical method.

Once a predictive model structure for GPS data has been established, it would be possible to introduce habitat predictor variables to both GPS and boat survey models. Distributions may be better modeled by considering the habitat variables that determine which areas the birds use (see Wakefield et al., 2017). This approach should also allow predictions to be made beyond the Shiants for GPS data. On the other hand, inclusion of habitat variables could also introduce artifacts as distributions become related to spatially-variable predictors.




CONCLUSIONS

Similarities in core-areas of animals from the focal colony were obtained, but suspected influences of neighboring colonies and non-breeders are apparent in differences between methods. The magnitude of differences is linked to the relative sizes of these populations—being larger in common guillemots where neighboring colonies were considerably larger than the focal colonies. These results support the use of GPS loggers for defining distributions of species in certain regions, but only when neighboring colonies are neither large nor widespread. Therefore, these results support the use of a flexible approach tailored to the needs of the study. Distributions of animals around isolated colonies could be achieved using GPS loggers but that of animals around aggregated colonies is best suited to at-sea surveys or multi-colony tracking.
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Vertebrates are recognized as sentient beings. Consequently, urgent priority is now being given to understanding the needs and maximizing the welfare of animals under human care. The general health of animals is most commonly determined by physiological indices e.g., blood sampling, but may also be assessed by documenting behavior. Physiological health assessments, although powerful, may be stressful for animals, time-consuming and costly, while assessments of behavior can also be time-consuming, subject to bias and suffer from a poorly defined link between behavior and health. However, behavior is recognized as having the potential to code for stress and well-being and could, therefore, be used as an indicator of health, particularly if the process of quantifying behavior could be objective, formalized and streamlined to be time efficient. This study used Daily Diaries (DDs) (motion-sensitive tags containing tri-axial accelerometers and magnetometers), to examine aspects of the behavior of bycaught loggerhead turtles, Caretta caretta in various states of health. Although sample size limited statistical analysis, significant behavioral differences (in terms of activity level and turn rate) were found between “healthy” turtles and those with external injuries to the flippers and carapace. Furthermore, data visualization (spherical plots) clearly showed atypical orientation behavior in individuals suffering gas emboli and intestinal gas, without complex data analysis. Consequently, we propose that the use of motion-sensitive tags could aid diagnosis and inform follow-up treatment, thus facilitating the rehabilitation process. This is particularly relevant given the numerous rehabilitation programs for bycatch sea turtles in operation. In time, tag-derived behavioral biomarkers, TDBBs for health could be established for other species with more complex behavioral repertoires such as cetaceans and pinnipeds which also require rehabilitation and release. Furthermore, motion-sensitive data from animals under human care and wild conspecifics could be compared in order to define a set of objective behavioral states (including activity levels) for numerous species housed in zoos and aquaria and/or wild species to help maximize their welfare.
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INTRODUCTION

Animals are recognized as cognizant beings, with high priority now given to understanding behavioral requirements and maximizing animal welfare under human care (Hawkins, 2004; Boissy et al., 2007; Shorter et al., 2017). Generally, animal well-being is evaluated through physiological health assessments e.g., periodic blood sampling, which can cause animals distress and pain (Abou-Ismail et al., 2007; Burman et al., 2007; Scollo et al., 2014) whilst also being expensive and time consuming (Hawkins, 2004). However, animal health can also be assessed through behavior, requiring an understanding of differing behavioral states that result from factors like elevated stress, infirmity, and injury (Broom and Johnson, 1993; Rushen, 2003; Lawrence, 2008). At present, assessments of behavior can be time-consuming, subject to bias and suffer from a poorly defined link between behavior and well-being in general (Broom and Johnson, 1993; Rushen, 2003; Lawrence, 2008). Animal-attached technology may thus provide a solution to many of these issues, enabling the process of quantifying behavior to be formalized and streamlined to be time-efficient and objective (see Cooke et al., 2004; Ropert-Coudert and Wilson, 2005; Ellwood et al., 2007; Cooke, 2008; Guesgen and Bench, 2017).

The attachment of tags to animals, which started decades ago [as early as the 1960s in marine vertebrates (Kooyman, 2004)], has transformed our understanding of animal behavior and eco-physiology (Naito, 2004) and catalyzed the development of whole new disciplines such as movement ecology (Nathan et al., 2008). In particular, archival-, rather than transmission-tag technology [aka bio-logging, where multiple parameters are recorded (Ropert-Coudert and Wilson, 2005)], has demonstrated its use in helping transform our understanding of animal physiology (Block, 2005; Sherub et al., 2017), behavior (Brown et al., 2013), and ecology (Wilmers et al., 2015). Biologging also has huge potential in areas relating to animal well-being via studies on farmed animals, particularly cattle (Turner et al., 2000; Shirai and Yokoyama, 2014; Thorup et al., 2015), but also aquaculture (Andrewartha et al., 2015) and with respect to conservation (Cooke, 2008; Ropert-Coudert et al., 2009; Bograd et al., 2010; Wilson et al., 2015). Accelerometer biologgers have also proved valuable for tracking behavioral changes and the survival of various fish species (including blacktip sharks, Carcharhinus limbatus (Whitney et al., 2016); arapaima, Arapaima cf. arapaima (Lennox et al., 2018), and bonefish, Albula spp. (Brownscombe et al., 2013) post-release, following fishery-related and recreational capture. For farmers, tagging has a wide range of applications from locating animals that have escaped their paddocks and tracking resource consumption (Sikka et al., 2006), to detecting lameness (Thorup et al., 2015); activities which would usually require manpower and time. Recently biotelemetry has also gained popularity within pet caring practices with dog owners tracking their pets to know their whereabouts (Mancini et al., 2012).

Somewhat surprisingly, given the clear potential of biologging to monitor animal health, the tagging community has done relatively little work in zoos and aquaria (with the exception of some studies that have used animals under human care to help identify behaviors with a view to using loggers on wild animals (Shepard et al., 2008; Ismail et al., 2012). One notable study that does, however, report on the potential of logging technology to study the well-being of animals under human care, is that by Shorter et al. (2017), which examined the activity of a total of ca. 57 h of data derived from 5 bottlenose dolphins, Tursiops truncatus, using motion-sensing animal-attached tags (DTAGS, see Johnson and Tyack, 2003). Another study, on Koalas at a conservation center, used accelerometers in combination with electrocardiogram recorders to assess heart rate during periods of inactivity whilst animals where in the presence and absence of tourists (Ropert-Coudert et al., 2009). Otherwise the lack of tags on animals maintained in a controlled environment per se is particularly curious since tags are unlikely to be lost (Bidder et al., 2014), animals are easy to catch compared to their wild counterparts and can even be trained to participate voluntarily (Ward and Melfi, 2015; Shorter et al., 2017). Moreover, the issue of animal welfare is repeatedly raised within the context of zoos and aquaria (Hill and Broom, 2009). Indeed, many of the major issues discussed relating to animal welfare, such as the incidence of stereotypic behaviors (Mason and Rushen, 2008), stress (Wiepkema and Koolhaas, 1993), and assessing the extent to which behaviors exhibited by animals under human care conform to those of their wild conspecifics (Veasey et al., 1996), could potentially be well quantified by logger technology (Wilson et al., 2014; Pagano et al., 2017).

A decade ago, a multi-sensor archival tag, the “Daily Diary,” DD (which records tri-axial acceleration and tri-axial magnetometry, temperature and pressure), was conceived to quantify the behavior and ecology of threatened megafauna (Wilson et al., 2008). However, this tool has not been used, until now, to elucidate the link between animal behavior and health (Broom and Johnson, 1993; Rushen, 2003; Lawrence, 2008). Since behavioral state should relate to biomarkers of stress and well-being, the DD has the potential to be used to derive metrics which act as “behavioral biomarkers” of health (Broom, 1991; Lawrence, 2008) and form part of a less invasive diagnosis process (requiring no physiological samples).

The present study used DD loggers to examine aspects of the behavior of bycaught loggerhead turtles, Caretta caretta, housed in the “Arca del Mar” rehabilitation center at the Oceanogràfic aquarium, Valencia, Spain. Sea turtles being rehabilitated at the center commonly suffer bycatch-related external and/or internal injuries, including gas emboli (i.e., the formation of gas bubbles within the blood stream and tissues) and decompression sickness (Portugues et al., 2018). No animal was caught for the purpose of this study. The aim of this study was to investigate whether tag-derived “behavioral biomarkers” (TDBBs) for health could be established by monitoring changes in movement behaviors determined by multi-sensor tags and validated through conventional health assessments during sea turtle rehabilitation. We hypothesized that specific behavioral aspects would vary in accordance with a particular illness/injury, thus enabling the creation of TDBBs that could then be used to track recovery and potentially serve as diagnostic tools. This article also discusses how data from motion- and orientation-sensitive animal-attached tags might be used to derive useful metrics (such as activity level and turning rate) for assessing animal health and welfare in human controlled environments.



METHOD


Animals

All of the loggerhead turtles used in this study were accidentally captured (bycaught) in gillnet and trawling fisheries off the coast of eastern Spain except potentially: three that were found floating at the surface, two that were transferred from other aquariums and one that was found stranded (see Table 1). Sea turtles were brought to the facility by staff from the local strandings network; the duration from the point of accidental capture to arriving at the center was not known. All bycaught turtles from participating fishing boats were brought to the clinic even if the animal did not exhibit visible signs of disease or trauma. Sea turtles were typically brought to the center with a variety of bycatch-related external and/or internal injuries including gas emboli and decompression sickness (Garcia-Parraga et al., 2014; Portugues et al., 2018).


Table 1. Summary of tagged turtle data including: turtle identification number, entry to and release dates from the rehabilitation center, bycatch origin, weight (kg), cause of injury/disease (when known), and the animals' state of health upon entry, and on the date of tagging (as deduced via veterinary examination).

[image: Table 1]



Veterinary Care

Clinical examination was carried out at the rehabilitation center, “Arca del Mar” which is managed by the Fundación Oceanogràfic in Valencia, Spain. The facility has a permit from the Valencian Regional Government for sea turtle rehabilitation (both bycaught and stranded) and post-mortem examination. Upon arrival, all turtles underwent a health assessment including a complete physical examination, blood sample collection and diagnostic imaging (radiographs and ultrasound). Vets used turtle entry number (a running count of the number of turtles admitted year on year) to identify individuals; for ease the same identification numbers were used in this manuscript. Turtle numbers were preceded by a T to help differentiate them from other numbers within the text. Sea turtles at the facility were housed in circular tanks, ranging from 2 to 6 m in diameter and with a water depth of 0.95 m. Two different filtration systems operated maintaining “A” and “B” tanks at temperatures of ~20°C and ~24°C, respectively, in order to acclimatize sea turtles to lower temperatures before they were released. All animals admitted were maintained at the rehabilitation center until they were deemed fit for release.



Gas Embolism and Decompression Sickness

It has recently been found that some bycaught loggerheads exhibit gas emboli within the blood stream and tissues and suffer symptoms of decompression sickness; afflicted animals have also been found to display anomalous behaviors ranging from being comatose to being hyperactive (Garcia-Parraga et al., 2014). Embolisms can lead to organ injury, impairment, and even animal mortality, especially in individuals with moderate to severe gas emboli that do not receive hyperbaric O2 treatment (Garcia-Parraga et al., 2014).

The presence and severity of gas emboli were determined by radiographs and ultrasound examination and scored on a 5-point scale: no intravascular gas detected, very mild, mild, moderate and severe (for further details see Garcia-Parraga et al., 2014; Fahlman et al., 2017). Animals with observable gas emboli received recompression therapy using pure O2 from a pressurized medical O2 cylinder. This hyperbaric oxygen treatment was administered via a custom-built hyperbaric chamber (41 × 77 cm, internal height and diameter). After recompression treatment (which was often administered overnight due to turtles arriving in the afternoon/evening), another health assessment was conducted to evaluate the resolution of gas emboli. Individuals were only placed in holding tanks once no gas emboli were detected in the blood (usually the morning after recompression treatment) and were considered to be in a state of recovery (convalescent) from that moment on. Turtles remained under daily supervision until their blood values and their feeding, swimming and diving behaviors were normal.



Tagging

Sea turtle behavior was studied by equipping animals with acceleration- and magnetic-field-measuring data-loggers [“Daily Diaries,” DD, housing dimensions 54 × 29 × 22 mm, mass 22 g, although there was some variation in size (Wilson et al., 2008)] recording at 20 Hz per channel. Devices measured both acceleration [logged with respect to gravity (~1 g), range; ± 16 g] and magnetic field intensity [recorded in Gauss (G) at 0.73 mG resolution, range; ± 0.88 G] in three orthogonal axes: heave (dorso-ventral), sway (lateral) and surge (anterior-posterior). In addition to describing behavior via body posture, body “vibrancy” (Halsey et al., 2011b) and body rotation (Williams et al., 2017), tags quantified proxies for energy expenditure (Dynamic Body Acceleration—DBA, specifically VeDBA (Halsey et al., 2011b), and the physical characteristics of the animal's environment, i.e., temperature and pressure (Wilson et al., 2008).

In order to attach the DDs, bycaught turtles were lifted out of their holding tank and placed onto a foam mat and/or into a plastic box. Tags were attached to the second central scute of the carapace with a two-part epoxy (Veneziani Subcoat S), pre-mixed in water. Animals were tagged opportunistically for deployment periods lasting just over a day, up to six consecutive days during April-May and November-May 2017–2018. When possible, turtles were tagged as soon as they were released into one of the holding tanks at the rehabilitation center. This varied according to condition; for healthy turtles and those with minor injuries, individuals could be admitted to a tank following a veterinary health assessment, whereas for turtles with gas emboli (which typically received hyperbaric treatment overnight), this was usually the day following recompression treatment. All protocols were approved by the Oceanogràfic Animal Care & Welfare Committee (OCE-16-18) and the Swansea University Animal Welfare Ethical Review Body (STU_BIOL_82015_011117151527_1). No medical procedures were conducted solely for research purposes.



Data Analysis

The data were analyzed using custom designed software “Daily Diary Multi Trace” (DDMT, http://wildbytetechnologies.com/software.html), R-Studio (version 3.6.0, R Foundation for Statistical Computing, Vienna, Austria, http://www.R-project.org/), the R packages “nlme,” [version 3.1–141 (Pinheiro and Bates, 2000; Pinheiro et al., 2015)] and “MuMIn,” [version 1.43.6 (Barton, 2019)] and Microsoft Excel (version 365). Data visualization with DDMT displayed sensor lines (tri-axial acceleration, tri-axial magnetic field intensity, pressure, temperature and derivatives—see below) on the y-axis against time on the x-axis as well as multi-dimensional plots that were used to reveal patterns in the data (Walker et al., 2016; Wilson et al., 2016; Williams et al., 2017). These took the form of spherical (tri-axial) plots where two axes (the horizontal axes) displayed two different parameters, such as time and animal body pitch, while the third, vertical, axis displayed a frequency count. This enabled the incidence of particular conditions to be examined easily. Certain parameters, such as pitch and roll, have values that describe a sphere, resulting in frequency histograms forming on the surface of a sphere.

Derivatives used for describing behaviors included the dynamic body acceleration (DBA), specifically the Vectorial Dynamic Body Acceleration (VeDBA), using methods described in Qasem et al. (2012), because DBA is a proxy for both energy expenditure in vertebrates in general (Halsey et al., 2011b) and loggerhead turtles in particular (Halsey et al., 2011a, cf. Enstipp et al., 2011), as well as being a useful general measure for activity (Gleiss et al., 2011). Another useful derivative when examining animal behavior is that of compass heading (i.e., orientation about the yaw axis or turning) (Bidder et al., 2015; Walker et al., 2015b; Williams et al., 2017). DDMT software uses calibration data to correct for iron distortions and tilt offsets prior to calculating heading on a scale of 0–360°. Any tilt of the DD causes a distortion in the compass heading values, which are corrected through the use of the static component of acceleration (due to gravity; 9.81 m/s−2), the animal's pitch and roll values, in relation to the output of the tri-axial magnetometers (Walker et al., 2016); also known as a tilt-compensated compass. For information regarding the stages and equations involved in the computation of pitch, roll and compass heading see Bidder et al. (2015) and Walker et al. (2015b). Subsequent analyses including mean VeDBA per hour and heading (specifically the number of turns per hour surpassing a threshold of 45°) were calculated using data undersampled from 20 Hz to 4 Hz; VeDBA and heading data was also smoothed over 2 s to reduce noise. VeDBA and heading were used in statistical analysis after data visualizations indicated differences in animal movement (pitch, roll and directionality) for turtles in various states of health and because the two parameters combined provided a straight-forward (and therefore easily applicable) but also reasonably comprehensive way of investigating potential differences in movement behavior.

A linear mixed-effects model (LMEM) was performed to see if turtle condition (included as a predictor) affected the relationship between the number of turns per hour (surpassing a threshold of 45°) and mean VeDBA per hour. A log transform was performed on both the dependent (VeDBA) and independent (turn rate) variables to normalize the data and turtle ID was incorporated into the model as a random effect to account for inter-individual differences (for example, turtle size and sex). Tank size was also included in the model to account for any confounding effects it might have; consequently, the model included all turtles (n = 22) tagged post July 2017 for which tank size (i.e., the available water mass) was known (see Table 1).

In order to perform the analysis, turtle condition was grouped into three categories: healthy (n = 9; used as baseline reference), external injury (n = 5; e.g., skin lesions and flipper and carapace damage) and internal injury (n = 8; e.g., intestinal gas and gas emboli). To account for diurnal changes in behavior the model contained 24 h of data per turtle with the analysis starting 1 h after each turtle had been released into a tank to allow for acclimatization post handling. The model was run using the “lme” function in R, from the “nlme” package (Pinheiro and Bates, 2000; Pinheiro et al., 2015); to allow for heterogeneity of variance between individuals (indicated by model diagnostic plots) the model was updated to include the “varIdent” function (Gałecki and Burzykowski, 2013). Akaike Information Criterion (AIC) values along with forwards stepwise selection were used to find the best fitting model and p-values were obtained via the “anova” summary. Marginal and conditional R2 values for model goodness-of-fit were calculated using the “r.squaredGLMM” function in the “MuMIn” package (Barton, 2019), (the marginal R2 indicated the variance explained by fixed factors, and conditional R2 indicated the variance explained by both fixed and random factors) (Nakagawa and Schielzeth, 2013). The magnitude of dependence in scores attributable to differences between turtles (turtle ID) was quantified via the intraclass correlation coefficient (ICC). This was estimated as proportion of variance in the dependent variable (VeDBA) resulting from turtle ID, to total variance; where [image: image] was the estimated turtle variance and [image: image] was the estimated residual variance (Kenny and Hoyt, 2009).
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RESULTS

Thirty-three turtles were tagged during this study; upon the date of tagging, 17 were considered healthy (based on veterinarian assessments), eight were recovering from various degrees of gas emboli (convalescent), four had external injuries (on the neck, flipper, and/or carapace), two had floatability issues and one suffered multi-organ failure of unknown causes (see Table 1 for details). Despite the relatively large sample size, the variation in condition and small number of comparable individuals for condition (especially with respect to correcting for e.g., size and sex) meant that we had little capacity to verify our results statistically; as such we were unable to link specific pathologies with movement data.

Nonetheless, statistical analysis did indicate that turtle condition [grouped into healthy (n = 9), external injury (n = 5) and internal injury (n = 8)] affected behavior, specifically the relationship between mean VeDBA and the number of 45° turns performed per hour (Table 2; Figure 1). Forwards stepwise selection and AIC values showed that the full model incorporating all covariates (turn rate, turtle condition, turtle ID and tank size) yielded the best goodness-of-fit (marginal R2 = 0.81; conditional R2 = 0.96). The number of turns per hour (that surpassed 45°) significantly affected VeDBA (LMEM: χ[image: image] = 143.28, p < 0.001); for every 10% increase in turn rate, VeDBA increased by just over 3% [Est. = 0.33 ± 0.02 (S.E), t = 17.04, 95% CI [0.292, 0.367], p < 0.001]. The largest tank size (containing a water mass of 19,212 kg) had a significant negative effect on this relationship. External injuries had a significant positive effect on turtle activity; per 10% increase in turn rate, VeDBA increased by almost 2% [Est. = 0.18 ± 0.06 (S.E), t = 3.01, 95% CI [0.052, 0.301], p = 0.01]. Internal injuries, however, did not significantly affect the relationship between turn rate and activity [Est. = 0.07 ± 0.054 (S.E.), t = 1.52, 95% CI [−0.025, 0.157], p = 0.15]. The intraclass correlation coefficient (ICC) was high (0.98), indicating high similarity between values from the same group (n = 22).


Table 2. Linear mixed-effects model (LMEM) estimates of fixed effects, p-values and 95% confidence intervals for log-transformed VeDBA.
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FIGURE 1. Relationship between the number of turns per hour that surpassed a 45° threshold and mean VeDBA (g) per hour. Data points and regression lines are colored according to turtle condition (healthy = green, external injury = red and internal injury = blue); 95% confidence intervals are indicated by the gray shading either side of regression lines. Line gradients indicate that the relationship between turning rate and VeDBA differed little between healthy turtles and those with internal injuries; turtles with external injuries however, had substantially higher VeDBA values per number of turns.



Movement Patterns for Various Conditions

Raw acceleration data showing movement patterns for turtles in varying states of health indicated differences at the individual level and in relation to condition (Figures 2, 3) although more data are needed to be able to have the statistical power to determine this. A period of initial heightened activity was apparent in all example turtles (except T332) and ranged from half an hour to 3 h (see Figure 2, individuals T402 and T384, respectively) or more (see Figure 3, individuals T350 and T359). Acceleration data together with depth (pressure) data showed that turtles generally exhibited alternating active and rest periods (with rest periods at the bottom of the tank typically lasting 10–15 min). This behavior was most clearly defined in healthy turtles. Rest periods in turtles recovering from gas emboli (T383 and T384) were less distinguishable (as the acceleration traces were not as smooth) and more erratic. Magnetometry data (indicating animal orientation), changed closely in accordance with acceleration movement in healthy example turtles and individuals recovering from gas emboli (Figure 3). The trace that differed most from the others was that of T332 with multi-organ failure (Figure 2) that died soon after tagging. The turtle remained at the surface and moved little (as indicated by the elevated depth trace remaining constant and the small spikes in the VeDBA trace compared to the other turtles, respectively; Figure 2).


[image: Figure 2]
FIGURE 2. Daily Diary recordings for five different individuals in various conditions showing depth (dives are readily apparent), the three orthogonal acceleration channels (Acc) and a general activity metric (VeDBA – for definition see text). Scale is omitted to declutter graph, but acceleration limits are −1 – 1 g, and the depth limit is ca. 1 m). Data show 12 h from the first time a turtle was tagged. Note how traces vary with animal condition, in particular individual T332 with multi-organ failure that, unlike the other individuals, did not exhibit regular, alternating rest and dive periods. Most animals displayed increased activity at first, that decreased with time; this was most evident in animals with gas emboli (GE) where an initial period of 2–3 h of high activity was visible (cf. Figure 2).



[image: Figure 3]
FIGURE 3. Daily Diary recordings for five different individuals in various conditions showing the three orthogonal acceleration channels (Acc), three magnetometry channels (Mag) and a general activity metric (VeDBA—for definition see text). Scale is omitted to declutter graph; acceleration limits are −1–1 g, magnetometry limits 0.2−0.8G). Data show 12 h from the first time a turtle was tagged. Note how traces vary between individuals that are healthy and those with gas emboli (GE); the former tended to display regular, alternating rest and dive periods, exhibited by the magnetic field data, and the latter exhibited increased activity lasting 3 h or more.




Activity Over Time

As observed previously, VeDBA (activity) in all healthy and unhealthy turtles (except T332 with multi-organ failure) was markedly raised for the first 3 to 4 h (Figure 4), particularly in animals with gas emboli (Figure 4B). After this initial period, VeDBA values tended to remain low and constant (<0.05 g) although some infirm individuals exhibited erratic periods of higher and lower VeDBAs (see Figure 4, individuals T331 and T384 in particular and Figure 5). The mean VeDBA for healthy turtles and standard deviation (Figure 4) were calculated using the seven turtles considered free of both disease and injury upon admission (despite 17 being considered healthy on the date of tagging) due to the subtle or undetectable long-term damage that gas emboli (particularly severe cases) can cause. During the first 24 h of tagging the VeDBA values of most afflicted turtles were within one standard deviation of healthy ones. However, the two rehabilitating turtles that deviated most frequently (T342 and T347) had both suffered severe carapace traumas (the latter also had a damaged fore flipper). Consistently low VeDBA values were recorded for T342, whereas for T347 they were within the healthy turtle range for the first 12 h and then rose markedly above but in parallel with a small hump in VeDBA observed in healthy turtles some 20 h post-tagging.


[image: Figure 4]
FIGURE 4. Mean VeDBA (calculated over hourly intervals) in turtles with (A) various diseases and injuries and (B) turtles with gas emboli (GE), from the first moment they were tagged (cf. Figures 2, 3). Turtles are identified by number (see Table 1). IG, intestinal gas; M-oF, multi-organ failure; FD, flipper damage; CT, carapace trauma; SL, skin lesions; MoGE, moderate gas emboli; MiGE, mild gas emboli. The mean VeDBA of turtles that were considered healthy upon entry (individuals T324, T325, T330, T344, T345, T385, and T396) is shown in green; the shaded light green area represents one standard deviation. Note the initially high values observed in most turtles for the first three to four hours (particularly in animals with GE).
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FIGURE 5. Histograms showing allocation of activity (VeDBA) over varying time intervals, of two example turtles: T324, which was considered healthy (figures on the left; A–C) and T331 which had intestinal gas and associated floatability issues (figures on the right; C,D,F). Histograms cover time periods of one hour (A,D), 24 h (B,E) and four days (C,F). Bar color and height indicate the relative number of observations within the time interval. Note how, in both example turtles, lower VeDBA values occurred most frequently (red bars) but that the individual with intestinal gas exhibited erratic periods of high VeDBA, showing high effort in bursts interspaced by a high frequency of rests (cf. A,D) compared to the healthy individual. As the time period over which the animals are examined increases, the healthy individual spends more time overall exhibiting greater activity (manifest by the higher VeDBA - nominally from swimming) than the unhealthy animal (cf. B,C with E,F).




Pitch, Roll, and Directionality

G-sphere visualizations of body pitch and roll [derived from the acceleration data, which showed the time allocated to different pitch and roll values [body attitude] (Wilson et al., 2016)] indicated slight differences between healthy and unhealthy rehabilitating turtles (Figure 6). Animals with serious illnesses and reduced activity generally occupied a smaller area of the g-sphere relative to healthy turtles; however, individuals recovering from gas emboli tended to occupy a slightly greater area. Magnetometry plots (m-plots, see Williams et al., 2017) showed clearer differences in movement behavior; unhealthy animals generally displayed greater variability in directionality than healthy ones (Figure 7). Variability in orientation was also observed in a turtle that underwent MRI, with rose plots indicating directionality becoming more concentrated with time post-scan (Figure 8).


[image: Figure 6]
FIGURE 6. Spherical histograms showing relative time (bar height and color; the mode is shown in red) over 24 h allocated to body pitch and roll (see Wilson et al., 2016 for more detail) in rehabilitating turtles. Individuals in rehabilitation are identified by number (see Table 1) and suffered from various diseases including gas emboli (GE). Despite the superficial semblance of plots, very infirm individuals (in particular T332) with reduced activity generally occupied a small area of the sphere relative to healthy turtles, whereas individuals with mild to moderate GE generally occupied a slightly greater area.



[image: Figure 7]
FIGURE 7. Spherical magnetometer histogram plot (m-plot see Williams et al., 2017) showing relative time allocation (bar height and color; the mode is shown in red) to direction in rehabilitating turtles during a 24 h period. Individuals are identified by number (see Table 1) and suffered from various diseases including gas emboli (GE). Note the generally higher directionality observed in healthy individuals and the clear lack of directionally in animals T331 and T332.
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FIGURE 8. Body orientation histogram (rose plot) over 24 h time-periods for T383 prior to undergoing an MRI scan and for the 3 days following this. Bar length denotes length of time allocated to each direction (the mode is shown in red). Note how the appreciable variability pre-MRI scan appears to diminish with time after the scan.





DISCUSSION

The purpose of this study was to investigate the effectiveness of animal-attached loggers to elucidate behavior in order to assess animal health in sea turtles undergoing rehabilitation. Behavior is recognized as having the potential to serve as an indicator of health (Abou-Ismail et al., 2007; Burman et al., 2007; Scollo et al., 2014; Guesgen and Bench, 2017), so movement-sensitive tags, such as the DDs used in this study, could be used to provide an objective and time-efficient way of quantifying behavior via the creation of TDBBs for health. Our statistical analysis, although with limited power, indicated that behavior (specifically the relationship between mean VeDBA and the number of 45° turns per hour) differed significantly between healthy individuals and those with external injuries (e.g., flipper damage, carapace trauma and skin lesions). Although this study focused on loggerhead turtles undergoing rehabilitation following fisheries interaction, the approach could potentially be adopted for a suite of aquatic (cf. Shorter et al., 2017), terrestrial (Mason and Rushen, 2008) or aerial species (Shepard et al., 2008). Our limited access to animals precluded us from presenting exhaustive data analyses from a suite of turtles of defined size, unknown sex and in various states of health, so by in large we present sample data as examples of the features that can be resolved using this technology and speculate how these relate to health status.


Behavior and Condition

After being released into a holding tank, bycatch turtles generally exhibited a period of elevated activity ranging from half an hour to several hours (when examined over a 24 h period). In part this was probably due to tagging occurring during the day when activity levels were higher and there was more disturbance (caused by feeding and tank cleaning). In healthy turtles, this initial increase in activity typically lasted <2 h whereas in individuals with gas emboli this was always 3 h or more. This disparity could reflect the condition of the turtle, especially given that individuals with gas emboli have been known to display abnormal behavior, ranging from hyperactive to catatonic (Garcia-Parraga et al., 2014). However, disparities may also arise from a variety of other factors: side-effects of hyperbaric treatment, stress induced by handling (Grandin, 1997; Moberg, 2000; Carere and van Oers, 2004; Waiblinger et al., 2004; Gourkow and Fraser, 2006; Hemsworth et al., 2011), tag attachment (Bridger and Booth, 2003; Geertsen et al., 2004; Vandenabeele et al., 2011; Walker et al., 2011; Thomson and Heithaus, 2014), re-entering the water after many hours on land and being released into an unknown environment (Teixeira et al., 2007; Roe et al., 2010). These factors make it difficult to know what truly “healthy” turtle behavior in a rehabilitation center looks like using tag data. Nonetheless, significant behavioral differences in relation to activity and turn rate were found between “healthy” turtles and those with external injuries (see section Metrics That Might Indicate Changing State and Behavioral Breadth). Our statistical analysis also indicated that within group values had a high similarity, thus indicating that once healthy, turtles in rehabilitation exhibited similar behavior.

Interestingly, the relationship between activity level and turning for turtles with internal injuries did not differ significantly from healthy animals. However, the internal injuries included in analysis were unlikely to affect energy expenditure and movement to the same degree as missing part of a flipper or sustaining severe carapace trauma. Most of the turtles (six out of eight) that suffered internal injuries were admitted with gas emboli and as such were only released into a tank once they had no gas bubbles left in their blood (as per the standard veterinary procedure). By this time these individuals may have recovered sufficiently to exhibit activity levels and turning rates akin to those of “healthy” turtles. Potential differences between healthy animals and those with internal damage may have also been more apparent if two turtles with severe internal complications (T331 and T332) could have been included in statistical analysis. They were excluded from the analysis because the available water mass in which they had to move was unknown and our analysis suggested that tank size significantly affected behavior.

Further behavioral comparisons of healthy turtles and individuals recovering from internal injuries such as gas emboli and intestinal gas indicated other potential differences relating to condition. Rest and active periods (typically composed of active ascents and descents interspaced with resting on the tank floor) were often less defined in convalescent turtles; not only did rest intervals appear more sporadically, but acceleration traces were noisier, probably indicating impaired movement control during recovery and/or post hyperbaric treatment. Magnetometer plots also indicated a difference between healthy rehabilitating turtles and those with gas emboli, the latter tending to display less directionality, potentially indicating impaired stability or movement control. Differences between healthy and infirm individuals with intestinal gas (T331) and multi-organ failure (T332) were even more apparent, with deviations covering almost half, or more, of the m-sphere, respectively. Indeed, the trace that differed most from the others was that of turtle T332; the animal remained at the surface and was relatively inactive for the duration of tagging (4 days). As with many animals, maintaining a very low energy state and fatigue can be indicative of serious illness and a precursor of death (Drake et al., 2003; Gailliot et al., 2006). With a sufficient sample size, a range of expected energy levels (including the duration of “rest” and “active” periods as well as changes in VeDBA over time) for a given condition could be calculated, although these would also have to take into account turtle age, size, sex, and surroundings i.e., enclosure size, enrichment and water temperature, if found to be relevant.



Metrics That Might Indicate General Activity Patterns

We suggest that it should be possible to assess health status using VeDBA as a metric of general activity, for example, the comparison of animals with gas emboli vs. healthy individuals, aside from showing different postural changes, also demonstrated different VeDBA signatures. The paddling behavior in diseased animals was more intense and prolonged than in healthy individuals. This could have been a side effect of being out of the water for a number of hours and/or hyperbaric treatment, which is thought to increase activity (Vicente Marco pers. comm.). Increased activity was also observed in the individual with intestinal gas. The link between VeDBA and physical condition was clearer in this case because the extra gas within the body caused greater buoyancy, making it more difficult to dive and requiring more vigor (Minamikawa et al., 2000). Thus, while attempting to dive underwater in order to rest on the tank floor, as is normal, individuals with overall body densities less than that of seawater must spend additional energy paddling to overcome the added buoyancy, resulting in elevated VeDBA during descent (cf. Wilson and McMahon, 2006).

A very different VeDBA signature was observed for the individual that died of multi-organ failure; our study animal never reached the bottom of the tank to rest (cf. Minamikawa et al., 2000). Instead, periods of attempted descent were interspaced with periods of rest at the surface. This pattern became clear when comparing the VeDBA trace (which was consistently low) with that of depth.



Metrics That Might Indicate Disease/Injury

We suggest that diagnostics of health could be based on multiple parameters in a disease/injury identification key that could be combined to form specific TDBBs. Thus, an indication that a turtle has problems with buoyancy could be provided by having: (i) a higher incidence of body pitched-down, (ii) a greater incidence of high VeDBA and (iii) greater amplitude in VeDBA cycles stemming from exhaustion (recovery time at the surface due to greater oxygen use while underwater). This, for example, was observed in an individual with intestinal gas which had higher buoyancy than controls and was unable to descend the water column and reach the bottom of the tank without excessive paddling. A clear signal that this was the case was given by body pitch angle since the animal spent a large proportion of the time swimming down (with the body pitched forward) against buoyancy, whereas control animals only had the body pitched forward for the short periods they spent moving from the water surface to their preferred depths.

In fact, the body attitude of the individual with intestinal gas not only differed with respect to that of the healthy animal with regard to pitch, for which a mechanistic basis can be proposed (see above), it also differed with respect to roll (as observed in magnetometer plots—cf. Williams et al., 2017), indicating apparent instability which was not the case in healthy animals. This apparent lack of control was also observed in example individuals recovering from gas emboli and with multi-organ failure. We suggest that consideration of body posture, particularly in sea turtles (and potentially other aquatic species), and derivatives of this, such as rate of change of body posture, would be a useful way of documenting deviations in health status from the “norm.”

Additionally, assessing changes in body posture before and after treatment could help to track animals through recovery and elucidate potential negative side effects of certain procedures, in particular, MRI scans, which expose animals to high magnetic fields in order to generate high quality diagnostic images (superior to those of radiographs and ultrasound) (Rübel et al., 1994; Walzer et al., 2003; Jandial et al., 2005; Thornton et al., 2005). Despite evidence that sea turtles rely on geomagnetic cues to navigate and reach specific nesting and feeding sites (Lohmann et al., 2004; Putman et al., 2011), MRIs have been widely used in anatomical examinations of the ear (Ketten and Bartol, 2005), head (Arencibia et al., 2012) and coelomic structures (Valente et al., 2006), as well as to investigate internal injuries caused by the ingestion of debris (Gasau and Ninou, 2000) and internal tumors in turtles with fibropapillomatosis (Croft et al., 2004). To date, no study has considered whether exposing turtles to intense magnetic fields could impair navigational abilities post-release. In this study, we presented information of the directionality in a single turtle (that had been admitted with gas emboli) pre- and post-MRI, which indicated increased directionality in the days following the scan. The implications of this possibly transient effect and whether this behavioral change should be attributed to recovering from gas emboli or magnetic field exposure or another factor is unknown and requires further study.



Monitoring Periods

After initial release into rescue tanks, VeDBA values from afflicted turtles during day 1 of tagging were typically within one standard deviation of healthy turtles. However, the probability of values from infirm turtles falling outside of this range would be likely to increase as a function of time and treatment; for example, sedatives would reduce activity whereas hyperbaric treatment and physiotherapy may increase it. Certain afflictions were more likely to alter behavior only in the short-term. For example, most turtles with gas emboli often did not exhibit defined active and rest periods (as observed in healthy turtles) for a few hours after release into a rescue tank. Nevertheless, veterinary diagnostics indicate that after hyperbaric treatment, turtles show full gas reabsorption. It is worth noting that in cases with severe gas emboli, bubble formation may have caused permanent damage. Observations also indicated that turtles were more active during daylight hours and therefore diel patterns should be taken into account when considering how long animals should be monitored. For many turtles, a second peak in VeDBA was observed some 20 h post-tagging, between 8:00 a.m. and 12:00 p.m. (noon), which was consistent with increasing light levels (the start of a new day) and tank cleaning and feeding (which takes place most mornings).

The infirm turtles that differed most from the general “healthy turtle” trend were T342 and T347; both had suffered traumas to the carapace and the latter also had a partially amputated flipper. The two turtles were first tagged some months after arriving at the center (T342 was tagged 2 months after arriving and T347 almost 7 months) due to treatment and/or injuries making the standard tag deployment procedure not feasible. The VeDBA values exhibited by T342 were consistently below the mean of healthy turtles whereas for T347 they were within the healthy turtles' range for the first 12 hours and then rose markedly above them. This rise, which peaked between 10:00 a.m. and 12:00 p.m., coincided with tank cleaning (which may cause animals some disturbance) and feeding. For T347, all swimming, but in particular descending to the bottom of the tank in order to eat, required exertion that was clearly greater than the norm, thus illustrating the potential for injury-specific feeding signatures as part of TDBBs relating to physical condition. The data from T342 and T347 also demonstrate that certain injuries, especially those involving flippers or carapace trauma, have long-lasting or even permanent effects on behavior. Consequently, monitoring the activity of such individuals at regular intervals over the long-term could provide a valuable tool when assessing recovery, especially if specific TDBBs defining expected improvements existed and could be used in comparison.

In future, baseline data on expected VeDBA values for a variety of conditions through time could be determined by attaching DDs to turtles in rehabilitation centers and aquaria around the world. Such collaboration would be needed to build a behavioral repository of certified healthy animals, taking into account turtle size, sex, season, water temperature, enrichment, and enclosure size/available water mass. Although we found no significant relationship between available water mass and VeDBA, our analysis included turtles in various states of health and was only based on data from the first 24 h of tagging (whilst this should encompass diel changes, it would not take into account more longitudinal trends). The collection of such baseline data is of primary importance when defining suitable lengths of time to monitor rehabilitating animals.



Metrics That Might Indicate Changing State and Behavioral Breadth

This work begins the examination of the health of managed care animals by comparing the behavior of rehabilitating turtles with various diseases and injuries. The small sample size makes this necessarily speculative at the moment, but the results provided should encourage researchers to develop a common data base, or at least to share data, in order to gain the statistical power to differentiate conditions using tag-derived metrics confidently. In addition to increasing the sample size for turtles, it would benefit zoological institutions to expand the work to other taxa (cf. Ropert-Coudert et al., 2009 and Shorter et al., 2017). It is also important for workers using DD-type tags (cf. Johnson and Tyack, 2003) incorporating inter alia sophisticated and powerful sensors such as accelerometers and magnetometers, to recognize the large number of potentially important variables that can be gleaned from such devices to aid in the discrimination of differing behavioral states. These include, but are not limited to, animal heading (Williams et al., 2017), saccadic movement (Wilson et al., 2015) and rates of change of a suite of parameters (e.g., depth, pitch, roll, yaw) over different time intervals (Wilson et al., 2018) and there is an increasing number of analytical systems available to help in this (e.g., Walker et al., 2015a; Wilson et al., 2018).

There are, however, some metrics that will be more universal than others, and an example of this is VeDBA—a powerful metric that codes for overall body activity and acts as a proxy for metabolic rate (Qasem et al., 2012). Normally, we would expect the healthiest animals to be the most active, although the particular cases of intestinal gas and gas emboli show that this is not always true. Another less frequently used but extremely useful derivative is that of animal heading (turning) (Bidder et al., 2015; Walker et al., 2015b; Williams et al., 2017). Unlike VeDBA, which is derived from acceleration data and as such is affected by currents in air and water that can distort the signal-to-noise ratio (Halsey et al., 2011b), compass heading is not. VeDBA is also of limited use when examining the behavior of slow moving, relatively inactive or gliding animals that maintain a steady velocity for extended periods, for example turtles (Wyneken, 1997; Eckert, 2002) and soaring birds (Williams et al., 2015). In such cases, using magnetometers and examining movement patterns about the yaw axis may elucidate behaviors that are not evident in acceleration data alone (Williams et al., 2017). We found that VeDBA and heading in unison showed a promising way of differentiating between healthy and infirm turtles with external injuries. This was not surprising as severe flipper damage and carapace trauma affecting the spinal cord (as observed in individuals T342 and T347) had a clearly visible impact on the swimming and maneuverability of individuals. Critically though, it is specifically the combination of parameters (here dynamic acceleration and turning rates) that demonstrates that mixed sensor outputs can be particularly useful in TDBBs for state and our work is a first step in this direction. Although tagging animals with obvious external injuries would be unnecessary for diagnostic purposes, examining their behavior over time could be beneficial in order to track recovery and determine when behavior has returned to “normal” relative to healthy individuals. In some cases, behavioral biomarkers may indicate that an animal will never be fit for re-release into the wild.



Implications for Other Species

Given the ever-growing welfare concerns for animals maintained in zoos and aquaria (Johnson and Tyack, 2003; Shepard et al., 2008; Ismail et al., 2012) and the myriad research opportunities that these venues provide, it is surprising that little quantitative information (which is readily available via biologging) exists in relation to the activity and health of most species (Flint and Bonde, 2017; Shorter et al., 2017). This is especially pertinent to managed marine vertebrates (particularly cetaceans and other pinnipeds), whose presence in aquaria is regularly scrutinized (Rose et al., 2017). As such, current health and welfare assessments and monitoring practices, which generally rely on qualitative observations (including what individuals eat and social interactions) could be greatly aided by the collection of behavior in a quantifiable manner (Shorter et al., 2017). Studies using tags on farmed animals show how advantageous this could be; for example, improved lameness detection via leg-mounted accelerometers on dairy cows (Thorup et al., 2015).

In contrast to observational monitoring, which takes time and has a large degree of subjectivity (Broom and Johnson, 1993; Rushen, 2003; Lawrence, 2008; Rose et al., 2017), biologging enables the collection of quantitative data in a fast (often at several Hertz) and unbiased manner (Block, 2005; Sherub et al., 2017). Furthermore, information is recorded in sufficient detail to; (i) develop species-specific guidelines to standardize captive assessments, (ii) determine if adequate welfare requirements are being fulfilled, i.e., by defining what constitutes “typical” or “healthy” behavior and (iii) provide guidance on whether an animal is suitable for release after rehabilitation (Rose et al., 2017). This has particularly important implications for a wide range of species (including fish, sea turtles, birds, pinnipeds and cetaceans) that are frequently injured in fishery related interactions or by marine debris (Raum-Suryan et al., 2009; Adimey et al., 2014; Gall and Thompson, 2015; Jambeck et al., 2015; Nelms et al., 2015; Stelfox et al., 2016).

Unlike the animals in human care, logging devices have been widely used with their wild counterparts (Eckert, 2002; Shorter et al., 2017). The information derived from these applications is highly valuable as understanding natural behavior and ecology is key to informing appropriate welfare standards for animals in captivity (Eckert, 2002; Shorter et al., 2017) and the wild (Rose et al., 2017). It also informs critical decisions such as whether to conserve natural habitats or recreate them artificially- these decisions usually involve vulnerable animals (for example dugongs and manatees) and can have major consequences (Rose et al., 2017).



Limitations and Perspectives

This dataset provides a small first step in demonstrating the usefulness of tags for collecting information on animals in human care. However, studies with a greater sample size and covering longer tag attachment durations are necessary to give proper statistical credibility to these initial findings. Nonetheless, significant behavioral differences (related to VeDBA verses the number of turns per hour) were found between healthy controls and turtles with external injuries to the flippers and carapace, suggesting that even with limited data, the utility of this tool is justifiable. Furthermore, comparisons between healthy individuals and those with gas emboli, intestinal gas and multi-organ failure, in the form of spherical plots revealed appreciable differences in orientation during a 24 h time window.

Although our categorization of turtle health status relied on veterinary diagnostic techniques (including blood sampling, radiographs and ultrasounds), the goal of creating illness specific TDBBs would be to limit the use of these potentially invasive and stress inducing procedures. In addition, the use of tags that transmit data would enable remote data collection in real time (Laske et al., 2014; Wilmers et al., 2015), both reducing animal handling and speeding up diagnosis/ our ability to track an animal's recovery. This would make our approach suitable to a variety of different applications in captive animal monitoring.

The financial and societal value of many species in managed care means that even limited data such as ours are appreciably better than nothing if it helps to enhance animal health and well-being. Indeed, within the zoo veterinary field, approaches are developed by slowly increasing findings from individual animals to larger numbers (Swaisgood and Shepherdson, 2005; Kuhar, 2006). Reaching the appropriate sample size required to obtain biologically or statistically significant results is a notable difficulty, often because few (if any) individuals are maintained in zoos/aquaria. Furthermore, in this circumstance, animals were tagged opportunistically as they entered the rehabilitation center with a variety of different injuries and diseases, which reduced suitable comparisons.




CONCLUSION

This manuscript showcases how data collected from motion- and orientation-sensitive animal-attached technology can be used to derive metrics which may aid animal health assessments and that could in time be combined to form an injury/disease identification guide. For example, data visualization showed behavioral differences between “healthy” sea turtles and individuals suffering gas emboli and intestinal gas, with the latter apparently paddling more frequently and spending more time with the body pitched downwards (presumably in order to compensate for increased buoyancy). Appropriate visualization showed such diagnostic patterns immediately without complex data analysis. We also found that VeDBA and compass heading in unison showed a promising way of differentiating between healthy and infirm turtles with external injuries to the flippers and carapace. Given this, we propose that the use of motion-sensitive tags could aid diagnosis and inform therapy, in particular cases follow-up, monitoring improvement and response to treatment. This is particularly relevant to turtles, given the numerous rehabilitation programs for bycatch sea turtles in operation. We suggest that establishing tag-derived behavioral biomarkers (TDBBs) for health in these animals based on the visualizations and metrics discussed in this paper is therefore timely and should both facilitate and improve the rehabilitation process.


Future Directions

Obvious further developments on the work presented here would be to equip more individuals with tags in order to augment sample size and validity and test the various metrics highlighted in this paper. After establishing TDBBs in loggerheads, the next step would be to trial them on other sea turtle species to gauge whether they were transferable or easily adaptable. Another line of work would be to ascertain whether TDBBs could be made specific to not just different diseases and injuries but also animal states (i.e., positive: happy or negative: sad, fearful, aggressive etc.) in order to use behavior as a measure of welfare (Benn et al., 2019). If successful, TDBBs could be adapted to fit other bycaught species in the same way that farm animal welfare assessments have been modified for zoos (Fraser, 2009; Hill and Broom, 2009) and aquaria [for example the “C-Well” welfare assessment index for dolphins in managed care (Clegg et al., 2015)]. In other words, TDBBs could be established for other species undergoing rehabilitation and release with more complex behavioral repertoires such as cetaceans and pinnipeds. Furthermore, motion-sensitive data from animals in human care and wild conspecifics could be compared in order to define a set of expected behavioral states and/or activity levels for numerous species housed in zoos/aquaria to help ensure their welfare. Finally, animal health is an increasing concern for wild populations, and appropriate validation of objective TDBBs in managed care populations could be of relevance when studying health and welfare in free-ranging animals.
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s(Thermal Uplifi;: BARS 2735 1.325
s(Thermal Uplift): PUMA 1.717 4103
s(Thermal Uplif: TRES 2760 3.853
s(Pressure): BARS 1.000 4112
s(Pressure): PUMA 1.00 4149
s(Pressure): TRES 100 3.191
s(Minute): BARS 5813 22225
s(Minute): PUMA 6991 66.783
s(Minute): TRES 6.385 20.484
s(Day of Year) 17518 2198
s(individual) 5.007 0.792
s(Species) 1.804 117.003

Scale estimate = 0.797
Adjusted R-squared = 0.426
Deviance Explained = 44.2%

*p < 0.001, *p < 0.01, *p < 0.05, n.s., not significant.

0.070
0.002
0915
0.225
0.047
0.005
0.043
0.042
0.074
<0.001
<0.001
<0.001
<0.001
0.035
<0.001
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Variable: N human encounters N simulated hunts

(N bears: Subadult, (N bears: Subadult,
Adult, Both) Adult, Both)
TRAVEL 70(5,16,4) 50(2, 18, 1)
MAXSPEED 70(5,16,4) 502, 13, 1)
HEARTRATESO 21(1,8,0) 26(2,9,0)
TyAREA 35(5,9,2) 35(3,10,0)
REST 60 (4,15, 4) 46 (2,13, 1)

The number of bears that were used when being subadult, adult or both are also indicated
in brackets.
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/ODBAmax — ODBAmin)] * ODBAdive/phase 3
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Response variable

Number of STBs

STB duration (h)

Time spent in STB (d)

Minimum Ty, during STB (°C)

Mean Ty, during STB (°C)

STB occurrence

Predictor variable

Sex
Group

Sex x group
Sex

Group

Sex x group
Sex

Group

Sex x group
Sex

Group

Sex x group
Sex

Group

Sex x group
Period

Group

Period x group

STB, shallow torpor bout, Ty, body temperature.

DF

P o N oo ommomom o omoa o oaoa o

F-value

4825
0.084
6.221
2395
1.002
0.799
4.334
0.617
6.835
11.706
0.110
4.347
12.095
0.265
3.747
0.358
0512
4.406

p-value

0.038
0.775
0.020
0.134
0.327
0.380
0.048
0.440
0015
0.002
0.743
0.048
0.002
0618
0.064
0.701
0.481
0.017
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Period Date range

June 14-27

July 1-13

July 23-August 2

August 8-25

August 30-September 13
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Variables B SE 95% ClI t-value P-value

Intercept 07 02 04 0.1 4.41 0.002"

Dry season [

Wet season -02 01 -03 -04 -3.76 <0001
Female [l

Male 1.2 02 07 16 5.40 <0001
Distance—5km [

Distance—10km o1 004 004 02 2.89 <0004
Distance—15km -03 004 -03 —02 —6.51 <0001

0.1 -13 =11 -17.45 <0.001**

Wet season:male

Intercept 432 28

Dry season [

Wet season —684 33 ~750 -619 ~20.43 <0001
Female 1

Male 208 579 —927 1343 036 ns
Distance—5km [

Distance—10km 310 28 254 365 1094 <0001
Distance—15km 311 29 255 367 1089 <0001
Wet season:male 715 48 622 800 14.98 <0001

Significant codes: 0 ***" >0.001 *", [**] represents the reference variable. Shown are the fixed effect variables with cosfiicients (B < Standerd Error), 95% confidence interval (95% CJ),
t-value and P-value. Main effect coefficients indicate the separate effects of sex, season and distence (km) from the nearest water source on the movement pattem of the male and the
female elephants. Interaction coefficients show the combined effect of sex and season on the elephants movement pattern; the dependent variables.
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PeriodSpecies
Site*Period

Random effect variables

Site*Period"Species
Day (Site*Period"Species)
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Colony level Foraging bout level

Proportion tagged bees  Foraging bout duration

variable foraging
df F P-value df F P-value

Site 2,8 078 0491 2,8 025 0788
Period 48 141 0417 48 229 0148
Species 1,8 537 0049 1,8 116 0313
Period x Species 4,8 028 0913 4,8 032 0854
Site x Species 2,8 110 0878 2,8 281 0119
Site x Period 88 062 0746 88 147 0209

The mixed effect linear models used for analyses at each level o the foraging effort metrics
are summarized in Table 2. The variables df stands for degrees of freedom, F for the F
statistics and P-value is the probabilty value for the specific factor or interaction in the
model. Bold type indicates P < 0.05.
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Individual bee level

ixed effect variable Average foraging bout duration Total duration of foraging Number of foraging bouts
df F P-value df F P-value df F P-value
site 28 0.13 0.880 2,8 0.14 0873 2,8 035 0714
Period 48 1.59 0.266 4.8 108 0.427 48 291 0.093
Species 18 193 0.203 1,8 1333 0.007 1,8 938 0.016
Period x Species 48 055 0.703 4,8 083 0541 4,8 173 0.287
Site x Species 28 313 0.099 2,8 073 0511 2,8 078 0.491
Site x Period 88 1.49 0293 8,8 151 0.288 88 269 0.092

The mixed effect linear models used for analyses of the foraging effort metrics are summarized in Table 2. The variables df stands for degrees of freedom, F for the F statistics and
P-value is the probabilty value for the specific factor or interaction in the model. Bold type indicates P < 0.05.
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Fixed effect Variable df F P-value

Site 2,7 1.97 0210
Period 4,7 14.29 0.002
Species T 44.05 0.0003
Period x Species 4,7 1.24 0.376
Site x Species - 4.88 0.047
Site x Period 8,7 2.46 0.126

The mixed effect lnear model used for the analysis is summerizedin Table 3. The variables
of stands for degrees of freedom, F for the F statistics and P-value is the probabilty value
for the specific factor or interaction in the model. Bold type indicates P < 0.05.
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Replicate Fixed effect
variables

COLONY LEVEL
Day site
Period
Species
Site*Species
Period"Species
Site"Period
INDIVIDUAL BEE LEVEL
Bee Site

Period
Species

Site*Species
Period"Species
Site*Period

FORAGING BOUT LEVEL
Foraging bout  Ste

Period

Species

Site*Specios
Period"Species
Site*Period

Random effect
variables

SitePeriod"Species

Site*Period”
Species
Day (Stte*Period"
Species)

Site*Period"Species

Day
(Site*PeriodSpecies)
Bee (Site"Period”
Species*Day)

Foraging effort

9% Tagged bees

Average duration
of a foraging bout
per bee each day

Number of
foraging bouts per
bee each day
Total foraging bout
duration per bee
per day

Foraging bout
Duration
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Control Period EMM Human Encounters  EMM Simulated Hunts

Subadult Adult Subadult  Adult
TRAVEL () 5836+£26 794513 5744433 783817
MAXSPEED () 111577 1231248 1101485 1217£55
HEARTRATESO () 109 40,07 104 £ 0.06
THAREA 91654182 13358+ 60 8899 167 10271 :+63
REST 1 minsemin) 10:49 + 20 10:10 +22

No differences between the control period values were found when carrying out all the
possible paiwise comparisons (HumanAdult-HumanSubadult, HumanAdult-HuntAdult,
HumanAdult-HuntSubadiut, HumanSubadult-HuntSubadult, HuntAdult-HuntSubadut,
HuntAdult-HumanSubadult; all P > 0.13).
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Season

Spring

Summer

Fall

Winter

All seasons

Variable

First exit ()
Number of exits
Total ONT (h)
First exit
Number of exits
Total ONT

First exit
Number of exits
Total ONT

First exit
Number of exits
Total ONT

First exit
Number of exits
Total ONT

14

Mean SE intra-in

0.531
0271
0.894
0.745
0.382
0972
0.184
0.188
0.87

0.359
0.173
0616
0.477
0.186
0.654

Mean SE inter-individual

0.547
0273
1.4
0.998
0.305
1.285
0.188
0.184
0.67
0.45
0.176
0.763
0.554
0.185
0.841

-0.133
—0.021
—2.508
—~1.176
0.691
—1.450
-0.122
0.122
1.654
-0.828
-0.210
—1.708
-1.013
0.077
-2.607

p-value (one-tail)

0.448
0.492
0.015
0.135
0.268
0.091
0.462
0.452
0.060
0212
0.419
0.055
0.161
0.470
0.008

Intra-individual variation was calculated as the standard error (SE) for each fox squirrel recorded during a certain season and during an equal amount of consecutive or random days
(N). Inter-individual variation was calculated using N consecutive (or random) days during which all squirrels recorded during this season (N) were recorded. ONT, Out-of-nest time. Red
denotes significant correlations.
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Season

Spring

Summer

Fall

Winter

All seasons

Variable pairs

First Exit-Modality
First Exit-Total ONT
First Exit-Modality
First Exit-Total ONT
First Exit-Modality
First Exit-Total ONT
First Exit-Modality
First Exit-Total ONT
First Exit-Modality
First Exit-Total ONT

Correlations in red are significant.

z

o~ ~

33

Pearson’s r

-0.622
-0.419
-0.660
-0.336
—0.481
-0.777
-0.550
-0.509
-0.708
-0.685

P-value

0.136
0.349
0.163
0515
0.159
0.008
0.125
0.162
0.005
0.007
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Squirel
N

Mean vector (EST)
Mean vector length (1)
©sD ()

Rayleigh test (2)
Rayleigh test (p)
MWW test:

104

111

119

133

138

148

224

Squirel
N

Mean vector (EST)
Mean vector length (1)
©sD ()

Rayleigh test (2)
Rayleigh test (p)

MWW test

104

111

133

148

207

217

Squirrel 104

N 4

MV (EST) 08:13
MVL () 0981
csD () 00:44
Rayl. @) 38.509
Rayl. (p) <0.001
MWW 104

104 -

108 2725
109 9892
111 26316
114 28,633
19 5.444
133 57.441
147 5.719
148 11.042
212 0.484
Squirrel 104
N 89
MV (EST) 09:43
MVL () 092
CsD () 01:33
Rayl. @) 75.336
Rayl. (p) <0.001
MWW 104
104 -
109 1.891
111 7.655
114 0.425
19 13.181
133 7.983
147 0827
212 11,085

104

07:48
0.902
01:43
44.787
<0.001
104

22.528
4.551
15.807
5814
5.82
10.187

104
26
05:06
0.823
02:23
17.615
<0.001
104

8.417
32,017
7.106
19.022

5.82

108
28
08:06
0.988
00:35
27.321
<0.001
108
0.256
11.762
18.023
28.357
1.085
45.861
10.355
6.537
0.137

109
75
09:36
0.837
02:16
52.683
<0.001
109
0.389
1.626
2295
28.846
0.836
1.322
12.691

109
32
08:34
0.902
01:43
26.055
<0.001
109
0.007
0.003

5.633
6.877
14.471
29.37
1411
11.637
9.263

11
2
06:17
0.962
01:03
20.351
<0.001
111
<0.001

38.979
17.432
6.749
2877
11.787

11
92
06:25
0.883
01:54
71.709
<0.001
111
0.015

45.973
1.333
25.976
2.877

111
92
07:46
082
02:24
61.935
<0.001
11
<0.001
<0.001
0.06

30.032
28.609
10.663
5.084
3.662
14.68

m
47
10:07
0.949
01:13
42.365
<0.001
111
0.022
0.443
2.231
30.276
0.088
1.262
12.259

First exits in spring

119
35
08:51
0.879
01:56
27.046
<0.001
119
0.103
<0.001
15.213
18.774
15.303
19.426

First exits in summer

133
45
09:56
0.846
02:12
32.213
<0.001
119
<0.001
<0.001
32.164
9.747
15.308

First exits in fall

14
24
09:16
0.858
02:06
17.68
<0.001
114
<0.001
<0.001
0.032
<0.001
28.735
22.345
27.145
39.979
13.368

First exits in winter

14
19
09:30
0.783
02:36
11.941
<0.001
114
0.809
0317
0.328

16.23
7.397
0.753
11.894

133
25
06:48
0.892
01:49
19.899
<0.001
133
<0.001
<0.001
<0.001

12.739
6.431
18.372

19
32
08:04
0.981
00:44
30.819
<0.001
119
0.066
0.681
<0.001
<0.001
<0.001

50.189

13.385

11.611
121

19
91
09:01
0.947
01:15
81.641
<0.001
19
0.001
<0.001
<0.001
<0.001
36.37
6.357
10.331

138
73
07:05
0.936
01:23
63.976
<0.001
138
0.056
0.034
<0.001
0.002

2304
6.811

148
20
05:44
0947
01:15
17.953
<0.001

0.029
0513
<0.001

23.097
6.431

133
82
07:36
0.76
02:49
47.399
<0.001
133
<0.001
<0.001
<0.001
0.005
<0.001
<0.001

14.05
0.329
43.207

133
88
10:11
0.958
01:07
80.789
<0.001
133
0.018
0.658
0.957
0.025
<0.001
4.019
12.343

148
26
06:23
0.888
o1:51
19.695
<0.001
148
0.054
0.287
<0.001
0.04
0.316
979
207
27
07:52
0.806
02:30
17.556
<0.001
138
<0.001
<0.001
0.008
<0.001
2.304
147 148
39 39
o07:17 06:49
0812 0916
02:27 01:35
25.73 32.747
<0.001 <0.001
147 148
0057 0.004
0.006 0.038
0574 0.003
0079 0.16
<0.001 <0.001
0.001 0.003
<0.001 0.848
- 0.002
12.833 -
1,696 16.002
147
24
09:15
0937
01:22
21.086
<0001
147
0661
0516
0532
0.686
0.042
0.134
12.416

224
22
07:13
0.967
00:59
20.567
<0.001
224
0.006

<0.001
<0.001
0.033
0.007

217
32
06:00
0.901
01:44
25.961
<0.001
148
0.056
0.594
<0.001
0.326
<0.001

212
27
08:13
0.988
00:35
26.375
<0.001
212
0.785
0.934
0.01
<0.001
0.001
0.546
<0.001
0.428
<0.001

212
11
08:21
0.98
00:45
10.57
<0.001
212
0.004
0.002
0.002
0.003
0.006
0.002
0.002

The upper unshaded part describes the circular distribution of first exits for each squirrel, whereas the shaded lower area shows the results of pairwise Mardia-Watson-Wheeler tests

(MWW). The upper part provides the significance levels —the lower values are the W scores of the tests. EST, Easterm Standard Time; CSD, circular standard deviation.
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Correlations in red are significant at p < 0.001
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0,19.7]

1BI (min)

34
01,13
03
0,22
06
0,39
10
0.1,5.7]

ODBA (rms)

28
2.6
4.1
2.1,87)
15
07,34
16
0.6,3.7]

Vertical speed Pitch variance

(m/s)

00
-1.2,1.1)
03
[-0.6,22]
1.7
09,23
-02
1.7, 1.1

(rad=1%%)

4
[0.4,28.6]
162
[2.1,423)
12
01,89
1.1
[0.8.6]

Heading variance
(rad=100)

97
0.4,79.3)
318
[2.4,84.3)
22
[0.1,44.2)
08
0.1,7.1





OPS/images/fevo-07-00179/fevo-07-00179-t001.jpg
Winter average low temperature -8°C

Winter average high temperature 0°c
Summer average low temperature 15°C
Summer average high temperature 20°C

Annual average precipitation 863 mm
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Data set Measurement

Click data AOLpp
AOLggo

1cl(s)

Binned data Giick rate (Hz)
Max AOLpp, 0.55
AOLg 055
Depth

Buzz data Start time, end time,
duration (s)

1BI (mir)*

Pause duration (s)
Max rate (Hz)
# max rate peaks

Max AOLpp buzz
obBA*

Vertical velocity*

Pitch and heading
variance®

Depth

Description

Peak-to-peak (apparent output) level (dB rms re 1 Pa) over 3.5 ms window

Sound exposure (apparent output) level / energy flux density (dB re 1 pPa2 s~1) over 90% energy window for each
click

Inter-click-interval; time since previous click detection in seconds
Giick detection rate (Hz): number of detected clicks during 0.5's time bin x2

Maximum peak-to-peak level (AOLpp) in 0.5 time bin

Gumulative sound exposure level of click AOLggo over 0.5 s time bin

Mean depth (m) within the 0.5's time bin

Audited start time and end time from tag-on time in seconds, time interval between them defines buzz duration

Inter-buzz-interval: the time interval (H) between previous buzz (+any subsequent pause), and the start time of the next
buzz

Time interval between the end of buzz and the start of next buzz or usual dlick train duration
Maximum click rate, at 0.5 s bin resolution

Number of click rate peaks in buzz (from time binned rate data)

Maximum peak-to-peak level (AOLpp) of the buzz

Root-mean-square (ims) of 2-norm overall dynamic body accsleration

Mean vertical velocity during the buzz, where vertical velocity was derived from low pass filtered depth time series with
acut-off frequency of 0.2 Hz

Angular variances of the heading and filtered pitch time series over the buzz. The pitch data were fitered using
fourth-order butterworth low-pass fiter with a deployment-specific cut-off frequency (0.04-0.07 Hz) selected to be
<50% of the fundamental luke stroke frequency

Mean depth (m) across 5 Hz depth values during the audited buzz

“Included i the hidden Markov model (HMM) classification of buzz movement types. Sound levels were measured off-axis from the animal-bome tag (DTAG, Johnson et al., 2009), and
are therefore referred to as ‘apparent output level’ (AOL).
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Silence Chew Hop

Silence 87 3 0
Chew 0 8 2
Hop 0 5 83

Other

[SIEN-Y

Accuracy%

96.7
983
92

Overall accuracy is 94.1%.
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looic tally?

Model
Spring Fall Total
FulP 4 3 7
Therm + twind 2 4 6
Oro + therm 3 3 6
oro 3 3 6
Therm 2 3 5
Oro + twind 2 2 4
Twind o 3 3
Nl 1 1 2

“therm” correspondss to thermal uplif, “oro” to orographic uplit, and “twind” to wind
support.

tally given to model with lowest information criterion (looic; Vehtari et al., 2016); if one or
more models were within two looic of the top model, each was given a tally

boro + therm + twind.
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Season Orographic uplift Thermal uplift Wind support

mean® (s.d.) mean (s.d.) mean (s.d.)
Spring 0410.71) 0.61(0.48) 2.09(3.06)
Fal 043 (0.71) 0.39(0.34) 1.37 (3.45)

Variables were interpolated in space and fime from weather reanalyses to eagle locations
recorded by GPS telemetry. Units for all variables are m/s.
2grand mean across discrete GPS locations with individual migration tracks pooled.
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Drag condition Simulated tags Simulated tags and dolphin Observed

Equation Drag Equation Drag Percent Speed Percent Speed Percent
force (N) force (N) increase (ms—1) reduction (ms-1) reduction
No tag - - D =11.8U20 189 - 4.00 - 50407 -
Tag D=0.3U'8 4 D =12.1U%0 193 2 3.95 1 42403 1444
Tag+2 D=1.7U%0 27 D =13.4U20 216 14 3.74 7 38+02 2447
Tag+4 D =2.5021 43 D = 14.4U20 232 23 3.62 10 3.6+ 0.1 27+ 6
Tag+6 D = 3.6U%1 62 D = 155020 251 33 3.48 13 32402 35+ 10
Tag+8 D = 4.5U21 78 D =16.40U20 268 41 3.34 16 3.1+02 38+6
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Drag loading
condition

Control
T
Tag+8

F2,20
o

SVOg
(ml O kg~ min—1)

0.0096 (0.0039)
0.0109 (0.0040)
0.0098 (0.0042)
0.20

0.8193

T1/2 (min)

1.45 (1.09)
1.53 (1.05)
2.08 (1.82)
0.49
0.6219

Breath frequency
(breaths min—1)

3.8(0.9)
3.1(0.9)
2.9(0.5)
2.77
0.0870

Speed (m s~ 1) FSR (Hz)

3.2 (0.4) NA
3.2(0.2) 1.20 (0.08)
2.1(0.1) 1.04 (0.14)
36.8 Fia=1235
0.0004 0.0391

Amplitude (rad)

NA
0.34 (0.02)
0.38 (0.10)
F1,3 =0.52
0.5231

F-Statistics and p-values are shown for two-way ANOVA. Note that fluke stroke rate and amplitude are not available for the control (i.e., no tag) condition, as they are
measures obtained by the tags themselves.
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Dolphin ID Length (m) Girth (m) Body Mass (kg) N trials Days between trials Metabolic trial order

diameter (m) completed
6JK5 2.61 1.40 0.45 198 9 2,1,2,1,4,2,4,6 C,T+8,C, T, T+8, T,C, T, T+8
9oL7 2.54 1.21 0.39 167 4 2,5,6 CTCT
9FL3 2.73 1.49 0.47 240 9 2,4,2,1,2,2,1,2 C,TT+48,C,T+8,T,C, T+8, T
90ON6 2.46 1.28 0.41 171 4 15,4 T+8,C, T,C

Metabolic trials were performed under control (C, no tag), tag (T, DTAG3), and tag+8 (T+8) conditions. Girth was measured approximately two fingers in front of the
dorsal fin after a breath cycle (exhale—inhale). Body diameter was estimated as girth/x.
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Model

Ground speed ~
Wind support + abs(CrossWind)

Airspeed ~
Wind support + abs(CrossWind)

Wingbeat Frequency ~
Wind support + abs(CrossWind)

oDBA~
Wind support + abs(CrossWind)

ODBA~
Wind support + abs(CrossWind)
+ Wingbeat frequency +
Airspeed

Airspeed ~
Wingbeat frequency

Ground speed
~ Wingbeat frequency

Intercept, slope, and adjusted R are given for the full model including the absolute value of crosswind as a covariate and the Box-Cox transformation exponent used for each model.

Estimate

(intercept)

Wind support
abs(Crosswind)
(Intercept)

Wind support
abs(Crosswind)
(Intercept)

Wind support
abs(Crosswind)
(Intercept)

Wind support
abs(Crosswind)
(Intercept)

Wind support
abs(Crosswind)

Wingbeat
frequency

Airspeed
(intercept)
Wingbeat
frequency

(Intercept)

Wingbeat
frequency

Value + standard
error

0.770 £ 0.00197

—0.006 £ 0.000177
0.001 + 0.0004
13+ 0.284

—0.596 + 0.0326
0.001 £ 0.0737
16.5 +0.193

0.084 £0.0111
—0.000354 + 0.0263
0.353 £ 0.00212

0.001 + 0.000131
0.000563 =+ 0.000298
0.465 + 0.00574

0.0193 £ 0.000122
0.00532  0.000261
—0.0379 + 0.00127

0.000491 +

0.0000883

15.906 £ 1.76

—0.348 + 4.18

0.687 + 0.0142

—0.00348 + 0.00338

p-value

<0.001

<0.001
<0.001
<0.001

<0.001
0.99
<0.001

<0.001
0.99
<0.001

<0.001
0.08
<0.001

<0.001
0.04
<0.001

<0.001

<0.001

0.41

<0.001

0.30

DF

33563

3,353

3,353

3,353

3,351

3,354

3,354

391.42

—26.79
373
45.88

-18.26
0.02
80.13

7.54
-0.01
165.80

9.93
1.89
80.93

16.90
204
-29.90

5.56

9.04

-0.83

41.08

-1.03

R2 marginal

0.162

0.079

0.009

0017

0.192

0.000294

0.000443

R2
conditional

0.324

0.226

0.471

0.463

0.628

0.158

0.181

Box-Cox
exponent

-0.116

1117

1.926

—-0412

~0.460

1.157

—0.252

Random
effects

Tag
generation

BatID
Residual
Tag
generation
BatID
Residual

Tag
generation

Bat ID
Residual
Tag
generation
Bat ID
Residual

Tag
generation

Bat ID
Residual

Tag
generation
Bat D

Tag
generation

Bat ID

Standard
deviation

0.00163

0.00901
0.0181
0.0794

1.46
3.35
0.0935

1.08
114
9.14e-13

0.000150
0.000181
0.00000119

0.0127
0.0118

0.0997

172

2.96

15.83
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Study Site Year Attachment GPS schedule GPS run ACC burst ACC Number of  Median # Range #

time  duration(s) sampling batstagged  nights nights
rate (Hz) tracked tracked

Ouagadougou, Burkina 2013 Collar 2.5 min/30min (ACC 16-6h 14.083 18.74 5 5310 8.01-17.04

Faso informed)

Ouagadougou, Burkina 2014 Collar 2.5 min/30min (ACC 16-6h 14.088 18.74 7 4330 0.24-5.47

Faso informed)

Kibi, Ghana 2012 Collar 2.5 min/30min (ACC 16-6h 14.088 18.74 4 4.220 1.24-5.25
informed)

Kibi, Ghana 2018 Collar 2.5 min/30min (ACC 16-6h 14.083 18.74 5 3.230 2.25-4.95
informed)

Kasanka NP, Zambia 2013 Collar 2.5 min/30min (ACC 16-6h 14.088 18.74 5 4.480 0.47-5.49
informed)

Kasanka NP, Zambia 2014 Collar 2.5 min/30min (ACC 16-6h 13.2 20.00 15 6.050 087-7.36
informed)

Ater data processing and cleaning to limit analysis to only those segments without missed GPS fixes and where bats were constantly flapping their wings, our finel sample size was a
total of 3,391 locations from 36 bats over 138 nights (3.8 2.4 nights per bats, range: 1-8 nights).
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Animal ID Place Sex My Age  Length No.dives Divesper DD (s) Maximum dive  Mean depth Surf interval (s) No.dives  No. dives

(cm) hour depth (m) (m) >100 m >200m

W3_127b(FB0) S F 198 a3 259 522 28 85£20(10-129  2£0(1-10) 2£0(1-8) 1244743 (1-1,4956) o o
t15_131a(FB123) S F 166 17 241 1032 50 36+ 19(10-128) 2+0(1-5) 1£0(1-9) 36+ 128 (1-2,015) o o
w5134aFB199) S F 142 13 236 684 39 2B16(10-110) 2£0@-6  1£0(1-41) 65 165(1-3,340) o o
16_128a (FB33) s F 195 34 258 214 9 46 + 25 (10-125) 2+0(2-6) 1£0(1-5 363 + 2,165 (1-22,572) o o
Average 175426 2714 248+12 613£341 8018 %67 20 120" 147 & 149

162432 (10019 B M 204 NA 256 491 281 65+68(10-508) 10£21(1-309) 6. 8(1-247) 62 : 85(1-706) 6 3
w6 244a(TO02Y) B F 173 NA 238 805 37 63:481(10-539) 12407(2-482) 8£1801-280)  34:+85(1-1,508) 7 4
162446 (T0022) B M 262 NA 251 513 30 82£86(10-487) 20£38(2-328) 12+ 17(1-176) 37 £68(1-1,161) %0 1
Average 250+ 67 28+9 603£175 825 70410 1425 943 4415

Animl datesst (and ID code), dolohin population (Sarasota-S, Bemuda-B), sex (F-fomale, M-mele), body mass (Ms, k). straight length, average (4 SD) number of dives (No. dives), average dives per hou, average dive duration (sec),
average maximum dive depth, average mean depth, and average previous surface interval. *Significant diference between Sarasota and Bermuda animals.
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Location

Sarasota
Sarasota
Bermuda
Bermuda

State

Surface
Dive
Surface
Dive

cc

2
70
60
81

Tissue

EIESENIR

av o e

Qrot

(s

0.301
0.100
0.704
0.100

Vo,
(10 - min~1)
1.34
134
1.08
1.08

The Qo was assumed to be resting during diving and 3 times resting whil at the surface
for the Sarasota dolphins, but 7 times resting for the Bermuda dolphins. The VO, was
assumed to be the same at the surface and while diving and estimated to be 2 x the
resting metabolic rate (Table 1).
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Parameter Equation
Equation 4 Equation 5

1,054 004 (1.1)
0.90+0.06(1.2)
251£0.19(13)
~31.0:423 (~128)
2.4£1.4(091)

sSyevo

The parameters for Equations (4) and (5) in Eostrom et al. (2008) were revised using
previously published complance data from the bottenose dolphin (chiman et al. 2018b).
Oid values are in parentheses.
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Tissue Percent of body mass. References

Sarasota Bermuda
Blood 74 19.1 Ridgway and Johnston, 1966
Brain 10 0.2 Mallette et al., 2016
Fat 314 207
Central circulation 373 3
Muscle 57 (35) 57 (50)
Metabolic rate for a 200 kg animal (1 Oz min=")
Brain 0.035 0011 Yazdi et al., 1999; Yeates and Houser, 2008; Noren et al., 2013; Fahiman et al., 2015, 2018a
Fat 0039 0024
Central circulation 0321 0255
Muscle 0273 0245
VOpr rest 0678 0548
Qgot rest (| min~1) 601 6.01 Miedler et al., 2015
Variables for O storage
Hb) (6/100g) 16 16 Ridgway and Johnston, 1966; Noren et al., 2002; Hall et al., 2007; Schwacke et al,, 2009
[Mb] (g Mb/100g muscle) 3 73 Noren et al., 2001; Ponganis, 2011; Pabst et al., 2016
Het (%) 44 57 Ridgway and Johnston, 1966; Hal et al,, 2007; Schwacke et al,, 2000
0, stores for a 200 kg dolphin (1)
Lung 221 221 Kooyman, 1989; Kooyman and Ponganis, 1998; Fahiman et al, 2015, 2017b
Tissue 382 10.00
Blood 268 750

For muscle, the value in parenthesis s the actual muscle mass used with myoglobin. Data are for the resting data without the multplier for exercise. $Values for active animals equal to
2xresting values. f)Values for active animals equal to 3x resting values (Sarasota dolphins) or 7x resting values (Bermuda dolphins).
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PTT  Datatype Foragingindex Metric used for Hunting Time PrCAarchiva/Hunting PrCAarchivai/Transit PrCApsa/Hunting PrCApga/Transit

Foragingindex  (min) Bout (s) Bout (s) Bout (s) Bout (s)

143468 BSycnva Huntingarchival  Vertical sinuosity 13 + 0.4 2942 1£02 62+3 3+04
archives

143468 BSpga  Hunting DSA Vertical velocity 14 & 0.4 30+2 1£01 61+83 1£02
archives

143468 DSA 12404 58£2 3£02

143467 DSA 8£01 42+4 1£02

143469 DSA 81 28£2 404

143470 DSA 12£02 5942 1£02

Huntingaeriva and huntingps (see methods and Figure 2 for description) indicate parts within a high and low-resolution dive, respectively, where a seal intensifies its foreging behavior
by increasing its vertical sinuosity (Huntingarchival) O ts vertical velocity (Huntindpsa), respectively. Hunting time s the totaltime spent in hunting behavior per dive. Time spent in PICApsa
(used for DSA transmissions) and PrCAweniar (from high-resolution archives) was calculated for each dive behavioral bout (ie., successive BS segment with the same behavior)
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Tag # Sex #Dives/Bout Mean Max Mean Dive Mean  DivesWith ~ Bout  AreaOfBout TimeTo Dist. To Next
Dive Depth Duration Lunges Nolunges Duration(h)  (km?)  NextBout Bout (km)

(m) (min)  per Dive )
20145685  Male  Median 12 63.0 9.2 09 50 25 1.95E + 00 30 12.4
# bouts = 25 Min 4 188 27 04 0.0 08 1.80E - 05 00 00
Max 8 1747 159 30 16.0 14.6 1.94E + 02 612 81.1
20146833  Female  Median 10 720 17 08 40 1.9 1.96E + 00 100 384
# bouts = 13 Min 5 238 39 04 1.0 07 1.02E-04 00 00
Max 74 187.7 17.4 22 19.0 135 2.52E+ 01 227.6 484.0
20155654  Unknown  Median 22 987 86 33 20 3.4 7.64E + 00 67 9.4
# bouts = 21 Min 4 28.4 17 04 00 07 224E-01 00 00
Max 119 2475 1.7 52 550 157 1.32E + 02 478 114

Total bouts = 59.
Feeding bouts are sequences of dives with no more than 60 min between dives with feeding lunges. Unknown sex whales are cases where no biopsy sample was collected. Note that
scientific notation is used for the area of bout column, as values spanned several orders of magnitude.
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Performance metric

True positive rate
False positive rate
Specificity
Precision
Misclassification
Acouracy
Prevalence

Description

True positive/actual positive

False positive/actual negative

True negative/actual negative

True positive/predicted positive
(False positive + false negative)/total
(True positive + true negative)total
Actual positive/total

Seg 1

0.480
0.016
0.986
0.163
0.016
0.984
0.005

Seg2

0.568
0.074
0.926
0239
0.088
0.912
0.039

Seg3

0.578
0.085
0916
0272
0.103
0.897
0.052

Seg4

0577
0.085
0.935
0.302
0.082
0918
0.046

The best performing dive segment is highlighted in bold. Performance metrics determined using all pooled data are shown under the column “ALL."

Seg5

0516
0.012
0.988
0216
0.015
0.985
0.006

ALL

0571
0.058
0.942
0265
0.071
0.929
0.035
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Whale ID Sex # Dives/Bout Mean max Meandive Mean  Dives with Bout Area of bout Time to next Dist. to next

dive depth duration lunges per nolunges duration (h)  (km?) bout(h)  bout (km)
(m) (min) dive
20145644 # Female  Median 13 83.1 9.4 1 45 1.9 2.00E- 02 12.4 18
bouts = 22 Min 4 14.7 14 03 0 07 2.60E - 04 14 0
Max 57 206.6 15.7 31 27 91 4.09E + 01 1399 2143
2014_5650 # Male Median 14 51.3 6.9 0.7 6 1.5 1.20E + 00 25 39
bouts = 39 Min 4 15 24 02 o 03 7.00E - 08 1.1 4
Max 138 2585 134 35 8 13.4 5.61E 4+ 01 784 1843
20146655 # Female  Median 365 983 6.1 15 6 43 4.20E + 00 a7 64
bouts = 38 Min 5 162 21 02 o 05 1.00E - 06 14 0
Max 182 210 1.4 33 46 16.2 2147E+ 02 175 %
20145803 # Female  Median 28 784 62 08 7 40 1.08E + 01 66 109
bouts = 35 Min 4 37 1.7 02 0 06 1.00E - 01 14 0
Max 191 2156 1.3 29 69 153 5.47E + 02 223 1135
2015.838# Female  Median 59 1080 62 18 14 67 1.71E + 01 35 6.1
bouts = 45 Min 4 14.9 15 02 o 07 8.75E-04 1.0 0
Max 360 1709 12 36 % 350 1.74E + 02 14.9 850
2015.840# Unknown  Median 56 1349 10.4 21 9 12.2 2.60E + 01 9 45
bouts = 19 Min 5 13 29 08 o 02 3.20E-04 1.7 0
Max 100 2002 136 35 31 17.4 970E4+01 2819 1737
201541774 Male  Median 10 72 17 08 4 1.9 2.00E + 00 135 334
bouts = 17 Min 5 238 39 04 1 07 1.00E - 04 14 0
Max 74 187.7 17.4 22 19 135 252E+ 01 227.6 484
20156650 # Male  Median 7 903 14 1 3 18 1.50E + 00 99 8
bouts = 27 Min 4 182 2 04 0 03 3.10E- 04 1.4 4
Max 81 1925 147 3 22 16.1 235E + 02 80.3 2056

Total bouts = 242.
Feeding bouts are sequences of dives with no more than 60 min between dives with recorded feeding lunges. Unknown sex whales are cases where no biopsy sample was collected.
ic notation is used for the area of bout column, as values spanned several orders of magnitude.
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PTT Mass Length  Deployment Tag retrieval Trans.Dur. Ndives Ndives/day Dive max. Dive dur. PrCApsa  Swim. Effort

(ke) (cm) (day) depth(m)  (min) (sec.) (m-s=3)

143467 233 207 27/11/2014 - 49 667 131 12042 11x04 461 13x0.1

143468 436 251 27/11/2014 28/01/2015 25 221DSA 91 12045  14+05 603 1202
266 archived

143469 339 236 20/11/2014 - 10 55 5+1 8246 101 244 11207

143470 358 255 29/11/2014 - 48 469 101 12943 15+03 611 1201

Al 34341 242+7 - - 3349 853135 92 12241 18x01  85k1  13x0.1

Data are given for four adult Weddel seals equioped with DSA tags at Dumont D'Urville (66°40'S 140°E) in November 2014. PIGApss corresponds to the estimated number of seconds
spent in prey capture attempt behavior by the DSA tag algorithm. Swimming effort (swim effort) is expressed as (total dive swim effort)/(dive duratior).
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Species Year TagID  Sex Tag Recovered? Duration (d)  # Dives #GPS Dives/d  GPS Locs/d Total

generation locations Distance
(km)
Blue 2014 2014_5644 Female a3 Yes 19 1,392 185 73 10 1,454
Blue 2014 2014_6650 Male G4 Yes 20 3,004 2207 150 115 1,708
Blue 2014 2014_5655 Female a3 Yes 198 4,089 799 207 0 1,563
Blue 2014 2014_6803 Female G4 Yes 183 2,789 25539 152 139 2,083
Blue 2015 2015838 Female G4 Yes 259 4,608 3,333 178 129 2,137
Blue 2015 2015.840 Unknown — G3 Yes 248 2,252 1,658 of 63 1,610
Blue 2015 2015_4177 Male G4 Yes 275 2824 1,480 103 54 25545
Blue 2015 20156650 Male G4 Yes 289 2,208 2337 80 81 2,509
Median 224 2,807 1,928 126 72 1,871
Fin 2014 2014_5685 Male a3 Yes 142 1,188 % 72 6 1,087
Fin 2014 20146790 Female a3 No* 133 279 14 21 1 426
Fin 2014 2014_6838 Female a3 Yes 49 1,030 228 210 a7 133
Fin 2015 20156644 Unknown G4 No* 154 406 12 2 1 1,517
Fin 2015 20156654 Unknown G4 Yes 16 1,695 1591 106 9% 1,870
Median 14.4 1,080 95 72 6 1,037
Median 105 1,188 228 106 a7 1,087
(recovered
tags)

“Data were transmitted through Service Argos, Inc.
Some tags were not recovered due to poor weather and the tag's distance to shore after release (> 160 km in some cases) limiting recovery opportunities. See Iate et al. (2017) for
additional details.
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Sensor type

Satelite-based
tracking- Global
Positioning Systems
(GPS) and Advanced
Research and Global
Obsenvation Satellte
(ARGOS)

Examples of use in phenology studies.

Seavice affects migratory timing in beluga
‘whales (Baillul et al,, 2012; Hauser etal.,
2017) and polar bears (Cherry et al.,
2016). Snowpack/snowmelt influence
migration in mule deer (Lendrum et al.,
2013) and white-fronted geese (Van Wijk
etal., 2012).

Opportunities for use

‘The impact of climate change has been
identified as a key question in movement
studies (Hays et al., 2016). Transmitters permit
data collection without animl recapture/cevice
recovery. Access to transmitted animal location
data allows visitation of clusters to
assess/confirn behaviors, such as predation
events (Knopf et al., 2009) and pup-rearing
(Jacobs and Ausband, 2018), or to collect
measurements from ephemeral habitat (e.g.,
sea ice or snow pack conditions).

Trade-offs

GPS has higher accuracy than ARGOS for
positioning, but ARGOS and other satelite
networks may be used for GPS data
recovery and/ o transfer (Tomkiewicz
etal., 2010). Transmitters require.
larger/heavier balteries, which imits
deployment on small species.

inimaly-invasive external attachment
approaches need to be weighed against
the potential reduction of negative effects
that can be achieved through implantation
(Bodey etal., 2018).

Light logger
(geolocator)

Temperature logger

Delayed arrival can reflect later departure
from wintering grounds (pied flycatchers;
Ouwehand and Both, 2017) or
encountering inclement weather en route
(semi-colared flycatcher; Briecis et al,
2017)

Pregnant hoary bats re-enter hibernation
during late spring snow storms (Wills
etal., 2006). Gestation and parturition
detected in hibernating brown bear,
particularly when used in combination with
accelerometry (Friebe et al., 2014).

Small size allows deployment on a wide variety
of species, including songbirds. Light loggers
can also be used to measure time
above-ground or out-of-nest during daylight
hours (Willarms et al., 2014).

Parturition can be identified in a variety of
species (Ewbank, 1969; Willams et al., 2011;
Esslinger et al., 2014). Core body temperature
an be used to identify unsuccessful
pregnancies in lab mice (Smarr et al., 2016),
though whether this approach is viable in
free-lving animals is unknown.

Data coarser than GPS and recapture is
required to download. External attachment
required. Negative effects higher for aerial
foragers and devices affixed to leg bands
(Costantini and Moller, 2013). Drag can be
an issue, particularly for wing hamess (vs.
legrloop haress; Bowiin et al., 2010).

‘Skin and/or subcutaneous temperature
will not always reflect core temperature
(Rey et al,, 2016; Theimer etal., 2017).

Accelerometer Timing of nocturnal migratory fights Dead reckoning theoretically possible when High frequency (10-25 Hz) logging fimits
documented in songbirds (Backman etal.,  paired with gyroscope and magnetometers. A deployment duration due to battery and/or
2017). Influence of seasonal dynamics of  useful proxy for energy expenditure in terrestrial  memory limitations such that implantable
resource availabiity and weather on animals (Halsey et al., 2009) and can measure  devices are less feasible; devices with
activity pattems assessed in giant pandas  total and/or activity specific energy remote download and/or inductive charge
(Zhang etal., 2017) expenditures in marine mammals when linked ot yet available.
1o time activity budgets (Jeanniard-du-Dot
etal, 2017).
Pressure gauges Japanese flounder migrate from bay to Frequently used in combination with Although understudied, premature tag
(depth recorder) ‘open sea to provide optimal temperature  temperature and salinity sensors to remotely loss, reduced swimming capacity, and
for eggs (Yasuda et al., 2010). Spawning  monitor ocean conditions (e.g., Charrassin increased predation can be issues for
identified using pop-up satellte tags in etal., 2002). pop-up satelite archival tags (Jepsen
halibut (Le Bris et al., 2017) etal, 2015).
Heart rate ‘Seasonal changes in heart rate are caused  Frequently used to estimate daily energy Leadless subcutaneous and
by photoperiod-induced changes of expenditure but reqires species-level intraperitoneal options (e.g., Chaise et al.,

endogenous heat production in graylag
geese (Wascher et al, 2018). Spring
increase in heart rate is delayed by
nutritional restriction in red deer (Turbill
etal., 2011).

calbration (Ellott, 2016).

2017). Non-surgical ruminal units transmit
data via UHF link to a repeater system
located in a collar unit, where it is stored
(Signer et al., 2010).
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Behavioral variable Sensors Ecological variables Estimated max. field Key publications
deployment time
Locomotion Radio-Frequency Predation Risk, 4 months Hayford et al., 2015
Identification (RFID) Thermal Stress, Hayford et al,, 2018

Migration Patterns

Shell Gape Hall Effect Water Quality, 1 month Nagai et al., 2006

(bivalves only) Thermal Stress Alen etal., 2010
(Evap. Cooling), Miller and Dowd, 2017
Food Avalabilty

Organism Magnetometer + Topography, 1 month Miller and Dowd, 2017

Orientation Accelerometer Thermal Stress
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Datalogger

HOBO
MX2204

(Onset)

WeePit
(AlphaMach)
EnvLogger
(ElectricBlue)
Wireless Sensor
Network—PIDO
(Zhou et al., 2018)

Memory
(Measurements)

96,000

114,000
20,000

NA

Battery Life

3-5 years

Not Reported

2 years

NA

Dimensions

4.45 x 7.32 x
3.58cm

10 x 11.25mm

7 x 16.5mm

NA

Data transmission

Bluetooth low Energy
(BLE)

Radio-Frequency
Identification (RFID)
Near Field
Communication (NFC)
Wireless Radio (916
MHz) Node-Node-Sink

Pros

Easy programming and
offload, good memory

Small, very good memory

Very small, rugged, Easy
data offioad

No cables, easy data
access

Cons

Cost, Size:

Needs specific reader
to offload data, Cost

Small memory

Cost, Set-up time
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Biomimic species  Key publications Datalogger Components Memory Batterylife  Logger dimensions Reader/Data
(measurements) transmission
Pincebourde etal, 2008 Thermochron iButton Aquazone single-cell 2,048 (DS1921G) 10 years 06 x 1.7cmdameter  DS1402D-DR8
Szathmary et al., 2009 DS1921G foam or Blue Dot Receptor
Broitman et al., 2009 or (Reilly Foam Corp.) 8,192 (0S1922) USB, Serial or Parallel-port
DS1922L 1 Wire adaptor
(Maxim Integrated) (Maxim Integrated)
Lima and Wethey, 2009 Real shell, Scotchcast
2130
(M)
Lima and Wethey, 2009
Lima etal., 2011
Lima etal., 2011
Lathlean et al., 2014
Chan et ., 2016
Diederich and Pechenik,
2013
Wethey, 2002 None
Harley and Helmuth, 2008 Thermochron iButton None 2,048 (DS1921G) 10 years 0.6 x 1.7cm diameter DS1402D-DR8
Harley and Lopez, 2003 DS1921G or Blue Dot Receptor
or 8,192 (DS1922L) USB, Serial or Parallel-port
DS1922L 1 Wire adaptor
(Maxim Integrated) (Maxim Integrated)
McAfee etal., 2018 Real shell, Scotcheast
2121 (3M)
Jost and Helmuth, 2007 Real shel, 100%
Helmuth et al., 2016 Siicone
(GE)
Helmuth et al., 2016
Olabaria et al., 2016
Schneider and Helmuth,
2007
Denny et al., 2011
Gleason and Burton, 2016
Schneider and Helmuth,
2007
Helmuth et al., 2016
Nicastro et al., 2012
Lathlean et al., 20162
Nicastro et ., 2012 Hygrochron iButton DS1923 8,192 10 years 06 1.7cm diameter DS1402D-DR8
Lathlean et al., 2016a Blue Dot Receptor
(Maxim Integrated) USB, serial or Paralel-
port 1 Wire adaptor
(Maxim Integrated)
Lima etal., 2011 Real shell, Scotchcast
2130
(3M)
Helmuth and Hofmann, HOBO TidbiT (Onset) Premium Marine Resin 42,000 5years 3x4.1x8.7cm BASE-U-4
2001 (Evercoat) USB (Onset)

Fitzhenry et al., 2004

[ seaster
gt
s

E cornace
B o
T wusse
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Parametric Estimate Std. Error t-value Pri> It}
coefficients:

Buzzrate R-sq.adj) = 0.03

Scale est. = 20.48

n=277
(intercept) 023 1.48 359 0001
CEE mode 0.73 0.48 1.49 0.14
CEE type -1.06 067 -158 012
Max Dive depth R-sq(ad) = —0.001

Scale est. = 10494

=300
(Intercept) 7093 26.27 270 0007
CEE mode 15.87 878 1.81 007
CEE type 7.21 1213 059 055

The response variables are buzz rate and maximum dive depth with individual dolphin as
random effect.
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TagrecordID  Ageclass  CEEtype  Tagon(hm)  RD(h) FD/Ttal Pre/CEE/ Seabed depth Habitat

Dives (Nr) Post dives (Nr) (m/(Nr) type
9g10_266a Unknown Non-CEE 1001 03 o4 4/0/0 773 [312-859)/26 DE
9g10_266b Unknown Non-CEE 1001 18 o4 4/0/0 773 [312-859)/26 DE
gg11_266a Aduit Non-CEE 7:29 06 o1 1/0/0 800(646-933)/6 DE
gg11_272a Adult Non-CEE 13:25 45 o2 2/0/0 1015 [963-1188)/50 DE
9g13_204a Aduit Non-CEE 1135 07 174 4/0/0 164 [31-507)/30 SH
gg18_215a Adult Non-CEE 12:38 14 00 0/0/0 717 [105-729)/2 DE
9g13_230a Aduit Non-CEE 15:00 15 3/11 11/0/0 662 [491-854)/4 1 DE
9g13_264a Sub-adut Non-CEE 10:57 10 57 71000 111 (83-143/8 SH
gg13_267a" Aduit Non-CEE 11:44 68 21/24 24/0/0 508 [408-746)/11 DE
gg13_270a Adult Non-CEE 09:25 0.7 8/8 8/0/0 295 [75-478)/27 SH
9g13_270b Sub-adult Non-CEE 1358 33 o4 4/0/0 400 [230-478] SH
gg15_223a+ Aduit Non-CEE 08:28 23 16/20 20/0/0 483 (378-684)/35 SH
gg_14_253a+ Sub-adult Non-CEE 1307 13 577 7/0/0 467 [08-611)/14 SH
9916_230a Adult Non-CEE 12:30 125 a 7100 337[184-460)/3 SH
9916_237a Aduit Non-CEE 09:15 1.75 419 9/0/0 531[531-5631)2 DE
9918_204b Adult CTRL 18:35 33 12 2/00 164 (31-507/30 SH
gg13_212a Sub-adlt CTRL 16:00 1.1 o6 5/1/0 242 [90-472)/8 SH
gg13_261a Adult CTRL 8:58 49 10/13 13/0/0 592 [212-813)/73 DE
9913_262a Aduit CTRL 7:25 64 19/21 19/0/2 76 [19-173)/62 SH
gg13_2620" Aduit CTRL 826 135 28/29 3/0/26 83 (60-856)/77 SH
gg13_262¢" Aduit CTRL 957 99 5/13 1/0/12 83 [69-856)/77 SH
go14_254a Sub-adult CTRL 08:36 33 o8 8/0/0 127 [9-245)/2 SH
gg11_265a Unknown PRN 12:41 66 36/53 27/3/23 103 (89-200/39 SH
9g12_209a Unknown PRN 14:13 38 00 0/0/0 978 (398123297 DE
gg13_190a Aduit Real MFA 12:40 5.1 6/10 o/0rt 621 [104-1170)/35 DE
9913_213a Aduit Real MFA 16:09 03 o 1/0/0 575(158-984)/9 DE
ggi1_216a Unknown  Simul MFA 12:18 84 33/37 0/5/32 573 [387-634)/54 DE
gg11_264a Unknown Simul MFA 10:52 53 o7 4/0/3 569 [450-692)/44 DE
9911269 Unknown ~ Simul MFA 1130 99 3/11 o110 654 [240-001)/72 DE
9g13_255a Aduit Simul MFA 14:00 65 37 4013 345 [281-911)70 SH
9g13_255b Adult Simul MFA 15:18 44 00 0/0/0 618 [424-1286)/17 DE
gg13_266a Juvenile Simul MFA 1:47 34 o5 5/0/0 208 (39-480)/36 SH
9g13_266b" Aduit Simul MFA 11:23 23 12/13 11720 762 [540-788)/41 DE

Tag record ID: identification of the tag recording from each dolphin. CEE type: Type of control exposure experiment (CEE) - Non-CEE, outside the context of CEES; CTRL, control; PRN,
Pseudo-random noise; Real MFA, Real Medium Frequency Sonar (VFA); Simul MFA, Simulated MFA. Teg on: Local time of tag deployment; RD: record duration, in hours. FO/Ttel dives:
Nr of foraging dives andi total N of dives recorded. Pre/CEE/Post diives: Nr of dives recorded before dluring and after the CEE transmissions. Seabed depth: mean and range in brackets
of the bathymetry at the positions of the tagged dolphin's focal follows with Nr of focal follows. Habitat: Tye of habitat where dolphins distrbuted (see methods for detailed description
of habitat classification). *Dofphins with concurrent prey data available. +Dolphins likely foraging benthopelagically. *Dolphins moved offshore during the afternoon.
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Species Data used to estimate: % overlap? between: » upol BA

uDy uD, 95% CAs 50% CAs

Guillemot At-sea GPS, all 30,96 14,100 059 1.22 0.66
At-sea GPS, day 25,98 11,100 059 1.26 062
At-sea GPS, night 31,94 16, 100 057 1.10 0.66
GPS, day GPS, night 85,66 68, 42 0.96 4.40 0.88
At-sea GPS, contemp® 12,100 8, 100 058 0.62 0.49
GPS, all GPS, contemp. 38, 100 67,93 071 295 0.87

Razorbill At-sea GPS, all 41, 100 32,87 0.65 243 0.82
At-sea GPS, day 35, 100 22,100 0.67 3.02 0.80
At-sea GPS, night 42,98 23,42 0.61 1.49 0.76
GPS, day GPS, night 88,71 66, 27 0.95 3.10 0.86
At-sea GPS, contemp. 18,99 19, 100 0.65 214 0.73
GPS, all GPS, contemp. 43,97 53, 100 0.84 3.78 0.88

#The percentage of the core area (CA) of UD; that overiaps with the core area of UDz and vice versa. ® Tracking data collected contemporaneously with bouts of at-sea survey (ie., in
daylight and low sea states). p, Spearman rank correlation coefficient; UDOI, the Utilization Distribution Overlap Index; BA, the Bhattacharyya Affinity.
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Dolphin ID

9FL3
01L5
83H1
90ON6
6JK5
Mean (£SD)

Base fy

34.1
37.9
39.7
41.2
48.6

40.3+5.4 0.0893+0.0108 46.0+5.2

Decay

0.0362
0.0486
0.0523
0.0311
0.0280

Afy

37.2
46.2
46.8
50.5
49.2

Average Vrinsp

3.6
3.2
3.3
3.9
4.9
3.8+0.7
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Dolphin ID

9OFL3
01L5
83H1
90ONG6
6JK5

My, (kg)

235.4
1564.6
139.6
184.1
206.8

73
91
53
53
27

VTinsp (U]

3.6+1.0
32+05
3.3+0.8
3.9+06
49+1.2

VTinsp range (I)

1.6-6.2
21-42
1.8-56
27-56
2.7-69
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Variable Est. S.E. t-value d.f. 95% CI p-value

Intercept ~5.06 0.12 —47.04 505 [-5.270, ~4.850] 0.00
Logtums/hour (45) 033 002 17.04 505 [0.202,0.367]  0.00
External injury 018 006 301 15 [0052,0301] 001
Internal injury 007 004 152 15 [-0025,0.157) 0.15

Tanksize (3074kg)  —0.05 007 -069 15 [-0.183,0005 050
Tank size (3,458 kg) 001 006 046 15 [-0.120,0.140] 0.87
Tanksize (6,148kg)  —0.14 0.06 —-209 15 [-0.273,0001] 005
Tanksize (19212kg)  ~0.19 007 -287 15 [-0.385,-0.051] 0.01

The analysis was performed to see if turtle condition (healthy, external injury or internal
injury) affected the relationshio between the number of tums per hour (suassing a
threshold of 45°) and mean VeDBA per hour during the first 24 h of tag attachment.
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Turtle ID

T297

T308
T318
T320
T322

T324
T325
T326

T330
T331
T332

T339
T342

T343

T344
T345
T347

T350
T352

T359
T362
T380
T383

T385
T393
T39%6
T397

T399
T402
T403

T404

T405

Entry

03/01/17

16/02/17
16/08/17
17/08/17
23/08/17

31/03/17
03/04/17
04/04/17

12/04117

18/04/17

26/04/17

22/0717

1110117

23/10/17

26/00/17
02/11/17
03/11/117

28/11/17
05/12/17

02/01/18
16/01/18
05/03/18
14/03/18
15/03/18
18/03/18
28/03/18
28/03/18
05/04/18

06/04/18
16/04/18
06/05/18

07/05/18

01/06/18

Release

22/08/17

30/06/17
20/0417
21/04/17
21/04/17

13/05/17
20/04117
11/06/17

06/06/17

08/06/17

DIED

10/04/18

TBC*

20/06/18

18/12/17
20/12/17
TBC*

271217
06/06/18

04/03/18
06/03/18
10/04/18
14/04/18
06/04/18
20/07/18
04/05/18
05/07/18
03/06/18

08/06/18
00/06/18
29/06/18

06/07/18

12/07/18

Origin

Cullera

Calpe
Cullera

Peniscola
Peniscola

Valencia
Valencia
Gandia

Oropesa

Gandia

San Sebastian

Benidorm

Vinaroz

San Sebastian

Vinaroz
Vinaroz
Murcia

Peniscola
Cullera

Benicarlo
Cullera
Calpe
Cullera

€1 Saler
Valencia
€1 Saler
Vinaroz
Gandia

Cullera
Burriana
El Perello

Almenara

Peniscola

Weight (kg)

5.4

10
35
9.47
5.55

17
1154
155

56

3.07

189

42

158

11.19

1241
171
4.52

15
4.45

20.8
13
8.4
116
16.2
8.6
28.71
22
73

5.7
5.7
7.24

3.24

34.24

Cause of
injury/disease

Trawl/bottom fishing

Trawl/bottom fishing
Trawl/bottom fishing
Trawl/bottom fishing
Trammel net

Trawlbottom fishing
Trawl/bottom fishing
Trammel net

Unknown (found
floating at surface)
Trammel net

Unknown (transferred
from another aquarium)

Stranded with gillnet
associated injuries

Trawl/bottom fishing

Unknown (ransferred
from another aquarium)

Trammel net
Trammel net

Unknown, found
stranded (transferred
from another aquarium)

Trawl/bottom fishing
Traw/bottom fishing

Trawl/bottom fishing
Trawl/bottom fishing
Trawlbottom fishing
Trawlbottom fishing
Trawlbottom fishing
Trawl/bottom fishing
Trawl/bottom fishing
Trawl/bottom fishing
Trammel net

Trammel net
Trawbottom fishing

Unknown (found
floating at surface)

Unknown (found
floating at surface)

Trawlbottom fishing

State of health upon
entry

Severe GE, died and
was resuscitated

Moderate GE
Moderate GE
Mild-Moderate GE

Drowned, died and
was resuscitated

Healthy
Healthy

Drowned, died and
was resuscitated

Healthy

Intestinal gas,
floatabilty issues

Multi-organ failure

Severely damaged and
infected right front
fipper

Severe carapace
trauma and damage to
spinal cord

Floatabilty issues

Healthy
Healthy
Carapace trauma,
partial front flipper
amputation
Moderate GE

Severe GE, died and
was resuscitated

Moderate GE
Moderate GE
Moderate GE
Moderate GE
Mild GE
Healthy
Moderate GE
Healthy

Drowned and was
resuscitated

Healthy
Healthy
Healthy

‘Wounded neck

Very mild GE

Tagging date

17/04/17

18/04/17
18/04/17
18/04/17
18/04/17

29/04/17
22/04117
25/04/17

22/0417

22/0417

29/04/17

201117

1512117

15/12/17

201117
201117
24/05/18

201117
07/12/17

08/01/18
09/02/18
12/03/18
15/03/18
16/03/18
15/06/18
18/04/18
08/05/18
08/05/18

06/06/18
29/05/18
11/06/18

13/06/18

26/06/18

State of health when
tagged

Healthy

Healthy
Healthy
Healthy
Healthy

Healthy
Healthy
Convalescent

Healthy
Floatabilty issues
Mult-organ failure

Damaged and infected
right front flipper

Severe carapace
trauma and damage to
spinal cord

Floatabilty issues

Healthy
Healthy
Carapace trauma,

partial front flipper
amputation

Convalescent
Bites and skin infection

Convalescent
Healthy
Convalescent
Convalescent
Convalescent
Healthy
Convalescent
Healthy
Convalescent

Healthy
Healthy
Healthy

Wounded neck

Healthy

NB: gas emboli (GE) was categorized as mild, moderate or severe; turtles that entered with GE were considered ‘convalescent” when tagged within a couple of days of admission as

they were only released into holding tanks following hyperbaric chamber treatment and once there was no sign of GE in the blood

*TBC to be confirmed.
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Shallow-water (N = 133)

Deep-water habitat (N = 168)

Units Shallow Intermediate Shallow Scattered Patches ~ Midwater (V=32)  Deep (N = 18)
(N = 95) (N =38) W=71) (N =42)

Depth m 57[20,99) 144100, ~266) 5420, 97) 151[101, 198) 240[200, 309 460[386, 566]
Duration min 3.4[1.3,59) 48{3.0,80) 2.9002,69) 5.0[3.2,9.0) 6.5[3.1,9.4) 89[7.4,10.7)
% feeding % 52% 94% 53% 2% 90% 89%
Nr buzz ndive.~ 5.7[0,38) 68(0,22) 2300,32) 6500, 19) 81, 18) 93, 16)
Bot duration min 1.7(0.2, 4.5) 19(0.7, 3.9 1.200,4.7) 2.2[0.6,4.7) 29(09,5.7) 4.1[18,5.9]
Bot stroke r Hz 0504, 1.1] 07[03,1.0] 05(02,09] 06(0.1,1.0] 06[0.4,09] 0.7[06,08]
Botbuzzr  nmin ! 2(0.6,8) 306,9] 1(0.4, 10] 203,7) 2(02,5) 205,3]
Buzzduraion s 08[0.3,5.7) 1.6(03, 4.9) 0704, 4.5) 1.2(03,4.0) 1.1(03,2.0) 1.5(0.4,5.7)
] s 13.3[7.0,24.0) 20.05.1,47.5) 72337, 14.6) 26[12.4, 49.8] 27(8, 68] 31[6, 85]
Buzz depth m 34(0,92) 1[0, 188) 25(0, 80) 109(0, 193] 171(98, 241) 3711210, 488)
Descstroker  Hz 0.4{0.05, 0.85) 05(0.1,08] 05[0,09) 05[0.06,1.2) 0.4(02,12) 030.2,05]
Desc rate ms1 080.2,19) 1.2(0.4,2.3) 08(0.09, 2.6) 1.400.2, 2.6) 1.6(0.6,2.6) 2.4[13,29)
Desc pitch deg —38.4[-76.7,49.8] —39.6(-63.8,—13.6] —839(-75.7,50.7]  —40.6[-66.1,11.6] —42.7(-72.7, =20.6] —46.9[-69.4,30.5]
Desc glide % 80,91) 11[0,80) 90,73) 21(0, 86) 35(0, 77) 5700, 79)
Asc rate ms~1 1(0.1,2.4) 1508, 2.2) 0903, 2.1] 1.4(0.7, 2.1) 1.8(09,2.4) 22(18,29)
Asc pitch deg 24.2(-233,71.7) 36.97.8,60.9] 28.9[-21.4,65.5) 44.8(0.2,69.3) 53.3(308, 73.4) 59[25.4, 72.1)
Roll var deg 26.8(5.3, 46.9] 31.985,51.2 25.3[4.5, 68.4] 26.7[4.6, 47.7) 30.1(13.5, 50.1) 309162, 42.9]
Head var deg 21.6[7.6, 49.6) 235(106,36.7) 21.9(5.6,57.9) 21.2(3.2,64.8) 25.4[82,59.1)  245(12.0,408)
VOogesc  10pmin" 28[1.2,57) 28(1.4,5.7) 32[20,6.7) 3.1[2.2,5.0] 2923, 4.4] 25[2.2,3.1]
V0200 10pmin=" 29[1.2,6.1) 32[20,5.4) 35[2.190] 36[2.4,6.0] 38(3.0,52) 3.7[8.4,4.7)
V0245 10pmin=" 3.1[12,59 3.4[23,63] 35273 37[23,7.1] 35[2.6,4.5] 3.4[28,49

Depth: maximum dive depth. Duration: Dive curation. % feeding: Proportion of dives with the buzzes. Nr buzz: Total number of buzzes recorded per dive. Bot duration: Duration of the
bottom phase of the dive. Bot stroke r: number of strokes per second averaged in 10 bins over the duration of the bottom phase of the dive. Bot buzz r: number of buzzes recorded
in the bottom phase of the dive divided by bottom time. Buzz duration: time since start to end of the buzz. IB: Time interval between buzzes; Buzz depth: Average depth of buzzes
recorded per dive. Desc stroke r: number of strokes per second averaged in 105 bins over the duration of the descent phase of the dive. Desc. rate: rate of change in depth recorded
dluring dive descents, in 10 bin. Desc. pitch: average body pitch angle of the dolphins dluring the descent phase of dives. Desc. glide: proportion of descent time spent gliing. Asc rate:
rate of change in depth recorded during dive ascents, in 10 bin. Asc pitch: averege body pitch angle of the dolphins during the ascent phase of dives. Roll var: veriation in roll angle
over the 55 before the buzz. Head var: variation in heading over the 5 before the buzz. VOpges: Estimated field metabolic rate for the descent phase of the dive. VOzyy: Estimated
field metabolic rate for the bottom phase of the dive. VOzqs.: Estimated field metabolic rate for the ascent phase of the dive. VO, estimates calculated using Equation 3.2 in Fahiman
et al. (2018). Values are mean fmin, max] of all dives of each type.
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