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This eBook aims to deepen our understanding of emotional communication by
introducing “dynamic” perspectives.

Facial and bodily expressions of emotion functions as indispensable communicative
signals for human beings. People decode the emotional information conveyed by
facial/bodily expressions and use this to coordinate cooperative or competitive
social relationships. Experimental psychological research has long investigated
these important means of emotional communication. However, this was typically
done by using static stimuli of facial/bodily expressions to assess the detection and
interpretation of emotions. This paradigm was also adopted in neuropsychological,
neurophysiological, and neuroimaging studies. Although researchers accumulated
valuable information regarding the psychological and neural mechanisms underlying
these processes, the static nature of the stimuli may have resulted in important
phenomena remaining unexamined.

Recently, scientists have begun to explore dynamic emotional communication, in
particular by using dynamic facial/bodily expressions of emotion, instead of static
photographs, as stimuli. This is having important consequences for emotion research.
As dynamic emotional expressions have increased ecological validity and as there
are differences in the visual processing of dynamic and static information, a host of
novel aspects of the psychological and neural processing of emotional expressions
have been elucidated. For example, it has been shown that motor resonance and the
recruitment of motor areas are fundamental to dynamic emotional communication.
Researchers have also started to investigate the encoding of dynamic emotional
interactions and have clarified the messages embedded in the temporal aspects
and the patterns of reciprocal inter-individual coordination. Moreover, investigations
of dynamic emotional communication have identified heretofore unrecognized
impairments in the social functioning of individuals with psychiatric disorders, such
as autism spectrum disorder and schizophrenia.
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Editorial on the Research Topic
Dynamic Emotional Communication
INTRODUCTION
Psychological research has a long history of investigating facial and bodily expressions associated
with emotion. This is partly due to the fact that non-verbal behaviors are indispensable
communicative signals during the creation and maintenance of social relationships. A number of
OPEN ACCESS .. . . . . . .
neuroscientific studies have also investigated the neural mechanisms underlying the processing of
Edited and reviewed by: these emotional signals.

Petri Laukka,
Stockholm University, Sweden

*Correspondence:
Wataru Sato
sato.wataru.4v@kyoto-u.ac.jp

Specialty section:

This article was submitted to
Emotion Science,

a section of the journal
Frontiers in Psychology

Received: 25 November 2019
Accepted: 02 December 2019
Published: 17 December 2019

Citation:

However, most previous research assessing emotional communication has been conducted using
static stimuli. Although researchers have accumulated valuable information about the psychological
and neural mechanisms underlying the processing of emotional signals using such stimuli, their
static nature may have left important phenomena unexamined.

To address this issue, recent studies have explored emotional communication using dynamic
facial and bodily expressions of emotion, which has had important consequences for emotion
research. Because dynamic emotional expressions are associated with increased ecological validity,
resulting in a number of important differences in the psychological/neural processing between
dynamic and static information, a host of novel aspects of emotional communication have been
elucidated. Furthermore, the dynamic perspective can be applied to broader methodological and
conceptual areas.

The present Research Topic brings together a collection of new articles that have investigated
dynamic emotional communication and demonstrates recent advances in this field of research.
Here, we introduce these articles and discuss them in the context of related studies by grouping
them into the following four areas: (a) decoding of dynamic emotional signals, (b) moderators

Sato W, Krumhuber EG, Jellema T
and Williams JHG (2019) Editorial:
Dynamic Emotional Communication.
Front. Psychol. 10:2836.

doi: 10.3389/fpsyg.2019.02836

of dynamic emotional signal decoding, (c) encoding of dynamic emotional signals, and (d) other
dynamic aspects of emotional communication. The term “decoding” was used to refer to various
types of processing (e.g., perceptual and motor) in addition to the recognition of emotions. The
term “encoding” was used to refer to the production of emotional signals.
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DECODING OF DYNAMIC EMOTIONAL
SIGNALS

Seminal research has demonstrated that emotional recognition
based on dynamic facial expressions is more efficient than
that based on static expressions (Bassili, 1978), with several
subsequent studies investigating this issue (for a review, see
Krumhuber et al,, 2013; Krumhuber and Skora, 2016). In
this Research Topic, Dobs et al. reviewed the literature and
reported that there are evident dynamic advantages for subtle
expressions or for full-blown expressions under suboptimal
conditions. Additionally, these authors provided an overview
of the methods used to present dynamic facial expressions
(e.g., videos and point lights) as well as their advantages
and disadvantages.

Several studies have reported that the genuineness of
an emotional message is decoded more effectively from
dynamic, compared with static, facial expressions. For
example, Zloteanu et al. investigated the discrimination
performance of genuine expressions vs. deliberate expressions
of surprise that were presented in both dynamic and
static formats. These authors found that dynamic genuine
expressions are perceived as more genuine-looking than
static ones and that the presentation format modulated
the genuineness ratings of deliberate expressions. In a
similar vein, Namba et al. investigated whether decoders
could distinguish between genuine and deliberate facial
expressions of some emotions when they are presented in
dynamic and static formats. The discriminability of the
genuineness of an expression was enhanced for dynamic
displays, in comparison to static displays. Busin et al
assessed the judgements of genuine vs. masked emotions
in dynamic facial expressions rotated to the left or right
side. Eye movement patterns revealed preferential attention
to the left hemi-face, which has been previously reported
during the processing of static expressions. Other studies
have revealed that the dynamic nature (e.g., speed) of facial
expressions provides information about the naturalness (Sato
and Yoshikawa, 2004), genuineness (Krumhuber and Kappas,
2005), and trustworthiness (Krumhuber et al., 2007) of the
portrayed emotion.

Various types of other information can be decoded from
dynamic emotional signals. Orlowska et al. evaluated the
recognition of reward, affiliative, and dominance smiles during
dynamic and static presentations and found that the recognition
of affiliative smiles is more accurate for dynamic expressions
than static expressions. The authors also assessed the effects
of facial muscle restriction and suggested that facial mimicry
is unlikely to be critical to this process. Other studies have
shown that, compared with static expressions, dynamic facial
expressions facilitate the detection of an expression (Ceccarini
and Caudeka, 2013), the experience of emotional arousal (Sato
and Yoshikawa, 2007a), and facial mimicry (Weyers et al., 2006;
Sato and Yoshikawa, 2007b). Different visual styles between
dynamic and static facial expressions have been suggested in the
context of eye fixation patterns (e.g., more fixation on the center
for dynamic expressions; Blais et al., 2017).

Some studies have investigated multimodal dynamic
emotional signals, which are more natural than those from a
single modality. Garrido-Vésquez et al. recorded event-recorded
potentials (ERPs) to investigate the priming effects of dynamic
facial expressions (angry, happy, and neutral) on the processing
of emotionally intoned sentences (angry and happy). The
amplitudes of auditory-related components at ~100ms are
higher in response to incongruently primed sentences than other
conditions, suggesting the occurrence of rapid cross-modal
emotional interactions. Mortillaro and Dukes reviewed studies
investigating the decoding and encoding of facial and bodily
expressions of positive emotions. They proposed that the
inclusion of dynamic information and facial as well as bodily
signals is important when distinguishing between expressions of
positive emotions (e.g., joy and pride).

Valid stimulus sets are needed to investigate the decoding
of emotional signals. For this purpose, Calvo et al. developed
a database of dynamic emotional facial expressions by creating
morphing animations. They validated these novel stimuli via
human observer judgments as well as automated assessment of
facial expressions. Several other studies have developed stimulus
databases (for a review, see Krumhuber et al., 2016), allowing
for the selection of an appropriate database based on the
researcher’s needs.

A number of neuroimaging studies have investigated the
neural mechanisms underlying the processing of dynamic
emotional signals (e.g., Sato et al, 2004). Zinchenko et al
conducted meta-analysis of functional magnetic resonance
imaging (fMRI) studies including dynamic facial expressions.
They found that some brain regions (e.g., the fusiform and
middle temporal gyri, amygdala, and inferior frontal gyrus)
are robustly activated during the observation of dynamic facial
expressions. The involvement of action observation network
(AON; e.g., the middle temporal gyrus/superior temporal sulcus
and inferior frontal gyrus), which can match the observation and
execution of actions (cf. Rizzolatti et al., 2001), appears to be
one of the most distinctive features associated with the neural
processing of dynamic, compared with static, facial expressions.
To further investigate this issue, Rymarczyk et al. simultaneously
recorded facial electromyography (EMG) and fMRI data during
the observation of dynamic and static facial expressions of
fear and disgust. They reported that facial EMG patterns of
facial mimicry are correlated with specific activation in several
brain regions, including the AON, under dynamic presentation
conditions. There are several other unique aspects of the neural
processing of dynamic facial expressions compared with that
of static expressions. For example, the observation of dynamic
facial expressions evidently induces modulatory influences from
the amygdala to the neocortex (Sato et al., 2017) and clearly
reveals hemispheric functional asymmetry (right cortical and
left cerebellar; Sato et al., 2019). Differences in the decoding of
dynamic and static facial expressions have also been suggested by
lesion studies (e.g., Humphreys et al., 1993).

Several neurophysiological studies in animals have provided
information about the cellular-level neural substrates involved in
dynamic emotional signal decoding. For example, Jellema and
Perrett (2003) found that some neurons in the superior temporal
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sulcus of monkeys fire in response to dynamic bodily actions but
not to static postures.

MODERATORS OF DYNAMIC EMOTIONAL
SIGNAL DECODING

Several stimulus properties of dynamic emotional signals
moderate the decoding processes. For example, Plouffe-Demers
et al. compared spatial frequency tuning during the recognition
of dynamic and static facial expressions. The results showed
that the recognition of dynamic facial expressions relies more
strongly on lower spatial frequencies. Rooney and Bélint tested
the effects of shot scale (i.e., the apparent distance of characters
from the camera) on the tendency to recognize the mental states
of others in fictional films. Close-up, compared with long, shots
of a character are associated with higher tendencies to attribute
emotional and mental states to a character.

Perceiver factors also moderate the decoding process of
dynamic emotional signals. Wingenbach et al. investigated the
effects of manipulating facial muscles on the recognition of
emotion from dynamic facial expressions. Compared to passive
viewing, holding a pen in the mouth reduces recognition
accuracy of facial expressions based on salient features in the
lower face region (e.g., happy expressions), indicating that bodily
actions shape the processing of dynamic facial expressions.
In a similar vein, Kato et al. explored the role of manual
movements in the perception of valence from emotional scenes.
Downward manual movements (temporally proximate and after
the observation of images) made the scenes appear more
emotional negative. Other studies have shown that the processing
of dynamic emotional signals could be moderated by stable
perceiver characteristics, such as empathic personality traits (e.g.,
Mailhot et al., 2012).

Psychiatric conditions are considered as moderators of
dynamic emotional signal decoding. Okruszek reviewed evidence
regarding the decoding performance of patients with various
psychiatric conditions, such as schizophrenia, in the context
of point-light bodily displays. They found that these patients
have unique problems, though the magnitude is weaker than
impairments in facial or vocal signal processing. Palumbo et al.
compared individuals with autism spectrum disorder (ASD) to
matched-controls in terms of the ability to evaluate expressions
depicted in the last frames of dynamic facial expression videos.
The results, together with their previous finding (Palumbo et al.,
2015), suggested that ASD impairs the ability to anticipate
immediate future emotional state of others’ minds. Other studies
have reported that individuals with ASD experience other types
of impairments in the processing of dynamic facial expressions
such as reduced facial mimicry (Rozga et al., 2013).

The modulatory effects of psychiatric conditions and the
underlying neural mechanisms in the decoding of dynamic
emotional signals are another topic of scientific interest. Sato
et al’s fMRI study investigated brain activity during the
observation of dynamic facial expressions in individuals with
ASD and typically developing controls. Atypical modulatory

influences were found from the amygdala to the neocortical
network, including the AON, during the processing of dynamic
facial expressions in the ASD group. This corroborates previous
findings showing decreased activity and connectivity within the
AON during dynamic facial expression processing in individuals
with ASD (Sato et al., 2012), which has been proposed to be a core
issue associated with ASD (Williams et al., 2001). Other research
has reported patterns of brain activity in response to dynamic
emotional signals to differ among various psychiatric conditions,
including schizophrenia (e.g., Russell et al., 2007).

ENCODING OF DYNAMIC EMOTIONAL
SIGNALS

Studies have begun to explore the encoding of dynamic facial
expressions of emotion, which is generally more difficult to
assess than the decoding processes. Scherer et al. analyzed the
encoding of emotional facial expressions by actors and found that
spatial and temporal patterns of facial action units (AUs; Ekman
et al,, 2002) are largely consistent with dynamic processes as
hypothesized by the component process model (Scherer, 2001).
Furthermore, the AU patterns are systematically related to the
recognition of emotions in decoders. Hyniewska et al. analyzed
the AUs of emotional facial expressions, unobtrusively filmed
in a real-life emotional situation, and obtained decoder ratings
of emotions and appraisals for these expressions. Associations
between specific emotions/appraisals and sets of AUs were found,
which suggests that the decoding of emotions/appraisals is
achieved via the perception of a set of AUs. Grossard et al.
investigated the encoding of emotional facial expressions using
different tasks (e.g., imitation of a model) and in different
regions using a large sample of children. The results suggested
that the encoding of emotional facial expressions is a complex
developmental process influenced by several factors (e.g., age).

A few previous studies have investigated the neural
mechanisms underlying the encoding of dynamic emotion
signals. Heller et al. (2014) simultaneously measured fMRI and
facial EMG data during the observation of emotional images and
found amygdala activity associated with brow muscle activity
in response to negative pictures. In the case of some neural
lesions affecting higher level motor control, it is possible to retain
capacity for emotional expression in the presence of voluntary
facial paresis (e.g., Hopf et al., 1992).

OTHER DYNAMIC ASPECTS OF
EMOTIONAL COMMUNICATION

The investigation of dynamic, dyadic interactions remains an
understudied and interesting field of research. To demonstrate
the dynamic nature of emotional communication, Hareli et al.
investigated how an observer’s perception of power could be
influenced by an emotional exchange between members of
a dyad. The results revealed that the perception of power
changes depending on the emotional response of one’s partner.
A previous fMRI study has measured the brain activity of two
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individuals during face-to-face interactions and observed inter-
individual synchronized activity in the lateral occipitotemporal
cortex (Koike et al., 2019).

The dynamic perspective can also be applied to the analysis
of emotion communication data. Guérin-Dugué et al. jointly
recorded ERPs and eye movements during the observation of
static emotional facial expressions and applied general linear
models to depict the temporal dynamics of neural facial
expression processing. Their analyses revealed the emotion-
dependent modulation of early components (starting at 20 ms)
related to eye fixation in response to facial expressions.

CONCLUSIONS

Together, these findings indicate that a dynamic perspective
on emotional communication can provide valuable
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Past studies have found asymmetry biases in human emotion recognition. The left
side bias refers to preferential looking at the left-hemiface when actively exploring face
images. However, these studies have been mainly conducted with static and frontally
oriented stimuli, whereas real-life emotion recognition takes place on dynamic faces
viewed from different angles. The aim of this study was to assess the judgment of
genuine vs. masked expressions in dynamic movie clips of faces rotated to the right
or left side. Forty-eight participants judged the expressions on faces displaying genuine
or masked happy, sad, and fearful emotions. The head of the actor was either rotated
to the left by a 45° angle, thus showing the left side of the face (standard orientation), or
inverted, with the same face shown from the right side perspective. The eye movements
were registered by the eye tracker and the data were analyzed for the inverse efficiency
score (IES), the number of fixations, gaze time on the whole face and in the regions
of interest. Results showed shorter IESs and gaze times for happy compared to sad
and fearful emotions, but no difference was found for these variables between sad
and fearful emotions. The left side preference was evident from comparisons of the
number of fixations. Standard stimuli received a higher number of fixations than inverted
ones. However, gaze time was long on inverted compared to standard faces. Number
of fixations on exposed hemiface interacted with the emotions decreasing from happy
to sad and fearful. An opposite pattern was found for the occluded hemiface. These
results suggest a change in fixation patterns in the rotated faces that may be beneficial
for the judgments of expressions. Furthermore, this study replicated the effects of the
judgment of genuine and masked emotions using dynamic faces.

Keywords: emotion judgment, dynamic emotions, eye movements, left side preference, genuine emotions, event-
elicited masked emotions, gaze pattern
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INTRODUCTION

Facial expressions allow the exchange of information about
affective states and play a crucial role in social cognition of
humans. It has been suggested that human face processing is
enhanced by a left gaze bias defined by preferential and longer
viewing of the left hemiface (the right side of the viewed face;
Gilbert and Bakan, 1973; Sackeim et al., 1978; Heller and Levy,
1981; Hisao and Cottrel, 2008). The left side bias was found in
children over 5 years of age, but was reduced in 11-year-olds
with autism (Chiang et al., 2000; Taylor et al., 2012), which may
indicate links with the development of social recognition and
interaction. In addition, preferential left side gaze, particularly
when unrelated to faces was found also in human 6-month old
babies and rhesus monkeys, which may suggest even broader
adaptive significance (Guo et al., 2009).

Assessment of the hemifacial asymmetries in emotional
expressions showed that the left side is more emotionally
expressive and the left-sided facial movements are more
pronounced for negative than positive emotions (Borod et al.,
1988; Nicholls et al., 2004). Indeed measuring facial muscle
movement during emotional expression demonstrated increased
movement of the left in comparison with the right hemiface
(Dimberg and Petterson, 2000). These findings are in line with
studies using composite photographs, created by mirror-reversed
images of left-left and/or right-right hemiface, showing that the
left composite of faces are judged as more emotionally expressive
than the right one (Moreno et al., 1990). Also for posed smiles,
produced by actors in the absence of the real emotion stimuli, the
left-left composite photographs were judged as more trustworthy
than the right ones (Okubo et al., 2013).

To determine which facial features are selected in visual search
for more detailed examination, gaze fixation has been examined
during judgment of different emotions. In facial expressions of
2D images people fixate their eyes mainly on the eyes and nose
region, followed by the mouth and cheeks (Kret et al., 2013;
Miellet et al., 2013). However, these regions seem to contribute
differently to the recognition depending on the type of emotion
being processed. Happy expressions can be recognized after
exposure as brief as 20-40 ms, and the most fixated facial region
is the mouth, while other regions make little contribution to this
recognition (Nusseck et al., 2008; Calvo and Nummenmaa, 2009;
Du and Martinez, 2013). Longer exposure times of approximately
100-250 ms are needed for recognition of sad and fearful
expressions (Eisenbarth and Alpers, 2011; Du and Martinez,
2013). For recognition of sadness, mainly the eyes, eyebrows, and
mouth are looked at Nusseck et al. (2008), Eisenbarth and Alpers
(2011). For fear recognition, people mainly fixate the eyes, and the
nose region can provide additional information (Schurgin et al.,
2014). Interestingly, visual processing of facial regions correlated
with the total number of left hemiface fixations and when the eye
movements were reduced by short stimuli presentation time, the
left side bias was evident (Butler et al., 2005; Butler and Harvey,
2006).

Much of this research has used static faces, which do not
closely reflect a natural social interaction. Therefore, a dynamic
presentation should provide a more similar representation of the

natural environment, as well as more visual cues for local and
global feature processing when compared to the use of static
presentations (Atkinson et al., 2004; Krumhuber and Manstead,
2009; McLellan et al., 2010; Harris et al.,, 2014). In the case
of basic expressions, there is a consensus over a stereotypical
pattern of facial activation that can be adequately perceived and
recognized as one emotion (Nusseck et al., 2008; Cristinzio et al.,
2010). This pattern strongly depends on deformation of distinct
morphological facial areas [action units (AUs); Ekman and
Friesen, 1978]. For example, happy emotions can be produced by
AU such as crow’s feet wrinkles around the eyes together with
pulling up of the lip corners, known as the Duchenne marker
(D) (Ekman and Rosenberg, 1997). This marker is produced
by the contraction of the orbiculares oculi and zygomaticus
major muscles and is thought to be a sign of a genuine smile
in static emotional faces (Peron and Roy-Charland, 2013).
A study that examined the importance of the D marker in
discrimination between spontaneous and deliberate smiles in
static and dynamic displays by healthy adults showed that the
marker was not the most stable cue for rating smiles and the
selection of preferable visual features follows a different pattern
(Krumhuber and Manstead, 2009). The importance of dynamic
expressions, such as movie clips, lies in the possibility of seeing
the onset, apex, and offset phases of the expressed emotion,
thus increasing perceptual sensitivity (Krumhuber and Kappas,
2005). Furthermore, it seems that both the features and the
event’s timing play an important role in facial perception and
emotional recognition. The observer may ignore the AU markers
of negative emotion in the eye regions when there is a smiling
mouth. This effect tended to be bigger if the mouth motion
came only after a change in the eyes (Iwasaki and Noguchi,
2016).

Thus the evidence shows that the perception of timing in facial
movement enhances the facial expression recognition (Atkinson
etal., 2004; Harris et al., 2014; Weyers et al., 2016; Yan etal., 2017).
However, not many studies investigated how the left side bias
is affected in these dynamic presentations, and the influence of
timing. In one study that investigated this question, a stronger left
hemiface bias was found in dynamic displays compared to static
faces or face-like objects. The preference to explore the right side
of the face was most evident in the eye region and it was present
even in the mirrored face stimuli (Everdell et al., 2007).

The current study aimed to investigate: (i) the pattern of
gaze on rotated dynamic human faces showing three basic
human emotions (happy, sad, and fearful), and (ii) the effect
of left side bias, showing the same clip from the left (standard)
and right (inverted) side in a 45° angle. We hypothesized that
recognizing happy emotion in movie clips requires less visual
processing, an effect previously reported only in static images
(Nusseck et al., 2008; Korb et al., 2014). On the other hand,
inverted images pose higher demands on visual processing since
they offer a non-preferential side of the human face; thus, we
expect to find the left side preference for visual perception
(Chelnokova and Laeng, 2011). Additional difficulty is expected
when discriminating between genuine and masked expressions
due to temporal incongruence and asymmetry of AU markers,
since studies indicate that in dynamic faces, the typical AU
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marker’s deformation may be overridden by other temporal cues
(Krumhuber and Kappas, 2005).

MATERIALS AND METHODS

Participants

A total of 47 undergraduate students of the Mackenzie
Presbyterian University volunteered for the experiment. This
sample size is consistent with many other studies on this
subject (Chelnokova and Laeng, 2011; Du and Martinez,
2013). All volunteers had normal or corrected-to-normal vision.
Participants with a history of head surgery, head trauma or
seizures, drug addiction, psychosis, or dementia were excluded.
One participant was later excluded from the experiment
due to insufficient eye-tracking data. Thus, 46 participants
(M = 22.65 years old, SD = 3.22) were included in the analyses.
Female (N = 30) and male participants did not differ with
respect to age and handedness (p > 0.05). This study was carried
out in accordance with the recommendations of Mackenzie
Presbiterian University Ethics committee, that reviewed and
approved the project. The study was approved by the local
ethics committee (CAAE No. 50307815.8.0000.0084) and each
participant provided written informed consent prior to the
experiment.

Stimuli

Movie clips were selected from the Computerized Test of Primary
Emotion Perception (Miguel and Primi, 2014). The test shows
genuine and event-elicited masked facial expressions for a variety
of human emotions. Each clip depicted the head and the upper
part of the shoulders of a person expressing an emotion, with the
head rotated horizontally 45° to the left side. Each clip was of 4 s
duration.

Miguel and Primi (2014) recorded videos of individuals
viewing pictures of different emotional content from the
International Affective Pictures System (IAPS) in order to
produce genuine emotional expressions. The incongruent
emotion videos were produced when individuals had to mask
the genuine expressions elicited by the picture with one out
of eight primary emotions. For example, when viewing a
happy picture, the individual in the video could produce
either a sad or another facial expression. These emotions were
labeled as event-elicited masked emotions. The videos were
administered to 310 naive participants who judged the videos
for the type and veracity of the expressed emotion (Primi,
2014).

For the purpose of this study, only three basic emotions
were chosen: happy, sad, and fearful expressions. The emotions
were presented by 12 different actors (three men and nine
women) and there were four actors per emotion. Each actor
performed both genuine and masked expressions. The clips
were matched on other physical properties of the image such
as the background color, luminosity, and the size and position
of the face in the background. Each clip was recorded showing
the left side of the face from a 45° angle (labeled as standard)
and was mirrored to show the actors from a right-hand 45°

angle (labeled as inverted). Each clip was presented four times
in pseudo-randomized sequences in two runs separated by a
5 min rest period. In total, the participants judged 96 clips (48
in each run): 24 standard movie clips for genuine emotions (i.e.,
happy, sad, and fearful), 24 standard movie clips for masked
emotions, 24 inverted movie clips for genuine emotions, and 24
inverted movie clips for masked emotions. In each group with 24
clips, the same number of movies showed happy, sad, and fearful
emotions, eight of each. Busin (2011, Unpublished) validated
all the clips with healthy participants in a pilot study. In this
study (N = 13) genuine displays were correctly rated as genuine
(M = 70%, SD = 4.6) and masked (M = 43%, SD = 4.9). Also,
all emotional expressions were recognized accordingly, including
happy (M = 80%, SD = 4), sad (M = 80%, SD = 3.9), and fearful
(M =10%, SD = 3).

Eye Tracking and Measures

Using the Eye Gaze Edge 1750 eye tracker (LC Technologies, Inc.,
United States) the current study collected position information
related to both eyes. The eye tracking data analysis program
NYAN was used for off-line data processing. The default
settings for fixation detection considered parameters of gaze
deviation from a threshold of 25 pixels for the minimum of
six samples, with a recording frequency of 120 Hz. The movie
clips were presented on a 19-inch flat screen color monitor
(1490 x 900 pixels) at a viewing distance of 60 cm. In addition,
the eye position was monitored in real-time by the experimenters
on a second monitor used both for instruction and quality check.

Procedure

At the beginning of the experiment, all participants were given
detailed instructions and a brief training. The participants were
instructed to watch the movie clips and decide whether the
presented emotion was genuine or masked. After each movie
clip, a black screen with a fixation cross appeared, during
which the participant was instructed to respond to the clip by
pressing one of two keys on the keyboard: “v” for genuine,
“m” for masked. Once the response was given, a new movie
clip was presented. All tests were conducted in the same room
with the lights off, without sounds, and in the presence of an
experimenter.

Data Analysis

All statistical data analyses were performed using the IBM SPSS
20.0 program. For eye-tracking data, we performed conventional
analysis of variance (ANOVA) with emotion (happy, sad, fearful),
veracity (genuine, masked) and side (standard, inverted) as
within-subject factors. Based on previous research findings,
three basic dependent measures were considered: (1) inverse
efficiency score (IES): computed for each participant’s average
response time divided by the total of correct responses in order
to account for any possibilities of speed-accuracy trade-offs
(Townsend and Ashby, 1983); (2) number of fixations: the average
number of eye fixations in the whole movie clip; and (3) gaze
duration: the average duration of all fixations in the whole movie
clip.
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RESULTS

Inverse Efficiency Score (IES)

Using IES scores as the dependent variable, a three-way ANOVA
was conducted. Results revealed a significant main effect for
veracity (F(145) = 6.96, p = 0.01, né = 0.023) and emotion
(F2,90) = 4.75, p = 0.01, n2G = 0.021). The post hoc Bonferroni
comparison indicated lower IES for happy (M = 194 ms) than
sad (M = 239 ms) but there was not difference for sad and
fearful (M = 243 ms) emotions. A lower IES was found for
genuine (M = 202 ms) compared to masked (M = 249 ms)
emotions.

Number of Fixations

Results of a three-way ANOVA examining the number of
fixations revealed statistically significant main effects for veracity
(F(1,45) = 4.62, p = 0.04, n, = 0.002) and side (F(; 45) = 16.48,
p < 0.001,n% = 0.007), but not for emotion. More fixations were
made on the genuine (M = 8.87) compared to masked (M = 8.61)
expressions and on standard (M = 9.01) compared to inverted
(M = 8.47) faces.

Gaze Duration

A three-way ANOVA showed significant main effects for side
(F(1,45) =4.18,p < 0.05, n2G = 0.004) and emotion (F (3 90y = 5.36,
p < 0.01, n§ = 0.005). The post hoc Bonferroni comparison
indicated shorter gaze duration on happy (M = 403 ms) than
fearful (M = 422 ms) emotions, but no difference was found

for fearful and sad (M = 428 ms). Gaze was longer on the
inverted (M = 429 ms) compared to standard (M = 406 ms) faces
(Supplementary Material 1).

Analyses of ROI

To better characterize the visual exploration pattern, the number
of fixations and gaze time on regions of interest (ROI) was
computed (Figure 1). ROIs were selected as follows: exposed
half-face and occluded half-face (Figures 1A,B; ROI a, b).
The aim was to show the pattern of visual exploration of
the face as a function of veracity and side. The three-
way ANOVA was performed for each emotion with veracity
(genuine, masked) and side (standard, inverted) as within-subject
factors.

For the number of fixations on the exposed half-faces, the
main effects were found for side (F(; 45y = 12.85, p < 0.001,
n¢, =0.053) and emotion (F(2,90) = 9.79, p < 0.001, ng, = 0.007).
Furthermore, there were interactions between emotion and
veracity (F(2,90) = 25.75, p < 0.001, né = 0.013) and emotion
and side (F(2,90) = 7.55, p < 0.01, n2G = 0.005), but not veracity
and side. The standard oriented faces received more fixations
than inverted faces in all the emotions and the interaction is

depicted in Figure 2.
For the number of fixations on occluded half-face ROI,
the main effects were found for veracity (F( 45 = 32.74,

p < 0.001, né = 0.04) and emotion (F(; 90y = 38.31, p < 0.001,
n2G = 0.116). There were interactions between emotion and
veracity (F(2,90) = 7.37, p < 0.01, n2G = 0.023), emotion and side
(F(2,00) = 39.85, p < 0.001, n%, = 0.121) and veracity and side

Standard

Inverted

between-groups factor.

FIGURE 1 | The regions of interest (ROIs). Faces in standard orientation (A,C) and inverted (B,D) with ROIs defined as occluded hemi-face (a), exposed hemi-face
(b), eyes region (c), nose region (d), mouth region (). The variables of interest were extracted from ROIls and the three-way ANOVA was used with emotion as a
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*p < 0.01; ***p < 0.001.
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FIGURE 2 | The number of fixations on the ROIs. Exposed half-face (left side) and occluded half-face (right side) graphs show distribution of fixations in interaction
with emotion and veracity (A); emotion and side (B); and veracity and side (C). The error bars show standard error and statistical significance is marked by *p < 0.5;

(F,00) = 12.32, p < 0.001, né = 0.024). The direction of the
interactions is depicted in Figure 2.

The gaze duration on the exposed half-faces showed a
significant main effect for emotion (F(; 90y = 6.30, p < 0.01,
n2G = 0.016). The exposed half-faces of happy emotions
(M = 388 ms) received significantly shorter gaze than sad
(M = 423 ms, p < 0.05), and fearful (M = 429 ms) emotions.
There was no difference in gaze between sad and fearful
(Bonferroni correction). No main effect was found for the gaze
duration on occluded half-face ROI.

For the eyes, nose, and mouth ROI, ANOVA (Figures 1C,D;
ROI ¢, d, e) was performed on gaze time with emotion (happy,
sad, fearful), facial region (eye, nose, mouth), veracity (genuine,
masked), and side (standard, inverted) as within-subject factors.
The significant two-way interaction were found for emotion
and region (F4,176) = 9.64, p < 0.001, ng = 0.022) and

region and veracity (F g3y = 11.21, p < 0.001, nzG = 0.025).
There was a three-way interaction of region, emotion and
veracity (F4,176) = 6.60, p < 0.001, n2G = 0.016). Pairwise
comparison indicated longer gaze time on nose and eyes region
in genuine happy emotions; longer gaze on eyes in genuine sad;
and on nose in genuine fearful emotions. Longer gaze time was
found for the mouth region in all masked emotions. The results
are depicted in Figure 3.

DISCUSSION

The present study revealed that the pattern of gaze on dynamic
human faces of three basic human emotions varied according
to the side of the rotated face and the type of emotion being
judged. Faces exposed from the left side had more fixations
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FIGURE 3 | The gaze time on eyes, nose and mouth ROIs. The gaze time duration as a function of region, emotion, and veracity. The error bars show standard error

and the number of fixations decreased progressively from happy
to sad and then fearful emotions. This pattern was evident
mainly in the exposed hemiface, which suggests that subjects
directed their gaze toward most salient features of the face.
The occluded hemiface was fixated to a smaller extent and a
different pattern was found; the number of fixations increased
from happy to sad and fearful emotions. Thus, subjects may
develop flexible scanning routines in order to gather additional
information when facing rotated dynamic human faces. In this
case, fixating in occluded facial regions seems to be associated
with the increasing difficulty to judge the veracity of the
presented emotion. A smaller number of fixations on the exposed
right hemiface could evidence more efficient visual processing.
However, when we look at the occluded right hemiface, the
increase in the number of fixations indicates that there is
much more need for additional visual clue than in the left
occluded hemiface. These results evidence the presence of an
asymmetry bias in dynamic emotions and indicate a specific
strategy to extract additional visual clues for correct emotional
judgment.

Previous studies showed that the left side of the face is
more active than the right side when we express emotions.
In addition, the aesthetic feeling is generally better for the
left-faced images (Chiang et al., 2000; Adolphs, 2002; Okubo
et al., 2013). People more often show the left cheek when they
take selfies (Lindell, 2017) and portraits of faces are depicted
mainly from the left side (McManus and Humphrey, 1973).
Blackburn and Schirillo (2012) investigated preferences for the
recognition of emotions according to the face’s orientation. They
recorded the reaction time and judgment of pleasantness of
photos with smiling expressions rotated horizontally by 15°,
emphasizing either the left or right side comparisons. The results
indicated a left side bias, since it was more pleasurable to look
at pictures in which the left side was more apparent, and the
recognition time was lower in this condition. The pattern of
visual exploration found in the present study is aligned with these
findings. However, it is not clear whether this asymmetric bias
may be supported by neuro-functional maturation when it comes
to the face perception (Chiang et al., 2000; Adolphs, 2002) or
is rather a culturally defined viewing preference (Marzoli et al.,
2014).

Genuine and masked emotions are characterized by different
brain states during their production, since the actor who was
asked to produce a happy face was viewing a sad scene.
Studies suggest that this incongruence is expected to produce
asymmetry in the dynamics of emotion expression, by irregular
onset/offset time of the muscle deformation, for example in
a fake smile. Iwasaki and Noguchi (2016) showed that the
change in mouth movements impaired the emotion perception
of micro-expression in the eye regions, but only when showed
after and not before the eye change. The diagnostic information
for the emotional expression may be concentrated in different
regions of the static face (Ekman and Friesen, 1978; Nusseck
et al, 2008; Cristinzio et al, 2010). In a dynamic display
of rotated faces, length of gaze on preferential facial regions
varied as a function of the type of emotion. For genuine
sad emotions the eyes were preferred, while for fear the nose
was preferentially gazed. The increase in gaze time on mouth
region in all masked emotions may be explained by increased
difficulty in judging emotion’s veracity. Buchan et al. (2007)
showed that even modest increases in difficulty alter gaze
patterns.

The results of this study showed longer IES in judging sad
and fearful expressions compared to the happy expressions,
combining that with shorter gaze time on happy faces, it indicates
the effect known as happy emotion facilitation. This is in line
with other studies of emotions in static faces, which defend that
some expressions, such as a smile, are readily recognized due
to deformation of muscles in only one or two facial regions
(Nusseck et al,, 2008; Du and Martinez, 2013). The genuine
smile in static emotional faces is judged by the presence of
crow’s feet wrinkles around the eyes known as the Duchenne
marker (Peron and Roy-Charland, 2013). However, as shown
by studies with dynamic presentation of emotion, the temporal
development of the expressions that change gradually over time
produce subtle cues that enhance the perception of embedded
information. These additional cues such as mouth deforming
and opening reduce the importance of the eye region typically
found is static face stimuli (Krumhuber and Manstead, 2009;
Krumhuber et al., 2013; Korb et al., 2014). When looking at
dynamic emotions, average gaze time was the longest for the nose
region of happy faces, the mouth of sad faces, and the eyes of
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fearful faces. Considering that this pattern was influenced by the
genuine/masked factor, it is plausible that these results indicate a
goal-driven viewing strategy.

Some limitations of this study must be acknowledged.
First, our sample was limited in diversity (i.e., more than
half were psychology undergraduate students). Second, all
the movie clips were presented at the center of the screen,
and the only manipulation was the mirroring of the faces.
Thus, the extrapolation of conclusions on hemifield perception
should be careful, since this variable was not controlled
in our study. Finally, we also make no claim whether
the perception of genuine and masked emotions behaves
in a similar fashion for emotions other than happiness,
sadness, and fear. Further studies should attend to these
questions.

In summary, this study provides insight into the hemiface
differences in emotion judgment and evidence of the asymmetry
bias in dynamic stimuli contributing to understanding basic
processes of social interactions.
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Recent research debates the effects of exposure to narrative fiction on recognition of
mental states in others and self, referred to as Theory of Mind. The current study
explores the mechanisms by which such effects could occur in fictional film. Using
manipulated film scenes, we conducted a between subject experiment (N = 136)
exploring how film shot-scale affects viewers’ Theory of Mind. Specifically, in our
methods we distinguish between the trait Theory of Mind abilities (ToM ability), and the
state-like tendency to recognize mental states in others and self (ToM tendency). Results
showed that close-up shots (compared to long shots) of a character was associated
with higher levels of Theory of Mind tendency, when the facial expression was sad but
not when it was neutral. And this effect did not transfer to other characters in the film.
There was also no observable effect of character depiction on viewers’ general Theory
of Mind ability. Together the findings suggest that formal and content features of shot
scale can elicit Theory of Mind responses by directing attention toward character mental
states rather than improving viewers’ general Theory of Mind ability.

Keywords: theory of mind, shot scale, close up shot, facial expression, characters, film

INTRODUCTION

Theory of Mind (ToM), the psychological process by which people recognize and understand
the mental states of others is arguably the most important process to human social functioning
(Premack and Woodruff, 1978; Tomasello, 1999; Frith, 2012). Supporting this idea, marked social
difficulties have been associated with deficits in ToM ability (Baron-Cohen et al., 2001; Shamay-
Tsoory et al., 2010) and a low level of mind perception is associated with dehumanization or
stigmatization of others (Cameron et al., 2015). Researchers distinguish between the representation
of thoughts (cognitive ToM), feelings (affective ToM) and motivations (intentional ToM) of
the other (e.g., Dziobek et al., 2008; Shamay-Tsoory et al,, 2009). A large body of work also
links ToM and related social cognition processes with understanding mental states in the self
(Gallese, 2003; Decety and Sommerville, 2003; Neal and Chartrand, 2011; Erbas et al., 2016),
further demonstrating the importance of ToM skills. Given the high social value of ToM,
researchers are particularly interested in ways to elicit ToM and foster interpersonal sensitivity
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(Meyer and Lieberman, 2016). Recently, it has been proposed
that engagement with narrative fiction is particularly effective in
this regard. Drawing on a well-established body of research that
identifies the significance of facial-cues in social cognition (e.g.,
Ekman and Friesen, 1971; Baron-Cohen et al., 2001; van Kleef,
2009), we predict that manipulating film viewers’ visual access to
such social cues via shot scale in fictional film narrative will affect
ToM response toward characters. We use a true experimental
design to explore how shot-scale affects viewers ToM. By
embedding our research in the everyday act of natural film-
viewing, this study offers a high-level of experimental control
and a high-level of ecological validity; two typically conflicting
characteristics that have been difficult to resolve in research to
date.

Narrative fiction has high potential for evoking ToM
responses (Mar et al., 2006). Research has demonstrated that
high quality literary fiction (Kidd and Castano, 2013, 2016,
2017; Pino and Mazza, 2016), cinematic fiction (Black and
Barnes, 2015) and narrativized video-games (Bormann and
Greitemeyer, 2015) can improve ToM performance. These
findings, however, seem to be difficult to replicate (Panero
et al., 2016; Pino and Mazza, 2016), which may be a symptom
of the fact that little is known about the mechanisms (in
the viewer or the media) that facilitate the increase in ToM.
Researchers draw on the work of Mar and Oatley (2008)
and propose that ToM performance was superior because the
fictional narratives elicited mental simulation and abstraction
of social experience. They attribute the ToM performance
effects to the effort involved in constructing a mental model
of the characters. If this is true then it is reasonable to
predict that features of the media may challenge or guide
the construction of mental models and differentially affect
ToM.

A growing body of work shows that audio-visual narratives
are of special importance in eliciting ToM (see Levin et al,
2013; Tan, 2013). One of the main advantages of film over
other media is the central role of faces in telling the story.
The visual cues carried within human faces are strongly
associated with ToM response (Calder et al., 2002; Mosconi
et al., 2005; Itier et al., 2007; Itier and Batty, 2009; Fischer
et al., 2012). For example, facial expressions and gaze direction
are salient triggers of ToM (Frischen et al.,, 2007). van Kleef’s
(2009) Emotions as Social Information (EASI) model explains
the link between emotional expression and the observer’s
response via inferential and affective reactions. Within this
framework, numerous studies have demonstrated the effects of
emotional expressions on viewers character judgments (Hareli
and Hess, 2010), attributions (van Doorn et al., 2015), and
inferences about intentions (van Kleef et al., 2004; de Melo
et al., 2014). Specific expressions (such as sadness or fear)
include social information that tells a story to the viewer
(Parkinson, 1999, 2001; Hareli and Hess, 2010). Testament
to the importance of reading facial expressions in narrative,
Cutting and Armstrong (2016) demonstrate that filmmakers use
longer durations for scenes that present faces at a distance,
amongst clutter, and argue that this is because viewers need
more time to successfully read character expression in a cluttered

context. This demonstrates the formal features, such as shot-
scale, play an important role in mediating social information in
a film.

Shot-scale, defined as the apparent distance of characters
from the camera, is one of the most effective visual devices
in regulating the relative size of characters’ faces, the relative
proportion of the human figure to the background (Salt, 1992;
Bowen and Thompson, 2013), and arranging film content
according to its saliency (Carroll and Seeley, 2013). It has
an impact on self-reported arousal (Canini et al, 2011),
prosocial behavior (Cao, 2013), and character liking (Mutz,
2006). Previously, Bélint et al. (2016) observed a relationship
between ToM responding and shot-scale distribution within
a film. This study found that films with a higher proportion
of closer shots (compared to films with fewer or no close
shots) evoked higher levels of ToM responding. While the
study statistically controlled for various potentially confounding
variables, the test condition stimuli were different films (different
stories, with different characters). Thus the study was subject
to the typical trade-off between experimental control and
ecological validity that has been common in the previous
research to date. To overcome this limitation, by working with
professional animation designers and filmmakers, the present
study manipulates shot-scale (by inserting specifically designed
close-up shots) into a film, while holding all other variables
constant.

Previous research showing a relationship between shot-scale
and ToM have failed to clarify if ToM is specifically targeted
toward the character who is shown in close-up. It may be
reasonable to predict that showing a close-up of a character
would elicit ToM toward that character exclusively, yet previous
research seems to claim that engagement with fiction results in
a non-specific activation of ToM (e.g., Kidd and Castano, 2013;
Black and Barnes, 2015). In that case, we would see a transfer
effect of target character close-ups on ToM responses toward
non-target characters. Thus the present study distinguishes
between references to mental states of the target character (who
featured in the close-ups) and a non-target character (a character
who is seen only in extreme or very long-shots).

Previous studies exploring the effect of narrative fiction have
primarily used tasks that explicitly require participants, in a
forced-choice test, to identify emotional states (Reading the
Mind in the Eyes test; Baron-Cohen et al., 1985), thoughts
(Yoni task; Shamay-Tsoory and Aharon-Peretz, 2007; Kalbe
et al., 2010) or beliefs (False-belief task; Wimmer and Perner,
1983; Baron-Cohen et al,, 1985) from faces or descriptions
of scenarios (Happé, 1993, 1994). While these measures have
been widely and reliably used for decades (e.g., see Wellman
et al., 2001; Fernandez-Abascal et al., 2013; Devine and Hughes,
2016), they prompt ToM by explicitly asking about mental
states (Apperly and Butterfill, 2009; Rosenblau et al., 2015).
The nature of these tasks allows them to successfully tap
into participants’ ToM ability (or competence). It has been
argued that beyond one’s ability to understand mental states,
people demonstrate individual differences in their tendency to
do so, resulting in a ‘competence-performance gap’ (e.g., Meins
et al., 2014). Unlike recent distinctions between explicit and
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implicit ToM, that concern a person’s conscious awareness of
their deliberate efforts to mentalize, the distinction between
ability and tendency concerns the extent to which a person
is prompted or spontaneously models the mental states of
another. Apperly (2012) argues that when exploring ToM
we must recognize the distinction between the ability to
conceive of the mind of the other, the mental processes
involved in doing so, and the tendency to pay attention or
care about the mind of the other. Prompting tasks are less
sensitive to the absence of mental state references, and are
less valid representations of individual differences in adults’
spontaneous ToM (Meins and Fernyhough, 1999). This calls
for the use of a measure of ToM-tendency, without which we
can say little about unprompted social cognition in everyday
life.

Addressing these abovementioned issues, this study employed
a data collection method that distinguishes TOM-tendency
and TOMe-ability (Balint et al, 2014). It also allows us to
break ToM down further by coding whether the participant is
mentalizing the character’s cognition, emotion and intentions.
Previous studies demonstrated that emotional and cognitive
processes of social cognition are interdependent but separate
mechanisms in the brain (Dziobek et al., 2008; Zaki and Ochsner,
2012). Therefore, our coding system differentiated whether
the theory of mind response referred to cognitive, emotional
or intentional mental states in the character. Our procedure
was informed by standardized assessments of ToM processes
using story-based stimuli and qualitative data collection (Heavey
et al,, 2000; Dziobek et al., 2006; Golan et al., 2006; Barnes
et al., 2009; Dodell-Feder et al., 2013). We are also interested
in exploring the way in which character depiction affects
references to one’s own mental states (hereafter referred to
as ToM-self). This is particularly interesting in light of
recent research showing that reading fiction does not elicit a
shared emotional state with the characters (Pino and Mazza,
2016).

Our over-arching research question asks how shot-scale affects
ToM, that is, the degree to which viewers perceive film-characters
as intentional agents with mental states. To partition effects of
shot scale from the content of the shot, we also manipulate
facial expression of the character in the shot. We refer to
these formal and content aspects of shot scale together as
“character depiction.” The main research question has three
parts: we examine the effect of character depiction on ToM-
tendency (RQ1), on ToM-ability (RQ2), and on ToM-self (RQ3).
In all cases we predict that close ups increase ToM responses
compared to long shots, and this effect will be more pronounced
when the target is depicted in a close up with a sad facial
expression compared to a neutral facial expression. The use
of additional facial expressions may lead to interesting results
in the context of the current study, but would each require
an additional experimental group in the research design (and
thus more participants). As an initial exploration, we use a
sad facial expression due to its strong congruence with the
major themes of separation in the film, the accompanying
music and because a sad expression tends to signal affective
tendencies in the observer (Knutson, 1996; Hess et al., 2000;

Hareli and Hess, 2010). Aside from testing our main hypotheses,
for RQ1 and RQ2, we predict that ToM responses will be
higher for the target character than for a non-target character,
exploring any possible transfer effects from target to non-target
characters.

MATERIALS AND METHODS

Overview

The present study was an online experiment (Qualtrics software)
with an incomplete mixed-design. Shot-scale of character (Long-
shot vs. Close-up) and Facial expression (Sad vs. Neutral) were
levels to the between subject variable collectively referred to
as “Character Depiction.” The incomplete design was necessary
because facial expression can be only manipulated in close-up
condition but not in long shot, where character faces are not seen.
The study design also included Character (Target vs. Non-target)
as a within subject variable. ToM-tendency and ToM-ability were
dependent variables.

Participants

Power analysis called for a sample between 117 and 141 so as
to achieve sufficient power (0.9; a = 0.05) to detect medium
effect sizes. Recruiting through a university student participant
pool, 170 people started the experiment; 26 of them did not
complete the outcome measures and so could not be included
in the study. Four participants were excluded due to excessively
long duration with the stimulus (>6.5 min) indicating that
they did not progress through the study in line with other
participants (e.g., rewatching the video or engaging in other
tasks). In addition, 2 participants were excluded for reporting
to have seen the whole film before and 2 for reporting that they
write English at an intermediate level or lower, as this may have
affected their ability to express their ToM response (all other
participants reported very good, fluent or native-speaker English
abilities). Thus the final sample consisted of 136 participants
(78 female, 34 male, 24 did not report gender; age: M = 22.06,
SD =8.71).

Stimulus Material

We used the first two sequences (2 min) of the multi-
international-award winning animated film Father and Daughter
(Dudok de Wit, 2001) with two characters, a man (non-target
character) and a girl (target character). This segment included
the title screen “Father and Daughter” and credits. The film is a
two-dimensional hand-drawn animation, created in a simplistic
style, characterized by a limited color palette and simple lines
[see Bateman (2014) and Suckfiill (2010) for a formal analysis
of the film and responses toward moments of narrative impact].
The film is accompanied by instrumental music (Waves of the
Danube), but it contains no dialog or lyrics. The first sequence
presents a man (non-target character) and a girl (target character)
riding bicycles through a landscape. They arrive to a tree at
a lake where the man gets off the bicycle. The girl stops and
gets off her bicycle too. The man walks down to the water to a
boat, then returns to hug the girl. He walks back to the water,
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sits into the boat and rows away. The girl stays there standing
and watches him rowing away. In the second sequence the girl
is again on the same road riding her bicycle. She stops at the
same tree, looks at the water, and after a moment she leaves
again.

To manipulate the depiction of the target character (shot-
scale and facial expression) we developed three different versions
of the film excerpt (original version in long-shots, and two
manipulated versions in close-ups). The first sequence presents
the target character in a point of view shot as she looks at the
man rowing away; the second point of view shot at the end
of the second sequence presents her again as she looks at the
water. In the manipulated versions of the film this long-shot
(see Figure 1) was replaced by a close-up of the target character
with either a sad or neutral facial expression (see Figure 1).
Animation designers created and edited these close-up shots into
the film to be a perfect fit to the style of the original artwork.
The length of the films and close-up shots were kept constant.
In all conditions the non-target character was depicted in long
shots.

In a pilot study we tested the designed close-up shots for
emotionality to make sure that the faces were perceived as neutral
or sad. Thirty-one participants (15 females; 24 - 38 years old,
M = 31:28; SD = 3.96 years) rated the test faces, after they were
given some minor context. The faces were randomly selected
by Qualtrics online survey designer, and presented in the order
they would appear during the film. For each face, participants
had to estimate the age of the depicted character (this is relevant
to the narrative), and rate the perceived intensity of discrete
emotions (i.e., emotionless, happy, sad, angry, disgusted, fearful,
other emotion) on a 9-point scale from “not at all” to “very
much.” For each face, the average ratings on each emotion
were calculated, these were then combined by group to give

a group average rating on each emotion. Comparison of the
mean ratings for each group showed that neutral faces evoked
significantly higher ratings than sad faces on the dimensions

of emotionless, #(21.91) = —5.65, p < 0.05, Clos = —4.64,
—2.15, and happy, t(29) = —2.21, p < 0.05, Clos = —1.42,
—0.056; and significantly lower ratings on dimensions of sad,
£(29) = 5.70, p < 0.05, Clos = 1.71, 3.62, angry, £(29) = 5.63,
p < 0.05, Clos = 1.49, 321, disgust, £(29) = 3.12, p < 0.05,
Clgs = 0.51, 2.42, and fear #(29) = 4.98, p < 0.05, Cly5 = 1.52,

3.64.

Procedure

The study was approved by the University College Dublin
Research Ethics Committee. Participants were asked to complete
the experiment in one sitting in an undistracted environment.
First they reported their proficiency in the English language;
then they were randomly assigned to one of three conditions
(Long-shot, Sad close-up or Neutral close-up). After the film,
participants responded to three open-ended questions (see
Table 1). The first question asked participants to describe
the story and was designed to allow for ToM-tendency
responses. The second question was designed to capture
ToM-ability using a prompt to describe the story from the
target character’s perspective. Finally, we prompted participants
to describe their own experience so as to capture ToM-
self. These questions were carefully designed to allow us to
explore various ToM effects while minimizing demands on
the participants. For example, we decided to use the same
question to explore manipulation effects on both target and non-
target characters. Once participants responded to these, they
completed quantitative control measures of their experience and
answered questions about their demographics. At the end of
the session, participants were debriefed. Mental state references

Scene 1
Long Shot
(Original)

No facial
expression

Close-up
Neutral expression

Close-up
Sad expression

FIGURE 1 | Images of character depiction by condition. Each row depicts an experimental condition. Participants watched a sequence containing two scenes.
Depending on the condition, the shot presented in the first and third column (Scenes 1 and 2) was followed by a different shot. Condition 1 (top row) = Long shot is
followed by another long shot with no visible facial expression; Condition 2 (middle row): Long shot is followed by a close up shot with neutral facial expression;
Condition 3 (bottom row): Long shot is followed by a close-up shot with sad facial expression.

Followed by
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TABLE 1 | Description of questions used after viewing and the nature of ToM that
they access.

TABLE 2 | Coding frame used to assess frequency of mental state references.

Mental Reference to... Example

Theory of Mind Question state

measures type*

ToM-tendency Q.1 Implicit question for unprompted ToM Affect Wishes, desires, or feelings ‘Anxious,” ‘excited,” ‘feeling lonely’
Please describe the story of the film scene in as much Cognition  Memory function ‘Forget,” ‘remember,” ‘was reminded’
detail as possible using at least 6-10 sentences. Knowledge ‘Realize,” ‘understand,’ ‘assume’

ToM-ability Q.2 Explicit question prompting ToM for character Other cognition/metacognition ‘Imagine,’ ‘accept,’ ‘pretend’

Try to imagine the story from the per: SP?CI‘/VG of fh? Intention  Expressed by an explicit word  ‘Intend,’ ‘determined to,” ‘attempt’
female charactfer, hoyv would you degcr/be her feelings, Expressed by a preposition To,’ ‘so that,’ ‘in order to’
thoughts, and intentions? Please write at least 6-10 . . . ;
sentences. Expressed by a modal verb Have to,” ‘must,” ‘want
ToM-self Q.3 Explicit question prompting ToM for self *References to mental states of target (female), non-target (male) and self were

Describe your own experience during the movie. What
happened to you while watching it? How would you
describe your thoughts and feelings? Please write at
least 6-10 sentences.

were assessed using a quantitative content-analytic method by a
trained coder, blind to the experimental conditions, developed
in prior work (Bdlint et al., 2014, 2016) and detailed in the
next section. For each of the coded dependent variables, a
randomly selected ten percent of descriptions was coded by
another independent rater. Agreement was calculated for each
variable using Krippendorf’s Alpha; these yielded acceptable
levels of agreement (o = 0.67 to 1).

Measures

ToM-Tendency

To measure ToM-tendency we coded responses to question 1,
identifying where participants made explicit reference to a mental
state. These mental state references were also categorized as
referring to the target (female) or the non-target (male) character,
and by type of mental state (affective, cognitive or intention; see
Table 2). Once coded, each participant’s response was given a
score for the frequency of mental state references, where higher
scores are indicative of higher levels of ToM-tendency in a

category.
ToM-Ability

The ability to use ToM was assessed by coding mental state
references occurring in answers to question 2 (which prompted
ToM). Again all utterances were coded for explicit references to
character mental states and categorized by character (target/non-
target) and by type. Higher scores mean more frequent references
to mental states, indicating a higher level of ToM-ability.

ToM-Self

References to one’s own mental states were coded in responses to
question 3 that explicitly prompted reflection on the participant’s
own experience. Once the mental state reference was coded as a
self-reference, it was further classified into one of three ToM types
described in Table 2.

Controls
Besides gender, and age, we asked participants to indicate
the highest level of education they obtained (see Table 3).

coded separately.

We also included control variables for familiarity with the
film scene (yes or no); perceived quality of the film; self-
reported proficiency in the English language (from 0 for
basic proficiency in writing to 4 for first language); size of
screen used; and word count of response to the open ended
questions.

Data Analysis

Open responses were coded and group mean scores were
calculated separately for target and non-target characters. Data
were cleaned, distributions were explored, and descriptive
statistics are reported in Table 3. Given the nature of the
data (count data) the hypotheses were tested using Poisson
regression. The independent (predictor) variables were Character
depiction condition (Long-shot vs. Sad close-up vs. Neutral
close-up), and Character (Target vs. Non-Target). Frequency of
mental state references (categorized as ToM-tendency, ToM-
ability, and ToM-self) were offset against the log transformed
word count in participants’ responses, to account for individual
response length in a way that is required for analysis of count
data (Agresti, 2003). In addition, to account for the personal
relevance of the story, reported gender and age were included as
covariates.

RESULTS

Before testing the hypotheses, a series of one-way ANOVA
revealed no significant difference between the experimental
groups in their level of English, F(2,133) = 1.373,
p > 0.05, education, F(2,109) = 0.266, p > 0.05, age,
F(2,109) = 1.383, p > 0.05, or the size of the screen that
they viewed the film on, F(2,109) = 0.472, p > 0.05 (see
Table 3). Importantly, there was no significant difference
observed between the groups in perceived quality of the
film, F(2,109) = 1.133, p > 0.05 demonstrating that the
manipulation did not significantly detract from the viewing
experience.

ToM-Tendency
To answer RQ1, we tested how Character depiction (close-up
and facial expression) affected participants ToM-tendency,
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TABLE 3 | Means and standard deviations for output and other variables.

Long Shot (Original) Close-up Neutral Close-up Sad Scale
M SD M SD M SD
ToM-tendency for target 2.29 2.14 1.97 1.62 3.17 2.14 ~
ToM-tendency for target (Affective) 1.11 1.60 1.14 1.36 1.86 1.563 ~
ToM-tendency for target (Cognitive) 0.74 0.85 0.51 0.90 0.72 0.97 ~
ToM-tendency for target (Intentions) 0.43 0.61 0.32 0.53 0.58 0.65 ~
ToM-tendency for non-target 1.23 1.68 0.76 0.95 1.28 1.47 ~
ToM-ability for target 9.69 4.54 8.81 4.06 10.69 5.13 ~
ToM-ability for non-target 0.54 1.01 0.35 0.72 0.36 0.54 ~
ToM-self 5.80 3.15 6.21 3.74 6.67 3.84 ~
ToM-self (Affective mental states) 3.89 2.35 4.62 3.18 5.08 3.20 ~
ToM-self (Cognitive mental states) 1.74 1.75 1.68 1.58 1.39 1.18 ~
ToM-self (Intentions) 0.17 0.45 0.05 0.23 0.19 0.47 ~
Level of english 1.05 0.22 1.06 0.02 1.00 0.00 (First language) 1 to 5
(basic proficiency)
Highest level of formal education 4.00 1.47 3.76 1.38 3.92 1.42 1 (none), 2 (Secondary education, not
completed), 3 (Secondary education,
completed), 4 (Trade/Apprenticeship), 5
(Higher cert/Diploma), 6 (Bachelors
Degree, 7 (Masters/Ph.D.).
Age 21.83 8.46 23.82 11.09 20.53 5.60 Age in years
Screen size 3.75 0.94 3.87 0.99 3.66 0.91 (Cinema size) 1 to 6 (<than smart
phone)
Perceived film quality 4.68 1.60 5.1 1.66 4.63 1.46 (Bad) 1 to 7 (good)

~Average number of mental state references in a response that was 6 — 10 sentences (in the inferential analysis, Poisson Regression, this was offset against the log

transformed word count of the response).

and if this differs for the target and non-target character.
Analysis revealed a significant interaction between the depiction
and the character (target/non-target), F(5,214) = 17.43,
p < 0.01. Results demonstrated that the manipulation
affected responses toward the target but not the non-target
character (see Figure 2). Pairwise contrasts (using least
significant difference) demonstrated that participants in the
sad close-up condition made significantly more references to
target character’s mental states than those in the long-shot
condition, b(0.053) = 0.104, p = 0.05, and the neutral close-
up condition, b(0.051) = 0.128, p = 0.013. This pattern of
findings is in line with our prediction that participants in
the sad close-up condition would demonstrate the highest
level of ToM-tendency, and that it was directed toward the
target character’s mental states (rather than the non-target
character).

To explore the effect of character depiction further, we
tested its effect on the type of mental states for the target
character. Results revealed a significant interaction effect
between depiction and type of mental state, F(8,322) = 7.781;
p < 0.05. Pairwise comparisons demonstrated that the
sad close-up condition was associated with significantly
more references to the target character’s affective mental

states, than the neutral close-up, 0(0.047) = 0.095,
p = 0.045, or long-shot conditions, b(0.046) = 0.104,
p = 0.025. No significant effects of character depiction

were evident for the mental state references to cognitions
or intentions.

ToM-Ability

RQ2 explored the effect of character depiction on ToM-ability.
While mean levels of mental state references where higher
for all conditions in question 2 (which explicitly prompted
ToM) compared to question 1, using the same analysis, no
significant effects of depiction were observed for the target,
F(2,214) = 0.38, p > 0.05 or for the non-target characters,
F(2,214) = 1.27, p > 0.05 (see Figure 2). These results do
not support our prediction that the inclusion of close-up shots
(especially emotional close-up shots) elicits participants’ ToM-
ability toward the target character, and thus hypothesis 2 was not
supported.

ToM-Self

Finally, we tested hypothesis 3 predicting that Character
depiction would affect references to one’s own mental states
(ToM-self). Results showed a marginally significant effect of
depiction on the frequency of ToM-self, x2(4) = 9.16, p = 0.057.
Relative to the long-shot condition, participants in the neutral
close-up condition referred to their own mental states more
frequently, (1) = 3.137, Exp(B) = 1.13; Clos = [0.987, 1.29];
p = 0.077. This effect was even stronger for the sad close-up
condition, x2(1) = 3.713, Exp(B) = 1.139; Clys = [0.998, 1.30];
p = 0.054, with no significant effect observed between the neutral
and sad close-up conditions, ¥2(1) = 0.023, Exp(B) = 0.990;
Clos = [0.870, 1.126]; p = 0.879. Thus it seems shot-scale and
facial expression affected ToM-self, in line with hypothesis 3.
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FIGURE 2 | Average number of mental state references indicating theory of mind tendency (top) and ability (bottom) with 95% Confidence Intervals (means shown
regardless of word-count). Mental state references are presented categorized by whether they referred to the Target character or Non-target character. The
conditions listed on the X-axis indicate the way in which the target character was depicted (non-target character was depicted in long shot for each condition).
*ToM-tendency was significantly higher in for the target character when she was presented in close-up with a sad facial expression.

DISCUSSION

Using highly controlled yet ecologically valid film stimuli in a true
experimental design, we explored the effect of character depiction
on viewers social cognition. Specifically, we were interested in
viewers' tendency to reference character mental states (ToM-
tendency) and their ability to do so when prompted (ToM-
ability). Our findings demonstrate that shot-scale and facial

expression do affect social cognition. Specifically, we observed
that the close-ups of sad faces produced significantly higher
ToM-tendency than other conditions, and that the use of a
neutral close-up produced no more ToM-tendency than the
long-shot version. This suggests that the increase in ToM-
tendency response is not driven by merely presenting the
character’s face larger in the frame (i.e., at a smaller spatial
distance from the viewer), but rather it is the social and
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emotional information carried by the face that drives ToM-
tendency responses. Importantly, this work extends the findings
of previous research which demonstrated that exposure to fiction
films (as opposed to documentary films) can elicit ToM response
(Black and Barnes, 2015) by further exploring the way in
which formal features of the narrative can effect types of ToM
responding.

Supporting hypothesis 1, the current findings demonstrate
an effect of character depiction on participants’ ToM-tendency.
More specifically, the close-up shots of the target character with
a sad facial expression were associated with higher tendency to
refer to the target character’s mental states. Breaking down this
finding into the different types of ToM response, we found that
the effect was driven by affective ToM. That is, the increase in
ToM response primarily consisted of references to the target
character’s affective mental states, rather than her cognition
or intention. The manipulation of facial expression was one
of emotional valence; the faces presented were either sad or
emotionless. Thus this finding is in line with that of previous
research showing that sad expressions elicit affective responses
in observers (Knutson, 1996; Hess et al., 2000; Hareli and Hess,
2010). In line with this work, we predict that the ratio of
references to the target character’s feelings, thoughts or intentions
may change in the context of a different film or if future
researchers use different manipulations of facial expression, e.g.,
a thoughtful face.

An important aim of the present study was to explore
whether the ToM-eliciting effect of seeing characters in close-
up transfers to character depicted only in long shot (non-
target character). Results of the current study showed no
effect of character depiction on ToM responding toward
the non-target character. Given that the inserted close-up
shots did not feature the male character, this is perhaps
not surprising. Indeed the characters in the stimulus of the
current study differed not only in shot scale but along other
dimensions (e.g., gender, age, appearance) which may have
also inhibited a transfer effect. Nevertheless it is important
because it demonstrates no effect of character depiction on any
general form of ToM responses, where previous researchers
have reported such general ToM effects using other media
formats (e.g., Kidd and Castano, 2013, 2016, 2017; Black
and Barnes, 2015; Pino and Mazza, 2016). In line with this,
when prompted to recount the narrative events from the
perspective of the target character (question2), all groups
demonstrated a higher frequency of mental state references to
the target character, with no difference between conditions. This
demonstrates that when called upon to do so, there was no
difference between groups in terms of participants’ ability to
mentalize. Thus the use of close-up shots does not increase
ToM responding by activating some enhanced mentalizing ability
toward all characters, but rather it demonstrates, that close-
ups work by directing our attention to the salient aspects
of particular characters in the narrative. This is in line with
Peskin and Astington’s (2004) findings that adding metacognitive
language (words expressing character mental states) into stories
improved children’s vocabulary on mental states, but not their
performance in a false belief test. It seems that emotional

words in printed media have similar function to emotional
faces in visual media. Furthermore, filmmakers are skilled
in their ability to direct attention toward such important
social cues (Loschky et al., 2015; Cutting and Armstrong,
2016).

Character depiction also appears to have affected references
to one’s own mental states (ToM-self). Close-ups of sad faces
produced higher levels of ToM-self than other conditions.
Results show that the neutral close-up condition produced
more references to participants’ own emotions than the long-
shot condition, and the sad close-up condition produced even
more references to participants’ own emotions. These findings
show a similar pattern as ToM-tendency responses for the
target. They suggest that shot-scale and facial expression do not
increase ToM-ability in general, but rather it increases one’s
tendency to mentalize toward the target, and in doing so may
facilitate identification of their own mental states. This finding
is in line with the large body of research linking the processes
of social cognition of others, with self (e.g., Vygotsky, 1978;
Neisser, 1988; Gallese, 2003) and the evidence for overlapping
neural mechanisms in these processes (Decety and Jackson,
2004; Gallese, 2007; Lieberman, 2007; Rooney et al., 2012).
Drawing on this work, we argue that directing attention to
others’ mental states, aids recognition of one’s own mental
states.

Synthesis

Taken together, the findings have implications for our
understanding of the nature of ToM responses toward
characters. They demonstrated that viewers did not differ
in their ToM-ability, but rather they differed in their ToM-
tendency. Showing the sad facial expression of a fictional
character makes viewer mental states more readily available
and featured more in their unprompted responses. But when
prompted, all groups demonstrated the ability to call on social
cognitive faculties to model the characters’ mental states. These
findings have important implications for the way in which
ToM responses are measured in future research studies, and
how they have been measured in the past. Here we show the
way in which participants are asked about the experience can
have a large impact on the findings. Accessing unprompted
ToM responses may show differences that are not evident
in prompted responses. This is particularly important given
that so many ToM measures use direct questions to assess
participants’ ability to mentalize, rather than observing their
uncontaminated responses. The failure to distinguish between
these aspects of ToM may explain why previous research
has presented conflicting and ambiguous results (e.g., Kidd
and Castano, 2013, 2016, 2017; Panero et al., 2016; Pino and
Mazza, 2016). In line with researchers such as Apperly (2012),
Meins et al. (2014), and Rosenblau et al. (2015), we argue that
capturing unprompted ToM responses taps in to participant’s
ToM-tendency and is representative of how ToM manifests in
everyday life. Thus we too, call on researchers to give careful
consideration to the operational definitions of social cognition
they employ and the claims that can be made from their
findings.
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Limitations and Implications for Future
Work

The strength of our own claims is somewhat limited by our
focus on a single emotion manipulation, in a single film
stimulus. Indeed the stimulus used was an animation rather
than live action. This means that our findings presented in
the context of simple highly designed visual information and
call on future research to extend the findings with even
more ecological validity. Nevertheless, we argue that this is an
important strength of our work too. The stimulus used (its
design and manipulation) offers a degree of experimental control
that is typically difficult to achieve, without contaminating the
ecological validity of the study. This major strength of the
current study, compliments previous research that explored the
relationship between ToM responses and shot-scale distribution
in different films (Balint et al., 2016). Taken together these
studies, using various films (Bélint et al, 2016) and in a
single experimentally manipulated film (the present study)
provide evidence that the distribution of close-up shots may
be utilized to increase ToM responding. Importantly, here
we do not propose that simply inserting close-up shots into
film will automatically generate increased ToM responses in
viewers. Indeed, our findings that show an effect for the facial
expression demonstrate that the social information presented
in the close-up is particularly important in directing attention
toward character mental states. In addition, we recognize that
other ways in which the close-up is used will drive the ToM
responses. Future research needs to explore these subtleties
further by, for example, manipulating the number and position
of the close-ups used, or how the depiction of the character
might interact with viewer identity or personal relevance of the
narrative.

We propose that using close-up shots of a sad expression
drew participants’ attention to the character’s mental states, made
character mental states more accessible and thus more likely
to be integrated into viewers models of the narrative. To be
clear, we make this proposal for the current sample, and those
within a population that they represent. The current sample of
participants where relatively young adults in university education
and our findings demonstrated that when eventually prompted to
take the perspective of the target character, all groups regardless
of condition, were able to do so. It is clear that the nature of
our sample (convenient sample of volunteers) limits the extent
to which the findings might generalize. While we stand by the
way in which these findings speak to previous research, with
similar limitations, we expect future research to build upon this
limitation and design novel ways in which data can be collected
(ethically) from a more representative and diverse population.
For example, it remains to be seen how these findings may be
extended to populations with deficits in social cognition such
as participants with autism or schizophrenia. These populations
may not be able to mentalize when prompted to do so. We might
speculate that simply inserting close-ups would not increase
ToM responding for an autistic population without some form
of guidance or scaffolding, i.e., additional resources to draw
attention to relevant social information.

CONCLUSION

Using a true experimental design, with highly controlled visual
stimuli in an ecologically valid activity, the present study makes
an important contribution to our understanding of theory of
mind response. The findings indicate that depiction of the
character can direct attentional focus toward their mental
states, making them more accessible to the viewer and thus
increasing viewers tendency to use those mental states in a
representation of the narrative. However, mere exposure to
close-up faces of characters does not enhance general theory
of mind ability, nor does it transfer to mentalizing with
other characters depicted in long shots. Finally, the findings
demonstrate that directing viewers attention to the mental
states of characters also elicits viewers' modeling of their own
mental state, supporting the idea that understanding mental
states in others is linked to understanding self. Findings of
the present study show that shot scale and facial expression
of character depiction is a powerful tool for shaping viewers’
recognition of mental states in characters on screen and in
self.
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Social neuroscience offers a wide range of techniques that may be applied to study the
social cognitive deficits that may underlie reduced social functioning—a common feature
across many psychiatric disorders. At the same time, a significant proportion of research
in this area has been conducted using paradigms that utilize static displays of faces
or eyes. The use of point-light displays (PLDs) offers a viable alternative for studying
recognition of emotion or intention inference while minimizing the amount of information
presented to participants. This mini-review aims to summarize studies that have
used PLD to study emotion and intention processing in schizophrenia (SC2), affective
disorders, anxiety and personality disorders, eating disorders and neurodegenerative
disorders. Two main conclusions can be drawn from the reviewed studies: first, the
social cognitive problems found in most of the psychiatric samples using PLD were
of smaller magnitude than those found in studies presenting social information using
faces or voices. Second, even though the information presented in PLDs is extremely
limited, presentation of these types of stimuli is sufficient to elicit the disorder-specific,
social cognitive biases (e.g., mood-congruent bias in depression, increased threat
perception in anxious individuals, aberrant body size perception in eating disorders)
documented using other methodologies. Taken together, these findings suggest that
point-light stimuli may be a useful method of studying social information processing
in psychiatry. At the same time, some limitations of using this methodology are also
outlined.

Keywords: biological motion, schizophrenia, affective disorders, eating disorders, anxiety disorders,
neurodegenerative diseases, social neuroscience, emotion recognition

INTRODUCTION

It has recently been highlighted that the field of social neuroscience offers a number of techniques
that can be effectively used for studying the processes that may underlie reduced functioning of
psychiatric patients (Cacioppo et al., 2014; Fett et al., 2015; Ibafez et al., 2016). Social cognitive
deficits are found in various psychiatric populations (Samamé et al., 2012; Savla et al., 2013; Plana
etal., 2014; Weightman et al., 2014) and may be of great importance for patients’ functional capacity
(Fettetal., 2011). Although a wide range of techniques can be used to examine emotion recognition
and theory of mind in patients, a substantial proportion of studies have examined the processing of
social information conveyed by static displays of human faces or eyes (Savla et al., 2013). While the
use of these types of stimuli is well-established in social cognitive studies, the static nature of the

Frontiers in Human Neuroscience | www.frontiersin.org 30

February 2018 | Volume 12 | Article 48


https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://doi.org/10.3389/fnhum.2018.00048
http://crossmark.crossref.org/dialog/?doi=10.3389/fnhum.2018.00048&domain=pdf&date_stamp=2018-02-08
https://www.frontiersin.org/articles/10.3389/fnhum.2018.00048/full
https://www.frontiersin.org/articles/10.3389/fnhum.2018.00048/full
https://www.frontiersin.org/articles/10.3389/fnhum.2018.00048/full
https://www.frontiersin.org/articles/10.3389/fnhum.2018.00048/full
http://loop.frontiersin.org/people/140643/overview
https://creativecommons.org/licenses/by/4.0/
mailto:lukasz.okruszek@psych.pan.pl
https://doi.org/10.3389/fnhum.2018.00048
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles

Okruszek

Biological Motion Processing in Psychiatry

stimuli limits the ecological validity of this measurement method,
given the dynamic nature of social cognitive processes. To
overcome this problem, one may utilize videoed vignettes of
actions and/or interactions of real-life social agents for social
cognitive examination (McDonald et al.,, 2003; Dziobek et al.,
2006). However, for such complex stimuli to be correctly
processed a wide range of both verbal and non-verbal signals
(facial and bodily movements, gaze direction, prosody, proximity
between the agents) must be taken into consideration. Thus,
patients’ inability to process these types of stimuli correctly
reflects a wide variety of underlying social cognitive problems.
Furthermore, perception of either static or dynamic full displays
of real-life actors may be affected by numerous confounding
factors, e.g., likeability of the agent presented or cultural factors
(Mehta et al., 2011).

Minimalistic, dynamic, point-light displays (PLDs) may
be a viable alternative for presenting social information
while avoiding the problems that can afflict studies that
use static or dynamic full displays of agents. Since the
introduction of point-light motion methodology to the field
of experimental psychology, by Swedish psychologist Gunnar
Johansson (Johansson, 1973), numerous researchers have used it
to show that the human visual system is finely tuned to decipher
information on the gender, physical characteristics, affective
state, or intention of the person presented (see Troje, 2013) for
a review of studies on biological motion perception in healthy
individuals). Furthermore, the presentation of whole-body
motion that is visually downgraded to several point-lights
attached to the main joints and limbs of the body, may be a
culturally unbiased way to study social information processing
(Pica et al., 2011).

In addition, the pattern of neural activity and connectivity
during the processing of PLDs may be, to some extent,
similar to that observed when processing other forms of
social agent presentation (faces, animated shapes; Dasgupta
et al., 2017). Processing of the whole-body motion from PLDs
is strongly linked to the posterior superior temporal sulcus
(pSTS) activation, which is mostly lateralized to the right
hemisphere (Van Overwalle and Baetens, 2009). At the same
time, face-processing network includes occipital and fusiform
face areas, posterior and anterior STS, as well as amygdala
and insula (Duchaine and Yovel, 2015). Furthermore, while
processing of both types of the stimuli strongly engage pSTS,
(Deen et al., 2015) observed that, despite significant overlap,
pSTS responses to faces and PLDs may differ reliably, with
face-sensitive pSTS region being placed slightly anterior to region
responding to biological motion.

While a large body of research was devoted to the study of
various aspects of face perception across psychiatric disorders,
knowledge of emotion or intention processing on the basis
of biological motion processing in patients is relatively scarce.
This may be a little surprising, especially given the amount of
attention that biological motion processing received in the field
of neurodevelopmental disorders (Pavlova, 2012, 2017). Thus,
this article aims to provide a review of findings on recognition of
emotion or intention from biological motion across psychiatric
disorders.

METHODS

A PubMed search using terms “(“biological motion” or “point-
light motion”) and (“emotion” or “intention”)” was performed
to identify studies for the current mini-review. Additionally the
search was supplemented by relevant articles found by reviewing
the references provided in the identified articles. Relevant
studies have been grouped accordingly to major categories
from ICD-10 “Mental Behavioral and Neurodevelopmental
disorders” section. Given that the studies on biological
motion processing in autism spectrum disorders and other
developmental disorders were reviewed in Pavlova (2012), and
more recently in Pavlova (2017), findings from this areas are
not discussed in the current review. Additionally, description of
the commonly used PLD tasks has been provided in the “Tasks”
section.

TASKS

Most of the studies which examined processing of emotion from
PLDs in psychiatric populations (Schizophrenia: Bigelow et al.,
2006; Couture et al., 2010; Henry et al., 2010; Brittain et al., 2012;
Kern et al,, 2013; Vaskinn et al., 2016; Bipolar Disorder: Vaskinn
etal.,2017; MDD: Loi et al., 2013; Eating Disorders: Zucker et al.,
2013; Lang et al., 2015; Dapelo et al., 2017; Alzheimer’s Dementia:
Henry et al., 2012) utilized stimuli developed by Heberlein et al.
(2004). During the Emotion from the Biological Motion task
(EBM) participant observes a single point-light agent walking
across the screen and his/her task is to select the alternative
which best describes agent’s affective state (happiness, sadness,
fear, anger, neutral). Another set of stimuli for investigating
emotion recognition in dyadic and monadic PLDs was developed
by Lorey et al. (2012) and effectively applied to investigate social
cognitive processes in psychiatric populations (Kaletsch et al,,
2014a,b).

Two tasks were used to investigate intentions inference
from PLDs across psychiatric populations. During the Gesture
Perception Task (GPT; Jaywant et al, 2016b) participant
is presented with single PLD (Zaini et al, 2013) and
has to: (i) classify gesture performed by PLD as either
communicative or non-communicative; and (ii) verbally describe
each action. Alternatively, Communicative Interaction Database
Five Alternative Forced Choice task (CID-5; Manera et al.,
2015) present 21 dyadic PLDs and requires participant to:
(i) decide if agents communicated or acted independently; and
(ii) to identify the correct action description among the five
alternatives.

NEURODEGENERATIVE DISORDERS

Two studies examined the ability to recognize emotion from
PLDs in patients with Alzheimer’s dementia (Henry et al,
2012; Insch et al, 2015). The first (Henry et al, 2012)
observed that while deficits in facial emotion recognition can
be found both in patients with AD and in individuals with
mild cognitive impairment (MCI), deficient EBM performance
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was observed only in patients with AD. This observation
was further corroborated by Insch et al. (2015), who found
decreased performance in emotion recognition from PLDs
in older adults, which was further reduced in patients
with AD.

Another line of studies (Jaywant et al., 2016a,b) examined
biological motion processing in individuals with Parkinson’s
disease (PD). Interestingly, patients with PD demonstrated
reduced sensitivity to biological motion (Jaywant et al., 2016a)
and recognition of non-communicative, object-oriented gestures
(Jaywant et al., 2016b), but did not differ from healthy controls
when describing communicative gestures in GPT (Jaywant et al.,
2016b).

SCHIZOPHRENIA

Patients with schizophrenia (SCZ) present deficits across
multiple domains of the biological motion processing, including
biological vs. scrambled motion discrimination (Kim et al., 2005,
2011, 2013; Kern et al., 2013; Jahshan et al., 2015) and detection
of masked biological motion (Hastings et al., 2013; Spencer et al.,
2013; Matsumoto et al., 2015, 2017). For a detailed discussion
of the behavioral and neural correlates of biological motion
processing in SCZ, please refer to our recent systematic review
and meta-analysis of studies in this area (Okruszek and Pilecka,
2017). A sub-meta-analysis of six studies that assessed EBM
performance (Bigelow et al., 2006; Couture et al., 2010; Henry
et al,, 2010; Brittain et al., 2012; Kern et al.,, 2013; Vaskinn et al,,
2016) revealed moderate to large (d = 0.61) deficits in SCZ. Thus,
while still impaired, this domain of social cognition differentiates
SCZ from healthy controls to a lesser extent than does facial
emotion identification (d = 0.89; Kohler et al., 2010) or emotional
prosody processing (d = 1.24; Hoekert et al., 2007). Furthermore,
links have been found between recognition of emotion from
biological motion and higher-order social perception (Brittain
et al., 2012), facial emotion identification and empathic accuracy
(Olbert et al., 2013), and neurocognition and functional capacity
(Engelstad et al., 2017).

Furthermore, we have shown that SCZ display reduced
ability to explicitly categorize actions of dyadic PLDs as
either communicative or individual in CID-5 (Okruszek et al.,
2015). However, we have recently observed that despite
biological motion processing deficits, SCZ are still able to
use information carried by a communicative action of one
agent to predict the action of the other agent (“interpersonal
predictive coding”; Okruszek et al., 2018). Furthermore, similar
perceptual biases were elicited in SCZ and in healthy controls
by observing communicative gestures of one agent during
PLD-based simultaneous masking detection task (Okruszek et al.,
2017a). These findings, suggesting intact interpersonal predictive
coding in SCZ were congruent with our recent functional
neuroimaging results (Okruszek et al., 2017b): reduced activity
and functional connectivity of the right pSTS, but similar action
observation network activity were observed in SCZ compared
with healthy controls during processing of communicative
interactions vs. individual actions of dyadic PLDs (Okruszek
et al., 2017b).

AFFECTIVE DISORDERS

While recognition of biological motion appears intact in patients
with major depressive disorder (Kaletsch et al., 2014b), studies
of emotion recognition from PLDs have revealed the same
mood-congruent biases in patients when processing biological
motion using other types of social stimuli, i.e., faces (Bourke
et al., 2010) or verbal prosody (Péron et al., 2011; Loi et al,
2013). Using EBM, Loi et al. (2013) found that patients with
depression exhibit a deficit in the recognition of happiness, but
not of anger, sadness, fear, or neutral states, compared with both
patients with depression in remission and healthy controls with
no history of depression. On the other hand, Kaletsch et al.
(2014b) observed that patients with MDD rate negative (but not
positive) dyadic interactions presented in PLDs as more negative
and more intense than do healthy controls.

Recently, a small but significant (d = 0.40) impairment
in EBM was documented in patients with bipolar disorder
(Vaskinn et al., 2017). No differences were observed between
patients with type I and type II BD, or between patients with
and without a history of psychosis. Furthermore, unlike the
MDD group, patients with BD showed a similar extent of
impairment for all emotions and no mood-congruent biases, and
no association between impairments and either depressive or
manic symptomatology.

ANXIETY DISORDERS

It has been documented that depth-ambiguous displays of
biological motion are more often interpreted as being oriented
toward rather than away from the viewer, even when both
interpretations are equally plausible (Vanrie et al., 2004).
This effect was termed “facing-the-viewer bias” and is usually
explained by the preposterous consequences associated with
mistaking an approaching agent for a retreating one, and
thus may be interpreted as the impact of top-down factors
(e.g., attribution of hostile intentions) on perception. One of
the factors that has been shown to affect susceptibility to
facing-the-viewer bias during the perception of a bistable point-
light walker is the level of anxiety in an individual (Van de
Cruys et al., 2013; Heenan and Troje, 2014; Heenan et al,
2014). Furthermore, facing-the-viewer bias has been found
to be reduced by physical exercise and an anxiety-reducing
task (progressive muscle relaxation; Heenan and Troje, 2014).
Interestingly, the opposite bias (interpreting the walker as facing
away from the observer) was observed in individuals with high
levels of social anxiety, which can be interpreted in terms of
“wishful seeing” and protecting oneself (Van de Cruys et al,
2013). Facing-the-viewer bias has also been found to be mediated
by inhibitory abilities in individuals with high social anxiety
(Heenan and Troje, 2015).

EATING DISORDERS

The main focus of studies using biological motion stimuli to
study social perception in eating disorders has been abilities
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associated with processing the weight or BMI of the agent.
Individuals with either anorexia nervosa (AN; Phillipou et al.,
2016) or bulimia nervosa (BN; Vocks et al, 2007) were
shown to display abnormal processing of the body size of
PLDs. When it comes to emotion processing, two studies
examined EBM performance in individuals with AN (Zucker
et al, 2013; Lang et al, 2015). Zucker et al. (2013) found
overall worse recognition of emotion from biological motion
by patients with AN compared with both healthy controls and
weight-restored (>12 months) individuals with AN. Deficient
EBM performance was associated with symptom severity
as measured by self-reported dietary restraint in patients.
Moreover, analyses of the recognition of specific emotions
revealed that individuals with AN attributed more anger and
less sadness to the PLDs than controls and weight-restored
individuals with AN. No differences were found, however, for
the remaining categories (fear, happiness, neutral). These results
were partially replicated by Lang et al. (2015), who found
decreased recognition of sadness from PLDs in a well-powered
(n = 97) sample of females with AN compared with healthy
controls. Furthermore, overall worse recognition of emotion
conveyed by biological motion was observed in adolescent
individuals with AN compared with demographically matched
controls (Lang et al., 2015). Finally, emotion recognition
from faces and point-light motion was recently compared in
individuals with AN and BN by Dapelo et al. (2017), who
found specific impairment in processing emotion from faces
in both groups of individuals with eating disorders, but no
differences in EBM performance between patients and healthy
controls.

PERSONALITY DISORDERS

Reduced recognition of emotion from whole-body motion was
recently documented in healthy participants with elevated levels
of traits associated with positive schizotypy syndrome (Blain
etal., 2017). At the same time, no differences were found between
patients with borderline personality disorder (BPD) and healthy
controls in recognition of affective states from PLDs (Kaletsch
et al., 2014a).

CONCLUSION

This review focused on the application of biological motion
methodology to the study of emotion or intention inference in
patients with psychiatric disorders. Two main conclusions may
be drawn from the current review. First, the social cognitive
problems found in most of the psychiatric samples using
PLDs were of smaller magnitude than that found for other
methods of social stimuli presentation (e.g., face, voice; SCZ:
Okruszek and Pilecka, 2017; BD: Vaskinn et al., 2017; AN/BN:
Dapelo et al., 2017; BPD: Kaletsch et al., 2014a). It has been
suggested that the contribution of body motion to processing
information about a person may be particularly important when
viewing conditions are suboptimal or the person is viewed at a

distance (Yovel and O’Toole, 2016). Correct identification of a
person’s affective state or intention prior to a close proximity
encounter may be crucial for one’s survival, thus the extraction
of such information from biological motion may be one of our
most basic and evolutionarily oldest social cognitive abilities.
Furthermore, given the extensive neural networks that mediate
processing of the human face (Haxby et al., 2000), recognition
of emotion or intention from biological motion may be less
affected by abnormal brain functioning in patients, compared
with the processing of social information coming from other
modalities. Direct support for this suggestion comes from
the neuropsychological observations of body-face dissociation
in emotion recognition in patients with limbic lesions, who
were shown to be able to correctly recognize whole-body
expressions, even despite alterations in facial affect processing
(Sprengelmeyer et al., 2010; Atkinson et al., 2012). Additionally,
while decreased facial emotion recognition was observed in
both MCI and AD, decreased emotion processing from PLDs is
observed only in patients with fully developed AD (Henry et al,,
2012). Additionally, even though numerous studies documented
decreased intention attribution in psychiatric patients (Fett
et al., 2015), intact recognition of communicative interactions
from both single (Jaywant et al., 2016b) and dyadic (Okruszek
et al., 2015) PLDs was found in patients. Furthermore, intact
interpersonal predictive coding was observed in SCZ with
paradigms presenting dyadic PLDs (Okruszek et al., 2017a, 2018).
Thus, studies that aim to examine the mechanisms associated
with the processing of social information in psychiatric disorders
may benefit from combining standard methodologies (e.g.,
recognition of emotion or intention from static displays of faces)
and dynamic PLD-based tasks.

The second main conclusion of the current review is the fact
that specific social cognitive biases that have previously been
observed using other methods (e.g., mood-congruent bias in
MDD, Loi et al.,, 2013; Kaletsch et al., 2014b), increased threat
perception in individuals with elevated anxiety (Heenan and
Troje, 2015), aberrant body size perception in eating disorders
(Vocks et al., 2007; Phillipou et al., 2016) can also be found in
studies using PLDs. Thus, even though the information presented
in PLDs is extremely limited, the stimuli are sufficient to elicit
disorder-specific, social cognitive biases. Recognition of basic
emotions conveyed by biological motion has been found to be
relatively unaffected by cultural factors (Parkinson et al., 2017),
thus PLDs may be effectively employed to study cross-cultural
factors affecting social functioning in psychiatric populations
(Mohan et al., 2016).

Taken together, these observations suggest that PLDs may be
used as an additional source of information on social cognitive
processes, especially when combined with other forms of social
information presentation. One way to accomplish this may be
by using multimodal stimuli that combine PLDs with auditory
stimuli (Piwek et al., 2015). Furthermore, a wide variety of
PLD tasks is readily available, some of which have already been
shown to have satisfactory psychometric values (Kern et al.,
2013). Finally, Shi et al. (2017) recently presented a Kinect-
based method that allows one to produce PLDs without having
access to a full motion-capture laboratory. In this way, point-light
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stimuli can be tailored to the specific needs of a study using
low-cost and user-friendly methods.

While the benefits of using PLDs have been listed above,
some drawbacks of this approach should also be mentioned.
First, PLD-based tasks may have limited test-retest reliability,
thus may not be suitable for longitudinal assessments (Kern et al.,
2013). Second, none of the abovementioned tasks has undergone
a standardization procedure, which limits their usefulness for
clinical practice. Finally, knowledge of the neural markers
of biological motion processing abnormalities in psychiatric
populations is severely limited, especially when compared with
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The production of facial expressions (FEs) is an important skill that allows children to
share and adapt emotions with their relatives and peers during social interactions.
These skills are impaired in children with Autism Spectrum Disorder. However, the
way in which typical children develop and master their production of FEs has still not
been clearly assessed. This study aimed to explore factors that could influence the
production of FEs in childhood such as age, gender, emotion subtype (sadness, anger,
joy, and neutral), elicitation task (on request, imitation), area of recruitment (French
Riviera and Parisian) and emotion multimodality. A total of one hundred fifty-seven
children aged 6-11 years were enrolled in Nice and Paris, France. We asked them to
produce FEs in two different tasks: imitation with an avatar model and production on
request without a model. Results from a multivariate analysis revealed that: (1) children
performed better with age. (2) Positive emotions were easier to produce than negative
emotions. (3) Children produced better FE on request (as opposed to imitation); and (4)
Riviera children performed better than Parisian children suggesting regional influences
on emotion production. We conclude that facial emotion production is a complex
developmental process influenced by several factors that needs to be acknowledged
in future research.

Keywords: emotion, production, facial expression, development, children

INTRODUCTION

From an early age and throughout one’s lifespan, emotional skills are essential to communicate our
emotions to others and to modulate and adapt our behavior according to both our internal feelings
and the reaction of others (Saarni, 1999; Halberstadt et al., 2001). The ability to understand what we
feel, to deal with our own emotion and that of others, and to show emotional empathy are factors of
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integration in the society at all ages of life. Although our
experience of the world is multimodal (we see objects, hear
sounds, feel texture, smell odors, and taste flavors), visual
signals and languages are key social signals in humans (Adolphs,
2003). Among visual signals, facial expressions (FE) are
crucial components of emotional signals. They allow people to
understand and express not only emotions (Izard, 1971; Izard,
2001) but also social motivation (Fridlund, 1997).

Facial expressions recognition has been investigated in
numerous studies, showing that many variables can influence
the interpretation of FEs: (i) FE recognition increases during
childhood with the age of the perceiver (Herba et al., 2006;
Lawrence et al.,, 2015) and declines for older adults compared
to young adults (see Ruffman et al., 2008). (ii) Modality
influences emotion recognition, and multimodal supports are
easier to recognize than unimodal supports (Castellano et al,
2008; Luherne-du Boullay et al., 2014). (iii) The condition of
presentation from static or dynamic support is also important
(Biele and Grabowska, 2006; Trautmann et al., 2009). (iv) FE
are more easily recognized when the producer is younger rather
than older (Folster et al, 2014). (v) Girls are generally more
efficient in identifying emotion (Hall et al., 2000; Lawrence et al.,
2015) but not all studies support this conclusion (Herba et al.,
2006). Some differences in methodology could explain these
differences, as the choice of the intensity of the expressions
(Hoffmann et al., 2010). (vi) Emotion recognition is higher
when emotions were both recognized and expressed by members
of the same regional group (Elfenbein and Ambady, 2002).
Moreover, majority group members are poorer at judging
minority members than the reverse. (vii) The context in which
FE is produced can also contribute to emotion recognition
(Wallbott, 1988; Mobbs et al, 2006). (viii) The different
emotional FEs themselves are not equally identified: joy appears
to be one of the easiest FE to be recognized (Lawrence et al.,
2015).

Facial expressions production has received less attention
than FE recognition in the literature. There are mainly three
methods to evaluate FE production. The first is the measure

approach which describes and measures objectively observable
and measurable changes of facial components. The most widely
used method is the Facial Action Coding System (FACS, Ekman
et al., 2002) which requires a trained expert to rate. The second
and the most commonly used in the establishment of a dataset
is the judgment approach introduced by Darwin (1872) which is
based on the fact that everyone can relate a FE to an emotion.
This method consists of presenting FE to a sample of judges,
and the accuracy of the FE is inferred thanks to their rating. In
most previous studies (Egger et al., 2011; Dalrymple et al., 2013),
researchers recorded individuals when they produced a FE. Then,
blind annotators had to rate the video in two steps: first, they had
to first identify which emotion was produced and then had to rate
its intensity. Few studies try to rate the quality of the emotion,
and the way to do it is not consensual. In studies of children,
Egger et al. (2011) asked the judges how well the emotion was
portrayed. Mazurski and Bond (1993) looked at the certainty of
the judge that the emotion he recognized was the good one. In
studies of adults, such as the GEMEP (Binziger et al., 2012), the
judges had to rate the authenticity and the plausibility of the FE.
The third method to assess FE is based on algorithmic automatic
assessments trained on large datasets that provide a normed FE
material (Zeng et al., 2009). However, this method requires the
algorithm to be previously trained on a dataset already rated by
human judges.

To date, most of the datasets describing a large dataset of
FE concern adult FE. In the most recent studies, the datasets
propose both static and dynamic sequences with different
face orientations (Pantic et al., 2005), multimodal production
(Béanziger et al., 2012) as well as played (e.g., professional actors)
or natural facial productions (Zhang et al., 2014). But very few
datasets concern FE of children (see Table 1). Moreover, most
of them include only static 2D supports (mainly photographs).
The Facewarehouse dataset is the only one made of 3D video
recordings of FE, but it does not include just children nor does
it indicate how many children are involved (Cao et al., 2014).

Most studies regarding FE production were conducted in
adulthood. Ekman et al. (1987) defined six emotions as universal

TABLE 1 | Databases that include children facial expressions.

Databases Population

Emotions Support

NIMH-ChEFS (Egger et al., 2011)
old

Dartmouth database
(Dalrymple et al., 2013)

Facewarehouse (Cao et al., 2014)

from 6 to 16 years old

150 people from 7 to 80 years old
(proportion of children unknown)

Japanese database
(Komatsu and Hakoda, 2012)

Slides depicting facial expression of
affect (Mazurski and Bond, 1993)

CAFE (LoBue and Thrasher, 2014)

3 boys (9 to 11 years old) et 3 girls
(8'to 12 years old)

90 girls and 64 boys from racially and

ethnically diverse group between 2 and

8 years old

39 girls and 20 boys from 10 to 17 years

40 caucasian girls and 40 caucasian boys

53 boys et 54 girls from 11 to 13 years old

Fear, anger, happiness, sadness, and neutral 482 photographs

Neutral, satisfaction, happiness, sadness, anger, Photographs
fear, surprise, and disgust
Mouth stretch, smile, brow lower, brow raiser, 3D Vidéos

anger, jaw left, jaw right, jaw forward, mouth left,
mouth right, dimpler, chin raiser, lip puckerer, lip
funneler, sadness, lip roll, grin, cheek blowing, and
eyes closed

Neutral, happiness, surprise, anger, and sadness 535 photographs

Anger, disgust, fear, happiness, surprise, and Photographs
neutral

Anger, fear, sadness, happiness, neutral, surprise,
and disgust

1192 photographs
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(sadness, happiness, anger, surprise, fear, disgust, also combined
with contempt), common among all humans, independently of
culture or origin. Nowadays, this theory is questioned. If it
is generally accepted that these six emotions are innate for a
part, new studies show that culture can modulate FE production
(Elfenbein et al., 2007). Moreover, other factors influence FE
production. Women are described as more expressive than men
(Brody and Hall, 2000). They tend to produce more positive
emotions while males express more anger. FE production is
also influenced by the context around the producer. FE of a
participant is better recognized if he produces it in presence of
a friend than in presence of a stranger (Wagner and Smith, 1991).
People produce more easily FE of happiness in pleasant situations
with people but tend to hide negative FE in unpleasant situations
with people around them (Lee and Wagner, 2002).

In terms of development, it appears that most of the facial
components of human expression can be observed shortly after
birth like expression of enjoyment and interest that are present
from the opening days of life (Sullivan and Lewis, 2003).
Researcher first thought that infant FEs corresponded to adults
FEs (see Differential emotion theory in Izard and Malatesta,
1987), but it's now known that FEs in infancy are not present
like their adult-counterparts (Oster, 2005). The first reason is that
emotion in infancy cannot be compared to emotion in adulthood.
Sroufe (1996) described precursor emotions in infancy which
do not involve some degree of cognitive evaluation like for
emotions in adults. He described wariness and frustration that
are similarly manifested in crying and distress. This observation
concurs with the study of Camras et al. (2007) that do not find
different FEs for fear and anger at 11 months. Another reason of
differences between adult and infant FEs could be linked to the
motor structure of infant face. Camras et al. (1996) noted that
infants may produce FEs in a non-related situation because of
an enlarged recruitment among facial muscles during movement.
For example, infants of 5 and 7 months raise their brows as they
open their mouth, producing an expression of surprise.

Holodynski and Friedlmeier (2006) proposed that infants
learned adult-like expressions thanks to a sociocultural based
internalization model; caregivers reproduced infant expressions
in a selective and exaggerated form, allowing children to learn
the concordance between their emotion and a given FE.

However, the apparition of adult-like expressions is not
well known (Oster, 2005). Bennett et al. (2005) showed that
the organization of facial expressivity increases during infancy.
12-month infant showed more specific expression to a situation
than 4-month infants. In response to tickle, the number of infants
exhibiting joy expression increased and the number exhibiting
other expressions (like surprise or interest) decreased. It seems
that children continue to learn how to produce FE even in
late childhood. Ekman et al. (1980) showed that the ability to
produce FE improves between 5 and 13 years. However, they
do not perfectly produce all FE. In the same way, Gosselin
et al. (2011) showed that children between 5 and 9 years old
activated unexpected action components when they were asking
to produce sadness and joy.

The subtype of emotion can also influence productions of
children. Brun (2001) studied the FE in children between 3 and

6 years old. The children had to evoke the FE from a sound
link to an emotion. The production of FE depends on age and
the targeted emotion: joy is already well produced at 3 years old
while anger, sadness and surprise are still not mastered at 6 years
old. Field and Walden (1982) also found that positive emotions
are easier to produce than negative emotions. However, LoBue
and Thrasher (2014) asked children to imitate FE of an adult and
found no effects of age or emotion subtype on the production of
FE for children between 2 and 8 years old.

Most studies assessed the effect of gender on emotion
production with girls that produce more positive FE and boys
more negative FE. During adolescence, gender differences have
been reported with (i) judges rating girls’ positive expressions
stronger than boys™ productions, and boys’ expressions of anger,
sadness, and surprise stronger than girls’ expressions (Komatsu
and Hakoda, 2012); and (ii) with girls smiling more often than
boys (LaFrance et al., 2003). However, LoBue and Thrasher
(2014) found no effect of gender on FR production for children
between 2 and 8 years old. Effectively, the effect of gender seems
to be modulating by other factors. Chaplin and Aldao’s (2013)
meta-analytic review confirmed the interaction between gender,
age and type of emotion during FE. They found no gender
difference in infancy and preschoolers. However, they found that
children and adolescent girls express more positive emotion than
boys. Conversely, a small effect of gender appears in infancy,
preschoolers and childhood but disappears in adolescence for
the production of internalizing emotions (such as sadness
or sympathy) with more accuracy for girls. For externalizing
emotions (like anger), they found no difference in infancy. But
boys were better than girls in production during childhood.
Unexpectedly, the differences reverse in adolescence with better
productions of externalizing emotions for girls than for boys.

As in adults, ethnicity and culture seems to influence
FE production. Comparing four groups of 3 year old girls
(European-American, Chinese girls adopted in a European-
American family, non-adopted Chinese-American girls and
Chinese girls living in mainland China), Camras et al. (2006)
found that European—-American girls were more expressive than
Chinese-American girls and mainland Chinese girls. Adopted
Chinese girls generally fell between the European-American
group and the 2 other Chinese groups. They differed significantly
from the 2 other Chinese groups for disgust. The influence of
ethnicity is also shown by Louie et al. (2013). They found that
preschooler of Asian American parents and from Korean parents
tend to be less expressive than preschoolers from European
American family for sadness and exuberance. These findings
showed that ethnicity can influence the production of emotion
but also that culturally based family environment modulates the
effect of ethnicity. Moreover, this effect seems to appear in the 1st
year of life (Camras et al., 2007; Muzard et al., 2017).

So far, very few studies have proposed to study spontaneous
production of FE (e.g., Sato and Yoshikawa, 2007). Most of
the time, the targeted population produces FE on request (e.g.,
Egger et al,, 2011; Dalrymple et al., 2013). However, FE can be
produced while imitating a model (e.g., a picture, a drawing, a
video of a virtual agent or another human like in LoBue and
Thrasher, 2014). In the current paper, we will call this type of tasks
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“imitation” as opposed to FE production “on request” (e.g., an
oral or writing order, or pictures or oral contexts without model).

Also, few research targeted FE in children. They supposed that
many variables could influence children’s productions as gender,
culture, emotion subtype, but data are missing to understand the
effects of these variables through age. Open questions remain
regarding typical child performances in producing FE between
6 and 11 years old. Moreover, the influence of the type of
tasks and the modality in which they are presented are not well
documented. The first aim of our work is to explore the quality
of the FEs of children between 6 and 11 years old. We tested
the capacities of typical children to produce FE on demand and
the several moderating variables such as age, gender, type of
emotion, condition of production (visual vs. bimodal), context of
elicitation (imitation vs. acting on request) and region (Parisian
vs. French Riviera) that could influence their productions. We
hypothesized performance to increase with age, girls to perform
better than boys, positive emotions to be easier to produce than
negative emotions, bimodal presentation to make FE easier to
produce than visual unimodal presentation, imitation to make
FE easier to produce than acting on request, and Mediterranean
children to perform better than Parisian children.

The current work enters into the larger project, JEMImE,
intended to improve FE of children with ASD. Children with ASD
have difficulties to identify and produce adapted FE (Uljarevic
and Hamilton, 2013; Gordon et al., 2014). The JEMImE project
aims to create a serious game to stimulate children with ASD
to produce adapted FE in context. To reach this goal the game
inspired by JeStimule, that aims to train emotion recognition in
children with ASD (Serret et al., 2014), will automatically score
online children’s FE production to help the child (or the therapist)
to monitor his production. In order to provide this feedback an
algorithm that is able to recognize in real time the production
of the player will be integrated into the game. To deal with the
lack of extended datasets with children producing FE, we had
to record a large dataset. The second aim of our work is so to
capture and rate a large dataset of children’s FEs in order to train
the algorithm (Grossard et al., 2017).

MATERIALS AND METHODS

Participants

Children were recruited in two French public schools, one in
Paris, one in Nice, from January 2015 to January 2016. The two
schools were not located in areas known to be recruiting a high
rate of children with socio-economic or developmental risk'. We
only recruited native French children. In total, 157 children aged
between 6 and 11 years old (boys, N = 52%; girls N = 48%)
were enrolled in the study. Origins were varied but we included
more Caucasian children (77.1%), and fewer African children
(8.3%), Asian children (7%) and Maghreb children (7%). The
percentage of Caucasian children was higher in Nice (89.7%)
than in Paris (58.7%). Before inclusion, written consents were
obtained after proper information from school directors, parents

Thttp://www.education.gouv.fr/cid187/l-education- prioritaire. html

and children. Each child was met alone during approximately
40 min to complete the protocol. The study was approved by the
ethical committee of Nice University (Comité de Protection des
Personnes Sud Méditerranée) under the number 15-HPNCL-02.

Tasks

Two tasks (demands of FE production on request and by
imitation) were proposed. The two tasks were chosen in order
to collect productions with and without a model (here an avatar)
and thus to compare facial production in the two different tasks.
Children had to produce four FEs: joy, anger, sadness, and
neutral.

In the imitation task, the child must imitate the facial
productions (visual modality) and the facial and vocal
productions (audiovisual modality) of an avatar presented
on his screen in short videos of 3-4 s. Two avatars (1 boy/l
girl) were created for this tool in order to counteract a possible
gender effect of the model on FE recognition. These avatars were
first tested with 20 adults who had to recognize the emotion
produced and reach a recognition rate above 80%. Each of the
avatars produced the four emotions. The avatars and the FEs
were presented in a random order. The audiovisual condition
combines FEs with emotional noises (such as crying for sadness,
rage for anger or pleasure for joy, a/a/ held for neutral emotion).
These sounds were extracted from an audio dataset validated in
adults (Belin et al., 2008).

In the production on request, the child had to produce a FE
(visual modality) or a facial and vocal expression (audiovisual
modality) on request. The name of the emotion was displayed
on the computer screen and read by the clinician. The order of
presentation of emotions within this task was also random.

Design and Recording

Each child produced each emotion twice on request and
four times in imitation (Figure 1). We doubled the imitation
condition in order to have enough trials with avatars of both
genders. The two tasks were first proposed in visual condition
alone, then in audiovisual condition (facial and vocal). For each
modality, they were proposed in a random order to avoid a
learning effect (Figures 1A,B) and the modality presentation
(visual modality vs. audiovisual modality) was counterbalanced.
Each of this order was balanced according to gender and age
(Table 2).

Each child was video recorded for 2-3 s using a 2D/3D video
camera. Each video contained one FE. During the recording
children had their own screen and the examiner had another.
The examiner was seated in front of them in order to avoid that
children turn their head out of the screen (Figure 1).

Imitation Task Instruction
The following instructions were given:

- [visual modality]: “You will see an animated face on the
screen. It will produce an emotion with his face, like joy for
example. You'll have to do the same thing with your face.”

- [audiovisual modality]: “You will see an animated face on
the screen. It will produce an emotion with his face and his
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FIGURE 1 | Design and recording of the FE tasks. (A) Installation during the recording; (B) children screen showing two avatars showing two different FE;
(C) Examiner control screen. Written informed consent was obtained from the participant for the publication of this image.

Examiner

TABLE 2 | Repartition of children according to age, gender, site and order of presentation.

Age Sex 6-7 years 7-8 years 8-9 years 9-10 years 10-11 years Total
Site Nice Paris All Nice Paris All Nice Paris All Nice Paris All Nice Paris All Nice Paris All
Girls 5 1 6 7 1 8 3 1 4 2 1 3 2 1 3 19 5 24
Order 1 Boys 6 1 7 7 3 10 3 2 5 2 2 4 2 2 4 20 10 30
Girls 3 1 4 1 2 3 2 1 3 3 2 5 2 1 3 11 7 18
Order2  Boys 1 2 3 1 3 4 2 1 3 2 3 5 0 1 1 6 10 16
Girls 3 0 3 0 1 1 2 2 4 3 1 4 3 1 4 11 5 16
Order 3 Boys 1 1 2 1 4 5 2 1 3 2 2 4 2 2 4 8 10 18
Girls 3 1 4 1 1 2 2 2 4 2 2 4 3 1 4 11 7 18
Order 4  Boys 1 2 3 1 3 4 2 2 4 2 1 3 2 1 3 8 9 17
Girls 14 3 179 5 149 6 1510 6 16 10 4 14 52 24 76
Boys 9 6 15 10 13 23 9 6 15 8 8 16 6 6 12 42 39 81
Total Children 23 9 32 19 18 37 18 12 30 18 14 32 16 10 26 94 63 157
voice, like joy for example. You'll have to do the same with - “laudiovisual modality]: Could you show with your
thing with your face and your voice.” We collected 16 videos face and your voice what you do when you feel
per child. sadness/joy/anger/nothing?” We collected eight videos per
child.
On Request Task Instruction Coding

The following instructions were given: “I will tell you
a word which expresses an emotion when we feel
something:

- [visual modality]: Could you show with your face what you
do when you feel sadness/joy/anger/nothing?”

To analyze the productions of the children, all the videos
recorded needed to be annotated. For our purpose we chose
to keep a more naturalistic way of rating emotion. Indeed, the
serious game JEMImE is aimed at teaching children with ASD
how to produce adapted FE in the most natural way. We had
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TABLE 3 | Emotion production as a function of age, gender, order, modality,
elicitation task, emotion and sites: results from the GLMM model.

Variable B estimate Standard error P

Age 0.131 0.04 0.001
Gender (boys vs. girls) 0.066 0.120 0.584
Order —0.005 0.053 0.918
Modality (visual vs. audiovisual) 0.098 0.076 0.198
Elicitation task (on request vs. imitation) 0.536 0.083 <0.001
Emotion (happiness vs. sadness) 1.434 0.107 <0.001
Emotion (neutral vs. sadness) 1.684 0.111 <0.001
Emotion (anger vs. sadness) 0.909 0.100 <0.001
Site (Nice vs. Paris) 0.283 0.124 0.022

to look for how to judge the quality of an FE, which is not
consensual in the literature. To construct our coding tools, we
decided to consider the quality of an FE like a combination of
recognizing and credibility. By postulating that if the emotion
cannot be recognized it cannot be credible, it is possible to create
a continuum between recognition and credibility. Indeed, we
decided to create a scale from 0 to 10 where 0 corresponds
to the absence of the expression, 5 to the recognition of the
emotion but it does not seem credible and 10 to an emotion
that is recognized and credible. Like the other tools, this scale
allows to judge the presence of the emotion (0 = no recognition
vs. 5 = recognition) and its quality (5 = recognition without
credibility vs. 10 = recognizing and credible emotion). For each
video, the judges had to complete four scales (one for each
emotion: happiness, sadness, anger, and neutral). This method
allows the judge to annotate one to four emotions for an
expression. Indeed, a perfect production of happiness would
be rated 10 in the scale for happiness and 0 on the three
other scales. But for a less-specific expression (such as when
children laugh while trying to produce anger), the judges would
annotate multiple emotions for a unique expression (like anger
5 and joy 5). In terms of algorithmic purposes this may be of
interest.

We asked three judges to annotate all the videos. The judges
were French Caucasian adults (2 women and 1 man) aged 25,
34, and 40 years. They were all cognitive or developmental
psychologists. The videos were blindly rated thanks to a special
tool created for that purpose. In order to assess the reliability
of the tool and the rating method, we asked two judges
to independently annotate 10 children (240 videos in total).
Children were chosen according to age, gender and presentation
order of the tasks. Inter-agreement was assessed using intraclass
correlation coefficients. We found excellent rates between the two
judges for Happiness (ICC = 0.93), Anger (ICC = 0.92), Sadness
(ICC =0.93), and Neutral (ICC = 0.93).

Statistical Analysis

The data of the present study were analyzed using the
statistical program R, version 3.3.1 (R Foundation for Statistical
Computing), with two-tailed tests (see Supplementary Data
Sheet S1). The variable to be explained was the FE rating score
of the expected emotion. The distribution was not normal and

followed mainly a bimodal distribution with two peaks: the first
peak was close to zero and the second close to 10 and only
23% of all coding scores were between 3 and 7. All attempts
to transform FE rating score into a variable reaching normal
distribution failed. Therefore, we transformed the FE rating score
into a binary variable: failure for all scores < 5 and success for all
score > 5. We first explored whether each variable [gender, age,
and emotion (joy, neutral, anger, or sadness), presentation order,
sex of the avatar, presentation modality (visual vs. bimodal),
elicitation task (imitation vs. on request), and sites (Paris vs.
Nice)] was associated or not with FE rating score with bivariate
analysis. Then we used a Generalized Linear Mixed Model
(GLMM; Ime4 and ImerTest packages) to explore the data. Given
the number of observations, all variables were included in the
multivariate model with the exception of the support, which was
strongly dependant on the elicitation task. A binomial family
was specified in the GLMM model to estimate the log-odds ratio
for the corresponding factors in the model. Factors included
could be gender (boy vs. girl), age, emotion (joy, neutral, anger,
or sadness), presentation order, sex of the avatar, presentation
modality (visual vs. bimodal), elicitation task (imitation vs. on
request), and sites (Paris vs. Nice).

Finally, we also tested interactions between age, gender, and
emotion as exploratory analysis given the previous results in the
literature (see section “Introduction”).

RESULTS

Emotion Production According to Age,
Gender, and Tasks

Figures 2, 3 show mean rating scores of children emotion
production according to age and gender for imitation (Figure 2)
and on request tasks (Figure 3). Bivariate analyses showed that
there was a significant effect for age with higher scores for older
children (B = 0.131, standard error = 0.04, p < 0.001) but no effect
of gender (B = 0.066, standard error = 0.120, p = 0.584). There was
no significant effect for the order of presentation (B = —0.005,
standard error = 0.053, p = 0.918), for the visual modality vs.
the audiovisual modality (B = 0.098, standard error = 0.076,
p = 0.198). However, we found several effects for elicitation
task, with the on request elicitation showing higher rating scores
than imitation (f = 0.53, standard error = 0.083, p < 0.001),
for emotion with the best scores obtained with neutral, then
happiness, then anger and finally sadness (neutral vs. sadness:
B = 1.68, standard error = 0.111, p < 0.001; happiness vs.
sadness: B = 1.43, standard error = 0.107, p < 0.001; anger vs.
sadness: p = —0.909, standard error = 0.1, p < 0.001), and for
sites with children from Nice showing higher scores than Parisian
children (B = 0.28, standard error = 0.12, p = 0.022).

Multivariate Analysis

We kept in the GLMM the following explanatory variables: age,
gender (boys vs. girls), order, modality (visual vs. audiovisual),
emotion (joy, neutral, anger, or sadness), elicitation task
(imitation vs. on request), and sites (Paris vs. Nice) (Table 3). The
model formulation became: number of successes for the expected
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FIGURE 2 | Mean emotion production scoring during the imitation task according to age and gender. Error bars are 95% bootstrapped confidence intervals.

emotion ~ Age + Gender + Order 4+ Modality + Elicitation
task + Emotion + Sites 4 (1/child name). Emotion production
significantly increased with age, was easier during the on
request elicitation task (as opposed to the imitation elicitation
task), was easier for positive emotion than negative emotions
and within negative emotion easier for anger than sadness,
and finally was easier for children from Nice than from
Paris. Since the most difficult emotion to produce appeared
to be sadness, we calculated the model adjusted odd ratios
with sadness as the referential emotion. Emotion rating
score significantly increased with a factor 1.14 when the
child’s age increases by 1 year. During on request elicitation
task, emotion rating score significantly increased by a factor
1.71 compared to the imitation task. Emotion rating score
significantly increased by a factor 5.39 for neutral, by a factor
4.20 for happiness, and by a factor 2.48 for anger compared to
sadness. Finally, emotion rating score significantly increased by a
factor 1.33 for Mediterranean participants compared to Parisian
ones.

Finally, we tested interaction between age, gender, and
emotion. Two way interactions were estimated from two models
run separately. The model formulations became: number of

successes for the expected emotion ~ Elicitation task + Order
+ Modality + Age + Emotion*Gender + Sites + (1/child
name); and number of successes for the expected emotion ~
Elicitation task + Order + Modality + Age*Gender + Emotion
+ Sites + (1/child name). Three way interactions were estimated
from another model run separately. The model formulation
became: number of successes for the expected emotion ~
Elicitation task + Order + Modality + Age*Emotion*Gender
+ Sites 4+ (1/child name). Two and three way interactions
are summarized in Table 4 with sadness as the referential
emotion. We did not find a significant interaction between
age and gender. FE expression did not increase faster with
age in boys or girls (adjusted odd ratio = 1.03). We found a
significant interaction between anger (as opposed to sadness)
and gender. Compared to the productions of anger for girls,
emotion rating increased by a factor 1.68 for boys (adjusted odd
ratio). Finally, we found two significant interactions between
age and gender and emotion subtypes. For the production of
joy (as opposed to sadness), we found a negative interaction
with age and gender. The production decreased by a factor
0.56 for boys and age (adjusted odd ratio) meaning that age
increases girls ability to produce joy compared to boys by a
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FIGURE 3 | Mean emotion production scoring during the on request task according to age and gender. Error bars are 95% bootstrapped confidence intervals.

factor 1.79 (1/0.56). Note that it doesn’t mean that girls produce TABLE4 | Interaction model between age, gender and emotion with sadness as
joy better than boys. A similar interaction was found between he referential emotion modality.
the production of neutral FE (as opposed to sadness) and age

; Variable B estimate Standard error P

and gender. The production decreased by a factor 0.72 for boys

and age. Model with 2-way interaction (age*gender)
Gender (boys vs. girls) * Age 0.028 0.08 0.728
Model with 2-way interaction (emotion*gender)

DISCUSSION Emotion (oy) * Gender —0.141 0.212 0.505
(boys vs. girls)

The aim of this study was to evaluate the quality of the production ~ Emotion (neutral) * Gender —-0.013 0.221 0.954

of FE by children on demand, the development of this ability ~ (0ys vs. dirls)

and some factors that could influence it. Recognition of FE js ~ Emotion (anger) * Gender 0516 0199 0.010
well documented and the six emotions described by Ekman et al. (boys vs. girs)

(2013) are well recognized between 6 and 11 years. However, few
studies have analyzed the.production of FE in chil.dhood. This (boys vs. girs) * Age

lack of data can be explained by the difficulty to implement a . (neutral) * Gender _0.395 0.151 0.031
protocol adapted to children, to recruit a large population, to  (soys vs. girls)* Age

collect the data (especially video recordings which need specific  Emotion (anger) * Gender _0.158 0.137 0.047
material and installation) and to rate them appropriately. Thanks  (boys vs. girls) * Age

to our protocol, we recorded 3875 short videos of 157 children
between 6 and 11 years of age producing FEs of joy, anger, sadness
and neutral expressions and rated them in terms of recognition  playing with the serious game JEMImE computed to train FE and
quality and credibility. This dataset will be used to train an recognition in social contexts (Grossard et al., 2017). It will allow
algorithm to recognize in real time the FE of children when them to adjust their productions thanks to real time feedbacks.

Model with 3-way interaction (age*emotion*gender)
Emotion (joy) * Gender —0.584 0.149 <0.001
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As expected, the accuracy of FE emotional production
increased with age. Whatever the other moderators, the FEs are
best produced in older children. But it is important to note that
children did not produce FE perfectly well, even for the oldest
children (e.g., mean score at 10 years old is 6.5/10).

Other significant moderators of the quality of FE include the
targeted emotion. For example, the score for the production
of anger oscillate between 5 and 7.5 (for a maximum of 10),
whatever the task. We expected that positive emotions would
be easier to produce than negative emotions. Effectively, joy is
produced with more accuracy than anger or sadness. Neutral
emotion remains the state the most easily produced. However,
in the on request task, joy is produced as well as neutral, even
by young children (Figure 3). These findings concur with the
observation of Brun (2001) demonstrating that joy is the emotion
the most quickly mastered by children. Sadness is the emotion
produced with less accuracy. These differences between positive
and negative emotions may also come from the context of
the signing. In adulthood, Lee and Wagner (2002) found that
participants tend to hide their negative emotion when there
are people around. In our protocol, some children tend to
laugh when they had to produce negative emotion, because they
appear embarrassed. Thereby, the important differences between
positive and negative emotion in our study could be related to
social rules already integrated in young children.

Based on previous studies, we expected that girls would
produce positive FE with better quality than boys, and that
boys would produce negative FE with better quality than girls
(LaFrance et al., 2003; Komatsu and Hakoda, 2012; Chaplin
and Aldao, 2013). We did find a significant interaction between
gender and anger FE. Boys are better for producing anger than
girls. Girls did not significantly produced joy with more quality
than boys. However, we also found a significant interaction
between age, gender and emotion subtype for joy, sadness, and
neutral meaning that the differences between boys and girls may
change according to age. Our results join the results of Chaplin
and Aldao (2013) who also found a significant interaction
between age, gender and emotion. We also looked at the effect of
avatars gender on the productions of FE but found no significant
effect. Boys and girls produced FE in a similar way, whatever
the gender of the avatar. However, the quality of the children’s
production may depend of the quality of avatars. The fact that
these avatars were previously rated by adults rather than children
may bias the validity of the stimuli material when used on
children.

We also expected that children would be helped by the
bimodality. However, we found no effect of the modality on
the productions of FE. Specifically, the presence of sound did
not support the children’s productions. In the bimodality, it
appears that sometimes children can produce a correct sound the
FE does not concur with the emotion targeted. In these cases,
the annotator tends to pay more attention to the FE than the
sound for two reasons: (i) FE are social signals that convey more
strongly the information of the emotion felt than sound, (ii) the
dataset was created to design an algorithm for automated facial
recognition to be integrated in a serious game for ASD (Grossard
etal,, 2017). As a consequence, it is possible that raters considered

that the most important information to rate was the facial signal.
This tendency to pay more attention to FE than sound could
modulate the effect of the modality.

We also expected an effect of the task on the children’s
productions. We proposed two different tasks, (i) one task of
production with a model, the imitation task, (ii) one task of
production without model, the on request task. We expected
that children would perform better in imitation task because
the model could help children in their productions. However,
children significantly produced FE of better quality in the on
request task than in imitation task. In fact, during the imitation
task, children tried to stick as well as possible to the model.
They did not need to understand the played emotion and tended
to just analyze the placement of the elements on the avatar’s
face. Indeed, the productions were not always credible but also
sometimes not well recognizable. In contrast, in the on request
task, children had to themselves represent what the emotion
triggers in order to produce the correct FE. This conscious
control due to representation of the emotion requested to the
child may be reparable because for somehow, they have a more
important latency before starting their productions (subjective
impression of raters but not objectively measured). Thereby, their
productions tended to be closer to a real spontaneous expression,
and also more credible.

The worse results in the imitation task could also come from
our choice to use avatars instead of real persons to support the
productions of the children. We choose avatars because of the
interest of people with ASD for virtual environment (Boucenna
et al., 2014). In a future work, we will propose our protocol to
children with ASD and will compare their results to the results of
typical developing children.

We also studied the effect of the site on the productions of
the children’s FEs. We found a significant effect between the two
locations, in favor of children from Nice. This effect is subtle,
as the size effect is not large. There are two ways to interpret
this result. (i) The site effect is likely due to cultural factors as
people in the south of France and the Mediterranean coast in
general tend to be known as more expressive than those from
Parisian. These findings concur with the literature that reports
an effect of social environment on the production of FE (Camras
et al., 2006). (ii) As the annotators were Caucasian and there were
more Caucasian children recruited in Nice (89.7%) than in Paris
(58.7%), judges might have been more accurate in recognizing FE
on Caucasian children. These observations concur with the in-
group advantage in emotion recognition (Elfenbein and Ambady,
2002).

Finally, the way to rate the productions of typical children was
adapted to the requirements of the game as well as the design
of the algorithm that will be implemented in the serious game.
The choice of rating the credibility and the use of four scales at
a time may have influenced the ratings. However, we obtained
an excellent agreement between judges who rated the videos and
our results are in accordance with the literature. Moreover, our
coding procedure mixed recognition and credibility. Thinking of
neutral emotion, what a credible neutral expression is may be
odd to understand (e.g., no movement, only opening mouth).
Since we are working on an algorithm that should recognize
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emotional and neutral FE we had to keep the same scoring for all
FE. However, this limitation is more theoretical than empirical,
since we had very few ambiguous neutral FE (10% scores between
3 and 7) in the dataset.

CONCLUSION

In this study, we evaluated the effect of different moderators on
the productions of FEs in children between 6 and 11 years old. We
found that age, emotion, task and cultural environment modulate
their productions. Also, production on request was easier than
production imitating an avatar model. Taking into account
these variables is necessary for the evaluation of competences
of typical children but also comparison with a pathological
population. In a future research, we plan to propose this
protocol to children with ASD in order to characterize and
compare their productions to those of typical children. We
will also use the dataset to train classification algorithms for
FE recognition in order to integrate it into the serious game
JEMImE.
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The majority of research on emotion expression has focused on static facial prototypes
of a few selected, mostly negative emotions. Implicitly, most researchers seem to have
considered all positive emotions as sharing one common signal (namely, the smile), and
consequently as being largely indistinguishable from each other in terms of expression.
Recently, a new wave of studies has started to challenge the traditional assumption
by considering the role of multiple modalities and the dynamics in the expression
and recognition of positive emotions. Based on these recent studies, we suggest
that positive emotions are better expressed and correctly perceived when (a) they
are communicated simultaneously through the face and body and (b) perceivers have
access to dynamic stimuli. Notably, we argue that this improvement is comparatively
more important for positive emotions than for negative emotions. Our view is that
the misperception of positive emotions has fewer immediate and potentially life-
threatening consequences than the misperception of negative emotions; therefore, from
an evolutionary perspective, there was only limited benefit in the development of clear,
quick signals that allow observers to draw fine distinctions between them. Consequently,
we suggest that the successful communication of positive emotions requires a stronger
signal than that of negative emotions, and that this signal is provided by the use of the
body and the way those movements unfold. We hope our contribution to this growing
field provides a new direction and a theoretical grounding for the many lines of empirical
research on the expression and recognition of positive emotions.

Keywords: emotion, positive emotions, dynamics, facial expression, bodily expression, emotion expression,
emotion recognition

INTRODUCTION

The last 15 years have seen unprecedented interest in positive emotions, sustained, presumably, by
the development of fields like positive psychology (Fredrickson and Joiner, 2002) and emotional
intelligence (Quoidbach et al., 2010; Nelis et al., 2011). Before then, emotion research had largely
focused on a set of almost entirely negative emotions that had been identified by Ekman (1992,
1993). In fact, Ekman’s original set of basic emotions featured only one positive emotion - joy
or happiness - and, consequently, several authors considered joy-happiness as the only positive
emotion in their early studies (e.g., Oatley and Johnson-Laird, 1987). Conceiving of positive
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Body and Dynamics in Positive Emotions

emotion in this way led to them being treated as one, single,
undifferentiated class of events, and this naturally became an
obstacle toward progress in positive emotion research. In perhaps
the clearest sign that the field has since matured, a recent and
comprehensive review by Shiota et al. (2017) argues that positive
emotions may be differentiated based on distinct autonomic
nervous system signatures, different effects on cognition and
judgment, and specific non-verbal behaviors.

In this article, we focus on the non-verbal behaviors associated
with positive emotions. We offer a new perspective as to why
the quest for the identification of specific signals of positive
emotions needs to be redirected beyond static prototypical
faces. We are aware that the positive vs. negative distinction
could be debated and that emotional communication is a
more complex process than the simple perception of emotion
categories — as we have discussed elsewhere (Mortillaro et al,
2013; Scherer et al., 2013, 2018; Reschke et al., 2017). However,
this paper is about the signals that can be used for the accurate
communication of pleasant emotional states (e.g., a smile that
signals embarrassment is not one of them) and does not assume
that these signals are exclusive to genuine emotion signaling
(a polite smile is a pure social signal). The reader should
be aware that this is a brief perspective paper and not an
attempt at an exhaustive review. We therefore focus on the
most relevant literature for our argument and highlight what is
novel and worthwhile about our perspective. Furthermore, we
decided to focus on why this quest should include the dynamics
of facial movements and the body, although a similar case
could be made to include the voice (Sauter and Scott, 2007;
Sauter, 2017), the context (Hassin et al., 2013; Aviezer et al.,
2017), and even autonomic signals like pupil dilation (Kret,
2015).

We begin with an overview of the standard accounts of
facial emotion expression and recognition, before providing a
justification for why we feel a change in direction for empirical
studies of positive emotion is necessary.

ENJOYMENT SMILE: THE ONLY SIGN
FOR ALL POSITIVE EMOTIONS?

Research in non-verbal behavior in emotion has traditionally
concentrated on the face and, following the approach used by
Ekman to identify basic emotions, has aimed at identifying
prototypical configurations of facial expression. However,
this approach has not proved very successful for positive
emotions.

Progress was initially hampered by an implicit consensus
that all positive emotions were essentially expressed in the same
way. Notably, the enjoyment smile [the result of the action
of the zygomaticus major muscle and the contraction of the
orbicularis oculi pars lateralis muscle (Ekman and Friesen, 1978)]
was originally held to be the only (and ubiquitous) sign of
positive emotions. In a quote from 1992 that not only outlines
the problem but also offers a possible solution, Ekman wrote,
“One of the questions remaining about smiles is whether the
different positive emotions (e.g., amusement, contentment, relief,

etc.) have distinctive forms of smiling, or if the variety of positive
emotions share one signal and can be inferred only from other
behavioral or contextual cues. I presume that all of these forms
of enjoyment share the musculature described by Duchenne,
and are distinguished by their dynamics, not their morphology”
(Ekman, 1992, p. 67).

Several studies have since then shown that there are various
types of smiles, with different interpersonal functions (for
example, Rychlowska et al., 2017), and that most smiles are social
signals and not simple reflections of inner feelings (Fridlund,
1997). However, even when signs other than the smile are
included, the pool of positive emotions linked to particular
static expressions remains very limited, and there are only
a few studies that have explicitly compared multiple positive
emotion expressions (e.g., Hofmann et al., 2017). In one notable
exception, Campos et al. (2013) confirmed the critical role
of the Duchenne smile across several positive emotions. The
authors identified associations between each positive emotion
and some facial action units, but the resulting configurations
were not entirely different while it was the inclusion of head
and upper body movements that made the emotions more
distinguishable. For example, facial expressions of pride and
contentment can be differentiated only by their associated head
position.

In a recent review, Sauter (2017) suggests a more complex
version of Ekman’s view of positive emotion as a family of
‘forms of enjoyment.” In fact, Sauter suggests four families of
positive emotions - ‘epistemological, ‘prosocial; ‘savoring; and
‘agency-approach.” Based on her review, only epistemological
emotions (amusement, awe, interest, and relief) and pride appear
to have distinct recognizable facial and/or vocal displays. It is
worth noting, however, that the prototypical expression of pride
also includes bodily movements aimed at postural expansion,
which involves, for example, pulling the shoulders back and
raising the head.

All in all, there is only weak evidence for the differentiation
between positive emotions based on static facial features.
We hypothesize that the expressive elements that differentiate
positive emotions most clearly reside in the dynamics of facial
expression and in the body.

HYPOTHESIS: FACIAL DYNAMICS AND
BODY REPRESENTATIONS ARE
CRITICAL FOR DISTINGUISHING
NON-VERBAL DISPLAYS OF POSITIVE
EMOTION

From a functional perspective, there is an enduring debate
about whether emotion expressions are direct reflections of
inner-states (I smile because I am happy), or whether emotions
are expressed as social signals (I smile at you to show you I am
happy; see Parkinson, 2005). From an evolutionary perspective,
this debate is often drawn along the lines of whether the
emotional expression is made for the benefits of the expresser
(such as when someone widens his/her eyes in states of fear
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to increase the perceptual uptake in order to prepare his/her
escape from danger) which may serve as an emotional cue
to observers, or, alternatively, whether the expression may be
used intentionally to communicate something to observers (for
a discussion, see Schmidt and Cohn, 2001; Kret and Straffon,
2018).

In order to demonstrate our argument, we will focus on
what the observer picks up from the expression rather than the
processes that produce the expression (Frijda and Tcherkassof,
1997). In evolutionary terms, negative emotions (e.g., fear and
anger) are more critical for survival than positive emotions
(e.g., pride and interest) because they are more likely to be
understood as signs of potentially life-threatening situations
that require an immediate response. There is an element of
urgency that is not present in the case of positive emotions
and that requires the signal to be understood quickly, clearly,
and very specifically. These are the benefits of prototypical facial
expressions; they have a “snapshot” quality that makes them
rapidly recognizable and the emotions effectively identifiable
(Ekman, 1993). Consequently, it makes sense that signals have
evolved to rapidly and effectively communicate the potential
dangers in the environment to conspecifics and that skills have
evolved to recognize that threat. In a recent study, Gold et al.
(2013) found that participants could recognize the traditional
six basic emotions (including joy as the only positive emotion)
with comparable accuracy regardless of whether they viewed
the expressions as naturally evolving, temporally reversed,
temporally randomized expressions, or as a single snapshot.
This result supports the hypothesis that dynamic information
is not necessary for the correct recognition of basic negative
emotions.

The fact the positive emotions are less critical for survival
is not to deny the importance of their social functions.
Positive emotions are involved in affiliation and cooperation
and therefore important for adaptation (Campos et al., 2015).
Different positive emotions have specific functions - respond
to material opportunities or social stimuli, facilitate playing
new skills, encode novel information - that require distinct
expressive signals to be effectively communicated (Shiota et al,,
2014). However, as mentioned previously, it appears that static
faces do not provide a clear enough signal. While static facial
expressions are sufficient for distinguishing negative emotions
in most circumstances, we argue that the distinction between
positive emotions critically requires additional information that
is provided by the dynamics and body representations.

Dynamic representations of emotion expressions evidently
contain more information than static ones, but they do not
always increase the rate at which emotions are recognized
(Scherer et al.,, 2011). In fact, it is not the sum of static cues
that explains why dynamic stimuli are better recognized in
some conditions, but rather the specific information that is
conveyed by the movement (Ambadar et al., 2005). Interestingly,
Jack et al. (2014) suggest that the perception process is
temporally driven and that dynamic facial expressions transmit
an evolving hierarchy of signals over time, from biologically
basic (approach/avoidance) to social information, such as
emotion categories. Similarly, the increase in information

provided by adding bodily information to facial expressions
does not automatically increase the rate at which emotions are
correctly recognized. Studies show that the interaction between
bodies and faces is more complex than simply aggregating
the information from each modality (Aviezer et al., 2008,
2012).

App et al. (2011) suggest that the body promotes social-status
emotions, that the face promotes survival emotions, and that
touch promotes intimate emotions. Elsewhere, Martinez et al.
(2016) found that for the standard set of six basic emotions,
five of which are negative, the face was significantly better
than the body in conveying emotional information. Again,
these two studies provide indirect support for our hypothesis
that the face is critical and sufficient for the communication
of basic, survival-related emotions, but not for other types of
emotions.

It seems then that good evolutionary, social and functional
justifications can be found for arguing that positive emotions
need to be signaled more “loudly” in order to be correctly
identified and recognized than negative emotions. We turn now
to recent empirical studies that seem to support our argument.

Evidence About Dynamic Facial

Expressions of Positive Emotions

Researchers mostly used - and still use - static prototypical
facial expressions in their studies (Scherer et al., 2011). Recently,
however, there is a growing trend toward the use of dynamic
expressions that do not fully correspond to the traditional
prototypes (Banziger et al., 2012; O’Reilly et al., 2016; Krumhuber
et al., 2017). This methodological choice allows emotions to be
studied that are not found in the standard basic set (as there is
no fixed, pre-defined prototype to be portrayed) and to compare
subtly different emotions.

In a recent review concerning the role of dynamics in
emotion recognition, Krumhuber et al. (2013, p. 42) wrote that
motion “...confers particular benefits when static information
is inefficient or unavailable.” Given the absence of prototypical
facial configurations, it is therefore not surprising that the study
of positive emotions has benefited from the inclusion of dynamic
stimuli. Indeed, movement dynamics are an integral part of
the emotion perception process, and it is used by perceivers
to differentiate deliberate and genuine smiles (that is when the
smiles are spontaneous and reflect a felt positive emotional
state) or to judge the naturalness of the emotion expression tout
court (Sato and Yoshikawa, 2004; Krumhuber and Kappas, 2005;
Schmidt et al., 2006). In one pioneering study using synthetic
facial expressions, Wehrle et al. (2000) and Kaiser and Wehrle
(2001) found that positive emotional states such as pleasure,
happiness, and elation, could be distinguished by their facial
expressions when dynamic stimuli were presented. In a more
recent study, Mortillaro et al. (2011) showed that joy, interest,
pride, and sensory pleasure could only be distinguished when the
dynamic properties of the expressions were taken into account. It
was not the presence or the absence of certain facial movements
that could be used to reliably differentiate these emotions, but
rather the duration of the movements and their frequency within

Frontiers in Psychology | www.frontiersin.org

May 2018 | Volume 9 | Article 763


https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles

Mortillaro and Dukes

Body and Dynamics in Positive Emotions

one emotion expression. Similarly, Fujimura and Suzuki
(2010) found that two out of the three positive emotions
that they included in their study were significantly better
recognized in the dynamic than in the static presentation
mode, while only one out of the five non-positive emotions
(fearful) showed the same significant advantage when presented
dynamically.

Other studies have demonstrated the special role of dynamic
movements for specific positive emotions. For example, while
the search for a prototypical static facial expression of interest
has proven inconclusive, emotional expressions of interest can
be well recognized when it presented in a dynamic fashion
(Dukes et al., 2017). Furthermore, Nelson and Russell (2014) have
shown that different types of pride can only be differentiated
when dynamically presented. Similarly, Namba et al. (2017)
found a different dynamic pattern of movements in posed and
spontaneous expressions of amusement - a difference that did not
appear in static expressions.

Overall, it appears that the dynamic representation of positive
emotions may be critical for them to be readily identified
and differentiated (for a similar position, see Fujimura et al,
2012).

Evidence About the Bodily Expression of

Positive Emotions

The expression of emotions through body movements and
gestures has been understudied in comparison to facial and vocal
expressions [for a general discussion of the neurological basis of
the perception of emotions from the body and for the reasons
to consider bodily expressions in affective science, please see
the works of de Gelder (2006, 2009)]. Nevertheless, results of
a number of studies showed that emotions can be recognized
from bodies (e.g., de Gelder and Van den Stock, 2011) and
even from very limited information like point-light body displays
(Atkinson et al., 2004). A full review of this literature is beyond
the scope of a perspective article and therefore, we will only
discuss studies that investigated the bodily expression of several
positive emotions.

In one of the largest studies available on the bodily expression
of emotions, Dael et al. (2012) identified patterns of body
movements that were specific to positive emotions. Even more
importantly, they showed that positive emotions could be
correctly discriminated from their bodily movements alone, even
more so than the negative emotions. On average the positive
emotions were correctly classified 63.3% of the time on the basis
of bodily movements (when chance level was 8.33%), while the
negative emotions were only correctly classified 46.7% of the
time.

Similarly, App et al. (2011) found that pride and love
were better recognized in the body than in the face, while
happiness and sympathy were recognized at the same level
in the two modalities. Dael et al. (2013) studied the dynamic
properties of arm movements. Even though they did not explicitly
compare the six positive emotions, substantial differences
among them are clear in most, if not all, the parameters
they reported. This corroborates our hypothesis that bodily

movements are critical for distinguishing between positive
emotions.

The effects of bodily representations on expressing specific
positive emotions also tend to support our argument. The
clearest case comes from research on pride for which there
is general consensus about a prototypical expression involving
a particular posture and specific gestures (Tracy and Robins,
2004). Another positive emotion for which the body seems to
carry important information is interest. Dukes et al. (2017)
found that facial expressions alone were not able to reliably
communicate interest; however, when the face was paired with
the body, the recognition accuracy for interest more than
doubled, and interest became as easily recognized as Ekman’s six
basic emotions.

There is sufficient empirical evidence to suggest that the
identification and recognition of positive emotions is made
comparatively easier by the inclusion of bodily representations
whereas, similarly to the inclusion of dynamic information, this
seems less important for negative emotions.

CONCLUSION

In this paper, we briefly reviewed some of the most recent
and relevant literature on the expression of positive emotions.
The results consistently indicate that the research of purely
facial static prototypes is likely inconclusive. If specific (or
typical) expressions for positive emotions exist, they are more
likely to be found in expressions that include dynamic and
bodily elements, like body posture and gesture. It is more
than 10 years since the prototypical expressions of pride were
established and, so far, only a few scholars have pointed out
that it is the body and posture or the dynamic representation
of these expressions that sets them apart from those of joy. It
is now time to accept that static facial expressions are useful,
but that they do not capture the whole richness of real-life
emotion communication. Future studies, especially when positive
emotions are considered, should only use multimodal, dynamic
expressions.
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Dynamic Displays Enhance the
Ability to Discriminate Genuine and
Posed Facial Expressions of Emotion

Shushi Namba'™, Russell S. Kabir', Makoto Miyatani? and Takashi Nakao?

" Graduate School of Education, Hiroshima University, Hiroshima, Japan, ¢ Department of Psychology, Hiroshima University,
Hiroshima, Japan

Accurately gauging the emotional experience of another person is important for
navigating interpersonal interactions. This study investigated whether perceivers are
capable of distinguishing between unintentionally expressed (genuine) and intentionally
manipulated (posed) facial expressions attributed to four major emotions: amusement,
disgust, sadness, and surprise. Sensitivity to this discrimination was explored by
comparing unstaged dynamic and static facial stimuli and analyzing the results with
signal detection theory. Participants indicated whether facial stimuli presented on a
screen depicted a person showing a given emotion and whether that person was
feeling a given emotion. The results showed that genuine displays were evaluated more
as felt expressions than posed displays for all target emotions presented. In addition,
sensitivity to the perception of emotional experience, or discriminability, was enhanced
in dynamic facial displays, but was less pronounced in the case of static displays. This
finding indicates that dynamic information in facial displays contributes to the ability to
accurately infer the emotional experiences of another person.

Keywords: spontaneous facial expressions, posed facial expressions, dynamics, facial expressions, emotion

INTRODUCTION

Facial expressions provide a signature of the emotional state of an interlocutor to indicate
behaviors that are appropriate in an interpersonal situation (Keltner and Haidt, 2001; Ekman,
2003). However, not all facial displays reflect emotional experiences that are actually being felt
by the expresser, and can even be co-opted. Humans have been shown to be able to feign
facial expressions of felt emotions as a form of intentional deception to gain social advantages
(Krumhuber and Manstead, 2009) and to stage displays that are meant to solicit the help of
others (Ekman, 2001). Staged or posed facial expressions display an emotion that an expresser
ostensibly intends to convey, whereas unstaged or genuine expressions are thought to portend
the sense of authenticity that accompanies the spontaneity of felt emotional expressions. The
endogenous nature of emotional experiences is posited to increase the trustworthiness of the
expresser by emboldening the need to embark upon and ensure a successful social interaction.
For example, Johnston et al. (2010) showed that genuine smiles could make perceivers opt for
cooperative behavior more than posed smiles. On the other side of the spectrum, pretending to be
sad is an expressive strategy that leads to loss consequences for the perceiver when an expresser
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feigns sadness to take advantage of a perceiver’s reciprocal
kindness or compensatory behavior in response (Reed and
DeScioli, 2017). Thus, the ability to differentiate genuine displays
of emotional experiences from posed ones can be important for
dealing with day-to-day social interactions.

Recent work has been conducted on whether people can
distinguish between genuine and posed displays of emotion
(e.g., McLellan et al., 2010; Douglas et al., 2012; Dawel et al,,
2015). McLellan et al. (2010) showed that adults are capable of
differentiating posed and genuine facial displays of happiness,
sadness, and fear. Dawel et al. (2015) also replicated the finding
that adults could discriminate the authenticity of happy and
sad displays. Moreover, a neuroimaging study showed that the
perception of genuine and posed non-verbal behaviors occurs
through different neural activation processes (McLellan et al.,
2012; McGettigan et al.,, 2013). Although there have been few
studies that investigate this ability, most prior research suggests
that people can make a distinction when judging genuine and
posed facial displays.

Nevertheless, previous research has suffered from two major
shortcomings: (1) the presence of “staged” contamination in
genuine displays due to a lack of accounting for the possible
effects of intentional manipulation, and (2) a failure to include
dynamic aspects when preparing facial stimuli for experimental
investigations. First, research methodologies have mainly relied
upon the proprietary facial stimuli created by McLellan
et al. (2010), which recruited participants who were expressly
informed of the purpose of the study as one to investigate the
feasibility of creating stimulus material. The experimenters then
proceeded recording the facial expressions of participants as
they were evoked by emotion elicitation pictures, sounds, and
imagined scenarios. While the experimenters selected genuine
displays based on databases of affective picture stimuli and other
established experimental techniques from empirical studies, the
fact that participants were made aware of the purpose of the
facial stimuli ahead of the experiment might have allowed for
the confounding effects of intentional manipulation to occur in
genuine facial displays as they unfolded. This raises an issue
as it is thought that such intentional influences might inhibit
spontaneous facial reactions (Smoski and Bachorowski, 2003;
Kunzmann et al, 2005). Furthermore, selection of genuine
stimuli in the study relied heavily on criteria undertaken for
intended facial expressions made by actors (Gosselin et al.,
1995; Suzuki and Naitoh, 2003), as several findings have shown
actors’ expressions to be relatively similar to spontaneous
expressions (e.g., Carroll and Russell, 1997; Scherer and Ellgring,
2007; Gosselin et al., 2010). While it is indeed the case that
expressions made by professional actors might encompass some
experiences of felt emotion in the process, they are ultimately
designed to emphasize a message through intentional or strategic
manipulation (Buck and VanLear, 2002). This suggests that
facial stimuli used in previous studies could have been biased
from being subject to intentional manipulation by participants
themselves or through selection criteria that was based on the
staged facial expressions of actors. Indeed, McLellan et al. (2010)
tagged the cheek raising found in the expression of happiness
as a property that distinguishes genuine and posed smiles, but

other studies have shown that the presence of cheek raising
more likely reflects expressive intensity rather than pleasant
experience (Krumhuber and Manstead, 2009; Guo et al., 2018).
In other words, previous studies might actually be tapping
differences in expressive intensity rather than an underlying
ability to tell the difference between posed versus genuine
expressions. Recent work by Dawel et al. (2017) also showed
that observers did not regard the McLellan et al. (2010) genuine
faces as actual genuine displays. Thus, it is clear that to better
understand the ability for individuals to differentiate genuine
displays containing emotional experiences from posed ones,
unintentionally manipulated displays that are most frequently
expressed in strong evocations of genuine emotional situations
should be implemented.

Second, previous experiments have employed static facial
stimuli and largely ignored the dynamic aspects of facial
expressions. Dynamic information in facial expressions for
various emotions has been increasingly recognized as an
important aspect in the phenomenon of emotion perception
(Krumhuber et al.,, 2013) and the recognition of crowd valence
(Ceccarini and Caudek, 2013). Ceccarini and Caudek (2013)
found that dynamic over static facial information captures
the attention of perceivers attending to threatening stimuli.
Furthermore, Krumhuber and Manstead (2009) showed that
observers can differentiate spontaneous and posed smiles when
rating the genuineness and amusement of dynamic displays, but
not static ones. Although the importance of dynamic information
in differentiating facial expressions has been put forth, not all
emotions have been accounted for. Given the evidence from
previous studies that have underscored the dynamic aspects of
facial expression for emotion perception (e.g., Wehrle et al,
2000; Sato and Yoshikawa, 2007), operationalizing dynamic
displays as stimuli for other emotions like surprise, disgust, and
sadness, in addition to amusement, would allow for sensitivity in
the perception of emotional experience to be evaluated. Taken
together, it remains unclear whether people can differentiate
genuine from posed facial displays because there is a possibility
that the genuine displays used in previous studies are different
from spontaneous facial reactions to emotional experiences.
Moreover, it is necessary to consider dynamic information
that might affect this discriminability beyond the emotion
of amusement through investigations of other emotions like
surprise, disgust, and sadness.

Thus, the current study re-investigated hypotheses related
to the ability for perceivers to distinguish genuine from posed
facial expressions by critically implementing facial display stimuli
generated in the absence of intentional manipulation. This effort
aimed to eliminate the influence of intentional effects in genuine
facial stimuli as much as possible to test the assumption in
the literature that people can differentiate between genuine and
posed facial expressions (McLellan et al., 2010; Douglas et al.,
2012; Dawel et al., 2015). Furthermore, this study explored
whether the presence of dynamic information in facial stimuli
strengthens this genuine-posed discriminability or not in the case
of negative emotions in addition to amusement. Considering the
findings of Krumhuber and Manstead (2009), it was assumed that
sensitivity to this discrimination would be increased for dynamic
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displays as compared to static ones, and that the evidence base
for the phenomenon would be extended beyond amusement to
surprise, disgust, and sadness. To further control for the effects of
expressive intent as much as possible, the current study utilized
the spontaneous facial data obtained in a previous study (Namba
et al., 2017a). Spontaneous and posed facial expressions for the
emotions of amusement, disgust, surprise, and sadness were
recorded to compare morphological aspects in that study, where
video clips of secretly recorded facial behaviors as expressers
experienced a strong emotion in a room by themselves were
used as genuine displays. Posed facial stimuli were derived
from the same data of expressers intentionally generating facial
expressions according to explicit instructions (for further detail,
see Namba et al., 2017c).

MATERIALS AND METHODS

Participants

Fifty-eight participants (35 female, 23 male; M age = 23.98,
SD 1.67) were recruited from Hiroshima University
and the local community via e-mail and advertisements,
and were compensated with 500 yen after the experiment.

Participants were randomly assigned to one of two groups:
(a) dynamic presentation (12 female, 18 male; M age = 24.00,
SD = 1.49), and (b) static presentation (11 female, 17 male;
M age = 23.96, SD = 1.86). This assignment resulted in 30
individuals designated to the dynamic presentation group,
and 28 individuals designated to the static presentation group.
All participants were native Japanese speakers with normal
or corrected-to-normal vision. There was no evidence of the
presence of a neurological or psychiatric disorder. Written
informed consent was obtained from each participant before the
investigation, in line with a protocol approved by the Ethical
Committee of the Graduate School of Education, Hiroshima
University.

Stimuli

Clips of spontaneous and posed facial actions induced without
expressive intent recorded in Namba et al. (2017c) were used as
genuine and posed facial displays. Genuine facial displays were
elicited in an individual environment with emotion elicitation
films (Gross and Levenson, 1995), while posed facial displays
were expressed in accordance with the explicit instruction “to
express the target emotion.” Namba et al. (2017¢) picked only the
four emotion types of amusement, surprise, disgust and sadness

Time

Fixation point

Dynamic (or Static) Group

Presentation of dynamic (or static)
facial expressions stimuli

Judgment of whether
facial expression
stimuli depicts
person feeling the
emotion

Time

Fixation point

until response

Presentation of dynamic (or static)
facial expressions stimuli

Judgment of whether
facial expression
stimuli depicts
person showing the
emotion

FIGURE 1 | A depiction of the experimental flow for each trial.
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that were confirmed by a previous study to elicit target emotions
in Japanese adults viewing emotion elicitation films (Sato et al.,
2007). After recording their genuine expressions, participants
were debriefed about their candid recordings in line with
protocols set by the Ethical Committee of the Graduate School
of Education, Hiroshima University, to which data collection was
affirmed or denied if the participant consented to the use of their
recordings for analysis, and in the event that consent was not
given, the recorded data was deleted in front of the participant
(Namba et al., 2017c). Among these facial displays, the parts of
the clips to be used as stimuli were selected based on the following
criteria: (1) the spontaneous and posed facial expressions
contained the most frequently expressed and representative
properties among expressers (Namba et al., 2017c), (2) the
spontaneous facial expression contained facial components
related to target emotional experiences in other empirical studies
(Namba et al., 2017a,b), and (3) the same expresser was present
in both the spontaneous and posed facial expressions in order
to avoid inter-target differences. Additionally, dynamic and
static presentations were created using these clips. In dynamic
presentations, facial displays were played continuously from
onset to peak display of facial expression. In static presentations,
facial displays were edited such that only one peak frame of a
facial expression was presented. Two expressers were assigned
to each emotion including a neutral state representing no
emotion. Consequently, 2 (expresser) x 4 (emotion: amusement,
disgust, surprise and sadness) x 3 (display: genuine, posed and
neutral) x 2 (presentation style: dynamic and static) clips were
used, resulting in 48 total clips and 24 clips per presentation
style. For dynamic presentation, the mean duration of unfolding
genuine facial displays was 2.88 s (SD = 2.03), whereas those
of posed and neutral ones were 2.50 and 2.38 s (SDs = 1.07
and 1.30). Welch’s two sample ¢-test revealed that the durations
among all displays were not different (uncorrected ps > 0.57).
The overall durations were 2.58 s (SD = 1.47), and for static
presentation all durations were set to 2.5 s. Furthermore, we
checked the perceived intensity of expressions as a preliminary
analysis. Seven individuals (3 female, 4 male) evaluated the
intensity of facial clips on an 8-point scale ranging from 0 (not
at all) to 7 (the strongest). One-way analysis of variance revealed
that the perceived intensity was different among three displays
[F(2,110) = 128.69, p < 0.001]. Multiple comparisons also showed
differences between neutral (M = 0.41, SD = 0.61) and genuine
(M =3.52,S8D =2.13) or posed (M = 3.88, SD = 1.81; ps < 0.001),
but no significant difference was found between genuine and
posed displays (p = 0.08).

Procedure

The procedure of experimental tasks was conducted in line
with the design implemented by McLellan et al. (2010). The
task program was created using Visual C#. Each facial clip was
presented on the screen of a laptop computer. Two groups of
participants were assigned a facial stimuli presentation style:
dynamic or static. The task program presented each trial into
a block by culling the stimulus to be presented from a pool
of 24 dynamic facial stimuli and 24 posed facial stimuli. We
asked participants to perform two types of judgment tasks for

the perception of emotional states via facial displays. The first
was a show condition to judge whether the specific emotion was
being depicted (e.g., “Is he showing sadness?”), and the second
was a feel condition to judge whether the specific emotion was
being experienced by the target (e.g., “Is she feeling happiness?”).
Participants gave a yes-or-no answer to sort the show and feel
conditions. The order of facial stimuli was randomized, and the
blocks for the show and feel conditions were counterbalanced
using a Latin Square design. Figure 1 depicts the experimental
flow.

Upon arrival at the laboratory and before doing the
experimental tasks, participants were given careful instructions
about the concept of genuine and posed facial displays and their
requirements as participants. The instructions were as follows:
“People sometimes express genuine facial displays caused by
actual emotional experiences, while some people can express
posed facial displays of emotion by intentional manipulation. In
this study, we aim to understand whether people have the ability
to detect these two types expressions accurately or not. There are
two tasks we would like you to do. The first is to decide whether or
not the expressions presented to you are showing each emotion,
and the second is to decide whether or not the person depicted is
feeling each emotion.”

After completing the instructions, all participants did a
practice trial with facial stimuli not used in the main trial (semi-
spontaneous anger, fear and posed anger, fear and a neutral
stimulus). The facial stimuli for this rehearsal were made by a
research assistant who was unaffiliated with the study. When
participants completed the practice trial, the research assistant
confirmed that participants understood the task. If there were
no problems, the main trial was initiated. However, if there were
issues understanding the task, participants were reminded of the
instructions and asked to practice the trial again.

Statistical Analysis

Although McLellan et al. (2010) conducted two analyses for the
sensitivity between genuine, posed, and neutral facial displays
utilizing only stimuli of posed displays, our study focused only on
the comparison between genuine and posed displays as the target
phenomenon for experiment, as well as for the sake of clarity.
Yes-or-no answers to the facial displays were analyzed using a
signal detection method that allows for separate modeling of
the sensitivity and response criterion. Additionally, population-
level sensitivity and the response criterion were estimated using
a Bayesian hierarchical model (Rouder et al, 2007; Vuorre,
2017). In the vein of a generalized linear mixed model (Wright
and London, 2009), our model (including a predictor) can be
described as follows:

yij ~ Bernoulli (p;))
®(pij) = Boj + Byj * Displaylj + By * Presentation;;
+ Bs * Display;; * Presentation;

The outcomes y;; were 1 if participant j responded “Yes” on
trial i, and 0 if they responded “No”. Also, the outcomes
for participant j and trial i were Bernoulli distributed with
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probability p;;. The probability was transformed into z-scores
with @ which represented the cumulative normal density
function. By described the response criterion that corresponded
to the tendency to answer “Yes” or “No”, and B; described
the sensitivity to facial displays. B, described the difference in
response criterion between dynamic and static presentations, and
Bs described sensitivity. The sensitivity of the feel condition could
be interpreted as the discriminability of emotional experiences
in facial displays. Also, due to the assumed shortage of signal
to be detected, Bjin the show condition could be interpreted

TABLE 1 | List of the percentage of Yes responses that emerged in judgment
conditions and facial displays.

Show condition (% yes) Feel condition (% yes)

Display type Dynamic Static Dynamic Static

as the frequency of emotional concept recognition for genuine
versus posed facial displays. To estimate the population-levels
parameters for By and B;, multivariate normal distribution with
means and a covariance matrix for the parameters are described
in the following expression:

BRI

The means p; and |1, can be interpreted as the population levels
response criterion and sensitivity, respectively. In the following
results, analysis was performed in R (3.3.3, R Core Team, 2016)
using the brms packages (Biirkner, 2017). All iterations were set
to 2,000 and burn in samples were set to 1,000, with the number
of chains set to four. The value of Rhat for all parameters equalled
1.0, indicating convergence across the four chains.

All emotions
Neutral 2 12 10 17 Table 1 shows the percentage of Yes responses by judgment
Posed 88 78 31 59 condition, presentation style, and facial displays for all emotions
Genuine 78 70 75 66
Amusement
Neutral 0 2 0 0 TABLE 2 | Estimated parameters on each condition for all emotions using a signal
Posed 98 91 38 30 detection model.
Genuine 95 95 85 86 Parameter MAP 95%ClI[]
Surprise
Neutral 3 > 7 o Show condition
Posed 95 70 23 47 Response criteria (Betal) 1.06 [0.86, 1.25]
Genuine 73 46 75 50 Sensitivity to display (Beta2) —0.38 [-0.57, —0.16]
Disgust Response criteria between presentations (Beta3) 0.46 [0.07, 0.82]
Neutral 5 30 13 46 Sensitivity to display between presentations (Beta4)  —0.13 [-0.56, 0.25]
Posed 90 86 32 75 Feel condition
Genuine 97 96 75 66 Response criteria (Betal) -0.12 [-0.25, —0.01]
Sadness Sensitivity to display (Beta2) 0.66 [0.50, 0.85]
Neutral 0 13 18 18 Response Criteria between presentations (Beta3) -0.72 [-0.99, —0.49]
Posed 67 66 30 34 Sensitivity to display between presentations (Beta4) 1.08 [0.64, 1.35]
Genuine 48 43 63 59 MAP stands for Maximum a Posteriori estimate. 95% ClI represents 95% credible
intervals.
Static Presentation Dynamic Presentation
151
91 Display Types
107 W Posed
c / 2 B Genuine
8 4 8 54
31 f
4 /‘\
01 - 01 -
06 07 08 09 1.0 07 08 09 1.0
Mean of Yes responses Mean of Yes responses
FIGURE 2 | The mean of Yes responses in the show condition for all emotions. The distance between the two distributions can be interpreted as the discriminability
of facial displays.

Frontiers in Psychology | www.frontiersin.org

58

May 2018 | Volume 9 | Article 672


https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles

Namba et al.

Dynamic Discriminability in Emotional Facial Expressions

Static Presentation

Dynamic Presentation

9 0
< \ 3 ]
4
01 — - 0

Display Types
f I Posed

‘ M Genuine

05 06 07 08
Mean of Yes responses

facial displays.

FIGURE 3 | The mean of Yes responses in the feel condition for all emotions. The distance between the two distributions can be interpreted as the discriminability of

025 0.50 075
Mean of Yes responses

in total, as well as separated by each emotion. The following
results were expected to be found according to our hypotheses:
(1) genuine displays would be aligned with an answer of
“Yes” in both the show and feel conditions, (2) posed displays
would be answered with “Yes” for the show condition, but
not the feel condition, and (3) neutral displays would be
responded with “No” in both conditions. Comparisons using
Table 1 indicated several observations. For example, static
presentations decreased the percentage of Yes responses in
the show condition for all emotions. In the case of the feel
condition, dynamic presentation promoted discriminability for
all emotions. Hierarchical signal detection theory was applied
in order to confirm these observations. Although results for
the response criteria were also estimated, only the results
for the sensitivity to displays are reported below to avoid
redundancy.

The Show Condition Path to All Emotions
Figure 2 describes the percentage of Yes responses in the
show condition by the type of facial displays for all emotions
and presentation styles. Furthermore, results of a hierarchical
signal detection method to estimate parameters for the
show condition can be seen in Table 2. If the 95% credible
interval of the parameters does not include zero, it can
be inferred that there is a significant effect as in classical
statistical hypothesis testing. Table 2 shows that a negative
value for the sensitivity to displays emerged, which indicates
that participants responded “Yes” more frequently to posed
displays than genuine displays (B; = —0.37 [—0.59, —0.16]).
In other words, participants were able to differentiate genuine
facial displays from posed ones. Specifically, participants
judged posed displays as the facial display showing a
specific target emotion more frequently than the genuine
displays.

The Feel Condition Path to All Emotions

The percentage of Yes responses for the feel condition to all
emotions is presented in Figure 3. Also, Table 2 provides
estimated parameters for the feel condition. The results for

the sensitivity to displays indicated that genuine displays cause
Yes responses on the feel condition to occur more frequently
than posed ones (B; = 0.68 [0.49, 0.85]). Moreover, the
results for the sensitivity to displays between presentation styles
indicated that when the presentations style was dynamic, the
sensitivity to differentiate between genuine and posed ones was
higher than when it was static (B3 = 0.98 [0.63, 1.34]). Taken
together, perceivers could distinguish genuine from posed facial
expressions and their sensitivity was higher under the conditions
that facial displays were presented dynamically, rather than
statically.

TABLE 3 | Estimated parameters on show condition across each emotion using a
Bayesian signal detection model.

Parameters MAP 95%CI[]
Amusement

Response criteria (Betal) 1.78 [1.38, 2.36]
Sensitivity to display (Beta2) -0.10 [-0.80, 0.48]
Response criteria between presentations (Beta3) 0.81 [0.01, 1.94]
Sensitivity to display between presentations (Beta4)  —0.80 [-2.15, 0.29]
Surprise

Response criteria (Betal) 1.10 [0.79, 1.44]
Sensitivity to display (Beta2) -0.78 [—1.25, —0.44]
Response criteria between presentations (Beta3) 1.15 [0.55, 1.84]
Sensitivity to display between presentations (Beta4)  —0.34 [—1.25, 0.30]
Disgust

Response criteria (Betal) 1.18 [0.90, 1.49]
Sensitivity to display (Beta2) 0.69 [0.19, 1.24]
Response criteria between presentations (Beta3) 0.13 [-0.39, 0.82]
Sensitivity to display between presentations (Beta4)  —0.13 [—1.34,0.86]
Sadness

Response criteria (Betal) 0.43 [0.19, 0.65]
Sensitivity to display (Beta2) —0.53 [-0.86, —0.21]
Response criteria between presentations (Beta3) 0.06 [-0.46, 0.50]
Sensitivity to display between presentations (Beta4) 0.13 [-0.55,0.78]

MAP stands for Maximum a Posteriori estimate. 95% CI represents 95% credible
intervals.
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The Show Condition Across Emotions

Next, to consider the specific characteristics across different
types of emotions, we investigated data from the show condition
for each emotion. Figure 4 shows the percentage of Yes
responses in the show condition across emotions. In this case, we
conducted a simple signal detection model that did not include a
hierarchical structure to avoid model complexity and to stabilize
the convergence. The estimated parameters are described in
Table 3. For amusement, a result for the sensitivity was not
found. For surprise, the value of the sensitivity to displays was
negative (B; = —0.78 [—1.25, —0.44]). The results of sadness
indicated that the value of the sensitivity to displays was negative
(B = —0.53 [—0.86, —0.21]). For disgust, the results indicated
that the value of the sensitivity to displays was positive (B} = 0.69
[0.19, 1.24]). In sum, posed displays of surprise and sadness
were consistent with the results for all emotions, but disgust
was found to be in the opposite direction for the showing
condition.

The Feel Condition Across Emotions

Finally, we provided estimated parameters using data on the
feel condition across emotions. Figure 5 shows the marginal
effects on the feel condition across emotions, and Table 4 lists
the estimated parameters. For amusement, the result for the
sensitivity indicated the same directions as the parameters for
the feel condition and all emotions (B; = 0.80 [0.42, 1.15];
B3 = 1.13 [0.39, 1.87]). For surprise, the results were consistent
with the parameters in the path to all emotions (B; = 0.80 [0.41,
1.09];B3 = 1.30 [0.61, 1.96]). For disgust, the results indicated
that the values of the two types of sensitivity to displays were
positive (B; = 0.45 [0.12, 0.78]; B3 = 1.40 [0.71, 2.08]). The results
for sadness indicated that the sensitivity to displays was positive
(B; =0.72 [0.41, 1.06]). Subsequently, all results across emotions
found that participants judged the genuine displays as the
facial display where the person on-screen was experiencing the
specific target emotion, rather than posed displays. Furthermore,
when participants differentiated the genuine and posed facial
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FIGURE 4 | The mean of Yes responses on the show condition across each emotion. The distance between the two distributions can be interpreted as the
discriminability of facial displays. Comparisons are shown for each specific emotion: (A) amusement, (B) surprise, (C) disgust, and (D) sadness.
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TABLE 4 | Estimated parameters on feel condition across each emotion using a
Bayesian signal detection model.

Parameters MAP 95%CI[]
Amusement

Response criteria (Betal) 0.26 [0.04, 0.52]
Sensitivity to display (Beta2) 0.80 [0.42,1.15]
Response criteria between presentations (Beta3) —-1.16 [-1.66, —0.66]
Sensitivity to display between presentations (Beta4) 1.18 [0.39, 1.87]
Surprise

Response criteria (Betal) —0.40 [-0.64, —0.15]
Sensitivity to display (Beta2) 0.80 [0.41,1.09]
Response criteria between presentations (Beta3) —0.68 [-1.14, —0.19]
Sensitivity to display between presentations (Beta4) 1.30 [0.61, 1.96]
Disgust

Response criteria (Betal) 0.10 [-0.14, 0.34]
Sensitivity to display (Beta2) 0.42 [0.12,0.78]
Response criteria between presentations (Beta3) —1.16 [-1.64, —0.65]
Sensitivity to display between presentations (Beta4) 1.42 [0.71, 2.08]
Sadness

Response criteria (Betal) —0.46 [-0.69, —0.20]
Sensitivity to display (Beta2) 0.72 [0.41, 1.06]
Response criteria between presentations (Beta3) —0.08 [-0.54, 0.42]
Sensitivity to display between presentations (Beta4) 0.16 [-0.48, 0.84]

MAP stands for Maximum a Posteriori estimate. 95% Cl represents 95% credible
intervals.

displays in terms of the existence of emotional experiences
for amusement, surprise, and disgust, dynamic presentations
notably increased the sensitivity to displays compared to static
ones.

DISCUSSION

The present study investigated whether or not people can
distinguish between genuine and posed facial displays of emotion
by focusing on dynamic or static presentation styles. The results
indicated three key findings. First, people judged posed displays
as showing surprise and sadness more than the genuine displays.
Second, the results of the feel condition disambiguated that
people distinguish between genuine and posed facial displays of
emotion in terms of their estimation that the experiences were
authentically felt. Finally, the study found that perceivers are
more capable of differentiating whether expressers are having a
felt emotional experience when dynamic facial display processes
are present over static ones.

Judging Whether the Specific Emotion
Was Being Shown

This study clarified the characteristics of genuine and posed
displays, with the latter being recognized as the facial display
showing a specific target emotion (described in Figure 2).
This result is consistent with several previous studies in
which the percentages of observers matching the predicted
emotion to posed facial displays were considerably higher
than spontaneous ones (e.g., Motley and Camden, 1988;

Naab and Russell, 2007; Calvo and Nummenmaa, 2016). This
result suggests that posed facial expressions are vital to the
process of conveying an emotion, but that their utility does
not manifest itself evenly for all emotions. For amusement,
there were no differences between spontaneous and posed
displays when it came to whether the target emotion was
being shown. Motley and Camden (1988) suggested that only
spontaneous facial expressions of positive emotions and not
negative ones were recognizable above chance level, as is
similar to the recognition of posed faces. In this case, it could
be suggested that the perceptual information used to show
amusement is not different between spontaneous and posed
displays. For disgust, the results of the present study indicated
that when judging the show condition for a target emotion
genuine displays did so more frequently than posed displays,
as described in Figure 4. Facial expressions of disgust function
to convey potential threats like biological factors directly linked
to death to an interlocutor (Tybur et al, 2013), and it is
therefore possible that spontaneous expressions might contain
the perceptual information to convey disgust more clearly than
posed expressions.

Judging Whether the Specific Emotion
Was Being Felt

The current study revealed that perceivers possess a sensitivity
to facial displays that is related to the accurate inference
of the emotional experiences from genuine, but not posed,
facial expressions. As shown in section “The Feel Condition
Across Emotions,” this study observed no difference in this
discriminability across emotions. Considering that there was
a difference among emotions in show condition, this result
is impressive. The ability to detect emotional experiences in
facial expressions might be more important or more general
for successful social interactions than the ability to detect the
mere showing of an emotion. Both genuine and posed facial
expressions can be regarded as means to express the internal
state of the person signaling, that in turn directs the behavior
of the observer, establishes a representation of the world for
the expresser to draw from, and allows them to commit to
future courses of action (Scarantino, 2017; Van Kleef, 2017).
The difference between the two expressions is the endogenous
nature of emotional experiences, which can be connected to
the trustworthiness of the message in facial displays. From
the perspective of the biological and evolutionary function of
social emotions, people respond sensitively to signals with high
credibility and emotional salience (Niedenthal and Brauer, 2012).
Therefore, the results of this study extend the literature from
previous studies consistent with the hypothesis that people
can discern genuine and posed facial displays (McLellan et al.,
2010; Dawel et al., 2015). However, there are small differences
between previous findings and our results. Previous studies
suggested that the sensitivity for emotional experiences to
facial displays was specific across each emotion rather than a
generalized skill, but we found that specificity for the types
of emotion disappeared when non-social spontaneous facial
expressions were used as genuine facial stimuli. Therefore,
our results offer evidence that people might have a general
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